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Preface

This volume is the fall out of a capacity building endeavor initiated in 2007 in the
Department of Economics of the University of Calcutta, India, under the aegis of
Special Assistance Program of the University Grants Commission in the form of
Departmental Research Support (DRS) over the Eleventh Five Year Plan period
(2007-2012). The thrust area was “Globalization and Sustainable Development”
and the objective was to promote research on sustainable development in face of
global connectivity, develop curriculum for research scholars, impart training to the
young researchers, and build up interactive platform for exchange of ideas. Over
this phase, a number of academicians from different institutions of India came and
spent time with our faculty and students as Visiting Scholars and quite a few
research methodology workshops were held to provide hands-on training in data
management with statistical software. The DRS also organized many seminars and
conferences to provide opportunity to disseminate and share research findings for
assessing our own progress as well as inadequacies. In the process, it has been
realized that just like ‘sustainability’ the concept of ‘globalization’ is also a multi-
faceted one and they together interrogate the existing paradigm of development by
highlighting the need for accommodating new contexts, issues, organizations, and
institutions through tailoring appropriate theory and methods to handle them with
sufficient analytical rigor. As an illustration of this realization, this volume has been
planned where most of the articles are jointly written by our faculty and research
scholars in collaboration with our visitors and mentors during this phase.

It is felt that a collection of these articles as an edited volume would serve as a
good reading material on the present standing of the economy of India for the
advanced Masters level students and the beginners in the M. Phil./ Ph.D. courses.
The research students need to comprehend the process underlying the conception
and formulation of a research plan on economic development. The experience of
India is their readily available subject. They may be familiar with Indian reality,
observing unprecedented changes all around, but are not always aware of the
cumulative influence of globalization on the economy, polity, and society. By
raising questions from different angles and perspectives, the articles included in
this volume may help them to start exploring the subject better. Other than the
students, this volume should also be of interest to researchers of Indian economics
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viii Preface

in general, not least because of the wide-ranging topics that are addressed and a
conscious emphasis on methodology for examining Indian economic problems.

We are grateful to a number of institutions and individuals who extended their
support in completing this project. Mention should be made of the UGC nominees,
Professor C. Thangamuthu and Professor N. Lingamurthy, whose constant
encouragement and guidance inspired us to remain committed to our goal. Support
and cooperation from our visitors, mentors, in-house members, and the fraternity
of Economists at large deserves special mention. Quite a few of them contributed
in this volume and many others reviewed the papers, gave impartial assessment,
and helped in improving the quality of the final output. The research scholars
associated with the DRS extended their round-the-clock-cooperation in editing and
formatting the final draft. Mention should be made of the enthusiasm and coor-
dinated production plan of Ms. Sagarika Ghosh and Ms. Sahadi Sharma of
Springer India and Ms. Sundari of Scientific Publishing Services (P) Limited
which played the most crucial role in making the book available to the reader on
time.

During the tenure of DRS-I we have lost two very dear colleagues of ours,
Professor Pabitra K. Giri and Professor Kalyan K. Sanyal. Both of them were
closely associated with different academic activities undertaken, used to provide
wise suggestions and insightful advices, and had brilliant analytical mind. We
dedicate this book in their fond memory with deep respect and appreciation.

Kolkata, December 2012 Sarmila Banerjee
Anjan Chakrabarti
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Chapter 1
Introduction

Sarmila Banerjee and Anjan Chakrabarti

Context

This book is on the emerging Indian economic map materializing in the backdrop
of the phenomena of globalization and sustainability following two decades of
liberalization policies. Globalization and sustainability are our chosen entry points
which allow us to organize our story in a manner that is able to highlight the
essential ideas, events, breaks, problems, as also the rise of new kinds of institu-
tions, relationships, and engagements that are connected to the epochal transition
of the Indian economy. Our intervention is as much on method as it is on substance
which is indicated by a variety of new methodological approaches, corpus of
concepts, and style of reasoning that move beyond the conventional system and
known territories of coverage. The story of the Indian economy that emerges from
our foray is of a new Order of Things punctuated with novel problems, crises, and
modes of intervention by the state that are not comparable to what existed during
the planning era.

In the following sections, we discuss the points of departure, the motivation
underlying our intervention as also its specific contribution, and the organization
of the book.

S. Banerjee - A. Chakrabarti (D<)
Department of Economics, University of Calcutta, Kolkata 700050, India
e-mail: chakanjana@yahoo.co.in

S. Banerjee
e-mail: sarmila_b@yahoo.co.in

S. Banerjee and A. Chakrabarti (eds.), Development and Sustainability, 1
DOI: 10.1007/978-81-322-1124-2_1, © Springer India 2013



2 S. Banerjee and A. Chakrabarti

The New Economic Map Through the Lens
of Globalization and Sustainability

India’s economic transition in the last two decades has been marked by growing
expectations and mounting societal contrasts. Riding on the crest of a high growth
regime, this period has witnessed a structural transformation that is unprecedented
in post-independent India, with perhaps the exception of the 1950s when the
process of large-scale industrialization unfolded. A list of such changes will lay
credence to our claim. Globalization and an open economy, concerted drive
toward industrialization (inclusive of expansion in both the manufacturing and
service sectors), rise in corporate capitalism, rapid urbanization, and formation of
global cities, transformation of many middle-sized towns into cities, with some
villages donning increasingly town-like features, increased presence and spread of
a privatized media, digital and IT revolution opening new mediums of commu-
nication and information flow as also creating a host of novel service products,
delivery mechanism and space for social movements, unprecedented market
penetration into various aspects of social life, rise of consumer society with new
marketing and sales system, phenomenal growth of financial capital and services,
shifts in agricultural practices, deep and growing penetration of market and
commercialization in agriculture accompanied by shocking level of social desti-
tutions, disturbing exclusions (social and income) and breakdown of agrarian life
in many parts of the country, unparalleled migration and trafficking within and
across the rural-urban landscape, breakdown of traditional family and community
structures, rapidly growing access for women into the public space, public posi-
tion, and public discourse, shifts in environmental landscape and quality as also in
land use, fast changing values and norms, growing awareness of and opposition to
extant gender and caste hierarchies are, on their own and in tandem, literally
reshaping the cartography of India and its economy. Even a cursory look at the
media output, stories and data, overflowing in plentiful, confirm this imagery of an
Indian economy in a state of epochal transit.

The above transformation was preceded by four decades of a development plan
in which state-sponsored industrialization through capital accumulation became
the strategy for fulfilling the defined objective of economic growth; critically, the
allocation of resources stayed firmly in the hands of the state and through that it
exercised control over the market economy. While the initial development expe-
rience in the 1950s reveals an attempt to exploit the trickling-down relation
between growth and poverty reduction by pursuing the objective of growth alone,
by the late 1960s, problems of food crisis, destitution, and social instability
brought to the fore the issue of sustainability, particularly economic and social
ones. To partly internalize this problem, the goal of Indian economy accordingly
shifted to growth with redistribution (the Fifth Five Year Plan). The crisis of the
late 1980s saw the Indian state abandon its state-sponsored development strategy
even as it reiterated the objective of growth as central to its development para-
digm. As part of the neoliberal philosophy, the Indian economic reforms merged



1 Introduction 3

with the Washington Consensus paradigm to usher in a competitive market
economy in a global context. Unlike Eastern European nations, the Indian econ-
omy’s integration into the global economy so as to inaugurate the formation of
global capitalism was not part of the big bang strategy; it was instead a gradualist
approach punctuated with gaps and pauses even though the overall tendency
should not be doubted. This induced the kind of systemic transformation described
in the previous paragraph.

Alongside globalization, the other dimension making its presence felt is that of
contrasts and schisms with regard to Indian economy which invite attention to the
growing problem of sustainability. The term sustainability encapsulates ecological,
economic, social, and even political dimensions that are related to a variety of
exclusions (structural, income, and social). That is, the exclusions and their impact
are indicative of the dimensions of sustainability, which while arising in relation to
global capitalism also impedes its growth or even threatens its stability in some
instances. Rather than being independent, these dimensions of sustainability or the
underlying forms of exclusions may intersect, reinforce, and compensate one
another; this in turn invited the idea of inclusive development and state-sponsored
intervention to tame the problems of sustainability. This multi-layered presence of
sustainability informs the second node of our intervention. As part of a two-decade
evolutionary process, restructuring of the Indian economy not only placed it into
the triad of neoliberalism, global capitalism, and inclusive development, but in the
process also relocated the state in a complex role where it is simultaneously
passive and active (Chakrabarti and Dhar, Chap. 2).

Some of these schisms and contrasts, such as those pertaining to ethnicity,
caste, and gender, are old and saw renewal under the new conditions, while some
others are original having appeared as a result of the transformation of the Indian
economic map. However, by all accounts, the extant and new divides are a result
of, and in turn affect, the new economic map emerging out of globalization. As
such, notwithstanding their relative autonomy, globalization and sustainability are
not independent and autonomous of one another; each feeds into the other and
hence configures their respective presence. Particularly revealing are the new
kinds of schisms, which at times may even exacerbate old social divisions; these
include the simultaneous presence of growing income prosperity and increasing
income divide, the emergent divide between groups whose poverty is fast reducing
and others (such as Dalits and Adivasis) who are trailing far behind, relatively
prosperous urbanity in comparison to the lagging rural heartland, rapid industri-
alization-urbanization and fast changing/eroding ecological and environmental
topography, expansion of industrial capitalism accompanied by augmented pace of
displacement-dislocation, rapid globalization and increasingly growing vulnera-
bility to shocks including financial and currency shocks. This list is only partial.
The schisms are simultaneously a hope and a concern; hope because the new Order
of Things has enabled India to transcend many fetters previously seen as prob-
lematical (examples are technological transformation, increased competitiveness,
growing income prosperity, etc.) and a concern because the same Order of Things
is producing a nation of stark contrasts that are raising serious sustainability
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questions and threatening the gains in the process. This new Order of Things, with
its conflicting pulls and pushes, can be seen as producing new institutions,
opportunities, negotiations, adjustments, policy challenges, and interventions as
also new languages of criticism, contestation, and resistance that, in their totality,
are helping propel India’s economic transition, albeit not always in the direction
and with the outcomes that are expected, predicted, or foreseen.

Themes of Globalization and Sustainable Development

As we explained, the reshaping of India’s economic map is also creating a nation
of contrasts. The phenomena of reshaping and contrast, on their own and in their
intersection, constitute the content of the papers. The reshaping had transpired due
to multiple factors, not least India’s integration into the global economy and partly
global order. India’s integration in a globalized economy is perhaps coterminous
with its so-called liberalization policies that are hailed as responsible for the so-
called miracle high growth rate regime, particularly in the last decade. The
influences, effects, and even criticisms of globalization in their varied forms and
capacities constitute one node of our intervention.

Globalization has multifaceted dimensions. While a few of its cultural and
political features are discussed in some of our presentations, our focus is essen-
tially on the economic dimension. One claim that runs through many of the papers
is that neoliberalism is the philosophy underlying globalization, which has induced
a transformative effect not only on the Indian economic structure but also on the
policy paradigm. Another fallout of globalization is the event of global integration,
particularly economic, which also opens up the Indian economy to the mechanism
of competition, new kinds of markets, and also ensures that extant markets get
transformed by it. Much has been talked about the financialization of the economy
that has followed globalization; particularly potent has been the global integration
and rapid expansion of the Indian stock and currency market. The claim of these
financial markets as capturing the fundamentals of the real economy though must
be put under scrutiny in the Indian context especially when counterclaims have
forwarded the argument about the relative autonomy of the financial sector vis-a-
vis the real sector. Moreover, are the Indian stock and currency markets governed
by nonlinearity and chaos? Does the global integration make these markets
invariant to policy interventions (Sarkar, Chakrabarti and Sen, Chap. 4)? The
challenge of crises materializing from those global connections also demands
interrogation so as to tease out the problems in the process of financialization.
Unpacking the given theories of global financial crisis and its possible impact or
non-impact on the Indian economy acquires special significance. How far can the
cause of the current Indian economic crisis be put at the doorstep of global eco-
nomic crisis or are internal structural forces more responsible for it (Mandal and
Kar, Chap. 3)?
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Other than financial integration, the other facet of economic form of global-
ization has been trade-related integration. One of the immediate and central pol-
icies following liberalization has been trade liberalization culminating ultimately
in India’s entry into WTO. The claim has been that trade liberalization will lead to
increased competitiveness, technological improvement, and income increase.
Attention has also been drawn to the question of the relation of trade with income
inequality. Particularly, does integration through international trade have an effect
on income inequality, say, through the conduit of wage differential? Do received
theories explain this phenomenon and do these explanations fit the data (Bhatta-
charyya, Chap. 5)? Global integration may of course also take the conduit of
production-related value chain that, though, raises some vexed questions in rela-
tion to labor and environment. Notwithstanding its other virtues, competition may
take place under perverse situations such as weak regulations and norms which in
turn may produce pseudo comparative advantage where the structural weakness of
the economy is exploited to keep the final price down through transfer of cost
enhancing processes to the unregulated informal sector; resultantly, in spite of
being intensive in labor the traded good would fail to bring about improvement in
the share of wages in the ultimate distribution of factor earnings. If this happens,
instead of improving the standard of living and quality of life, this setup may
represent a sheer profiteering by the business class without having any positive
influence on factor productivity or technical efficiency. Is it then the case that
globalization restructures the formal-informal linkage such that unskilled labor
and pollution-related activities are exported to the Southern countries (Chatto-
padhyay and Banerjee, Chap. 15)? This insight may have far reaching conse-
quences. While the mainstream thought would ideally want to see the
formalization of the informal sector (ILO sets it as its goal), the mechanics of
competitive capitalism working in a global context seem to be permanently
positioning the informal sector so as to exploit any advantage from its presence.
Therefore, instead of eradicating the informal sector, competitive global capitalism
may be cultivating it. This is also the contention of Bhattacharya, Bhattacharyaa
and Sanyal (Chap. 14) who, in making this point, are also arguing for a recon-
ceptualization of the concept of an informal sector itself.

One of the most discussed areas in recent times has been the recalcitrant
presence of the informal sector which, even with globalization, continues to grow
in India. On the one hand, we are witness to a long-standing debate regarding
whether this sector can be treated as continuist or dualist, whether the informal
sector is independent or autonomous of capitalist formal economy, and whether
any linkage has positive or negative effect. On the other hand, the advent of
globalization has renewed the debate on the issue of linkages between the two
sectors and whether and if so how far the informal economy can be considered as
conceptually distinct from the formal economy (Bhattacharya, Bhattacharya and
Sanyal, Chap. 14). Making a case for the conceptual autonomy of the informal
sector paves the way to not only present it as a disaggregated space of capitalist
and non-capitalist enterprises engaging in surplus producing activities, but also in
the process examine the disaggregated conditions of existence, reproduction, and
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survival of the informal sector. It is interesting in this regard to explore the linkage
of the formal and informal sectors under conditions of globalization so as to
specify the extent of the independent existence of the informal sector in India. That
will throw light on the depth of penetration of globalization in India’s industrial
economy as also seek to explore whether (whatever maybe the extent of pene-
tration) it is beneficial to the informal sector. The paper argues for a vast presence
of an autonomous informal sector and a not so beneficial result for the informal
sector following its linkage with the formal sector. In so far as the latter is con-
cerned, this reconfirms Chattopadhyay and Banerjee’s (Chap. 15) insight that we
had earlier referred to.

The impact of globalization on market structure, of utilities and industry, is
important enough to be detailed. Aspects like public utility, infrastructure, edu-
cation, health, and environment were hitherto considered non-market public goods
and thought to be under the purview of the state. An enduring facet of neoliberal
globalization is its endeavor to transform public goods into private (Chakrabarti
and Dhar, Chap. 2) which entails a new strategy of the state to commoditize these
domains by way of public—private partnership. Specifically, a key arena of this
partnership is the case for road, seaport, and airport construction which needs to be
dissected not only to draw attention to the effects of globalization on these kinds of
products, but also highlight the peculiarities and problems of such private—public
partnership models. Here the regulatory challenges are multidimensional and the
complexity of designing a balanced contract increases manifold due to its inte-
gration with the global financial market through the channel of joint venture
partnership (Chatterjee and Banerjee, Chap. 9). One of the founding principles of
globalization is the centrality of competition which in turn makes the following
counterintuitive question interesting: does evidence, say for a globalized com-
modity such as steel, demonstrate this supposition (Mallick, Chap. 12)? Moreover,
hasn’t globalization ushered in a technological transformation producing in turn an
alteration in the character of extant commodities and their market structures? For
example, what about the appearance of wireless technology based on the scarce
spectrum that fundamentally altered the character of wired line telecommunica-
tion? What does the resultant change in market structure from natural monopoly to
oligopoly imply for the telecommunication industry and its regulatory structure
(Datta, Sikdar and Chatterjee, Chap. 11)? If the rules of competition dominate the
organization of production then the observed input—output relations are expected
to express production efficiency. The methodology to be adopted for verification of
any such claim has been extensively discussed in Bandyopadhyay and Majumder
(Chap. 10) and is illustrated for the garment producing units of India where the
presence of local and global market integration is strikingly evident through the
chain of sub-contracting, outsourcing, and off-shoring.

Globalization often combines the economic with cultural aspects, which leads to
the matter of transformation of the social. One of the standout features of a global
competitive market economy is the oft made claim of feminization of the labor
force, particularly in the formal sector. The ongoing gender transformation raises
the question of the perspective of woman as they try to balance home and work.
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Interesting is the mechanics of choice that they make and whether it is geared
toward maximization of their income or focused more toward a satisficing approach
(Dutta and Husain, Chap. 13). If the latter, as is argued in the paper, then it indicates
a departure from the standard supposition of neoliberal homoeconomicus under-
lying neoclassical economics thereby calling for a revision and a rethinking of the
conventional idea of optimization as the basis of decision making even on
supposedly economic matters.

Given the vast population surviving on agriculture, its importance in reducing
absolute poverty through agricultural growth, the looming food security problem,
and changing nature of interconnectedness of industry with agriculture, it becomes
vital to investigate the distinct affects of liberalization and globalization on Indian
agriculture and its sustainability in terms of yield, cropping pattern, the influence
of market integration on farmers’ production decision, etc. This exercise would be
particularly insightful as Indian agriculture itself is undergoing massive transfor-
mation following a paradigm shift toward a market-oriented approach that is
steered by the decontrol of domestic barriers and opening up of external markets to
domestic produce. This transformative process of commercialization of Indian
agriculture following liberalization and globalization though is fraught with the
possibility of systemic instability that not only threatens to leave the agrarian
economy in a dire situation, but also may undercut the major objectives of
development. The destabilization outlook comes into prominence in the backdrop
of relatively weak performance of the agricultural sector, particularly concerning
its production. Despite inter-state differences in production performance, Indian
agriculture overall is showing signs of faltering growth rates in food grain, non-
food grain, and all crop production, feeble expansion of crop intensity and pro-
ductivity as also downward trend of growth rates of various inputs; problems of
land and credit availability, high input prices and withdrawal of the state, besets
agriculture (Bhaumik and Rashid, Chap. 6). Along with these, attention must also
be drawn to aspects of pricing and marketing, more specifically, of imperfect
agricultural markets and price discovery mechanism that reveals the unprepared-
ness of Indian agriculture to embrace the market centric approach; these distor-
tions amidst a market centric approach is seen as responsible for the unsatisfactory
post-liberalization performance of agriculture production and farmers’ distress
(Deshpande, Chap. 7). This comes against the backdrop of the embedded problems
of federalism (agriculture being both union and state subject making uniform
policy impossible), liberalization, and globalization impacting agriculture espe-
cially through the pricing mechanism (both product and cost) and the inept role of
the state in implementing measures such as minimum support price. The impor-
tance of attending to issues of state would have to encompass, in addition to its
increasingly restricted physical presence, the facet of quality of service as well; the
search for alternative institution building also can no longer be discounted. All
these need to be put under critical lens and new avenues found to put this sector
back on track, failing which the systemic instability that is economic in nature may
get coupled with political instability that, if it transpires, would slow down if not
derail the proclaimed development objective.
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One of the outstanding features of the transformation of the Indian economy
and its policies has been the acknowledgement of the above described contrasts,
the problems of sustainability inherent in them, and the need to account for these
in state-sponsored policies. This maximalist position of the state in relation to the
problems of sustainability comes against the background of a minimal under-
standing of state vis-a-vis competitive market economy (Chakrabarti and Dhar,
Chap. 2). The burgeoning presence of the state in countering the new scars of
sustainability has led to a slew of policies. This situation becomes particularly
acute in the case of a perspective that sees growth as exclusionary leaving in its
wake a landscape of exclusions—structural, economic, and social—that it cannot
but now account for. An important aspect of our book is an interrogation of these
exclusions and their underlying sustainability problems, the way the state deals
with these issues and the limitations of this dealing, both theoretical as well as in
relation to its implementation. Prominent among these interventions is the mi-
crocredit approach that seeks to tie credit (financial sector) with productive
economy to fulfill the goal of poverty reduction; the analytics of this approach, its
mechanisms, forms, and outcomes need serious attention. Moreover, how far the
Indian scenario of microcredit is distinct from all other global experiments on it
and how do these distinct features fare in fulfilling its defined objectives constitute
important points of discussion. A vital question crops up in this regard: is the
microcredit approach a medicine for alleviating poverty or one of coping with
poverty (Banerjee, Chap. 17)? Two more interventions by the Indian state to
address exclusions are the cases of MGNREGA (Sarkhel, Chap. 18) and women’s
empowerment (Ghosh, Chap. 8). As in case of microcredit, both are distinguished
by their attempt to influence the production economies of the poor and margin-
alized, and that too in a manner which will bring an end to their poverty and
eradicate their exclusionary existence. Similarly, the above mentioned question
that Banerjee (Chap. 17) asked of the Indian microcredit approach acquires
importance for the case of MGNREGA and woman’s empowerment too. This, in
turn, raises questions regarding the success of the interventions as also finding
ways to overcome those problems, both important considerations in Sarkhel and
Ghosh. Moreover, women’s empowerment is a vexed issue that cannot be reduced
to categories such as autonomy. This is compounded by the problem that if one is
to get to the measurement of empowerment then working with broad indicators
and units (including household) will not do; there must be some way to connect
empowerment to the level of the individual which evidently is a methodological
problem and requires knowledge of new techniques (with the challenge of mod-
eling latent variables) (Bhattacharya, Banerjee and Bose, Chap. 16). Finally,
beyond the known exclusionary indicators, the evolving capitalist market economy
can throw up many seemingly invisible processes of exclusion of its own that in
turn can have detrimental effect on the poor. Important in this context is the
phenomenon of how the gainers of India’s high growth rate regime, the new rich,
use their financial power to create private institutions (call these provisionally as
clubs). This leads to the privatization of the hitherto publicly provided merit goods
in their favor and in doing so put pressure on the state to cut down on the public
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provisioning of the good itself and negatively affect the quality of the good meant
especially for the poor (Bhattacharya, Chap. 19). This somewhat devious phe-
nomenon shows the paradox of how modern institutional building in the post-
liberalization era, with all its paraphernalia of efficient services, can be the
breeding ground for institutionalized social exclusion (these clubs rule out certain
kinds of people), pro-rich influence on state policies, and cause of decline in the
quantity and quality of public provisioning for the poor. In short, such exclu-
sionary institutions may produce optimal public policy response that is harmful for
the poor, thereby aggravating an already pressurized public service and in the
process deepening public discontent. Indeed, if such kinds of exclusions are
combined with known forms of exclusion, then we do have a potent problem on
our hands.

Two areas that are integral to the neoliberal turn are health and education. As
the competitive market economy penetrates the extant ‘non-market’ and ‘non-
economic’ domains so as to bring these under its dictum, these two sectors are at
the forefront of a transformative exercise that is unparalleled in scope and quality.
In health, two such importantly new areas that are attracting attention are the
phenomenon of mental health (Dhar, Chakrabarti and Banerjee, Chap. 25) and of
HIV/AIDS (Dutta, Chap. 24), that is, the space of dis-eased psyche and body.
Interestingly, discourses around these are part of a global knowledge, engagement,
and policy of how to deal with these phenomena. Similarly, referring to the
neoliberal take on higher education, of privatizing it, as well as transforming its
content, questions emerge regarding the limitation of market determined education
(Chattopadhyay and Bhattacharyya, Chap. 23). This in turn brings into focus once
again the utility of the state as a provider of education. The interventions with
regard to the sectors of health and higher education not only point to the neoliberal
turn in viewing the mind, dis-eased body and psyche, but also bring to light the
limitations and problems of such an approach. This is not to say that these studies
do not have specificities. Mental health in India is a huge canvass connecting the
agents with the state and with institutions which are private and public, modern
and traditional, thereby forming a distinct political economy; in addition to the
global rendition of mental health producing its own institutions and methods of
‘treatment’, Indian peculiarities also generate Indian ways of comprehending and
dealing with these specificities and that includes many examples of institutional
building that challenge the dominant global knowledge and method of dealing
with the problem of the psyche. The HIV/AIDS epidemic is marked by the pro-
duction of a global discourse that by what it foregrounds as essential for con-
trolling the epidemic rules out and/or demotes certain other essential aspects tuned
to care and treatment; particularly disturbing for India is the emphasis on
behavioralism procured through the mechanics of awareness (huge funds are
forthcoming in this regard) as part of a global discourse which in turn has demoted
the endogenous determinants of HIV/AIDS targeting care and treatment that
necessitates strong institutional intervention (to address problems of absence of
access to health care, lack of nutrition, and so on). Finally, education in India is
marked by the growing tilt toward neoliberal commodification that is not only
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fraught with the dangers of worsening social exclusion, but also of delinking the
valued relation between education and society; the almost unregulated privatiza-
tion of higher education in India along with the privatizing of knowledge is also a
matter of concern.

Even before initiation of the debate around socio-economic acceptance of
global market integration, designing of market instruments to ensure efficient
management of natural resources and control of environmental pollution was well
documented in the literature. Thus, any volume on globalization and sustainability
will remain incomplete without mentioning the location of these issues in the new
economic cartography. Instead of identifying newer issues here, emphasis has been
given on developing context-specific appropriate methodology for impact
assessment. Three different types of methods have been illustrated in three papers
(Chaps. 20, 21, and 22). For example, it is shown that if the common property
natural resources are not efficiently and equitably managed then that would lead to
asymmetric power relation among the local people and consequently social
inequalities in the form of vulnerability of women and poor. That would culminate
into a negative attitude toward resource conservation. Ray and Bhattacharyya
(Chap. 20) addresses the issues centered on assessing the influence of attitude on
behavior and highlighted the need to borrow methods from other related disci-
plines like psychology and sociology to come up with more comprehensive
evaluation techniques. The importance of field experiments has been discussed in
terms of specific studies on the joint forest management in the state of West
Bengal. While the problem of resource management was discussed in a rural setup
that of pollution management has been posited in an urban context. One example
has been taken from the household sector and another from the industrial units. In
case of the former the issue of exposure to indoor air pollution and its effect on
morbidity has been extensively discussed by using unit level NSS data. The
importance of data exploration in formulating and statistically testing any research
hypothesis has been illustrated and in this process the method of construction of a
pollution exposure index has been suggested to generate a credible exposure-
morbidity mapping (Dutta and Banerjee, Chap. 21). For the efficient management
of industrial effluent the relevance of all insights derived from the solution to
cooperative game has been discussed and the shapely value solution has been
worked out for the common effluent treatment plant of Calcutta Leather Complex
(Bagchi and Banerjee, Chap. 22). It has been shown that along with technical
feasibility importance should be given to economic viability of the arrangement to
make it self-financed and to reduce the burden on public subsidy. Here, efficiency
would supplement sustainability as well as ensure a better common future.

The Exceptionalities of the Book

Both in terms of what it covers and how it covers, this book stands out for its
exceptionality. At least, four such exceptionalities must be mentioned.
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First, one feature of our intervention is the diverse range of topics that are
covered. While globalization and sustainability are the broad entry points that
attend to the new situations, schisms and contrasts we were referring to, the topics
we crisscross to highlight our theme are multi-faceted, encompassing aspects such
as state and its policies, neoliberalism, capitalism, stock and currency market,
industry, agriculture, services, labor, health and education, gender, and environ-
ment, to just name a few. The idea is to present the ‘Indian economy’ per se as a
research problem and that too in all its richness.

Second, our collected essays for the book digs deep into this newly produced
Indian economic map. It distills how and in what manner this map has been
fundamentally redrawn paving the way from a new set of problems that cannot be
compared to anything existing prior to 1990. This realization comes against the
backdrop of a growing disquiet about the inability in the existing literature to
fathom that an explanation of this new Indian economy and its problems presents a
methodological challenge. That is, engagement on issues in the rise, reproduction,
crises, and resolution mechanism (including policy matters) of the new Indian
economy must involve a distinct lens of analysis as compared to previous his-
torical instances. Many of the essays in this book take up that challenge at the level
of epistemology, qualitative and quantitative; this paves the way for a new corpus
of concepts as also methods of analysis. Moreover, an attempt is made to rethink
the rationale and character of old and new institutions as also rules of engagement,
many of which are dissected in this book. In other words, taken as a whole, this
book is distinguished by its effort to produce a distinct set of concepts, methods,
and focus of analysis so as to make sense of the evolution of the Indian economy in
the last two decades. By acceding to a need for methodological self-introspection,
it engages with and challenges not only the existing discourses of Indian economy,
but in the process also offer new insights into comprehending much of the
underlying nuances and contradictions pertaining to the Indian economy.

Third, along with theoretical analytics we have tried to develop an appropriate
quantitative methodology to handle different issues related to the question of
sustainability in the backdrop of global integration and as far as practicable large
secondary data sets have been utilized to illustrate these methods. For example, in
Chap. 10 the techniques of assessment of production efficiency have been illus-
trated with the unit level ASI (annual survey of industries) data, in Chap. 16 a
methodology has been developed to assess woman empowerment at the individual
level and illustrated in terms of NFHS-3 data base, in Chap. 21 the morbidity effect
of indoor air pollution is studied by using NSSO data where the unit level data
have been utilized to illustrate different methods of data exploration, and so on. In
doing so one has to make use of different types of statistical software like STATA,
SPSS, DEAP, LISREL, etc. So, some illustrations of package-outputs are also
appended with the relevant chapters.

Fourth, there is much to value on how the topics are covered in this book. That
is, the methods range from neoclassical, Marxism, to even institutional approa-
ches. It follows from our self-conscious intent to take a heterodox approach. To
begin with, we consider it apt to present the new economic map in all its
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underlying complexities and diversities by way of approaches that are varied in
theoretical orientation; our understanding of Indian economy, rather than getting
constricted, is enriched as readers come across a variety of theories and insights,
some of which may even be clashing. This is furthermore complemented by our
belief in the rich possibility and value of the heterodox approach per se; rather than
being avoided or cocooned into distinct schools, there is perhaps an intrinsic value
in the process of sharing positions and debates. We sincerely hope that our book
will emerge as an example of rigorous heterodoxy, an experiment of what a study
on Indian economy can be if we allow ourselves to open our self-imposed closets.

The Structure

Given the themes of globalization and sustainability, we organize the book over a
number of sub-themes. Our starting point is the location of the state (Chap. 2)
followed by global integration (Chaps 3, 4 and 5). To discuss the issues related to
growth, stability, and sustainability of the economic sector we have started with
agriculture (Chaps 6, 7 and 8) and placed the discussion on infrastructure and
industry in the subsequent sections (Chaps 9, 10, 11, 12, 13, 14 and 15). The problem
of social security and social exclusion has been discussed next (Chaps. 16, 17, 18
and 19). The specific issues related to social sector, its integration with economic
sector, and effect on sustainability has been placed in two following sub-themes
under the heading of Resource and Environment (Chaps. 20, 21 and 22) and Edu-
cation and Health (Chaps. 23, 24 and 25). We started by locating state within the triad
of neo-liberalism, global capitalism, and inclusive development and ended the vol-
ume with a discussion of mental health to show how the comprehensive effect of this
triad is not contained within the economic domain. It is influencing the psyche of the
‘economic man’ and therefore, the process of globalization is really invasive with
deep and long lasting impact on all spheres: economic, social, cultural, and psy-
chological; this in turn causes a further churning in the idea of sustainability that we
believe is yet to be acknowledged at the level of the discourse of Indian economy.
Knowing very well that no single project can be sufficiently comprehensive in
handling such a complex polygonal sphere in totality, we are nevertheless making a
case for situating and analyzing the Indian economy within this new Order of Things
that globalization and sustainability has opened up. In doing so, our endeavor is to
conceptually displace the body of Indian economy into a new terrain, thereby fun-
damentally relocating and reorienting the discourse of Indian economy as an object
of analysis.
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Chapter 2

Rethinking and Theorizing the Indian
State in the Context of New Economic
Map

Anjan Chakrabarti and Anup Dhar

Introduction

In this chapter, we argue that the rationale for the existence of the Indian state has
undergone a fundamental displacement since the adoption of the New Economic
Policy (NEP henceforth). This displacement is in alignment with the re-articulation
of the Indian economic cartograph into the mutually constitutive triad of neo-
liberalism, global capitalism and inclusive development that form the Order of
Things (a la Foucault) at present. India’s economic transition now must take this
historical conjecture as its point of reference and departure. In this regard, the
theory of the Indian state must contend with (i) why and how it helped create this
triad, (ii) what this triad entailed for its own existence and (iii) how the state
encounters and negotiates with new-fangled contradictions emanating from the
triad and thereby transforms itself or gets transformed in the process. State as a
transformative entity must thus be understood in relation to the new Order of Things
in whose creation it plays a central role and which in turn affects it. There is one
important thread that runs through the changes that has materialized with respect to
Indian state in the last two decades: the rationale for the existence of Indian state has
changed which implies in turn a different philosophy of governance.

For convenience sake, the analysis of Indian state in the post-liberalization era
can be divided into three parts: 1991-2004, when the template of neoliberal
globalization in tandem with global capitalism was rapidly gaining ground along
with the belief that growth is sufficient to reduce absolute poverty and end social
exclusion, 2004 to perhaps the continuing present, when it was realized that
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growth in the presence of growing income inequality and persistent social
exclusion was not sufficient to reduce poverty and marginalization entailing that
neoliberal globalization and global capitalism must be blended with inclusive
development, and 2007 to perhaps again the continuing present, when the com-
bination of global economic meltdown and a frail Indian economy signaling a
crisis in neoliberalism and global capitalism is producing new arenas of discord,
not only in practice but also at the level of thought. Each stage is marked by a shift
in the rationale of the state. When required, this paper will activate this periodi-
zation to highlight some aspects of the shifting rationale. This shifting rationale, in
turn, points to one phenomenon that we want to underline: the continual attempt to
balance the priority of high growth propelled by the expansion of global com-
petitive market economy with the negative effect of un-sustainability (political,
economic, social, and ecological) resulting from it. Political un-sustainability
pertains to frictions taking the form of instability, resistance, violence, and
repression arising from the expansion of global capitalism, economic un-sustain-
ability refers to possibilities or events of breakdowns emanating internally from
economic structure, to the divide arising from income inequality and not so sat-
isfactory reduction in poverty rate,' social un-sustainability points to a growing
social divide, encompassing class, ethnic, caste, gender, and age-based exclusions
and contrasts, and ecological un-sustainability highlights the friction, displacement
and breakdown of ecological systems and values. We shall examine the changing
rationale to comprehend the continual effort of the Indian state to re-locate itself
between the seemingly conflicting domains of growth and sustainability, so as to
ensure the process of a relatively smooth transition toward capitalist development.

Our chapter is focused mainly on four aspects: (i) the nature of the re-location
of Indian economy in terms of the triad: globalization under neoliberal conditions,
global capitalism, and inclusive development, (ii) rationale for the continued
presence of the Indian state in this changed scenario, (iii) elaboration on some of
its policies based on the rationale and their changes over time, especially when
confronted with the spectre of sustainability, and (iv) the limits of its rationale-
policy regime marking the inauguration of coercion/repression/violence as a mode
of engagement in those limiting instances. These four aspects constitute for us a
partial theorization of Indian state.”

! Our treatment of financial sustainability (a subset of economic sustainability) here is sparse. It
is particularly taken up in details by Mandal and Kar (Chap. 3) and Sarkar, Chakrabarti and Sen
(Chap. 4). Our take on ecological sustainability is similarly muted.

2 We desist from reading the evolution of Indian state as mirroring known approaches of state:
classical, liberal, libertarian, Fabian, and Marxist. Nor do we attempt to read Indian state in
relation to specific theories of state such as neoclassical, public choice, transaction cost,
information theoretic, structuralist, postmodern, and so on. Rather, our strategy is to make sense
of the practice of Indian state in relation to the context which arises from the new situations and
through that encounter try to derive a theory of the Indian state. This is not to say that the known
theoretical interventions played no role in influencing the rationale of the Indian state or even that
they cannot be used to explain certain features of this rationale; when required we relate our
analysis to them as well. However, the essential strategy is to intervene in the context of the new
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Before delving into our problem, let us chart out the points of reference and
departure pertaining to the pre-NEP period of centralized planning. This is to
contextualize the passage which constitutes the transition of Indian state from its
centralized planning role to that in the post-NEP period.

Some Features of Indian State in the Planning Era:
Marking Points of Departure

In its effort to operationalize a developmental model of modernization based on
capital accumulation, Indian state during the centralized plan era formed, among
others, three associations with the economy: control of the market economy,
welfarism through invocation of public goods, and active policy management
(fiscal, monetary, and currency).

State control of market economy extended far beyond restrictions on land,
labor, and money, so that for its survival, the market economy was ultimately
made dependent on the state. Exercising control over market economy entailed the
state occupying commanding heights of the economy, including acquiring virtual
monopoly in heavy capital goods, minerals, and formal finance; through reser-
vation policy, industrial licensing system and import substitution policy this
control was further extended. This secured its effective control over allocation of
resources and hence over the private sector. Both supply and demand management
of the private market economy by the state were considered essential to fulfill the
goal of economic growth through capital accumulation. The state did not govern
for market economy. Literally, it governed market economy; any distinction
between regulation and control blurs in this case. Not surprisingly, competition
and free trade were non-starters under such a regime.

Stemming from the professed inability of the markets to form due to standard
arguments of nonrivalry, non-excludability or even coordination failure, the
rationale of public goods enabled the state to further entrench itself in the econ-
omy. Claiming itself as the exclusive legitimate player in sectors such as health,
education, and infrastructure on account of these being public goods, the state took
effective control over ‘social sectors’. This, in turn, prevented the market economy
from making any substantial inroads in those sectors.

Finally, both active fiscal, monetary and exchange rate policy founded on
Keynesian arguments or otherwise were considered acceptable and indeed actively
practiced. Whether it was the matter of growth, inflation or trade, the state not only

(Footnote 2 continued)

Order of Things in which the Indian state finds itself embedded (both as one of its producers as
also being a site of their effects); our strategy will hopefully help the readers see the path-
dependent nature of the transition of Indian state as well as the complexity which surrounds its
particular existence. Indian state and its transformation is certainly no mirror of any theory, but
must be seen/theorized from within the historical juncture and process of the evolution of Indian
economy, its breaks, departures, and transformation.
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fixed the objectives but was instrumental in driving these in ways it deemed
necessary. Resultantly, the Indian state was seen as actively intervening in the
market economy through its macroeconomic policy regime.

The Indian state then controlled the market economy, actively participated in it,
manipulated it and had the authority to intervene in the market economy. What
sustained this kind of state were three underlying beliefs. The first was that the
state—as sovereign—can master the totality of the economy; assuming the
economy as finite fueled the faith that state sponsored economic engineering is
feasible. The second pertains to the denial of the self-regulating character of
market thereby legitimizing the rationalization of state control of market economys;
efficiency argument was demoted in favour of state sponsored allocation of
resources which was argued as essential for capital accumulation induced growth
strategy (2nd five-year plan) and later for redistributive policy (5th five-year plan)
(Chakravarty 1987). Finally, underlying the rationale of the state was another
belief that individuals/agents are akin to children, that is, incapable of forming
independent decisions and undertaking actions that are beneficial for them and for
the society at large. Instead, it is the state which must rule on behalf of the citizen
subjects. This is in opposition to the liberal supposition of independent and
autonomous individuals as capable of taking decisions and actions (Hayek 1944;
Friedman 1962). How state paternalism and liberal autonomy of the citizen subject
got reconciled in the imagination of the Indian state is not very clear. One argu-
ment could be that in the sphere of the economy the fundamental premise was one
of paternalism and in the political sphere the fundamental premise was one of
autonomy; after all, state sponsored development and democracy ran a parallel
course representing the peculiarity of Indian transitional route. These three beliefs
were fundamental to the very imagination of centralized planning system in India.
Moreover, this entailed that the state’s technology of power came to be based on
the principle of ‘more governance is good governance’.

As we shall see, the new Order of Things and particularly neoliberalism fun-
damentally reconstituted the economic—political philosophy and challenged these
three beliefs so as to displace the underlying rationale of the Indian state.’

The New Order of Things

What is new about India’s economic transition? Nationalist discourse based on
self-sufficiency giving way to neo-liberal globalization, national capitalism

3 We do not offer any normative judgment on the rationale and role of Indian state. This is not to
ignore normative issues that find entry into the state’s evaluative space and practice, but here that
never translates into a question regarding the veracity of those positions which, if it is to be
undertaken, would involve a full scale critical analysis of them. Therefore, so far as normative
issues are concerned, they find its presence only in the context of our analysis of the Indian state’s
rationalization of its practice.
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increasingly becoming global and development going inclusive are unraveled as
constituting a unique historic triad in the Indian economy. The Indian state must be
re-located within this new Order of Things, both as a producer of those conditions
and as being constituted by their effects.

Neoliberal Globalization

Indian State

Global Capitalism Inclusive Development
Let us explore the role each played in reshaping the rationale and practice of
Indian state. Since the philosophy of neoliberalism underlying the globalization
process is a new phenomenon in the Indian economic and social life, it will be
worthwhile to spare comparatively more space to it.

Neoliberalism: State and Counter Revolution

Harvey (2005) traces the advent of the Anglo-American version of neoliberalism
to the interventions of Margaret Thatcher, Paul Volcker, Ronald Reagan, and Deng
Xiaoping. Foucault (2008) studied various kinds of neoliberalism: Anglo—Amer-
ican, Ordoliberal, French, and so on. Because of the distinct historical conditions
in which different countries found themselves at the moment of embracing neo-
liberalism, the entry point to neoliberalism differed and accordingly the resultant
trajectories took varied path dependent routes.* Notwithstanding their diverse
origins, it was the Anglo—American version that achieved relative dominance in
the globalized post-Soviet era. With the help of international institutions such as
IMF, World Bank, WTO, etc., this model was successfully advertised and exported
to the rest of the world through a series of structural adjustment programs (SAP)
designed to create conditions for a competitive market economy. India was no
exception, as the appearance of the NEP in 1991 indicated. In addition to attacking
planned economies, the neoliberal model also dismantled in the course of its
journey so-called welfare capitalism and severely dented the political model of
social democracy. In that regard, neoliberalism must not be merely seen as growth

* In elaborating upon neoliberalism as a historical juncture, we do not harp much on the issue of
the distinction between liberalism and neoliberalism. Evidently, many features of neoliberalism
are an extension of the broader liberal ideas while in some cases it adds something distinctly new.
Even as the spotlight is on neoliberalism, we hope that both the similarities and differences with
liberalism will be identified by the readers.
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facilitating, but also as instrumental in changing the extant Order of Things. It is
this connection of neoliberalism to systemic transformation that particularly ani-
mates us. Moreover, it is not just the change in structure, but the alteration in the
process of subjection—subjectivation (or what Butler [1997, 83] calls assujetisse-
ment), that makes neoliberalism potent. Our intervention below on neoliberalism is
restricted to what is of utility to our understanding of the transition of Indian
economy, and specifically the changing rationale of the Indian state.

We start by arguing that one of the thrusts of neoliberalism has been its critical
reflection on governmental practice. It professes and represents a formula and
mentality of rule based on a critical look at the principle that “one always governs
too much.” (Foucault 2008, 318-319) To sharpen this element of doubt, we can go
back to the planning era when in line with the embedded rationality that ‘more
governance is good governance’, the dominant principle of the state was gover-
nance for itself and by default governance of society. Since its legitimacy and
strength lay in its own expansion, the state was inclined to maximize its control of
spaces and populations. In line with this rationalization, the state’s domain and
object of policing the economy was absolute, guided by the belief that it was
possible to control the allocation of resources and rule the economy on behalf of
the population. To a greater or lesser extent, the state under centralized planning
and welfare capitalism adhered to this principle of governance.

Under neoliberalism, this rationality was rendered suspect against the backdrop
of this question: “why must one govern?...What makes government necessary,
and what ends must it pursue with regard to society in order to justify its own
existence?” (Foucault 2008, 319) As we explain subsequently, neoliberalism seeks
to overturn the rationale of the existence of the state, namely, that the state must
exist to govern for society and not for itself. Rather than consider the efficiency and
optimality of state intervention, the central issue is whether it is at all necessary,
and hence legitimate for the state to arbitrate in society. The state, in turn,
embodies a self-limiting principle: self-regulation of governmental practice and a
self-critical approach toward governmental practice (driven by the question as to
whether the state is governing foo much). Under neoliberalism, this shift in the idea
of state becomes a general formula for the idea of governance across society
producing in turn the principle ‘less governance is good governance’.

A question however persists. If state cannot directly govern society in the sense
of running and controlling it, what institution and mechanism will constitute
society? What does it then mean to say that the state will govern for, and on behalf
of, that society? Answering these questions require emphasizing the link between
society and market principle that is highlighted by neoliberalism. The linkage
arises because neoliberalism is a “political rationality that tries to render the social
domain economic” (Lemke 2001, 203), economic in the sense of society being
modeled on market principles, that is, to use the Smithian phrase, on ‘truck, barter
and exchange’ and that too operationalized through the mechanism of competition.
The independence of competitive market economy and of human agents inter-
acting in it (the homoeconomicus) in shaping society and its outcomes must be, at
least in principle, secured independent of the state as far as possible. Both



2 Rethinking and Theorizing the Indian State in the Context of New Economic Map 19

competitive market economy and mass of independent and autonomous homo-
economicus (economic man), each constituting the other, must be taken as capable
of performing not merely economic function (so as to generate efficient outcome),
but also social function (generate social harmony/order which previously was the
prerogative of the sovereign state). This combined existence of liberty principle
epitomized by free individuals and efficient economic outcome symbolized by
maximum possible output has long been defended as the best form of society
(Hayek 1944; Friedman 1962). In searching for minimum politics in a market
order, James Buchanan avers:

The logic of the structure fully confirms that only a market economy is capable of allowing
for a minimal politicization of the national economy...And only through such minimi-
zation of politicization-bureaucratization (or at least through some reduction) could
meaningful individually based social objectives be secured, whatever these objectives
might be...Such an economy produces a larger bundle of goods and services, as measured
by the evaluations of persons who consume them. The economy organized on market
principles produces more value than an economy organized on nonmarket principles
(Buchanan 1991, 1-2).

To have this society though, one requires a new conception of state whose
nature and scope of intervention is now vastly different, since its goal is altered to
enable the agents to compete and trade freely and fairly in the market economy and
protect the resultant outcomes (gains, losses) from the spectre of expropriation or
threat; private property rights and legal structures underlying these become fun-
damental. Moreover, it is the claim of neoliberal macroeconomics that if such an
economy is allowed to be operational, then the process of maximization of indi-
vidual welfares will also generate greater growth as compared to other social
arrangements (such as an active state controlling and directing the economy as in
case of the planning period in India). Putting the same somewhat differently, if the
state’s objective is to guarantee maximum economic growth and welfare of
individuals (that constitutes governing for the economic good of society), then the
state should accept the idea of individual liberty and by default give up on its
sovereign character. Rather than trying to the good society qua the competitive
market economy, the sovereign character should be reserved for creating and then
preserving this good society from internal and external threats. Individual liberty
and economic gain combine to produce a powerful trope that is neoliberalism; this
trope has in the last two decades fundamentally altered the rationale of the Indian
state. How far the Indian state has traveled in the last two decades in rethinking the
basis of its existence can be gleaned from a recent quote of Economic Survey (the
mouthpiece of Indian state):

In many poor nations the Government takes the stance that, when in doubt about the
goodness or badness of two or more adults voluntarily conducting an exchange, stop them.
An enabling state, on the contrary, takes the view that, when in doubt, do not interfere.
There are, of course, many actions of individuals and groups that will need to be stopped
for the welfare of society at large. But the default option of an enabling state is to allow
rather than stop, to permit instead of prevent. This altered conception of the state can have
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dramatic effect on the functioning of an economy, in general by promoting greater effi-
ciency and higher productivity (Economic Survey 2009-2010, 24).

The above is a recognition of the displacement in the technology of power from
the principle of ‘more governance is good governance’ to ‘less governance is good
governance.” Having explained one of the rationales of the Indian state as being
neoliberal, at this juncture, it will not be too out of place to discuss the potent
outcomes of a competitive market economy and free individual agents, ask how do
these combine to produce the phenomenon of ‘economization of the social’. In the
course of the discussion, it will become clear that the changed rationale of state is
inalienably tied with this alteration in the Order of Things. Placing India’s eco-
nomic reforms in this background will enable us to sharply distinguish the exact
role of the Indian state, its statecraft and make sense of the changing policy
paradigm.

Let us first examine the structural changes sought in neoliberalism, which, with
few exceptions, have been integrated in the post-planning Indian policy paradigm.
At the base is the belief that markets are optimal and self-regulating social
structures, which, if allowed to work freely, would “optimally serve all economic
needs, efficiently utilize all economic resources, and automatically generate full
employment for all persons who truly wish to work” (Shaikh 2004).

Second, any constraints put before the functioning of the mechanism of com-
petition identified typically as state, trade unions, ‘third world’ social structures,
and trade barriers should be dismantled, curtailed or controlled, so as to allow
markets to function in a competitive environment. In other words, the supremacy
of competition must be internalized in the functioning of market; competitive
market regime is thus the key. Naturally, the economic rationale of neoliberalism
integrates the central claim of classical trade theory that argues that free trade will
automatically benefit all nations by channeling the engine of competition in order
to exploit comparative advantage, produce economic development, and eradicate
poverty (Bhagwati 2002; Shaikh 2004).” The formation and growing importance
of WTO and regional trading blocs as facilitators of global integration lends
credence to this conviction. This, almost universal faith in the mechanism of
competition to pick out winners and losers, is supposed to be a historic departure
from previous instances when market-related conflicts were resolved through wars
(colonialism, world wars, coups in countries, occupation, etc.). In the context of
India’s economic reforms, the supremacy of market and the medium of compe-
tition to guide it are evident in the transformation of the economy in the last two
decades. This conviction is marked in the liberalization of financial markets
(stocks, insurance, banking, pension, etc.), in partial labor market reforms
(encouraging contract labor, curtailing severely the power of the unions and

5 In a contrary position, Bardhan (2007) suggests that the sharpest ever reduction in absolute
poverty happened in China which was due to neither industrialization nor globalization, but
fundamentally a result of agricultural growth in the 1980s following de-collectivization and
equitable land reform.
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allowing capitalists greater leeway to hire and fire as also have more say in
relocation, downsizing and closure; although seen as necessary, full implemen-
tation of labor law reform is still pending), in ensuring capital and current account
convertibility as also in removal of trade barriers (allowing the financial funds
along with goods and services to flow freely across the globe) and so on; many
such changes have already transpired and some are in the avenue. The deep-seated
skepticism about state’s own role in the competitive market economy is encap-
sulated in the spate of privatization and disinvestment since 1991, the self-critical
gaze on fiscal policy (captured by the effort to put in place the Fiscal Responsi-
bility Budget Management Act) and monetary policy (with the focus on inflation
targeting, de-emphasis on its role in growth management and increasing decontrol
of interest rates that were previously administered).

Finally, neo-liberalism privileges the freedom of decision makers—producers
and consumers—to choose-act without interference, so as to fulfill their respective
objectives (utility, profit and so on); the earlier quote in Economic Survey is
indicative of state’s commitment to this principle. Modern macroeconomics has
not only highlighted the aspect of maximum possible growth and individual
welfare from such an arrangement, but also argued that it will help create a
depression free economy (Lucas 2003); this once again put to sword the possibility
of an active state as an agent of demand management, monetary intervention, and
stabilization. If the state does intervene with respect to these which it has his-
torically done by treating individuals as passive (the famous invariant principle of
government policy criticized in Lucas [1976]), then unpredictable and inefficient
outcomes will transpire since in reality individuals are not passive but active
decision makers who will internalize any changes in government policies, and
therefore whose resultant responses may not tally with what is forecasted by the
state (Lucas 1976; Sargent and Wallace 1976); moreover, if the state violates its
self-proclaimed policy rule so as to intervene, still inferior outcomes will mate-
rialize (Kydland and Prescott 1977). If individual behaves in a systematic manner
(that is, rationally) which is the basic precept of homoeconomicus then direct state
intervention in a private economy, so as to change output and employment is futile
and hence needs to be abandoned. This critique acquires significance when a
contrasting claim is made that the combination of individual liberty (personified by
homoeconomicus) and facilitating structures in which this liberty could be exer-
cised (competitive market economy in a global scenario) produce the following
alternative scenario that we have already described: maximum possible economic
growth for society and best possible individual welfare. Under this latter
arrangement, independence of enterprises including the high value generating big
corporations which, in the era of globalization, are essentially global capitalist
enterprises is considered essential; these are deemed as legitimate market play-
ers—free economic agents—as long they adhere to the neoliberal principles,
including its laws and regulations. Correspondingly, neoliberalism has been
associated with centralization of the creation, protection, and expansion of global
capital—productive and financial; particularly potent has been the rise of financial
capital and its influence over productive capital (shareholder capitalism as well
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financial control of projects), although the extent of the influence of such an order
in India is debatable. Moreover, the expansion of the economy centralized around
the global capitalist enterprises are supposed to bring in its wake superior product
quality, lower price, higher investment, better innovation, continual technological
development, and increased employment. Expansion of global capitalist enter-
prises is thus deemed as good for developing countries. Finally, crucial for the
success of this neoliberal arrangement is the global reach of the Rule of Law
(invoking Hayek) to legalize foreign income, profits, assets, innovations, property
in general, all seen as fruits of entrepreneurial activities, and ensuring that owners
are protected from threats of (national) expropriation, unfair practices and social
instability; in other words, the Rule of Law must be fundamentally geared to
secure the liberty of economic agents, and consequently must expel any possibility
of arbitrary behavior which would unmask the state’s sovereign character (Hayek
1944). Correspondingly, shifts in the role of state, and that includes India, have
been marked by creation of a new national legal structure to facilitate these fea-
tures and in certain cases subsuming it under the global rule of Law (say, through
the WTO) if that is required.

It is evident that the above described structural transformation would involve a
dramatic alteration in the conception of individual. Let us for the moment reflect
on it. The thesis that a competitive market economy would demand a homoeco-
nomicus is an old liberal adage; what stands out under neoliberalism is the
transformation in the concept of homoeconomicus itself. This homoeconomicus is
no longer a mere man of exchange (that is, not a mere laisse faire personality), but
also one who (i) personifies human capital a la ability machines; who is in turn an
“entrepreneur of himself, being for himself his own capital, being for himself his
producer, being for himself the source of (his) earnings,” (Foucault 2008, 226),
and (ii) capable of rational conduct guided by the capability to weigh any situa-
tions through cost-benefit and maximize welfare in a dynamic field of competing
ends (Schultz 1960, 1961, 1962; Becker 1973, 1993). Accepting that such an
innate quality exists in humans and hence is a pre-given potential encased in them,
Becker and co would also argue for the need to cultivate, produce, and make
visible this homoeconomicus or rational ability machines. Appropriate education
and training, norms and values, etc., are considered critical, both for creating a
rational agent and for shaping the person’s future productivity and income; to this
end, the role of family too can no longer be kept outside of economic discourse. In
short, they argue for both subjection—subjectivation if the structural changes are to
deliver the good results. If the individuals are not to be treated as docile, that is, not
under the control of the state, then they must be created as capable of functioning
in a competitive market economy in a manner that would help reproduce and
transform the latter without the direct intervention of the state. The redirection of
the concept of homoeconomicus, in combination with the structure of competitive
market economy, has had a seismic transformative effect.

To begin with, along with the acknowledged importance of family as an eco-
nomic institution, it is evident that this will require a wholesale transformation of
the education system. The goal of education must transit into the production of
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neoliberal homoeconomicus, capable of self-governance through rational conduct,
and producing economic value through cultivation of human capital, two features
considered indispensable to fit the individual into a competitive market economy.
In other words, the goal of education must not be ‘atman nirman’ or even what
Radhakrishnan identified as “training for Citizenship.” Rather the objective here is
to create rational subjects that is, self-governing, saleable competitive selves for
the market, and not ‘developmental subjects’ under the disposal of the state as was
the case during the planning period. The entire education system needs drastic
reorganization to make such subjects possible. A classic appreciation of this
objective is the Birla—Ambani Report (2000), where it was recommended that
ideally the state should only be restricted to primary schools and the rest of
education be transferred to the private sector (also see Nilekani 2006; for a cri-
tique, see Kumar 2008). Calling for a fundamental change in Indian mindset of
seeing education as a component of social development, it argues that the goal of
education should be to shape adaptable, competitive workers with technical,
managerial skills, and as deliverer of services, i.e., “ability machines” who can
govern themselves and are also governable. This is a paradigmatic shift, as edu-
cation is no longer to have any “intrinsic merit”; the only relevant measure is that
of “economic value.” Put bluntly, Indian needs a “... a revolution in education
that embraces information technology, fosters freedom and innovation and induces
a market oriented competitive environment” (Birla 2000; preface). This is sup-
posed to facilitate a change in the constitution of the idea of behavior itself
whereby not only will the market economy impose the rule of competition on the
individual, but equally potently now the individual would apriori personify
competition as they enter the market economy and literally become, along with
other elements, the creator and driver of competition in it. Indeed, in the last two
decades and despite uneven applications across various regional states®, one can

% The problem of legislating on issues such as education (agriculture, land acquisition, and so on)
highlights the difficulties in weaving through the complexities imposed by India’s federal
structure that divides legislative power across one central state and many regional states; power to
legislate is distributed in line with union list (pertaining to what is the domain of central
government—100 items), state list (capturing the domain of regional states—61 items), and
concurrent list (the intersection domain of the two—52 items). This distribution of sovereign
power impacts the transition of Indian economy unevenly across regional states; this is because
the latter may adopt policies in their domains that are contrary to what the central government
adopts, some that may even be contrary to the precepts of neoliberalism. However,
notwithstanding this complexity tension and accepting any transition in this scenario as uneven,
it is also true that, with financial power distributed in its favor, the central government has been
able to increase its influence over the regional states and impose its policy paradigm; moreover,
competition among states for access to capital has also made it difficult for regional states to play
truant. With the new Order of Things favoring a unified stance across India so far as economic
policies are concerned (see Nilekani 2006), federalism is often not in great vogue. Given this
clarification, we have been concentrating on the relation between this new Order of Things and
the Indian state. Not surprisingly our attention is inordinately fixed on the central government (its
policies, documents, practices it favors), even though as in case of agriculture, land acquisition
and education, the conflict between it and regional states that appears material to the discussion
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clearly discern along this line the tendency of a somewhat unregulated evolution of
private education in Indian education, including in higher education.

It is now claimed that the success or failure in achieving welfare of society qua
economic growth depends less on the return on physical capital, labor and land
than, along with technological development, upon investment on and accumulation
of human capital and its rate of return, a point emphasized forcefully by endog-
enous growth theory (Mankiw et al. 1992; Lucas 1988, 2004, 2009; Becker and
Tamura 1990; Rebelo 1991). The emphasis should also be on removing constraints
that incapacitate the decision-making process of individuals to maximize their
welfare; this, of course, demands a favorable shift in state’s presence and policy in
relation to growth (Barro and Sala-i-Martin 2003). That is, the success and failure
of countries to grow rests upon the ability or inability to create an entrepreneurial
society entailing the production, augmentation, and spread of human capital of
individuals in a competitive market economic structure. Therefore, if the state’s
objective is to maximize economic growth and welfare of individuals, then it must
strive for the creation of the neoliberal homoeconomicus within a competitive
market economy; hence the “motto: privatise education”; privatize not just by
bringing education service under the competitive market economy, but make the
purpose of education submit to the competitive market economy. It is being
claimed that if Indian economy wants to be located within an entrepreneurial
society and if innovation is to become central to business practice, then such a re-
direction of education is mandated (Economic Survey 2011-2012, Chap. 3).
Without the creation of these rational personalities, Indian competitive market
economy will continue to lag behind the rest of the world.”

Another big change facilitated by neoliberalism is what we call the commod-
ification of social life; this is one way to understand the phenomenon of econ-
omization of social life. Starting from commodities defined “as objects produced
for sale on the market,” Karl Polanyi (2001) explains that the birth of commod-
ification as a general form of use value was an integral component of a self-
regulating market system, and hence must be seen as an indispensable condition
for the subordination of society to market economy. In this context, some of the
commodities without which this transformation toward market economic system is
not possible are fictitious; labor, land, and money are such ‘fictitious’ commodi-
ties, which historically have never been, and indeed and cannot be, produced for
sale in any social organization of life.

Labor is only another name for a human activity which goes with life itself, which in its
turn is not produced for sale, but for entirely different reasons, nor can that activity be

(Footnote 6 continued)

also need highlighting. It is our contention that internalizing federalism in the theorization of
Indian state will considerably enrich the complexity of Indian state, bringing further into sharp
focus the limitations of neoliberalism (in terms of practice) as also aspects like policy gridlocks
and corruption.

7 For a critical analysis of neoliberal education approach in India, see Bhowmick and
Bhattacharyaa, (Chap. 23).
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detached from the rest of life, be stored or mobilized; Land is another name of nature,
which is not produced by man; actual money, finally, is merely a token of purchasing
power which, as a rule, is not produced at all, but comes into being through the mechanism
of banking of state finance. None of them is produced for sale. The commodity description
of labor, land, and money is entirely fictitious (147-148).

However, without creating these ‘fictitious’ commodities as a general form of
commodity, there can be no private property and no impersonalized transaction, no
surplus value and no appropriation of surplus value and hence no capitalist and
capitalism. Creation of a market economy (and indeed of capitalism) thus involves
a dis-embedding of land, labor, and money from society and their re-articulation
into the market system which necessarily implies the subordination of society to the
latter. Witness to the devastation brought about by capitalism by way of the great
depression, Polanyi criticized the reduction of the otherwise complex existence of
these three elements to that of market and avers that treating them like other
commodities is simply unsustainable; this is why the creation of market economy
with genuine commodities has to be reversibly associated with attempts to restrict
(in which state plays an important role) the action of market relative to land, labor,
and money; this constituted the now famous Polanyi double movement. Indeed,
Polanyi’s double movement paralleled the rise of welfare capitalism riding on
Keynesianism which tried to create a constrained market economy and constrained
capitalism with state exercising some degree of control over labor, land, and
financial market by preventing the general reduction of society to market system.

Against this backdrop, we contend that neoliberalism constitutes an insurrection
against the Polanyian double movement (alongside against Keynesianism) as it
attempts to shred to pieces the restrictions against labor, land, and money so as to
make them increasing amenable for sale in the market. Turning land/nature into
natural resource (epitomized by pervasiveness of primitive accumulation and the
bourgeoning real estate boom in a private economy), human into human resource
(characterized by the rise of human capital being pioneered by the new education
system and corporate management) and money into financial resource (typified by
the rise of quick profit driven financial system and speculation focused on non-core
practices such as investment banking, derivatives, etc.) constitute a historical shift
in the way land, labor, and money have and are getting re-located; whose man-
agement now in a market economy becomes the means for maximizing profit. In
India’s case, while the reforms regarding the latter two aspects have been rela-
tively smooth, the question of land acquisition for the purpose of capitalist
expansion has led to fierce resistance from below by social movements which in
turn has opened the question regarding whether land acquisition is to be seen as an
exclusive market principle or requires some form of state and social control over
the process (as epitomized in proposed land acquisition bill to be tabled before
parliament). The aspect of land acquisition will be dealt with later. The connection
of neoliberalism to commodification is however deeper.

By dismantling the distinction between ‘economic’ and non-economic’ domain,
neoliberalism has made the scope of competitive market system infinite and absolute
in organizing our forms of life. Two such changes can be detected. The first is the
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displacement of state intervention in the field of education, health, infrastructure,
and so on into a domain where these hitherto ‘social’ goods and services could be
unbundled and parcelled out as commodities produced and sold by enterprises in a
competitive environment to potential consumers. The reason for commoditization is
fundamentally not so much an argument of deficiency concerning the inability of
state (or any collective) to deal with these (say, due to inadequate resources), but
stems more from a change in outlook in which what previously was a ‘social good’ is
now seen as better produced and delivered in a competitive market regime. Both
Coase (1960) and Buchanan (1959), in different ways, were among those who cast
doubt on the veracity of a natural association between state and ‘social goods’ by
arguing that, under certain conditions, markets, if given a chance to be formed, may
perform, and perform better than state; neoliberalism would argue that the job of
state is to ensure that those conditions thrive (such as reducing transaction cost and
frictions in bargaining between agents). For example, if there is a problem of market
formation, the state may coordinate in bringing the market about through, say, the
private—public partnership (PPP), whereby, notwithstanding the variability in the
composition of ownership, financial, and risk sharing arrangements, the responsi-
bility of production of goods and services tend to fall on the private sector; this again
reflects the state’s negative assessment of itself, its self-critical disposition.®
Resultantly, with increased privatization and commoditization of previously
delivered social insurance pertaining to health care, education and infrastructure, the
risk of failure which was hitherto insured by the state (and managed by experts tied to
the state) is now being displaced into the individual domain. Consequently, what
appears now is the rationalization pertaining to shifting of responsibility of health,
education, and other goods from the domain of the state to the individual, both as
supplier and demander.” Coupled with this structural adjustment, the parallel
inauguration of the homoeconomicus as self-governing ability machines capacitated
with risk assessment and risk management abilities sets the stage for the demotion
and then gradual withering away of social insurance. A complementary industry
(part of the booming service sector in India) concerning individual risk related
technologies (of information collection, calculation, and assessment) has risen in the
last 20 years as facilitators to enable the rational agents to become (increasingly
better) risk managing entrepreneurs as well.

The second transformation which is a civilization game changer concerns the
human body-being. We are witnessing its dismantling into parts, that is, the seg-
mentation of this body-being into commodities for sale; the mind is for sale, the
bios is for sale, and even the emotion and passion is for sale (psychiatrics,
counsellors, genetics, human resource management and stress managers in cor-
porations, management schools, yoga gurus, etc., are some of the experts in the

8 This facet of PPP model in infrastructure is discussed in details in Chatterjee and Banerjee
(Chap. 9).

° Problems of re-location of agriculture in a market economy under liberalization—globalization
and the role of state in this transition are discussed in Deshpande (Chap. 7). This paper also
engages with the issue of federalism.


http://dx.doi.org/10.1007/978-81-322-1124-2_9
http://dx.doi.org/10.1007/978-81-322-1124-2_7

2 Rethinking and Theorizing the Indian State in the Context of New Economic Map 27

new market place dealing with these ‘commodities’). The commodity character of
this segmented bazaar of body-being is of course entirely fictitious, because these
cannot be produced for sale; for example, emotions (that includes, among others,
pain and anxiety) are not produced for sale. By turning attention to the individual,
neoliberalism brings along with it this commodification of individual’s body-being
as part of its philosophy in propelling what could be called the new ‘care of the
self” (as against Foucault’s care of the self); rather than being self-introspective,
this new care of the self in effect turns into an introspection of the outside—the
market—onto oneself; an introspection based on the exteriorization of the interior.
What this exteriorization of the interior ala the gaze of market does to the claim of
‘free’ choice and to the ethical fabric of individuals is of course another matter,
though no less important. Nevertheless, this fundamentally alters the idea of ho-
moeconomicus. The homoeconomicus is thus not just one who uses the market
place to organize his value, resource, and career path; he is also able to internalize
the market into the organization of his body, thought, and emotion. In short,
homoeconomicus as the rational ability machine is one who in totality is able to
embed himself, as far as possible, into the market system with the intent to succeed
in out-competing others in the process. To make that possible arises in this bazaar
of body-beings a new entrepreneurial group of sellers of problem solving—of
body, of mind, and of emotion. The policy of privatizing health is partly a logical
corollary of this shift in the conceptual location of body-being.

What is being consequently produced are a set of new values and norms that are
influenced by these contextual encounters (for values and norms are also influ-
enced by reflection on ones’ body-being) and have to be carefully delineated; but
at the least, it seems to us that to claim that such values and norms are as if outside
the market economy or of its signals is naive. This is not to reduce the entire
canvass of values and norms to the competitive market economy, but to argue that
with the growing subjugation of the social—including the institutions and indi-
viduals—to competitive market economy, the location, meaning and role of val-
ues, and norms should also be seen in relation to the economic approach, processes
and outcomes. If values and norms are relocated as a mirror of conducts which are
‘economic’ then the classical albeit somewhat strict division between ‘values-
norms’ as cultural and market as economic may no longer be true, at least in the
world of neoliberalism or even otherwise. Perhaps, following neoliberalism, one of
the great transformations can also be seen as the instituting of a fundamental shift
from cultural economy to economic culture; notwithstanding the presence and
challenge of other cultural ethos, India is also witness to this changing culture.

To sum up. As a result of the shift in the rationale for the existence of state that
followed its embracement of neoliberalism, two broad kinds of change can be
ascertained. The first layer of change—the initial transition under new economic
policy—aimed at creating and organizing the space, institution and rules for
market and competition (the first phase of reform), and the second layer of change
(the second phase of reform) is allowing the formed markets to operate freely in a
competitive environment as also authorize the creation of new markets in areas
which till now have been dealt with in non-market ways or have not been
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articulated globally. In the course of this slow but steady unraveling of the
structural adjustment program unfolding steadily from one generation of reform to
another, India has more or less successfully shifted towards the second layer of
change.

The above shift in the rationale had a telling effect on governmental practice of
Indian state. If the Indian state exists for the ‘good’ of society, then it must follow
the norms, principles, and rules which help sustain an entrepreneurial society
namely those relating to competitive market economy. Neoliberalism avers that

...not only the individual body, but also collective bodies and institutions (public
administration, universities, etc.), corporations, states have to be ‘lean’, ‘fit’, ‘flexible’,
‘autonomous’: it is a technique of power (Lemke 2001, 203).

The principle founding the new art of governmentality pervades the inner veins
of the state apparatuses bringing in its wake the template of ‘economizing’ to
inflect the technique of governance of state as well. This, in turn, demands a
convergence among ministers, bureaucrats, managers, and workers regarding the
way statecraft is contemplated and activated.

The fact that state’s performance comes to be judged on the basis of economic
markers such as efficiency, productivity, profitability, etc., means that it now
becomes a site of measuring and verifying ‘good governance’ in a similar vein as
other sites of collective bodies and institutions. The correlationality and partner-
ship of governmentality between the state and homoeconomicus as if now turns its
gaze back on the domain of the state. In the context of India, actions like reducing
fiscal deficit (backed by Fiscal Responsibility Budget Management act), disin-
vestment and privatization, merger of administrative departments, shedding off
activities completely (like management of pension funds or hotel business), del-
egating and outsourcing previous state activities (such as in utilities like water,
education, health, and infrastructure) to private agencies and individuals (say,
through public—private partnership), etc., are some of the ways in which the
principle of economizing is being activated. The remaining governmental func-
tions pertaining to production and distribution of state corporations, public utilities
such as infrastructure, water, health, or education (which though, as mentioned, are
also fast being privatized and/or made marketable through PPP), poverty man-
agement and public distribution system are all ever more being increasingly
subjected to efficiency criterion and individualization; the transition in the latter
two are signified by the move from universal access to targeting symbolized by the
division between above poverty line (APL) and below poverty line (BPL) and now
the replacement by cash/voucher of the existing in-kind distribution system. An
expectation shift is transpiring whereby the state must not be simply seen as being
a service deliverer but also enterprising, attending to the individual’s freedom and
welfare. The state must be seen as being equal if not better than private providers
of service (in terms of speed, quantity, and quality of service) if it wants to justify
its existence. Instead of merely subjecting others to its rules and objectives, the
state brings its own existence and operation into the realm of critical assessment
and that too subjected to those modes of assessment and rules which it asks or
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desires others to follow. The state in the process opens itself up for critical public
scrutiny to charges of ineptness, bureaucratic red-tape and corruption like never
before. While by no means homogenously true across all departments, organs or
regions, the transition of Indian state bears testimony to these modifications that
signals a change in its rationalization, its mode of functioning and criterion in
terms of which it judges itself and is judged.

Global Capitalism and World of the Third: The New
Structure of Indian Economy

What is the relation of capitalism with competitive market economy? What kind of
economic map appears as a result? Taking off from a class-focused approach
producing a de-centred and disaggregated economy (Resnick and Wolff 1987;
Chakrabarti and Cullenberg 2003, Gibson-Graham 1996, 2006), Chakrabarti et al.
(2012) theorized this new economic map as a structural re-articulation of Indian
economy that takes the form of circuits-camp of global capital and world of the
third; global capitalism is the conceptual shorthand for circuits-camp of global
capital. We present a brief summary here. First, circuits of global capital.

With class processes, that is, processes of performance, appropriation, distri-
bution, and receipt of surplus value fragmented across nations,'® global capitalist
enterprises are taken as the primary unit in the reorganization of the structure of
Indian economy; it entails the effort to initiate the transition from capitalism
circumscribed by the nation—state (the hallmark of capitalism in the era of cen-
tralized planning) to global capitalism. This is typified by the transformation of
‘Indian’ enterprises such as the TATA group of companies or Reliance into global
capitalist enterprises (headquartered in India); accompanying these ‘Indian’ global
capitalist enterprises are other ‘foreign’ global capitalist enterprises (Microsoft, for
example) with activities in India pertaining to one or many class processes we
mentioned earlier. Global capital or the value flows emanating from global capi-
talist enterprises is the centrifugal force of the circuits of global capital. Moreover,
alongside changes in economic processes required to protract a competitive market
economy, political process (say, provided by the state or the managers inside the
global enterprise; say laws, regulations, supervision), cultural process (say, pro-
vided by schools, colleges, and universities or even enterprises advertising for the
concerned global enterprise) and natural process (say, provided by access to land,
forest, gas, water, etc.) constitute the conditions of existence of global capitalist
enterprise. It is not surprising that changes in Indian laws pertaining to competi-
tion, property, disclosure, risks, accounting practice, education, forest, water,
mining, land acquisition, labour, etc., are some of major reforms that have already
been undertaken or are pending; much of these reforms have been undertaken

19 Ruccio, Resnick and Wolff (1990), Chakrabarti, Dhar and Cullenberg (2012, Chap. 5).
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keeping in mind the centrality of global capitalist enterprises . We refer to only a
few of the economic conditions to elucidate the definition of circuits of global
capital.

Local capitalist enterprises and non-capitalist enterprises are intertwined within
the global production system through outsourcing, subcontracting, and so on (for
example, by supplying the global capitalist enterprises with means of production
or required services); thus a chain evolves through the connection of these
enterprises with the global capitalist enterprises. Moreover, in addition to mer-
chanting and providing credit to both local and global enterprises in the chain, the
trading and financial enterprises (commercial banks, investment banks, mutual
funds, and brokerage enterprises) also invest and take part in activities, practices
and relationships pertaining to stocks, bonds, insurance, etc., setting in motion
economic processes and conditions that allow capitalist enterprises to function
globally; in the process, the above-mentioned enterprises increasingly take on
global dispositions and become global merchanting or financial enterprises. We
define the “circuits of global capital” as comprised all those processes that are
directly or indirectly connected with the global capitalist enterprises, that is, all
those processes that relate to processes pertaining to global capital. Evidently, with
global capital at the center of the structure, global capitalism qua circuits-camp of
global capital is bigger than the mere combination of global capitalist enterprises.
In this context, capitalist development comes to be signified by the expansion of
the surface and depth of the circuits-camp of global capital. In the circuits, there
are some enterprises (in production and in circulation) which are directly and
immediately connected to the global capitalist enterprises and together these
cluster into what we provisionally name as the hub of circuits of global capital;
while the rest in the chain which are indirectly connected and are some distance
away from the global capitalist enterprises comprise the margins of the circuits of
global capital.

As already argued, the neoliberal turn encapsulates the relocation of subjec-
tivities as also of cultural space, constituting in the process new notions of success,
of ways of judging performance and conduct, entrepreneurship and consumerism,
of changing gender and caste relations, customs and mores, etc. What appears is a
social cluster of practices, activities, and relationships connected to the circuits of
global capital; we name it the ‘camp of global capital’. They are instrumental no
doubt in the reconfiguration of the spatial contour of India’s old and new cities
typified by the ongoing creation of highways, wide roads, golf courses, shopping
malls, seven star hotels, swanky housing projects, costly educational institutions,
multi-facility hospitals, entertainment including gambling and sleaze, artifacts of
native/ethnic wilderness for tourism, and so on. Reshaping of urban space is
transpiring rapidly along with a shifting idea of urbanity that is concomitant with
neoliberal values. A new culture that is global and market oriented is appearing
around this camp, especially its hub; it is striving to dismantle extant meanings of
‘good’ life in India and exchange it with the tooth and claw model that emphasizes
competition, possession and accumulation, and that too in a global context.
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The demarcating boundary between the circuits of global capital and what we
have designated as ‘world of the third‘ crucially depends on the local-global
market. Let us explain with the help of an example.

TISCO’s interaction with the outside world is part of the global market. Sim-
ilarly, ancillary enterprises, say local capitalist in nature, interacting with TISCO is
strictly speaking a local market interaction, that is, an interaction materializing
within the national border. However, since TISCO is a global capitalist enterprise,
the interaction of ancillary enterprises with TISCO through local market consti-
tutes an important element of the “circuits” of global capital. Moreover, ancillary
enterprises may subcontract specific tasks to still other enterprises (which may
even be non-capitalist in character) deep into the heartland of informal sector; this
is an example of a local-local exchange that, through a chain, becomes ultimately
connected to the circuits of global capital and hence is part of it. When we refer to
the local-global market with reference to a commodity, we mean the chain of
local-local... to... global-global exchanges that make up the entire value
sequence of a commodity. Generalizing from the sequence structure, we can say
that local markets and global markets are part of the same market chain as long as
they connect to the circuits of global capital; outsourcing, subcontracting and
offshoring are now well-known conduits deployed in creating this chain. Markets
that connect to the circuits of global capital are part of local-global mar-
kets because the exchanges whether in local or global settings constitute the cir-
cuits of global capital.'' In contrast, there are local markets (say, in vast segments
of informal sector'? , agricultural sector'® and home based sector'* ) that do not
form part of the “circuits of global capital” in the sense that none of the concerned
enterprises engaged in these markets are connected to the circuits of global capital.
We define such markets as world of the third markets (WOT markets).

"' An exemplification of the local-global market linkage in this book is the chapter by
Chattopadhayay and Banerjee (Chap. 15).

12 A segment of informal sector is connected to the circuits of global capital (Chakrabarti et al.
2009) and the rest procreating outside its domain constitute the world of the third (Chakrabarti
et al. 2007).

13 The retail sector reform allowing control of enterprises to ‘foreign’ capital is supposed to
create intricate linkages (production-wholesale-retail) with the farmers and draw them into the
circuits of global capital which the state argues would be beneficial for them. From contract
farming to such local-global market chain, there is no doubt about the structural changes
transpiring within a section of agriculture too, especially pertaining to agricultural practices and
institutions. Beyond the circuits of global capital is a vast enclave of agriculture sector making up
the terrain of world of the third (Chakrabarti et al. 2012, Chap. 8). It is another matter that despite
the dispersed influence of liberalization policies on agricultural sector which in no small part is
guided by the neoliberal turn given to state (with somewhat truncated state’s extant role, such as
in capital formation) its performance in the last two decades leaves much to be desired (Bhaumik
and Rashid, Chap. 6). The Indian state though sees the retail sector reform as one of the cor-
nerstones of turning the performance of agriculture around.

4 Part of the home based sector too is drawn, through the local-global markets, into the circuits

of global capital while the rest is outside it, procreating in world of the third (Chakrabarti et al.
2012, Chap. 8).
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WOT is a space that is conceptually never part of global negotiations; it is
outside the, if we may borrow a term from Gayatri Chakravorty Spivak, Empire—
Nation exchange. From our vantage point, the domain of Empire—Nation exchange
is coterminous with the local-global market connected to the circuits of global
capital. WOT is outside local-global market exchanges. A huge segment of the
enterprises procreating here would fall under non-capitalist forms ranging from
independent, feudal, communitic, slave to communist (Chaudhury and Chakrabarti
2000; Chakrabarti et al. 2012, Chap. 2). We will encounter in all probability
capitalist class enterprises as well, including a large number of capitalist enter-
prises of simple reproduction type; these enterprises would have its own inter-
linkages forming a contrasting chain. This chain, in turn, is constituted by a cluster
of economic, political, cultural, and natural processes; together, they help con-
stitute the circuits-camp of world of the third. Notably, the circuits of WOT are
knotted into WOT markets as well as into non-market exchanges; that is, much of
the exchanges within WOT may not be market oriented at all but could flow
simply through informal or formal arrangements not dictated by market. Further,
for those driven by market considerations, it would typically not be determined by
the considerations of the networks of the circuits of global capital or the rules and
norms that operate within it.

Whenever and wherever we locate an economic space and associated forms of
life procreating outside the circuits-camp of global capital, we conceptually come
face to face with the circuits-camp of WOT. In elaborating this space, no claim is
made regarding the economic standing of WOT society (it could be rich or poor,
exploitative or non-exploitative), the cultural ethos (it could fundamentalist in
some axis or more than liberal in others), the political regime (it could be
authoritarian or open ended with regard to rules of authority) and the relation with
nature (it could be friendly or non-friendly toward its surrounding environment).
Importantly, then, no value judgment (good, bad, useful) can be attributed to
WOT. The heterogeneity and complexity of WOT space implies that it must be
seen as an ex ante empty space, a “hollowed out void” with(in) global capitalism,
that cannot be fixed a priori by some normative presumption generated from
elsewhere. If the goal is modernization through capitalist development, then world
of the third stands for structural exclusion vis a vis the circuits-camp of global
capital.

This changing map of the Indian economy was procured by, among other
things, the policy primacy accorded to global capitalist performance, appropriation
and distribution of surplus which, with greater rate of capital accumulation,"
resulted in the expansion of the circuits-camp of global capital. The objective of
economic growth no doubt helped fuel this expansionary logic; high economic
growth and material prosperity, especially surrounding the hub of global capital
(typified by the rise of the so-called middle class), followed. However, this

15 Rate of capital formation which was 22.1 % of GDP in 1991 increased to 36.5 in 2009
(Source: Economic Survey 2009-2010, 10 and A11, Economic Survey 2010-2011).
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process, not surprisingly, was associated with what Marx referred to as ‘primitive
accumulation®. A rapid process of expropriation of land, forest, rivers, etc., fol-
lowed (especially in the last two decades), that was justified no doubt by the
idealized trope of ‘progress’ of third world from its so-called decrepitude state.'®
However, what appears as progressive from the perspective of global capital
comes to be seen as violence from the perspective of world of the third, which in
turn has produced country-wide resistance against what is deemed as unjust
intrusion and plunder; such has been the fierceness of resistance that land acqui-
sition, at least on a big scale, has considerably slowed down and in some places
such as West Bengal entirely stopped. The rapid land acquisition in India to
expand the surface and depth of the circuits-camp of global capital and the
recalcitrant opposition to it in many places across the country (Kalinganagar,
Nandigram, Singur, Raigarh, Niyamgiri, Jaitapur, Chindwara, Noida, Agra-
Mathura belt, Barmer, to name a few) stand testimony to these colliding per-
spectives (Basu 2008, Chakrabarti and Dhar 2009). In many instances, this
expansion has raised ecological concerns as well. Other than the known ecological
problems (for instance, global warming and climate change or extinction of vital
species such as ants), India has been witness to a series of social movements that
have drawn attention to the critical connection of nature with livelihood existence
of people in world of the third, and on how the process of expansion of global
capitalism by driving a wedge between the two (through deforestation, water
pollution or absorption for industrialization, air pollution, change in land use, etc.)
are threatening the existence of circuits-camp of world of the third itself. In many
such instances, the combination of economic and ecological un-sustainability is
highlighted in critiquing the process of primitive accumulation of capital. Parallel
to the problem of balancing globalization and sustainability, India has to contend
with the specific challenge of harmonizing global capitalism and world of the
third. Today, India not only has a materially divided society (in terms of income,
and social indicators), but also a nation with divided perspectives and under-
standing of what is ‘progress’ and ‘just’. In the new economic map, the state stands
as dislocated-relocated in this fractured and antagonistic field even as its com-
mitment to capitalist development remains steadfast.

With the state going all out to ensure the expansion of the circuits-camp of
global capital, the social movements pointed to the complicity of state with capital
and accordingly targeted the state-capital nexus; evidently, in a democratic polity,
this is bound to, and it has, put the state in stress.!” One fall out of this conflict is
the apparent securitization of an economic issue; let us briefly discuss.

16 Chakrabarti and Dhar (2009).

17" Our analysis also highlights the sharp distinction, at the level of principle, between the origin
of capitalism, its birthing (which itself is a continual process) and where it has acquired a
functional form as in competitive market economy. The relatively passive existence of state
pertaining to the latter (professed by neoliberalism) melts away in the face of its complicity with
capital in the process of the birthing of capitalism and whose appearance resembles what Marx
described as an event soaked in ‘blood and dirt’.
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As already argued, claims over lands, forests, rivers—essentially for minerals
and other raw materials—have led to a process of enclosure and the privatization
of commons to ‘companies’ (inclusive of the phenomenon of rapid urbanization as
well). Because the Dalits and particularly Adivasis reside in these areas, they have
been subjected to the process of land alienation, forced evictions, and displace-
ments; as recent evidences suggest, the state organs—national/regional/local—
played an instrumental role in facilitating this process of primitive accumulation
by using, bending or even violating the existing laws which anyway were inimical
to the interests of the local. Instead of reducing poverty, economic growth and
modernization created fresh poverty, and in this case turned out to be exclusionary;
an exclusionary process that was not socially neutral. This process of dispossession
was particularly potent for the Adivasis who happened to come in the way by
virtue of their social life being embedded in forests and the associated surround-
ings (where minerals are located). Not surprisingly, these groups (alongside
farmers, agricultural laborers (containing Dalits in vast numbers), and other stake
holders) are in the forefront of both non-violent resistance organized by social
movements against this process of primitive accumulation as also forming the
main support base for the more violent resistance shaped by the Maoists. The
response of the state has been manifold.

Recognizing that mere repression will not do, the state had to initiate a
rethinking on the issue of land acquisition and forest rights. A union bill on land
acquisition law is pending and under scrutiny. It is supposed to guarantee com-
pensation and rehabilitation, and requires a ground level approval of stakeholders
(two-third owners as in the proposed bill) which in turn is a reflection of the state’s
recognition of this problem as a political and not merely an economic one. Sim-
ilarly, the Forest Rights Act 2006 strives to give back command of forests to the
Adivasis; pressure to implement the existing environmental laws more strictly has
intensified too. It is another matter that Indian regional states have their own take
on land acquisition (and initiate their own laws) which has hardly prevented the
growing clash and divides on this issue; this policy gridlock on the question of
creating a uniform land acquisition law is indicative of positional differences
within the state-capital nexus complex regarding the question of how to deal with
the issue of land acquisition. Similarly, the violation of the Forest Rights Act 2006
and bending of environmental laws at the local level too is rampant (with the
support of government bodies). Besides, what none of these reforms however
address is what if, despite offers of compensation and resettlement, the aggrieved
parties say ‘no’ to primitive accumulation; that is, plain and simple ‘no’ to the
expansion of the circuits-camp of global capital. Such opposition comes under
special scrutiny if they appear under the Maoist influence that intends to subsume
these social struggles within a broader strategy to capture state power thereby
putting them into a direct confrontation with the Indian state.

In case of the latter, the state has even chalked out a holistic strategy of an all-
out assault (operation Green Hunt) accompanied by a poverty reduction program
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designed for the Adivasis (whom the state openly acknowledges as the main
support base for the Maoists) so as to separate them from the Maoists; the violent
and benevolent side of the state is now part of an open strategy to combat and
control this space-people so as to renew the combined process of the expansion of
circuits-camp of global capital and inclusive development. Interestingly, here,
poverty eradication is not considered a problem in itself. Rather, it is instead used
as a war instrument for some other purpose, that is, in defeating the Maoists; such
a reduction of the problem of poverty to a different problem was criticized heavily
by Amartya Sen (2008). Overall, an interesting point emerges regarding the shape
of Indian state. The changing structure of India’s economic map accompanied by
the logic of capitalist expansion has not merely produced an ‘economization of the
social’, but also a ‘securitization of the economic’. The economy is a security
problem in two ways: (i) if economic state of exception arises via the fragility of a
competitive market economy (as we shall discuss later), and (ii) if political state of
exception arises via a fetter to the process of primitive accumulation. If the former
entails state intervention (say, through fiscal and monetary policies) to rescue the
competitive market economy from itself (but only momentarily so as to put it back
on track), the latter paves the way for a securitization of the scenario where an
entire area-people could be declared a ‘state of exception’, normal laws suspended
and the sovereign takes control of the area-people (Agamben 2005). In case of the
latter, the opposition to ‘economic’ development is consequently being displaced
into a particular ‘political’ terrain, not for engagement or debate but to be posi-
tioned as and declared the ‘enemy of state’; thus the scope of defining, branding,
and punishing the ‘terrorists and secessionists’ is being gradually broadened to
encompass the ‘development dissenters’. Troublingly, what this often entails is the
reductionist tendency to view even non-violent social movements through the lens
of the security state, literally as eventual ruptures that are threatening to open
antagonistic (political) fields beyond the confine and control of state (Badiou 2005;
Laclau and Mouffe 1985; Mouffe 2005). At this point, sanctioned politics thrives
not on expanding the scope and scale of democratization within Indian society, but
on its truncation through the suppression of dissent to the so-called nationalist
consensus on progress. It signals perhaps the effort to appropriate and evacuate the
contesting space of the political by eliminating any antagonistic challenges such
that the only reference point for the political would remain the state. This suggests
that the state’s passive existence courtesy neoliberalism is not totally defiant of its
repressive existence derived from securitization; or should we say that the latter is
a condition for the birth and functioning of the former. The concomitant process of
birthing and functioning of global capitalism and neoliberalism in India is not
without, to use Marx, blood and dirt. Against this backdrop, a question emerges: Is
the new Order of Things driven by the high growth rate regime politically
sustainable?
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Inclusive Development and Sustainability

To begin with, it is important to conceptually differentiate between inclusive
growth and inclusive development as embodied in the practice of Indian state.'®
This comes against the backdrop of some confusion regarding the contour of, and
difference between, the two. While the term inclusive growth is more in vogue, the
trope of inclusion in the Indian context far exceeds its meaning and mandate; to
capture the term inclusion in its more holistic sense so as to make sense of the
state’s somewhat complex thought and practice, we need to invoke the term
inclusive development.

From our vantage point, inclusive development combines the existence of
structural exclusion, social exclusion and income exclusion; these in turn are
acknowledged as pointing to a landscape of unsustainability which appears in
relation to the existence and expansion of the circuits-camp of global capital. The
challenge for Indian state is to secure this expansion of global capitalism sym-
bolized by high growth rate (which it identities as the passport to progress and also
the number one recipe for overcoming mass structural poverty) in the event of the
undeniable problem of unsustainability that follows this expansion and threatens
the transition process in more than one ways. The point is not to ignore or demote
economic growth via global capitalist expansion, but to find a way to preserve it
which in turn involves the following project: harmonize global capitalism with
world of the third so as to internalize the problems of these multi-faceted un-
sustainability conditions. To this end, the Indian state envisages a model of
inclusion that would account for the scourge of structural exclusion, social
exclusion and income exclusion. ‘Development’ thus acquires a specific meaning
in the Indian context, encompassing not only the neoliberal churning that is
constitutive of the expansion of the circuits-camp of global capital, but also an
internalization of these exclusions through a process of inclusion of world of the
third in the growth story, either as a partner or as beneficiaries of it.

To put it succinctly, inclusive development unpacks the benevolent side of state
whereby its intervention is projected in terms of a re-presentation of world of the
third as a victim other. This is in contrast to the unsaid moment of inclusive
development, namely the process of primitive accumulation that represents, as we
saw, the unrelenting violence of capitalist development over world of the third
whereby, due to the range of resistance and possible social instability, the latter is
re-presented as the evil other, the dystopia.'® One cannot ignore this dystopia for it

18 Similar to neoliberalism, we make no effort to examine the existing theoretical literature on
inclusive development/growth. Our focus is on how the Indian state perceives inclusive
development; the theoretical literature on inclusive development, notwithstanding its importance,
is a somewhat unnecessary detour in the context of our intervention. For our vantage point, these
ideas—neoliberalism or inclusive development/growth—are discussed and analyzed in relation to
the evolving rationale and practices of Indian state.

9 It is another matter, one we do not pursue here, that development cannot but work by
displacing the world of the third into an abnormal presence, either as dystopia or victim or
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is a threat to the modernization project of capitalist development, a security threat
which has to be accounted for and nullified as the former CEO of World Bank
makes clear:

A balanced and holistic understanding of the causes and effects of poverty can lead to
reforms that promote inclusion, economic growth that reaches the poor, and social
development—these are key to sustainable peace...Our job will be to help countries
harness the trends... to promote growth, poverty reduction and social harmony (Wol-
fensohn 2000, 7-8).

Securitization of the economy cannot be merely a matter of repression. If the
project of capitalist development is to be secured then sustainable peace or social
harmony must be guaranteed. The importance of this issue of political sustain-
ability for capitalist development becomes palpable in the case of land acquisition
induced unrest that has stalled/slowed down the process of expansion of the cir-
cuits-camp of global capital and has even prompted the capitalist class to seek state
intervention through new land acquisition law so as to stabilize the situation. It is a
recognition of the political nature of the land acquisition problem, a point that in
our opinion is not quite fathomed in general by economists; as we argued earlier,
this political dimension is, however, recognized by the Indian state (and even the
capitalist class) as it attempts to include voting rights as also standardized com-
pensation and rehabilitation provisions into the new law. This, though, is only one
kind of intervention. In what follows, we shall explore numerous other non-
repressive inclusive approaches (addressing structural exclusion, income exclusion
and social exclusion) through which the Indian state attempts to exercise control
over the management of world of the third. Inclusive development is a trope that,
keeping intact the expansionary impulse of global capitalism, strives to ensure the
assimilation of world of the third amidst the antagonistic friction arising from the
dismantling—dislocation—disruption of world of the third. Resultantly, in addition
to its relatively passive existence in relation to competitive market economy, the
Indian state comes to occupy a complex position vis a vis world of the third, one
that is simultaneously repressive and benevolent.

In contrast, inclusive growth is more focused and pertains to the relation
between growth, income inequality, and poverty in terms of what accrues to the
bottom quintile of the poor as a result of growth; it acknowledges the limitation of
the distributive capacity of global capitalism and seeks to internalize the need to
address the poorest of the poor through the medium of the state. In so far as it
addresses fundamentally income exclusion, inclusive growth is a subset of
inclusive development. Having laid down the conceptual differences between the
two meanings of inclusion, we now explain the change in the character of the

(Footnote 19 continued)

unknowable; sometimes as third world, as community or as social capital, all devalued re-
representation (weak, fledgling, innocent, threatening, irrational, etc.) in relation to that of
modern capitalist economy (Chakrabarti and Dhar 2009, Chakrabarti et al. 2012).
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Indian state as it tries to deal with the multifaceted exclusions that became par-
ticularly evident in the first decade of the twenty-first century.

Despite conceptually distinguishing the various exclusions, the set of exclu-
sions intersect, compensate, and reinforce one another which implies that the
project of inclusion, more often than not, crisscross between these. Together, they
form the state’s intervening landscape, especially in world of the third and to some
extent the distant margins of the circuits-camp of global capital. First, structural
exclusion.

Structural exclusion pertains to the exclusion of world of the third from the
circuits-camp of global capital as already explained by us. Addressing this
exclusion means an intervention in world of the third so as to transform the
conditions (say, by creating market, introducing competition, profit mentality,
efficiency criteria, providing subsidized credit, techniques of production, infra-
structural facilities, and so on) that in turn will alter the production structure of its
economy. Instead of giving handouts, the idea here is to provide social protection,
so that the people can develop human capital and productive capacity in a manner
that help them internalize and manage risks in a better way. In the World Bank
paradigm, social protection via risk management strategies include (i) prevention
strategies (to reduce the probability of a down-side risk before a shock occurs
ensuring preventive social protection), (ii) mitigation strategies (decrease the
potential impact of a future down-side risk if the shock was to occur anyway), and
(iii) coping strategies (to relieve the impact of the shock once it has occurred); all
these strategies are unique for embedding the programs, and hence the state within
the production economy of world of the third (World Bank 2001, Chakrabarti and
Dhar 2013). Not only does the idea of inclusive development incorporate this
aspect of structural inclusion, but in doing so, the Indian state view this process of
assimilation as encompassing the possibility of endogenously derived structural
transformation that will re-locate the world of the third as partners in the growth
story. The objective is not merely to enable the poor to survive but to facilitate
their growth out of poverty. In short, along with the survival goal, structural
inclusion in the Indian context incorporates the possibility of poverty reduction.
An example of structural inclusion is the MGNREGA in which the objective is to
prop up the production economy of world of the third by facilitating its conditions
of existence (such as infrastructure) and providing social protection to the poor
(say, by way of secured employment); its commitment to prevent rural to urban
migration makes perfect sense in this context.”® Similarly, the microcredit
approach through the self-help group is a state sponsored intervention to influence
and transform the production economy in world of the third.?' Wittingly or
unwittingly, by securing a control of the livelihood by making it dependent on
state, the latter seeks to acquire a control over world of the third and its subsequent
transition.

20 Sarkhel (Chap. 18).
2! Banerjee (Chap. 17).
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Accompanying structural exclusion is social exclusion and income exclusion to
which we turn now. Let us begin by placing the historical context in which both
social and income exclusion became pertinent. The disaster of ‘Shining India’ in
the 2004 elections symbolized by the defeat of the BJP led NDA alliance led to a
rethinking among policy-makers. A realization dawned that high growth has been
exclusionary not only merely in the above sense of primitive accumulation
(considered as inevitable in the event of capitalist induced industrialization) which
exposes the phenomenon of structural exclusion to antagonistic contestation.
Another facet of growth led exclusion was indicated in the argument that trickle
down is not working sufficiently well, leading to growing income divide. Spe-
cifically, the benefits of high growth appear as highly unequal, thereby manu-
facturing, magnifying and deepening extant, and new forms of exclusions. Even as
official indications, no matter how controversial, suggest that high-growth rate
regime has reduced head count income poverty (Tendulkar Committee estimate,
Planning Commission estimate), attention has turned toward two kinds of exclu-
sions—social and income based—which many maintain have continued to fester
under the new economic map thereby producing, in combination with the already
discussed structural exclusion, the looming problem of sustainability. The phe-
nomenon of social exclusion is sharply brought into focus in the following quote:

In the first few years of this decade, there was a feeling that ‘India was shining’. It was,
however, realized that the ‘feel good factor’ was only in some indicators...There was an
increasing feeling that only few sections of the population such as rich and middle class
particularly in the urban areas, corporate sector, foreign institutional investors, IT sector
have benefited from the economic reforms...On the other hand, rural India and social
sector have not been shining. Social exclusion is taking place in terms of regions, social
and marginal groups, women, minorities and children (Dev 2007, 14).

Distilling some figures pertaining to a few of these groups would suffice to
highlight the aspect of social exclusion. Take the instance of Dalits and Adivasis
who constitute close to one-fourth of India’s population (around 250 million
people); Dalits make up 16 % while Adivasis 8 %. (Report of an Expert Group to
Planning Commission, Government of India 2008, 3) While head-count poverty
rates have declined for both (the speed of decline greater for Dalits), as of
20052005, Adivasis make up 43.8 % (44.7 % rural and 34.3 % urban) of the
population below the poverty line and Dalits 37.9 % (37.1 % rural and 40.9 %
urban) (World Bank 2011, 11). The scenario of social deprivation mirrors that of
income poverty, so far as the Adivasis and Dalits are concerned. For example, as
of 2005/2006, infant mortality (per 1, 000 live births) and under five mortality for
Adivasis and Dalits respectively were {44, 96} and {51, 88}; this is far worse than
the same for other categories of population. (Expert Committee Report, Govern-
ment of India 2008, 3). A similar trend can be discerned concerning literacy rate,
underweight children and malnutrition among woman (BMI < 18.5); for all these
cases the scenario is worst for Adivasis and Dalits (Institute of Applied Manpower
Research, Planning Commission 2011). This report and others also draw attention
to problems of social exclusion of the Muslims, woman, and children in India.
Moreover, the quantitative figures do not capture the extent and depth of ethnic,
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caste, religious, sex-based discriminations and social segregations, including those
permeating through modern institutions, and state organs that continue to put up
barriers against the growing aspirations of, and possible opportunities for, these
groups. In short, the problem of social exclusion is undeniable.

One school of thought believes that, driven by the neoliberal order, establish-
ment and expansion of global capitalism by assimilating world of the third into the
conduits of competitive market economy would demolish these barriers (Nilekani
2006); this presumes that competitive market driven processes and outcomes are
socially neutral. Through a process of leveling the social field in so far as access
and opportunities are concerned, economic transformation would produce social
transformation, one of whose major results (which is also the medium for pro-
ducing further change) would be income growth of the marginalized sections of
the population. In other words, growing economy will not only reduce poverty, but
will induce social transformation in groups hitherto marginalized. Evidences so far
suggest otherwise. The Indian state now confesses that the lowest quintile of the
population has received minor benefits of growth; Economic Survey of India
(henceforth ES) highlights that while, from 1977-1978 to 2004-2005, the average
income of the poorest quintile of the Indian population showed marginal increase
in comparison to its own income, it got less than 0.2 of the aggregate increase in
income (ES 2010 Box 2.1, 23). Another way in which the social divide has been
highlighted is the rural-urban divide in poverty rate; decline in rural poverty is far
less than that for urban poverty. The breakdown figures for Adivasis and Dalits
(who live overwhelmingly in the rural areas), as indicated earlier, are particularly
revealing. Mal-distribution of income benefit seems to have reinforced extant
structures of social divisions thereby, instead of solving, magnified an already
existing problem. In other words, after two decades of reforms, the reinforcing
cocktail of income inequality and social inequities entails that those in the lower
bracket of income growth are also ones who typically are candidates of continuing
social exclusions. This seems to suggest that the ‘economic’ outcome of growing
income divide is not socially neutral, and that the patterns of income distribution
and those of social division are mutually constitutive. By itself, the thesis of global
capitalism driven economic transformation eradicating social exclusion seems
moot or even spurious.’

If exclusion, income and social, is to be considered as a desirable goal then the
limitation of competitive market economy becomes palpably clear, a point now
readily acknowledged by the Indian state:

The truth...is that, while markets have a natural propensity to deliver on efficiency, they
do not have any innate propensity for equity or equality. Hence it is true that for

22 Bhattacharya (Chap. 19) suggests that neoliberal private institutions were created by the new
rich (call these clubs) to self-generate services for themselves from the market, services that were
hitherto public goods. Such institutions are by construction personification of social exclusion
since they constitutionally leave out the poor; they are part and parcel of the production of the
camp of global capital. This highlights the point that global capitalism may not only reinforce
existing social exclusions, but may even be vehicles for creating new ones.
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eradicating poverty and creating a more equitable and inclusive society, there is need for
purposive action by Government—Central, State, and local. The view we take is that
Government should play an enabling role vis-a-vis the market, facilitating trade, exchange,
and enterprise. On the other hand, when it comes to distribution and the mitigation of
poverty, Government has to be more proactive with policy interventions (ES 2011, 36).

Note the emphasis on both social inclusion and income poverty. Because
competitive market economy is not capable of addressing the problem of social
and income divide, it falls upon the state to intervene and enact a control over
distribution, on behalf of the segment in the margins of the circuits-camp of global
capital and particularly world of the third; this state sponsored distribution to
improve social inequities and income inequality is beyond what is the usual
(‘efficient’) distribution staged through market outcomes.

The state accordingly is now to be seen as combining two rationales, one that
implies its somewhat passive existence with respect to competitive market econ-
omy and the other all throughout interventionist; it is to be simultaneously neo-
liberal and dirigiste, but now working in a coherent but divided manner.

We need a government that, when it comes to the market, sets effective, incentive-
compatible rules and remains on the sidelines with minimal interference, and at the same
time, plays an important role in directly helping the poor by ensuring that they get basic
education and health services and receive adequate nutrition and food. This roll back of
the government in the former (circuits-camp of global capital—emphasis ours) will enable
it to devote more energy and resources to and be more effective in the latter (world of the
third—emphasis ours) (Economic Survey 2010, 23).

It becomes evident then that the problem of distribution of the benefits of
growth to the excluded populace, whether in the form of social programs
addressing socially excluded groups (with the objective to reduce social inequities)
or redistributive programs targeting the bottom quintile of the income bracket
(with the objective to reduce head count income poverty), further re-organized the
character of the Indian state. Taken together with the intervention pertaining to
structural exclusion, we come across a rationale of an active state that goes against
the rationale for the absence-ing, at least rollback of the state in the context of
circuits-camp of global capital.

However, recognizing the constitutive relation between income inequality and
social inequities is one thing, but addressing them together is a different issue
altogether. This is because the two, along with structural inequality, are distinct,
albeit related, problems in the Indian context. In case of social inequities, one
influential school of development has identified the problem in terms of the
backward institutions, low human capital investment, and group dynamics, which
prevents these marginalized groups from breaking out producing, resultantly, mass
poverty in the world of the third. Discussing the situations of Adivasis and Dalits
in India, the World Bank is explicit about the relation between poverty and the trap
of structurally imposed social inequities epitomizing social exclusion:

Social exclusion...has its roots in historical divisions along lines of caste, tribe, and the
excluded sex, that is, women. These inequalities are more structural in nature and have
kept entire groups trapped, unable to take advantage of opportunities that economic
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growth offers. Culturally rooted systems perpetuate inequality, and, rather than a culture of
poverty that afflicts disadvantaged groups, it is, in fact, these traps that prevent these
groups from breaking out (The World Bank 2011c: 2).

In the context of India, it is claimed that structurally imposed social inequities
produce endogenously derived social exclusions that perpetuate poverty. To cir-
cumvent this problem, redistribution demands a two pronged approach: to combine
structural inclusion with social inclusion. For example, development programs
should seek to expand the scope of market economy in relation to its production
economy, so that the excluded groups can have access to market and income
opportunities (the aspect of addressing structural exclusion that we already dis-
cussed), and hence bypass the cultural traps which are holding them back. This is
in addition to various kinds of transfer payment type of redistribution which
pertains to the objective of social inclusion per se. What is being sought is the
transformation of world of the third that will enable both structural and social
assimilation; inclusive development thus telescopes political, economic, and social
sustainability. As we argued, the Indian state is not totally averse to this route even
though democratic politics also forces accommodation with existing ‘reactionary’
forces at times which may complicate and even undercut the said purpose.

However, what if the problem is additionally located at the centre and is not
that of the margins. Specifically, what happens if, as the Economic Survey claims,
the benefits of growth have spread unequally and did so in a manner where certain
groups such as those in the hub of the circuits-camp of global capital garner a bulk
of the increase in income? Economic wisdom (Kuznet’s hypothesis) considers
normal the phenomenon of growing inequality with increased income growth at
this stage of development. What is though also acknowledged now is that struc-
turally imposed unequal endowment may lead to a poverty trap that is irreversible
(Galor and Ziera 1993); others contest this feature, but argue that some steady-
state solutions could have the feature of a poverty trap (Piketty 1997). In other
words, the presence of income inequality may complicate and indeed impede the
classical relation between high growth and poverty reduction. Such traps may not
respond to the market-based logic of trickle down, producing in turn the necessity
of state intervention in redistributing resources in favor of the poor.

In India’s case, the problem is consequently seen as one of somewhat weak
connection between growth and poverty reduction; markets cannot be relied upon
to solve a problem of this magnitude. Hence, the rationale of the existence of state
as a re-distributive agency for poverty eradication as distinct from that of (local—
global) market within circuits-camp of global capital and from markets that are
being implanted in world of the third as part of institutional intervention aimed at
subverting the extant backward structures by transforming its production economy
and mitigating social exclusions.

Resultantly, other than the programs pertaining to structural and social inclu-
sion, there was a felt need to address the aspect of growth induced income
inequality, that is, address the dimension of quality of growth. That brings us to
inclusive growth.
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A nation interested in inclusive growth views the same growth differently depending upon
on whether the gains of the growth are heaped primarily on a small segment or shared
widely by the population. The latter is a cause for celebration but not the former. In other
words, growth must not be treated as an end in itself but as an instrument for spreading
prosperity to all. India’s own past experience and the experience of other nations suggests
that growth is necessary for eradicating poverty but it is not a sufficient condition. In other
words, policies for promoting growth need to be complemented with policies to ensure
that more and more people join in the growth process, and further that there are mecha-
nisms in place to redistribute some of the gains to those who are unable to partake in the
market process, and hence get left behind (Economic Survey 2010, 22).

This again acknowledges the strategy of both market induced activities that
would mitigate/eliminate poverty and of handouts via transfer payments to enable
people to survive. Having situated inclusive growth in the context of growth,
income inequality and poverty, the Indian state strives to give a sharper focus to
this idea.

A simple way of giving this idea of inclusive growth a sharper form is to measure a
nation’s progress in terms of the progress of its poorest segment, for instance the bottom
20 % of the population. One could measure the per capita income of the bottom quintile of
the population and also calculate the growth rate of its income; and evaluate our economic
success in terms of these measures that pertain to the poorest segment. This approach is
attractive, because it does not ignore growth like some of the older heterodox criteria did.
It simply looks at the growth of income of the poorest sections of the population. It also
ensures that those who are outside of the bottom quintile do not get ignored. If that were
done, then those people would in all likelihood drop down into the bottom quintile and so
would automatically become a direct target of our policies. Hence, the criterion being
suggested here is a statistical summing up of the idea of inclusive growth. The policy
discussions that follow do not explicitly refer to this but are inspired by this idea of
inclusive growth, which, in turn, leads to two corollaries, to wit that India must strive to
achieve high growth and that we must work to ensure that the weakest segments benefit
from the growth (Economic Survey 2009-2010, 22).

In the specific context of inclusive growth, the target of economic growth and
income equality are re-located as complementary to one another; via the expansion
of the circuits-camp of global capital, higher rate of growth will expand the pie
which in turn will allow the state to enlarge and deepen its redistributive programs
pertaining to poverty reduction.

While the idea of inclusive growth helped the state to sharply focus on the
phenomenon of poverty reduction, the difference between it and inclusive devel-
opment often blurs. Indeed, redistributive programs such as MGNREGA try to
combine structural, social, and income exclusion by targeting the rural poor
through productive activities that would typically include large numbers of Adiv-
asis and Dalits; similarly, the poverty programs targeting Adivasis in Maoist
infested districts or those that target woman have an objective of inclusion
exceeding the mandate of poverty reduction; so, for example, microcredit programs
through self-help group targets empowerment of women® (social inclusion),

23 See the chapter by Ghosh (Chap. 8).
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expansion of productive economy of world of the third (structural inclusion) and
mitigation of poverty (income inclusion). Such programs are, in turn, comple-
mented by other schemes of transfer payments (handouts), including the Mid May
meal scheme for children and impending Food Security Bill; another example of
transfer payments is that of Rashtriya Swasthya Bima Yojana (National Health
Insurance Scheme) under the Unorganised Workers’ Social Security Act (UWSSA)
which covers close to 90 million people. Therefore, one comes across a complexity
of state sponsored inclusive programs pertaining to production, distribution, and
consumption in world of the third; this state led intervention is achieved through a
redistribution of funds generated in the circuits-camp of global capital which again
shows the necessity of global capitalism as a component of inclusive development.

The rethinking on part of Indian state points to an acknowledgement of the
existence of two territorially distinct societies that in turn requires a bifurcation of
the very rationale of the state itself. It is now conjectured that neoliberalism
propelling the creation of an entrepreneurial society based on competitive market
economy will drive the circuits-camp of global capital while a different dose of
policies, based on redistribution of a portion of economic growth, will be targeted
at world of the third; the latter will be conducted directly by, or under the guidance
of, the Indian state.

Not surprisingly, inclusive development amended the contour of Indian politics,
especially at the margins of the circuits of global capital and particularly world of
the third. Identity, regional and even class politics are often getting reduced to
cries for inclusion, represented by competition to get access to state-related dis-
tributional networks; regional state governments are being held accountable by the
electorate for their performance with respect to various social programs. Put slight
differently, politics including issue-based local politics is becoming state-centric, a
struggle of how and whether groups can get absorbed into the conduits of inclusive
development. This competitive politics over economic resources, a far cry from
the criteria of efficient distribution that animates the competitive market economy,
is reshaping India’s democratic polity as well; particularly, identity politics (based
on region, ethnicity, caste, religion, etc.) have acquired growing significance
which in turn, by expanding the demand for social programs, is straining the given
policy paradigm for it must account for any additional funds from the value
generated in the circuits-camp of global capital. Not to lose sight of the com-
plexity, the growing clamor for inclusive projects (such as the impending Food
Security Act) runs against the voice of the capitalist class and the elite (especially
those connected to the hub of the circuits of global capital, productive, and
financial) calling for action to reign in fiscal deficit. In 2012-2013, government’s
attempt to reduce fiscal deficit, combined with other neoliberal reforms, has in turn
led to a sharp increase in price of diesel, fertilizers, and seeds thereby putting the
production economy in world of the third, particularly agriculture, under severe
strain. This shows how, placed amidst contrasting rationales, the state could be
caught in a contradictory bind vis a vis world of the third.

Finally, the relation between neoliberalism and inclusive development is not
entirely about conflict. Regarding its interventionist role within world of the third,
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the state is now shaped by a different menu of techniques and strategies imbibing
neoliberal modes of governance (targeting, cost-benefit approach, modern man-
agement techniques, etc.) and this often requires public—private partnership
whereby the state plans the schemes while the private players are put in charge of
implementing or overseeing the implementation of the schemes; the rise of NGOs,
microfinance institutions and private pressure groups are testimony to this changed
scenario. It is another matter that the resultant expansion of NGOs has put this
sector in a complex relation with state bodies and political establishment which,
while mostly facilitating, is also sometimes tense. Overall, the benevolent inter-
vention of the state into world of the third under the guise of third worldism now
carries the neoliberal techniques of governance into the conduct of these econo-
mies itself even though the rationale for its intervention is hardly neoliberal.
Tropes of efficiency, competition, etc., are playing a seminal role in the way the
programs of inclusive development are to be fathomed; this aspect of rationalizing
inclusive programs sits somewhat uncomfortably with the competitive identity
politics over economic resources, a complexity that is part and parcel of India’s
new economic formation.

At one level, the discourse of inclusion foregrounds identity groups (based on
ethnicity, caste, gender, region, religion, etc.), but in terms of some of its practice,
especially pertaining to inclusive growth, the focus, no doubt made possible by the
targeted categorization of income ‘poor’, is on the individuals or at best the
households. To this effect, we are now witness to a growing monetization and
individualization of the inclusion directed programs through new-fangled mech-
anisms such as voucher or cash payment which are now being forwarded as the
conduit of distributing state benefits; these are being defended on grounds of
targeting (avoid giving money to the well-off) and efficiency (avoid wastage). New
technologies of identifying individuals to enable targeting such as UID are already
in full swing. This neoliberal influence on the governance of inclusive develop-
ment programs suggests a transformation of the philosophy of ‘welfare’ conduct of
state, an aspect of governance we had already discussed. However, this raises one
vexed question. The only way such target-based entitlement program can be
absolutely successfully (that is, everyone receiving or not receiving what they
deserve) is if the state can know all the relevant information concerning all the
citizens of India (hence the importance of UID technology). This phenomenon of
absolute knowing though is contrary to the very principle of neoliberalism that
denies any possibility of state or a centralized entity knowing the ‘economy’ in
totality, a point that paradoxically was one of the central focus of attack on India’s
centralized planning system (Chakravarty 1987). It is though believed that this
time the silver bullet of UID technology will make the state omnipresent, and
hence once again enable it to conduct social engineering. Notwithstanding the
claims and counterclaims, the debate between universal and targeted welfare,
between cash verses kind distribution is bound to continue in the future.
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Global Economic Meltdown, Indian Economic Crisis,
and The State

Placed in the triad of neoliberalism, global capitalism and inclusive development,
the Indian state has been shown to be pulled and pushed by dissimilar rationales
and contradictory roles. These contradictions, compounded by external events, led
to a crisis like situation in the Indian economy since 2007 which, in turn, forced a
further bout of self-introspection by the Indian state. This crisis, concentrated in
the circuits-camp of global capital, paralleled the appearance of global economic
meltdown. While debates do exist concerning the extent to which the global
economic meltdown can be held responsible for India’s present economic crisis,
there is no denying the fact that, by virtue of India’s integration into the global
economic order, the phenomenon of unfolding global economic meltdown is
implicated in the Indian economic crisis (thereby putting an end to the thesis of
decoupling). Let us examine the resultant alteration once again in the rationale and
practice of Indian state that transpired following the advent of India’s economic
crisis.

At the level of principle, neoliberalism demands a ‘thin’ state that would govern
for the competitive market economy. It will do so by (i) creating and then leaving
that economy to self-regulate itself, and (ii) providing conditions for homoeco-
nomicus to cultivate themselves and consequently exercise their freedom in an
unbounded economy that respects no boundary between ‘economic’ and ‘non-
economic’ domains. It is claimed that this unbounded competitive market econ-
omy ruled not by the state but freedom of the mass of homoeconomicus will
generate optimum outcome and produce a self-regulation of the economic struc-
ture; in totality, such a harmonious system will produce the maximum possible
growth and individual welfare for the society. Once such a standard is fixed, any
deviation can be identified (which may happen due to high transaction cost, bar-
gaining or coordination failure and so on), and the state will accordingly take
policies, keeping the interest of society in mind.

This imagery led to a defense of the competitive market economy as against
state intervention/control, and of global capitalism as against capitalism circum-
scribed by the nation—state. India’s high-growth rate regime is supposed to be an
example of such an economy. However, as global financial meltdown soon gave
way to a global economic meltdown, since 2007 India’s growth story is in serious
peril which in turn forces our attention to areas taken thus far as immune to
discussion. In fact, by 2012, Indian economy’s trouble has expanded well beyond
the faltering growth story. A cursory glance at some of the basic indicators tells a
sorry story: falling growth rate, resiliently high inflation rate (transpiring, says
RBI, mostly from supply side factors), falling private saving and investment rate,
growing current account deficit driven mainly by worsening trade deficit, pressure
on capital account, declining rupee value and at times volatile exchange rate
movement, and uncomfortably high fiscal deficit. This is indeed a case of funda-
mentals gone haywire. This time though, with a drastically truncated role of state
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vis a vis market and weak trade unions, the blame for this crisis can only fall on
global capitalist production, distribution, and consumption of goods and services
functioning through the conduit of competitive market economy. Is it then the case
that the source of systemic crisis resides in the ills of competitive market economy
and the structure of global capitalism it has helped shape?**

Putting aside this question for the moment, what interests us here is the
response of the Indian state to this sudden interregnum to its dominant imagery.
Faced with this near systemic crisis, it seemed to have accepted the exceptional
nature of the situation and the need to reorganize the rationale of state to inter-
nalize the possibility of this and any other comparable exceptional situation.
Because the economy is perceived as passing through an abnormal phase, ‘normal’
economic policies are suspended and replaced by state sponsored policies pointing
to a full scale war to stabilize the competitive market economy so as to revert back
to a high growth rate regime. In the last 5 years, fiscal, monetary, and exchange
rate policies, to name a few, have subsequently unfolded in a manner that reflects
this intervening characteristic of the state; this includes temporary suspension of
the FRBM act, expansionary followed by tight monetary policy and fairly active
role in trying to stabilize the currency market in favor of rupee. Two aspects stand
out in this new formulation of the state of exception. To begin with, while
appearing to be all encompassing and exhaustive, the state intervention rational-
ized by the announced presence of the state of exception is selective in its
application and tries best to not alter the basic template of neoliberalism. The art of
governmentality exercised by free agents (producers and consumers) is being left
fundamentally intact or even if momentarily arrested in some situations never
denied or usurped in any permanent fashion; the sanctity of market and compe-
tition is reiterated time and again, the latest proof being the reforms in the retail
sector and the proposed banking, pension and insurance market reforms. There is a

24 This global economic crisis has led many to question the neoliberal belief that the framework
of modern macroeconomics has found the key to overcome economic depression and hence
systemic collapse (see the articulation of this belief in Lucas [2003]). However, individuals
(parts) being free decision makers, competitive markets self-regulating, and sufficient for the
system evidently rules out any autonomy to the economic structure which is specified in
neoclassical economics by general equilibrium economy (whole); the underlying assumption
being that the whole is an addition of the parts. If autonomy of structure is granted then that could
carry the possibility of effects and outcomes that cannot be reduced exclusively to the optimizing
behavior of the agents interacting through market. But then, unless we agree that this autonomy
exists, it becomes difficult to locate and explain the appearance of the current economic crisis that
is now global. In explaining the periodic breakdowns of capitalism, Keynes and Marx, in different
ways, insisted on the relative autonomy of the structure, a relative autonomy that can be traced to
the peculiarity of the structure, and at times the non-optimizing behavior of the agents. This
throws up the methodological challenge that parts do not add up to the whole; that the whole
exceeds the parts and that the whole also needs to be specified and analyzed in terms of its unique
features and effects. This is not to say that individual decisions and market do not influence the
structure, but that structure cannot be seen as mere sum total of individual decisions. This
unresolved tussle between the parts and whole presents a methodological conundrum from which
the field of macroeconomics has not yet found a way out in its relatively young history.



48 A. Chakrabarti and A. Dhar

thin but critical line between governing for society and governing society and,
unlike classic Keynesianism, state interventions in this crisis seems to be carefully
crafted in ensuring that the state does not bring society totally under its sovereign
control. Nevertheless, by contending that the competitive market economy literally
needs the state to survive and function, a new meaning of state of exception gets
defined. This state of exception is economic in nature. Second, particularly glaring
is the attempt to incarcerate state interventions within a definite time span and a
commitment to quit once the economy is ‘back on track’. The sovereign feature
concerning the ‘economic state of exception’ is contemplated as limited and
specific. Nowhere is this better exemplified than the policy emphasis that probl-
ematizes high fiscal deficit and fast paced monetary policy change (which has been
followed in the last 5 years) which it seeks to roll back once the recovery becomes
visible. The ‘recovery’ of course is indicated by the growth rate, manufacturing
figures, corporate profit and investment, and private consumption demand under
conditions of price stability. Once positive signals on these indicators emerge, the
Indian state is committed to roll back to its old macroeconomic paradigm of tight
fiscal and monetary policy which it perceives as correct/normal; its commitment to
neoliberalism henceforth continues to remain unquestioned. Or, perhaps, because
of the resilience of the crisis even after five years, the return once again to neo-
liberal macroeconomic policies (say, tight fiscal policy) and renewed structural
adjustment is now being considered as a panacea to rectify the faltering growth
rate and reduce inflation rate, that is, as a medicine to end the crisis; though the
mechanism to achieve this is not clear, especially when the same set of conditions
were at least partly responsible for the crisis in the first place. Such a reversal is
already underway in countries of the European Union with their austerity program
and in the USA (where the austerity drive is being driven by the regional states).
Notwithstanding this confusion between pursuing temporary Keynesianism and
renewal of neoliberalism, this short episode has also demonstrated that the state
may have to internalize unintended consequences which transpires under condi-
tions of neoliberal forms of globalization and global capitalism. The idea though is
not to rule society but to save the competitive market economy from itself.

It is another matter that, as we are witness to, the economic structure (indicated
by growth rate, inflation rate and rupee value) seem to be somewhat invariant to
policy changes (pertaining to fiscal, monetary and exchange rate regimes) which
suggests vulnerability of the structure of competitive market economy itself. This
trouble is in fact finding further fodder through the global inter-linkages that is
exporting global problems into India in plentiful forms (the deleterious effects
from Europe being the latest addition) thereby aggravating an already difficult
situation. The trouble is not merely that the economy is faltering and seemingly
stuck in a trap, but that the process is transpiring in a dynamic environment that is
private (competitive market economy) and global, in which many processes are
not under the control of the policy-makers if they are at all known to them or can
be reasonably forecasted in the first place. So much has been talked about the
benefits India has garnered from its integration into the global economy. Yet, the
last 5 years have shown that there is a cost of this integration too which now can
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hardly be left unquestioned. A lesson: there is no win-win harvesting from
globalization. Like all other entities, the process of globalization is beset with
overdetermination and contradiction, throwing up unpredictable outcomes and
harboring unknown possibilities; the presence of competitive market economy
integrated with global capitalism suggests the possible existence and the need to
not only accept the possibility of business cycles (fluctuations around trend lines),
but also of breakdowns. However, dealing with a scenario of systemic crisis in a
centralized planned economy is one thing and dealing with systemic crisis in a
competitive market economy integrated with(in) global capitalism is quite another.
As of now, knowledge regarding how to deal with the latter situation seems
limited; this confusion is reflected in the apparent conflict of recovery strategy
between Ministry of Finance and the RBI concerning the goal and nature of
monetary and fiscal policy. That the former wants the RBI to take a proactive
monetary policy regime which it refuses to undertake is an example). The current
strategy (2013) of reverting once again from government expenditure induced
growth with high fiscal deficit to that of private investment induced growth with
lower fiscal deficit without quite laying down the mechanism of how such a
strategy will actually transpire is another example of this confusion. The crisis in
the interstices of neoliberalism and global capitalism seems to spill over into a
crisis of policy-making as well.

Conclusion

Having examined the reorganization of the rationale and role of the Indian state in
the event of a remapping of the Indian economy, we have not just explicated the
changing relation between state, economy and society, but in doing so unpacked
many of the new challenges facing it in the altered scenario. The new economic
map and the problems therein indicate, among others, the potent challenges of
sustainability (political, economic, social, and ecological), challenges that the state
recognizes and strives to internalize at best without putting to risk the created
Order of Things. This forces the state into many contradictory directions with
contrasting underlying rationales; internalizing these ambiguities under the given
conditions of neoliberalism, global capitalism and inclusive development is the
challenge which the Indian state increasingly encounters today. Given its com-
mitment to the existing Order of Things that it helped create, whether this
maneuvering of the Indian state will succeed in harmonizing India’s transition
process is another matter. This difficulty is best appreciated in the context of the
dual objective of inclusion and economic growth, an issue with which we end the
discussion.

Redistribution for inclusion demands a certain flow of funds; it is held that this
flow of funds would essentially come from economic growth transpiring in the
circuits-camp of global capital. In other words, there must be a match across time
between funds from economic growth and funds needed for re-distribution. The
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trope of inclusive development thus must come to terms with a knife edge problem
of financial sustainability. The trouble is that the relation between growth and
inclusion is not supposed to transpire in a static but dynamic plane across time
making it an inter-generational problem.

Already, the trope of inclusive development is under severe stress following the
economic crisis symbolized by the falling rate of growth that is particularly
affecting the hub of the circuits of global capital (the primary value creating sector)
that encompasses manufacturing and services. This is putting severe pressure on
the margin of the circuits of global capital because, as it is connected by the chain
of local-global markets, any weakness in the hub puts the margin under acute
stress, including that of livelihood. On the other hand, the high fiscal deficit (in part
due to managing inclusive development) along with the pressure to cut fiscal
deficit (because of its supposed growth detrimental effects) by reducing subsidy to
segments in the margins of circuits of global capital and world of the third (the
recent decontrol of oil prices and subsidy cap on LPG exemplifies this tendency)
puts pressure on the feasibility of inclusive development itself. That is, expansion
of inclusive development programs, especially in the face of somewhat stubborn
slowdown in growth rate, points to the problem of sustainability of the whole
paradigm of the new order itself. This anxiety over the question of financial
sustainability is captured in the unfolding debate over the proposed policy of ‘Food
Security Act’ whereby the ‘radicals’ seek the establishment of right to food as an
unchallenged right with zero tolerance for its violation while the ‘conservatives’
led by neoliberal economists are challenging it on grounds of budgetary consid-
eration and distortionary effects on the real economy arguing that the quantum of
created, appropriated, and distributed wealth could even diminish. This tension
between growth and inclusion encapsulates a problem and stress that is novel as it
arises in the context of the new-fangled triad of neoliberal globalization, global
capitalism and inclusive development that has altered the contour of India’s
economic map.
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Chapter 3
Global Financial Crisis: What Did We
Know, What Have We Learnt?

Kumarjit Mandal and Sabyasachi Kar

Introduction

Financial crises, in one form or the other, have been ravaging the world economy
from time to time. The great depression of 1929 was perhaps the most significant
financial crisis in the economic history of the world in terms of its geographical
spread and deep impact. Commentators are unanimous at crediting the global
financial crisis of 2008 as the second-most significant crisis (Hall 2010). In
between several crises of smaller dimension-like Mexican crisis, Latin American
debt crisis and Asian crisis have frequented us. All these crises had played havoc
with the rhythm of economic lives of the people of the affected countries. But at
the same time, they made the people understand the importance of exercising
prudence and caution in economic policy-making.

Like meteorologists, economists do not enjoy the luxury of conducting con-
trolled experiments with their study objects. A meteorologist is incapable of
generating a sunami-like disaster in the controlled environment of his laboratory in
order to collecting data on that natural phenomenon. Similarly, an economist
would not be able to simulate a financial crisis like situation in any laboratory or in
the reality. The only route before him for enriching his knowledge-base about the
financial crises is to analyze and scrutinize the events surrounding the crises that
already happened. The science of economics has been discreetly building up its
reservoir of knowledge about financial crises through this method.

The great depression of 1929 made the economists and policy-makers wiser and
the domain knowledge of economics much richer. That crisis was the cradle of
great many new thinking and ideas that dominated the minds of the next few
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generations of economists. Similarly, the post-Global-Financial-Crisis 2008 period
has been a witness to the germination of a lot of brainstorming debates and
discussions about the causes and consequences of the crisis. Surely, some more
time would elapse before new rays of light come out of the heat of those debates
and discussions. However, the worth and appropriateness of an assessment of these
discourses need not be overstated. An attempt has been made in the present survey
to collate different streams of thinking around the global financial crisis of 2008.

Whenever the epicenter of the financial crisis has been a developed country its
impact had been huge. The less developed countries could not escape the negative
effects emanating from it. On the contrary, if the epicenter of the crisis happens to
be a less developed country, its ripples does not reach the shores of those devel-
oped countries. Therefore, Mexican peso crisis or Asian crisis did not rock the
world economy in the same way as the global financial crisis of 2008 did.
Therefore, the emerging market economies like India need to study the financial
crises with greater sincerity and adroitness. The fact that thankfully India has so far
not been an epicenter of the financial crisis should not serve as an excuse for
avoiding an analytical study of the same from Indian perspective.

The present survey starts by collating the different stances of the financial crises
literature. It helps us understand the present state of knowledge about the financial
crises. Then, it proceeds to examine the fundamental economic phenomena that
have been sighted as the possible triggers for the crises. It also briefly assesses the
policies undertaken by the different countries in combating the crisis of 2008 in a
bid to understand the crisis better. This also provides an opportunity to present
India’s take from the crisis.

Keynesian Models After the Great Depression

As the students of economics are aware Keynes’ (1933) famous treatise General
Theory was set against the backdrop of the great depression. This contribution
posited the unforgettable episode as the problem of effective demand management.
Subsequently, a lot of formal theorizing took place which revolved around the
challenge of specifying the appropriate multiplier that would boost up the sagging
components of effective demand equation. Keynes visualized the effective demand
equation’ as the fundamental relationship amongst the macroeconomic variables in
the form:

Y=C+I+G+X-M (3.1)

! According to national income accounting, this is an identity reflecting a statistical relationship.
Therefore, it always holds good ex post. However, Keynes treated it as an equation by making the
variables function of ex ante (or planned) income (Y). Thus, relationship (3.1) is an equation ex
ante, which becomes an identity ex post at the equilibrium value of Y.
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That is, to say, that the domestic income (Y) consists of the consumption (C),
investment (/), government expenditure (G), and exports (X) net of imports (M).
Since the variables on the right-hand side of the Eq. (3.1) represent the compo-
nents of effective demand any policy capable of pushing these components up
would offset the cyclical downturn of the economy. Keynes proposed that the
government expenditure—being somewhat independent to income—is the fittest
candidate as the core component of any such policy. Hence, the dominance of
fiscal policy in crisis management has been established.

Therefore, Keynes considered the economic crisis as fallout of effective
demand mismanagement and the malady is curable through efficient policy
maneuvering. This Keynesian position held its way for a long time. Even today,
the St. Louis type models used by the central banks for regular forecasting pur-
poses have drawn extensively from the Keynesian paradigm (Mankiw 2006).>

However, the dominance of the Keynesian ‘effective demand’ paradigm in the
crisis management was first challenged by the Latin American currency crises of
the 1970s. These crises convinced the policy-makers that the erstwhile practice of
viewing macroeconomic crises as variant of the effective demand management
problem would no longer be tenable. The foreign exchange markets were seen to
be playing havoc in the economy, even though apparently there were no sign of
effective demand failure. So the necessity was felt by the economic professionals
of formulating analytical models focusing on the workings of the foreign exchange
markets. That gave rise to a slew of crisis theories in the subsequent period.

The Bretton Woods System and Thereafter

The rising importance of foreign exchange markets in macroeconomic analysis is
interwoven with the development of exchange rate regime since the World War I1.
The dispensation that followed the Word War II is known as the Bretton Woods®
system. This was a kind of restricted gold standard. Under this system, each country
was to peg its home currency in terms of gold and bilateral exchange rates would
have been worked out on the basis of the concerned countries’ pegs. Since the dollar
occupied a dominant position in international payments and settlement, it was
the only currency convertible into gold at the fixed price of $35 per ounce of gold.

2 Mankiw (2006) said that even if one’s knowledge of economics dates back to the
undergraduate textbooks of the 1960s one would be able to sit in the FOMC meetings
comfortably. Since the macroeconomics textbooks of the 1960s were loaded with Keynsian flavor
the above comment of Mankiw basically points to the relevance of Keynesianism at the parlance
of policy-making even today.

3 Bretton Woods is a quiet town in New Hampshire, USA. Here negotiations took place to find a
suitable alternative to gold standard as modes of international payments and settlement. Keynes
also participated in the deliberations and took an active role. The negotiations were finalized in
1944.



56 K. Mandal and S. Kar

The other currencies were convertible easily into dollars. The countries under
the system used to maintain the announced parity between their home currency
vis-a-vis the dollar by buying and selling dollars in the international foreign
exchange market. However, the countries had the liberty of adjusting the peg in
case of difficulty after due negotiation with the International Monetary Fund.

The declaration of non-convertibility of dollar into gold on August 15, 1971
forced the system to collapse. However, the seeds of this eventuality were sown
much earlier with the fact that the amount of dollars officially held by non-US
central banks was much greater than the official US gold reserve and the non-US
central banks were not interested in converting their dollar reserve into gold
reserve. This kind of situation could be reckoned as a signifier of dollar reserve
system replacing gold reserve altogether.

The collapse of Bretton Woods system witnessed the emergence of ‘nonsys-
tem’*—to use the terminology coined by Williamson (1976). Under this new
dispensation, there was no coherent set of rules and precisely measured parity
calculations between the currencies worthy to be called an exchange rate regime.
Gandolfo (2002) describes the situation as:

In fact, the situation at the moment of going to the press is that each country can choose
the exchange-rate regime that it prefers and notify its choice to the IMF, so that various
regimes coexist. Some countries peg their exchange rate to a reference currency (usually
the dollar, but also the French franc and other currencies) with zero or very narrow
margins; naturally, they will follow the reference currency’s regime with respect to the
other countries. Then there are other countries which peg their currency to a composite
currency such as, for example, the IMF’s Special Drawing Rights (SDR). Groups of
countries enter into monetary agreements to form currency areas, by maintaining fixed
exchange rates among themselves, or monetary unions with a common currency, such as
European Monetary Union. Further, the situation is continually changing, hence the reader
had better to consult the monthly International Financial Statistics published by the
International Monetary Fund where a table is present showing the exchange rate
arrangements existing at the moment (pp 37-38).

The advent of such an arrangement in the international currency system has
gradually become a favorable breeding ground for speculation. Whether specu-
lation is good or bad for the economy has tormented the minds of economists for a
long time—but the answer still remains inconclusive. Traditional wisdom would
argue that the speculators’ strategy of buying when price is low and selling when
price is high might smooth the price fluctuations around its fundamental® value.
Hence speculation might be beneficial.® On the other hand, some economists have
reasoned that the possibility of speculators buying when prices are high in order to

* This denouement has been continuing since then.

5 Strictly speaking, ‘fundamental’ refers to some equilibrium value. However, it sometimes
refers to normal value in loose sense of the term.

S Friedman’s (1953) remark in this context is worth mentioning: “People who argue that
speculation is generally destabilizing seldom realize that this is largely equivalent to saying that
speculators lose money, since speculation can be destabilizing in general only if speculators sell
when the currency is low in price and buy it when it is high”. McKinnon (1983) even showed that
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pushing up the prices further and making profit out of such trading would render
the above presumption untenable. For example, the noise traders are supposed to
react to ‘news’ and uninformed demands in securities markets and their movement
in the market are not rational. Many times their operations force the market prices
away from their fundamental (Shleifer and Summers 1990). The destabilizing
forces unfolded by these kinds of operations would make speculation harmful for
the economy.’” Therefore, the role of speculation remains an unsettled proposition
in international finance, particularly so under flexible exchange rate arrangement.

The State of Crisis Theories

However, whenever the currency crises happened the speculation has been the
usual suspect. The economists have formalized the role of speculation in those
crises. This branch of the literature has been categorized as first-generation, sec-
ond-generation and third-generation models.®

The motivation for the first-generation models came from Mexican crisis of
1973-1982 and Argentinean crisis of 1978-1981. Under this modeling strategy,
the country is engaged in a domestic credit-financed fiscal profligacy under a fixed
exchange rate. Given a fixed money stock, such a policy would deplete the foreign
exchange reserve of the country. This process would push the foreign exchange
reserve of the country to the unsustainable minimum waiting only to be vanished
by the final speculative attack. This would prompt the country to abandon fixed
exchange rate regime. Krugman (1979) and Flood and Garber (1984) presented
their models in this line.

The European crisis in the early 1990s and the Mexican peso crisis of 1994
begot the second-generation models of economic crises. Under this modeling
scheme, speculative attacks occur not in response of any maladjustment in eco-
nomic fundamentals of the economy, rather to self-fulfilling panics. These models
introduce non-linearities and endogenous response of government policies to
changes in private behavior. The government faces a trade-off between various
targets like exchange rates, employment, etc. Now, since the commitment to fixed
exchange rate is state-dependent rather than state invariant as in the first-genera-
tion models ‘the government can always exercise an escape clause, that is,
devalue, revalue or float’. The presence of non-linearities results in multiple

(Footnote 6 continued)

in some cases speculation is capable of turning an otherwise unstable flexible exchange rate
regime into a stable one.

7 The cases of profitable and destabilizing speculation were cited by Kemp (1963), Ljungqvist
(1992) and others.

8 An excellent textbook exposition of these models would be found in Gandolfo (2002) and
Agenor and Montiel (1999). This section is based on these two sources.
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equilibria in these models, some of which are stable and some of which are
unstable. Sachs et al. (1996) presented the pioneering work in this field.

The Asian crisis in the late 1990s laid bare the inadequacy of the first- and
second-generation models. The first-generation models would fail to explain the
Asian crisis because all the troubled Asian economies were enjoying comfortable
budget surpluses prior to the crisis. The relatively strong position of these econ-
omies in terms of macroeconomic indicators like income growth, employment, and
inflation bears evidence against the relevancy of second-generation models.
Hence, a new breed of models have started coming up (Krugman 1999; Chang and
Velasco 1998; Corsetti et al. 1999). As a common thread among these models, the
link between banking crisis and currency crisis has been stressed; however, the
chain of causation is not clear. These models attempt to highlight the interplay of a
host of factors (both financial and real) that might lead to sudden conversion of
foreign capital inflows into outflows, thus precipitating the banking and the cur-
rency collapse. Anzuini and Gandolfo (2000) traced the following three main
causes from the literature of third-generation models setting forth the crisis:

(1) Moral Hazard’: The crisis is initiated, in general, by the sudden fall in the
value of external investment by the corporate sector due to some external or
internal shock. This begs the question why the corporate sector takes the risk of
over exposure in its investment portfolio. The plausible answer lies in the intrinsic
belief by the domestic firms that the government would bail them out in case they
are threatened with bankruptcy. The announcement of any non-interventionist
policy by the government is ‘never fully credible ex-ante because the agents know
that policy intervention will be decided ex-post via a cost-benefit analysis’.

(ii) Financial Fragility: The liquidity squeeze played a significant role in the
crisis. The loss of confidence by domestic and foreign investors leads to premature
liquidation of assets with banks and financial intermediaries. This has the real
effect as the premature liquidation entails some loss in value of those assets.
Moreover, the investors hold back those liquid funds in their portfolios while
dryness prevails in the market.

(iii) Balance Sheet: The devaluation by the country in trouble might blow up the
foreign debt of the corporate sector. This would jeopardize the balance of payment
position of the country further.

Apart from the generations models, the other theory that attempts to provide an
explanation to the financial crises is known as contagion. According to this lit-
erature, the financial crises are like infectious diseases tend to spread contagiously
affecting both the weak (crisis-prone) and the economically sound countries.
Eichengreen et al. (1996) found evidence of contagion in a panel data from 20
industrialized countries over a period of 30 years. They also found that contagion
spreads more easily to countries that are tied by close international trade linkages
than to countries in similar macroeconomic circumstances. The analytical model

° The use of moral hazard in modeling finance has become very popular. Interested readers may
see Tirole (2005).
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of Gerlach and Smets (1995) also lends support to the empirical findings of
Eichengreen et al. (1996). The contagion effect is relevant in explaining the
European Monetary System turmoil in 1992—-1993. The contagion theory has very
powerful policy implications. It means that if any country is in financial trouble
that country should be bailed out lest it affects other countries.

The above survey of theories of the financial crises points to the fact that each
major crisis has contributed a new modeling strategy. The global crisis of 2008 is
yet to throw up a structure of analytical modeling. Though we are not sure about
the kind of modeling the global financial crisis of 2008 would bring forth, perhaps
it would be a mixture of third-generation models with contagion. Like the Asian
crisis of late 1990s, this crisis also witnessed the merging of banking crisis and
currency crisis threatening the financial stability and along with that the most
dreaded element of it was the rapid spread of the crisis in global economy like a
wild forest fire.'” Therefore, the economists in the coming years would face the
challenge of encapsulating these elements in a unified analytical structure.

Problems in Global Economy Prior to Global Crisis 2008

The global crisis of 2008 was the end result of interplay amongst a host of factors.
Different commentators would pick up difference factors and would be inclined to
ascribe different ordering to them in terms of importance. But perhaps the common
toppers in those lists are two problems, viz., global saving-investment imbalance
and the US financial friction.

Global Saving-Investment Imbalance

The persistence of global saving-investment imbalance since the early 1990s has
been cited as a proximate cause for the global crisis of 2008 by some international
financial institutions (BIS 2009). The imbalance is primarily attributed to the fact
that the saving-investment gap (or, excess of saving over investment) is positive in
the emerging market economies like China, while it is negative for the developed
countries like USA and the Western Europe. The negative saving-investment gap
is reflected as current account deficit and the positive saving investment gap is
reflected as current account surplus. The equivalence is apparent from the
following accounting relationship, which is based on Eq. (3.1):

' So much, so that International Monetary Fund was more focused this time with the task of
containing the bandwagon effects of the financial crisis within a limited geographical spread
rather than relieving the particular countries out of the balance of payments problems.
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M-X=C+I14+G-Y=1-(Y-T-C) —-(T-G) (3

2)
where T represents tax, (Y — T — C) represents disposable income (Y — T)
minus consumption or private saving and (T — G) represents public saving.''
Thus, the current account deficit'? (M — X) measures the excess of aggregate
expenditure'? over income, or investment over saving. A country having a current
account deficit signifies the fact that the country concerned has been attracting net
foreign investment, while a current account surplus country would be investing
abroad in net terms. The accumulation of current account surplus and/or deficits
over the years by a country gives its net international investment position.'*

The continuing current account deficit by USA and other developed countries
would mean that the emerging market economies have been investing or exporting
their excess saving to capital-rich USA and other developed countries (Bernanke
2005)."° This is in contrast to the neo-classical position. The neo-classical position
would be consistent with a contrary picture where capital-rich countries would
have been sending their excess saving to the capital-poor emerging market
economies.'® This prolonged reverse flow of saving from the capital-poor coun-
tries to capital-rich countries has been bothering the economists and policy-makers
(Cooper 2008; Feldstein 2008). To cite a simple quantitative measurement of the
problem, it might be noted that if one sums up the current account deficits of all
countries that are running deficits in the world economy, the US deficit accounts
for about 70 % of the total.

Current account surpluses, as can be seen from Eq. (3.2), basically mean an
excess of national saving (domestic plus foreign saving) over domestic capital
investment. A host of factors, namely, imperfect arrangements for consumer credit
for large purchases, corporate management incentives for retaining rather than
distributing earnings, the prospect of lower earnings after retirement, memories of
past periods adversity—all contributed toward high levels of saving in current
account surplus economies. However, Cooper (2008) added a new dimension to
this discourse—dramatic demographic transformation in many countries—marked
by increasing longevity and declining natality. The increasing average life

""" Aggregate saving of the economy is split between private saving and public saving. Thus, the
right hand side of Eq. (3.2) represents excess of aggregate investment over aggregate saving, in
short, investment over saving.

12 For (M — X) to qualify as current account deficit both M and X need to be much more
loaded variables like M standing for the excess of payments to the rest of the world for goods,
services, investment income, and X for unilateral transfers over receipts from the rest of the
world for similar items.

'3 Aggregate expenditure is measured by the sum C + I + G in the middle equivalence
relation of Eq. (3.2).

% Of course, the accumulated current account position needs to be adjusted for valuation
changes for this purpose.

' Bernanke has coined the phrase ‘saving glut’ hypothesis to describe the situation.

16 This might remind one of convergence hypothesis of Baaro and Sala-i-Matin (2003) in growth
literature.
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expectancy without a corresponding increase in working years has been forcing the
household to save more for retirement.'” Declining natality, on the other hand,
tends to reduce investment as less new capital is required to equip the new addition
in labor force'®, and relatively scarce labor at home would induce capital-labor
substitution in the production process in such a way that domestic returns to capital
would fall thus enhancing the attractiveness of investment abroad. Therefore, it is
observed that the countries that have the largest trade surpluses like China, Japan,
Germany, and the newly rich Asian countries'® are also countries that are quite far
advanced in the demographic transition.

Now, there remains the crucial question: why these savings from the rest of the
world flow to the US financial markets. According to Cooper (2008), the answer
must lie in the enormous size of the US financial markets as the latter is even larger
relative to the rest of the world, accounting for half of the world’s marketable
securities in 2006. Apart from this, other contributing factors might be—the liquid
nature of marketable securities in US markets, secure property rights and speedy
and impartial dispute settlement system in US and highly innovative and flexible
nature of US economy. Caballero et al. (2006) stressed the fact that shortage of
adequate financial assets outside US, especially in emerging market economies,
has been pushing the high foreign demand for US securities.”” However, by
heavily staying put in US markets foreign investors have been incurring a risk that
a weaker economy would hurt their return measured in home currency, but these
investors must be hedged against this exchange rate risk by lucrative returns on
their portfolios in US markets (Cooper 2008).

However, the economists are far from unanimous on the question of sustain-
ability of US trade deficit and saving-investment imbalance. Cooper (2008)
believes that the high US trade deficit would continue for many more years to
come. He reasoned that contrary to the calculations of pessimists, the foreign
investments in US markets till now are well below the mark of “no home bias”
level of investment.”' The US economy has been characterized by the unique
feature that the total value of its financial assets has risen at a much faster rate than
its underlying economy, reflecting massive innovations by its financial sector. This

17 Precautionary savings should be on the rise as well. Not only the lives of the people are
longer, uncertainty prevails over how much longer, given the continuous medical advancement.
Moreover, many countries, including India, are facing the uncertainty over future financial
viability of their public pension scheme. This is expected to drive people toward more
precautionary saving (Cooper 2008).

18 This will ultimately reduce the demand for schools and housing.

!9 This category includes Hong Kong, Korea, Singapore, Taiwan, etc.

20 This shortage of market securities outside US was a major factor behind emergence of
‘shadow banking’ in US (Gorton and Metrick 2012). It will be pointed out later at the appropriate
place.

2! “No home bias” is synonym for perfect financial globalization. “No home bias” level would
accommodate foreigners holding 30 % of their financial assets in US, whereas the actual figure, at
the end of 2006, is to the tune of 12 % (McKinsey Global Institute 2008).
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phenomenon has been whetting the appetite of the investors from around the world
for investment in US securities. There is no sign of this appetite to diminish in the
near future. Therefore, the vulnerability of the rest of the world to the turmoil in
US market would continue.

Feldstein (2008), on the other hand, believes that the current account deficit of
US and the global imbalance is not sustainable. A large part of the foreign
investment in US markets is by foreign governments, rather than by private indi-
viduals. So in a sense, the foreign governments have been financing the trade
deficit of US economy. The foreign governments have been doing that because that
might help them to artificially maintain current account surplus. But the expected
future decline in dollar relative to foreign currencies would unleash forces of
competition that would turn current account deficits of US into a surplus through a
rise in US exports and a decline in its imports. Feldstein (2008) has further argued
that the Chinese have been able to mobilize an enormous and growing trade
surplus, largely by keeping their currency, the yuan, artificially undervalued. So
this kind of artificial maneuvering cannot be sustainable. People notice the strain of
mercantilism in such a stance by the Chinese (Chinn et al. 2011). However, this
viewpoint holds financial factors, rather than real factors like demographic profile
as pointed by Cooper (2008), responsible for the global imbalance.

US Financial Friction

In the financial market, the friction arises when there is a cost to one side of a
transaction that is not a benefit to the other side (Hall 2010). The difference
between an equity market and a debt market from the friction point of view is that
an equity investor has to monitor an investment in all states of the world, while a
debt lender only has to monitor if the borrower fails to repay in full—this prop-
osition is known as “costly state verification” model of Townsend (1979). Thus,
the pricing of a loan includes the charge for the likelihood of a default—the
expected verification cost—constituting the financial friction. Now, the borrower’s
own wealth and the random distribution of events like low profit rendering the
repayment of loan in full impossible determine the likelihood of borrower default.
So the events leading to borrower default and low profit result in widening of
financial friction. In the financial crisis of 2008 all institutions and businesses that
held real estate and real-estate-linked financial assets experienced severe loss in
wealth when real-estate prices declined. This resulted in a large decrease in the
values of the asset holdings of financial institutions and aggravated the financial
friction in the economy, particularly in the real estate-based financial companies
relative to non-financial companies. Consequently, the credit spreads®® widened
and credit rationing became norm of the day. The rising credit spreads in the crisis

22 Credit spreads refer to the difference between private borrowing rates and the rates the federal
government paid.
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involves a “flight to quality”—investors suddenly prefer high-quality debt, nota-
bly that of the US Government. This resulted in the diminished ability of the
business firms to finance all types of investment. This resulted in the drastic
reduction in the investment component (/) in Eq. (3.1), while the other compo-
nents of GDP remained roughly constant (Hall 2010).

Now, a question might be asked why the fall in the real estate values in 2001 in
US economy did not trigger the credit spreads of this proportion. The possible
answer might be that the assets that decline in value during that episode were
chiefly business assets, concentrated mainly in high tech that uses little debt
finance and thus has little leverage. The financial friction did not bite much as
those assets were held mostly in equity, not in debt. Business equities generally
stay put in large portfolios of rich families, in mutual funds, in endowments and
these entities rarely borrow against their holdings. As against this, the real estate
has high leverage. Most homeowners borrow almost up to the entire price of the
house when buying a house and they become unlevered only when they live in the
house and pay down the mortgage. Added to this, the phenomenon of the multiple
added levels of leverage among financial institutions holding real estate assets
made the economy many times more vulnerable to risk compared to 2001 episode
(Hall 2010).

Though the declining housing prices have been blamed for generating financial
friction, Buiter (2008) has pointed out that there is no aggregate wealth effect of a
decline in housing prices. The household sector in aggregate is both the owner of
the housing stock and the consumer of services rendered by it. A fall in the housing
price reduces the value of house as an asset, but at the same time also reduces the
cost of buying the flow of housing services by exactly the same amount—canceling
the two opposite effects. Thus, this thesis asserts that the effect of declining housing
prices on the aggregate demand of the economy should be very small, if at all.

However, larger effects are possible if it is reckoned that the losses resulting
from the collapse of housing prices were disproportionately concentrated in certain
financial institutions ‘which play a role in the allocation of resources that cannot
easily be replaced by those to whom wealth was redistributed” (Woodford 2010).

Run-Up to the Crisis

The financial crisis had been building up since the first half of 2007. It began with
the popping of housing bubble in 2006—whereby the house prices flattened and
then started declining. Refinancing a mortgage was becoming difficult and this was
resulting in increasing mortgage delinquency in the subprime market (Lo 2012).
The problems in the subprime market became increasingly visible and included the
failure of several subprime originators. The financial crisis was a bank run, but in
sectors of the money markets where financial institutions provided bank-like debt
products to institutional investors. These financial institutions were mostly shadow
banks?® (Gorton and Metrick 2012). Bernanke (2010) said:
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Before the crisis, the shadow banking system had come to play a major role in global
finance; with hindsight, we can see that shadow banking was also the source of key
vulnerabilities.

The main vulnerability was short-term debt, mostly repurchase agreements or
repo>* and commercial papers. The markets for these instruments were largely
unregulated (Bernanke 2010).

In the run-up to the crisis the US economy witnessed the credit boom, fueled by
the increase in the issuance of asset-backed securities, particularly mortgage-
backed securities.”” This led to the mushrooming of the shadow banking system.
The traditional banking became less profitable in the face of money market mutual
funds and junk bonds. Securitization®® experienced tremendous growth during this
phase as a response to this situation. Alongside this, institutional cash pools, who
pool cash balances from all subsidiaries worldwide in case of global corporations
or all funds in case of asset manager, stormed the markets. These institutional cash
pools had an appetite for investing in safe assets. But there were not enough safe
assets, namely, US treasuries, in the market because the foreign institutional
investors held a large amount of US treasuries. This is the direct consequence of
global imbalance on US financial markets.”” The shadow banking system rose to
fill this gap. They rampantly issued repo and commercial papers. This led to the
widening of the credit spread. The subprime failure and declining housing price
put housing under pressure on the asset back securities markets. When this pres-
sure ultimately claimed Lehman Brothers as a victim, the overstressed interbank
market and credit market collapsed, pushing the crisis to its peak level (Gorton and
Metrick 2012).

From the above analysis, it is clear that anomalies in the US financial mar-
ket alone would not suffice to trigger the crisis of 2008 dimension had it not been
in collision with the global imbalance factor.

23 Subprime organizations also acted as shadow banks.

2% A repo transaction is a collateralized deposit in a bank. The depositor or lender deposits
money in the bank for short-term, usually overnight. The bank promises to pay the overnight repo
rate on the deposited money. To ensure the safety of the deposit, the bank provides collateral that
the depositor takes possession of. If the bank fails, then the depositor can sell the collateral to
recover the value of the deposit (Gorton and Metrick 2012).

% The structured investment vehicles in US market were basically portfolios based on these
kinds of mortgage-backed securities. But asymmetric information problem was lurking there in
great measure. At each step in the chain of such structured investment vehicles one side knew
significantly less than the other about the underlying structure of securities. At the top layer of the
chain, an investor knows absolutely nothing about the hundreds of thousands of mortgages
several layers below the derivative being traded (Lo 2012).

26 Securitization means the sale of loan pools to special purpose vehicles that finance the
purchase of loan pools via issuance of asset-backed securities in the capital market. Securitization
is off-balance sheet financing for banks and other financial intermediaries. Securitization practice
began in 1990s, but its growth just before the crisis was phenomenal.

27 The nature and causes of global imbalance has already been discussed.
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Sustainability in the Face of Crisis

Each crisis offers some valuable lessons to learn. Many economic arrangements
and policy paradigms are topsy-turvied by the dramatic turn of the events. When
Mexico announced its policy of debt moratorium in August, 1982, the obsession of
development policy-makers with ‘import substitution’ began to be questioned. The
craze about pegging the domestic currencies to US dollar met an untimely fatality
in December, 2000 with the Argentinean peso crisis. Thus, one might be legiti-
mately wondering about the lessons that could be learnt from the financial crisis of
2008—what ideas might be at stake, what ideas might be shinning tomorrow?

US Federal Reserve tried to battle out the crisis with a host of policy tools—
both traditional and unconventional. They tried to increase the liquidity in the
market by cutting the interest rates®® on a massive scale.”’ But this traditional
measure failed to generate the expected results. This forced the Federal Reserve to
undertake a number of unconventional measures like lending to the ‘weak’
financial institutions directly in terms of cash and securities on the basis of even
doubtful collateral. No doubt, this kind of measures was in utter desperation to
bring some order in the chaotic financial markets. But the costs of these measures
were enormous.”’ The size of the costs has been forcing the Federal Reserve to
ponder what would happen if Federal Reserve runs out of capacity through its
engagement in such short-term transactions. The question remains unanswered like
many other questions so as to what would be the response of Federal Reserve when
the prices of risky assets decline sharply and the associated risk premia increase
(Cecchetti 2008). Even the conservative legislators in US have raised the issue of
jeopardizing the inter-generational equity through the above measures. Surely, the
massive costs of these rescue operations would spill over to the next few gener-
ations. So the question of sustainability still bothers US.

For the policy-makers in the European Union the task of fighting the financial
crisis was relatively easier. They primarily depended on the traditional monetary
policy instruments like controlling the growth of monetary aggregates. Prior to the
onset of the crisis, the European Union was beset with the problem of rapid
monetary expansion. So the financial crisis provided the policy-makers an
opportunity to dampen the excess ‘bubbles’ in the economy through a rather
natural means (Gali 2010). However, some countries in the European Union
messed up on the fiscal front. These governments accumulated huge sovereign
debts with low capital to debt ratios,31 e.g., Greece (Kim 2012). This has raised
serious question mark over the sustainability of such debts.

28 Both federal funds rate and prime lending rate were used.

2% Federal Reserve cut interest rate by 325 basis points in a span of 8§ months during the crisis
(Cecchetti 2008).

30 By one estimate, by the end of May, 2008 Federal Reserve had committed almost two-third of
its $900 billion balance sheet (Cecchetti 2008).
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The East Asian countries like South Korea suffered from the ripple-effects of
the financial crisis. The negative effects originated mainly from the problem of loss
of confidence of foreign investors. The high loan-to-deposit ratios of the Korean
banks implied larger portion of those loans had to be financed by capital from
abroad. But given the financial turmoil it would be difficult for the Korean banks to
raise such huge funds. The deteriorating current account deficit of the Korean
economy had been another source of concern for the investors. There was a sharp
deceleration in the growth rate of the Korean economy during the period of crisis.
However, the economy bounced back to normalcy from 2010 onwards (Kim
2012). Therefore, the issue of sustainability of growth was not that much striking
for Korea.

India also came under the spell of global financial crisis like other emerging
market economies. This proved the ‘decoupling hypothesis’>* wrong. However, it
would be misleading to blame the global financial crisis entirely responsible for
India’s plight. The deceleration in India’s growth rate was set in much before the
onset of the global financial crisis as is evident in the macroeconomic data. The
reasons for the slowdown were mainly (i) sharp reduction in the private capital
formation, and (ii) drastic fall in exports (Rakshit 2009). Indian banks were rel-
atively less affected by the crisis owing to their relatively smaller exposure to the
US asset-backed securities and structured derivative products like collateralized
debt obligations. However, India’s capital inflows, particularly external commer-
cial borrowings and foreign institutional investments, were severely impacted as
fallout of the crisis. Many domestic producers use the external commercial bor-
rowing channel to finance their purchase of machinery and equipments. The
withdrawal of foreign institutional investments dampened the propensity to invest
by the producers. Coupled with the above, the bearish trend among the Indian
banks to extend credit to the domestic traders has contributed to the dryness on the
investment front. The Reserve Bank of India has followed a ‘dear’ money policy to
combat the spiraling domestic price level throughout the period of crisis. All these
factors acting together have been prolonging the recovery of the Indian economy
in the post-crisis period (Rakshit 2009). Therefore, the sustainability of growth
process in India was not at stake due to the crisis.

It is apparent from the above discussion that policy responses to the crises
varied between the developed western countries and the emerging market econ-
omies. The developed countries had been in a better situation than their

3! However, the vulnerability of these economies has so far been contained within their national
boundaries. If the sovereign debt crises of these economies explode to become a banking crisis, it
might have the potential of triggering an even greater crisis than the global financial crisis of
2008. In the European debt crisis what is at stake is the confidence of the public in the sovereign
debt of the governments (Kim 2012).

32 ‘Decoupling hypothesis’ was put forward by the financial market experts to point out that the
correlation between business cycles of the developed countries like USA and Western Europe and
those of emerging market economies, especially the larger ones like China and India have
become weaker over the years despite the increased globalization of the latter economies.



3 Global Financial Crisis: What Did We Know, What Have We Learnt? 67

underdeveloped counterparts in terms of institutional set-up and the governance
structure. The development economics prior to the crisis of 2008 were focusing on
the ‘institutions rule’ as the predominant ethos (Acemoglu et. al. 2000), However,
the crisis of 2008 has taught us that ‘good institutions’ are not enough. The
syndrome of “elite capture of institutions” was prevalent in US economy prior to
the crisis (Pritchett 2011). Therefore, there is a need for ensuring the robustness of
the institutions under stress.

India is widely known to be enjoying the ‘demographic dividends’®? from its
relatively young population. As has been mentioned earlier, the demographic
profiles of these Asian economies have been behind the global saving-investment
imbalance, which was a proximate cause behind the global financial crisis of 2008.
But the demographic dividends are not amenable to policy maneuvering. The
countries should try to adjust other macroeconomic variables to shield against the
ill effects of such phenomenon. The institutions in India are well developed (Su-
bramanium 2009). Though they have not yet been tested against the financial
crisis, it might reasonably be expected that they would rise up to the mark in the
hours of need. However, it should be kept in mind that financial crises have proved
again and again that no amount of preparation is sufficient.

Conclusion

The impact of the financial crises has always pushed the economists to introspection
and reckoning. It is no exception this time.** However, several narratives and
perspectives are now available on the 2008 crisis. Lo (2012) has made an excellent
survey of the different strains of thoughts on the crisis.>> He has categorized the
literature under academic accounts and journalistic accounts. The academic
accounts of the crisis exhibit the most heterogeneous streams of thoughts by the
authors, but at the same time they throw direction for future research. On the other
hand, though journalistic accounts are complementary in many ways to their aca-
demic counterparts, they were more like the accounts by war correspondents as they
stressed more on ‘campaigns, battles, and exceptional acts of courage and
cowardice’.

The present state of academic research is not adequate to explain the crisis of
2008. Only time may tell us whether the birth of a fourth generation (in sequel to

33 There are more people in India in the age group of 1560 than in the age groups like 0—14 and
above 60 years. This has made the dependency ratio (number of people in the age groups 0-14
and above 60 years over the total population) relatively lower for India compared to many,
particularly the western developed countries.

3 The financial crisis of 2008 has left a deep imprint on the economics teaching also. It is
pronounced in the inclusion of the separate chapters on crisis 2008 in the two popular graduate
level macroeconomic textbooks (Romer 2011; Wickens 2012).

35 Lo (2012) has surveyed 21 books on the crisis published in the recent years.
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the third generation) crisis theories is in the offing. Macroeconomists are critical
about the currently fashionable dynamic stochastic general equilibrium models and
value at risks models. But alternative models are yet to come up. Woodford (2010)
and Hall (2010) tried to provide the sketches of full-fledged macroeconomic
models that would be robust in the face of crisis like that happened in 2008. Hall
(2010) has tried to address the question why the real macroeconomic variables take
so much time to recover in his model. Woodford (2010) modeled the financial
friction aspect of the crisis. He stressed on the financial stability being the major
plunk of the future monetary policy so as to control future financial crises.

The school of ‘institutional rule’ has been the dominant stance in the recent
development thinking. It was presumed that good institutions were sufficient in
themselves so much, so that “they would either muddle along even without par-
ticularly good policies or that these institutions themselves would eventually
produce the equivalent of good policies in practice” (Pritchett 2011, 137). How-
ever, the global financial crises have taught us that it is dangerous to put the
institutions under stress, particularly in the development context of premature load
bearing (Pritchett 2011).

The financial crises generally end up in raising more questions than answers.
More frustrating might be that the economists disagree not only on the causes and
consequences of the crises; they are far from unanimity even on the facts sur-
rounding the crises (Lo 2012). Many economists used to take pride in the fact that
financial economics had been developing into a faultless scientific discipline, “but
complex events like the financial crisis suggest that this conceit may be more
wishful thinking than reality”. It is as if we are in a world of Kurosawa’s famous
film Rashomon, where we never agree on a single narrative that explains all the
facts. Probably, such a grand narrative is non-existent in the post-modern world
where we learn to live with financial crises of global dimension.

References

Acemoglu D, Johnson S, Robinson J (2000) The colonial origins of comparative development: an
empirical investigation. Am Econ Rev 91(5):1369-1401

Agenor P-R, Montiel PJ (1999) Development macroeconomics, 2nd edn. Princeton University
Press, New Jersey

Anzuini A, Gandolfo G (2000) Currency crises and speculative attacks: a comparison between
two different forecasting approaches. CIDEI working paper no. 60, University of Rome

Bank of International Settlement (BIS) (2009) 79th Annual Report. Basle, Switzerland

Barro R, Sala-i-Martin X (2003) Economic growth. MIT Press, Massachusetts

Bernanke BS (2005) The global saving glut and the US current account deficit. The Sandridge
Lecture, 14 April, 2005

Bernanke BS (2010) Causes of the recent financial and economic crisis. Testimony before the
Financial Crisis Inquiry Commission, Washington DC, September 2, 2010

Buiter WH (2008) Housing wealth isn’t wealth. NBER working paper 14204

Caballero RJ, Farhi E, Gourinchas P-O (2006) An equilibrium model of global imbalances and
low interest rates. NBER working paper 11996



3 Global Financial Crisis: What Did We Know, What Have We Learnt? 69

Cecchetti SG (2008) Crisis and responses: the Federal Reserve and the financial crisis of
2007-2008. NBER working paper 14134

Chang R, Velasco A (1998) Financial crisis in emerging markets: a canonical model. NBER
working paper 6606

Chinn MD, Eichengreen BJ, Ito H (2011) A forensic analysis of global imbalances. NBER
working paper 17513

Cooper RN (2008) Global imbalances: globalisation, demography, and sustainability. J Econ
Perspect 22(3):93-112

Corsetti G, Pesenti P, Roubini N (1999) Paper tigers? A model of the Asian crisis. Eur Econ Rev
43:1211-1236

Eichengreen B, Rose AK, Wyplosz C (1996) Contagious currency crises. Scand J Econ
98:463-484

Feldstein M (2008) Resolving the global imbalance: the dollar and the U.S. saving rate. J Econ
Perspect 22(3):113-126

Flood RP, Garber PM (1984) Collapsing exchange-rate regimes: some linear examples. J Int
Econ 17:1-13

Friedman M (1953) The case for flexible exchange rates. In: Friedman M (ed) Essays in positive
economics. University of Chicago Press, Chicago

Gali R (2010) The monetary pillar and the great financial crisis. Unpublished, CREI

Gandolfo G (2002) International finance and open-economy macro-economics. Springer-Verlag,
Heidelberg

Gerlach S, Smets F (1995) Contagious speculative attacks. Eur J Polit Econ 11:45-63

Gorton G, Metrick A (2012) Getting up to speed on the financial crisis: a one-weekend_reader’s
guide. J Econ Lit 50(1):125-150

Hall RE (2010) Why does the economy fall to pieces after a financial crisis? J Econ Perspect
24(4):3-20

Kemp MC (1963) Profitability and price stability. Rev Econ Stat 45:185-189

Keynes JM (1933) The general theory of employment, interest and money. Macmillan & Co.,
London

Kim IJ (2012) The global financial crisis and the challenges of the Korean economy. Seoul J Econ
25(3):339-366

Krugman P (1979) A model of balance-of-payments crises. J Money Credit Banking 11:311-325

Krugman P (1999) Balance sheets, the transfer problem and financial crises. In: Isard P, Razin A,
Rose AK (eds) International finance and financial crises: essays in honor of Robert P. Flood,
Jr. Kluwer, Massachusetts

Ljungqvist L (1992) Destabilizing exchange rate speculation: a counterexample to Milton
Friedman. Seminar Paper 125, Institute for International Economic Studies, Stockholm

Lo AW (2012) Reading about the financial crisis: a twenty-one-book review. J Econ Lit
50(1):151-178

Mankiw G (2006) The macroeconomist as scientist and engineer. J Econ Perspect 20(4):29-46

McKinsey Global Institute (2008) Mapping global capital markets. San Francisco, USA

McKinnon RI (1983) The J curve, stabilizing speculation and capital constraints on foreign
exchange dealers. In: Bigman D, Taya T (eds) Exchange rate and trade instability: causes,
consequences and remedies. Ballinger, Massachusetts

Pritchett L (2011) The problem with paper tigers: development lessons from the financial crisis of
2008. In: Birdsall N, Fukuyama F (eds) New ideas on development after the financial crisis.
John Hopkins University Press, Baltimore

Rakshit M (2009) India amidst the global crisis. Econ Political Wkly XLIV(13):94-106

Romer D (2011) Advanced macroeconomics, 4th edn. McGrow Hills/Irwin, New York

Sachs J, Tornell A, Velasco A (1996) The Mexican peso crisis: sudden death or death foretold?
J Int Econ 41:265-283

Shleifer A, Summers L (1990) The noise trader approach to finance. J Econ Perspect 4(2):19-33

Subramanium A (2009) India’s turn: understanding the economic transformation. Oxford
University Press, Oxford



70 K. Mandal and S. Kar

Tirole J (2005) The theory of corporate finance. Princeton University Press, Princeton

Townsend RM (1979) Optimal contracts and competitive markets with costly state verification.
J Econ Theor 21(2):265-293

Wickens M (2012) Macroeconomic theory: a dynamic general equilibrium approach, 2nd edn.
Princeton University Press, Princeton

Williamson J (1976) The benefits and costs of an international nonsystem. In: Bernstein EM et al
(eds) Reflections on Jamaica, essays in international finance no. 115. International Finance
Section, Princeton University

Woodford M (2010) Financial intermediation and macroeconomic analysis. J Econ Perspect
24(4):21-44



Chapter 4

Volatility, Long Memory, and Chaos:

A Discussion on some “Stylized Facts”

in Financial Markets with a Focus on High
Frequency Data

Amitava Sarkar, Gagari Chakrabarti and Chitrakalpa Sen

Introduction

Starting from the “Tulip Mania’ in the seventeenth century, financial sector crises
have come in waves and in many different guises. While some of these remained
confined to the regional boundaries, some acquired global dimension with the
ultimate devastating impact on the real economy. The fact that the global economy
has collapsed many a time following a financial panic has instigated the
researchers, particularly after the recent global financial melt down, to explore the
dynamics of global financial markets: the old issue of ‘finance-growth nexus’ is
resurrected once again. The traditional school of the literature, however, is
bifurcated on the issue. While one school perceives finance to be a ‘side show’ of
growth, others believe in the considerable control that financial markets exercise
on the real sector. The true nature and direction of the causality, however, is yet to
be exposed. More recently, a parallel school of thought has developed that con-
centrate on the endogenous factors that generate dynamics within the stock market
independent of the real sector. This growing body of the literature conjectures the
global financial markets to be mostly deterministic, and in some cases, chaotic in
nature. The markets are characterized by nonperiodic cycles and trends where
volatility and fluctuations generate endogenously. The global markets, thus, are
supposed to be inherently instable, or at best, stable on knife edge. Cycles and
crashes are manifestations of this inherent instability. There is no determinate
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equilibrium in the market and no external shocks would be required to gear
financial crises at regular interval. The implications of these are tremendous.
A chaotic financial market puts efficient market hypothesis on trial, renders tra-
ditional asset pricing models useless, and makes long-term forecasting less reli-
able. The most devastating implication of the fact that the financial markets
implode from within is perhaps for the developing markets as it makes government
intervention ineffective. Hence, an introspection of financial market dynamics
following this rather offbeat line of thought could be a researcher’s delight.
The results obtained might lead to a reframing of old ideas and beliefs regarding
financial market dynamics, boom and bust cycle, and predictability of financial
crashes.

These issues are of immense significance for developing markets and hence for
India. In this era of global financial integrity, it would be very difficult for any
country to remain decoupled from the global market. If the financial market cycles
are self-generating, financial crises turn out to be real ‘black swans’: events that
are fatal but unpredictable. Now placed firmly within the chaotic financial markets,
India would be susceptible to financial crises, the causes of which might be dif-
ficult to predict and the effects of which would be impossible to be controlled by
effective government intervention. Even as policies would fail to protect the
economy from crisis, they may not be able to pull it out of crisis either.

This chapter discusses some of the technical issues in this new field of financial
market dynamics. Some of these tools are used frequently to explore the possible
inherent instable nature of financial time series data and their immense implica-
tions at theoretical and policy levels. Our exploration starts from an analysis of
stylized facts of high frequency time series data and is then extended to consider
the inherent instability or otherwise of the Indian financial market in recent years.

High frequency financial time series are characterized by some unique regu-
larity, known as the stylized facts. Some of the major stylized facts are:

1. Conditional volatility: Almost all high frequency time series are characterized
by conditional volatility, that is, the current volatility is dependent on previous
period’s volatility as well as the news about volatility in the past.

2. Volatility persistence or long memory: The presence of long-term memory
indicates that when a shock is propagated into the market, it does not die down
immediately, but lingers for a very long time. Hence, past price changes can be
used as significant information for the prediction of future price changes
(Mantegna and Stanley 2000).

3. Fat tails: The unconditional distribution of returns follows a power law or
positive excess kurtosis. The distributions are approximately bell shaped but
assign more than normal probability to events in the center (more peaked) and
at the extremes (exhibit heavy tails).

4. Volatility clustering: Different measures of volatility display a positive auto-
correlation over several days, which quantify the fact that high and low vola-
tility events tend to cluster in time; in other words, periods of intense
fluctuations and mild fluctuations tend to cluster together.
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5. Nonlinearity and chaos: Financial time series are, mostly, nonlinear in nature.
Often, these series are characterized by chaotic dynamics: they look random,
although they are inherently deterministic in nature.

The stylized facts are significant for more than one reason (Mukherjee et al.
2011). The stylized facts clearly show that the normal distribution is inadequate in
describing the distribution of the financial time series. It is necessary to invoke a
distribution which assigns more probability to the tails of the distribution, and thus
immediately alludes to power-law type distributions (a strong signature of com-
plexity). Second, the appearance of these facts in apparently unrelated and diverse
systems suggests the existence of some common underlying mechanism respon-
sible for the appearance of these facts (collective behavior and critical phenomena
typical of complex systems). Further, the existence of these apparently disparate
facts forces us to think about an integrated account of these facts, pointing once
again toward a common mechanism to explain these facts in a unified manner. As
an example, one finds that explaining volatility clustering and long memory will
most likely explain the occurrence of the fat tails (Rickles 2008).

In the following section, we review some major theoretical and empirical works
discussing these above stylized facts, focusing mainly on volatility, long memory,
and chaos. We restrict our discussion within high-frequency time series data,
especially in foreign exchange market and stock market.

Conditional Volatility in Financial Market

Conditional volatility has always been a favorite topic for economists. To capture the
conditional volatility, the most widely used technique is the ARCH school of models.
The ARCH of the Autoregressive Conditional Heteroscedasticity model was first
introduced by Engle (1982) and farther developed into the GARCH or the Generalized
Autoregressive Conditional Heteroscedasticity model by Bollerslev (1986). Engle
(1990) incorporated into the model explicitly the nonlinear asymmetry and the model
was called NAGARCH (Non linear Asymmetric GARCH) or Power GARCH
(PARCH). The exponential general autoregressive conditional heteroskedastic
(EGARCH) model by Nelson (1991) is another widely used GARCH model to
capture asymmetry. The GJR-GARCH by Glosten, Jagannathan and Runkle (1993),
and TGARCH or TARCH (Threshold GARCH model, a slight modification of the
GJR GARCH) also is able to capture the asymmetry. The component GARCH
(CGARCH) model by Engle and Lee (1999) is used to distinguish between the long
run and short run time path of volatility. Apart from these, there are many other ARCH
school models, IGARCH (Integrated GARCH) by Engle and Bollerslev (1986),
GARCH-M (GARCH in mean) by Engle, Lilien and Robins (1987), APARCH
(Asymmetric power ARCH) by Ding and Granger (1996), AVGARCH (Absolute
value GARCH) of Taylor (1986) and Schwert (1989) are some of the popular types.
Some of the widely used models in the literature are briefly discussed below.
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Few Models to Test for the Presence of Conditional Volatility

ARCH Model

The g-th order ARCH model can be written as -

q
ol =w+ Z el (4.1)
i=1
or,
2 _ 2
o; =+ a(L)e; (4.2)

L denotes the lag operator.

where o; is the conditional standard deviation, & > 0 and o; > O fori = 1,....,
g for a2 to be positive and the model to be well defined.

The ARCH model effectively captures any presence of volatility clustering. A
large shock tends to increase the conditional variance of the current period. As
o > 0and o; > 0, a large (small) shock tends to be followed by a large (small) 0'12.
The direction of the shock however, i.e., negative or positive in sign does not
matter in this regard because on the right hand side, only the square terms are
considered.

This, however, is one of the weaknesses of the ARCH model. In reality,
empirical studies have shown that the market does not react to negative and
positive shocks in a similar fashion. This is not the only weakness of an ARCH
model. The ARCH model tends to over predict the volatility as it reacts slowly to
large isolated shocks. Also, although this model diagnoses the volatility in the
system, it does not explain the source of it (Tsay 2001).

Another drawback of the ARCH model is that as more parameters are added in
the variance equation, chances are high that their estimated values turn out to be
negative, i.e., the nonnegativity conditions are violated.

In many empirical applications of ARCH (g) models, long lag length in the
conditional variance equation is often required. An alternative and more flexible
lag structure and longer memory is provided by the Generalized Autoregressive
Conditional Heteroscedasticity or the GARCH model (Bollerslev 1986).

GARCH Model

According to Bollerslev (1986, 308), “the extension of the ARCH process to the
GARCH process bears much resemblance to the extension of the standard time
series AR process to the general ARMA process and... permits a more parsimo-
nious description in many situations”. The GARCH model includes past condi-
tional variances in the variance equation.
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The GARCH (g,p) model can be specified as:
q P
ol =w+ Z wel  + Z ﬁjatzﬁ- or, ¢’ =aw+al)e+ B(L)o? (4.3)
i—1 =1

Where g is the order of autoregressive GARCH terms and p is the order of
moving average ARCH terms.

And the restrictions are, p >0, ¢>0, w>0,0>0,i=1,...,q9, and
B;>0,j=1,...,p.

The conditional variance at period 7 (¢7) is not only dependent on the squared
errors from the previous period, but also on the past conditional variance. When
f =0, the GARCH process is reduced to an ARCH process.

But, the GARCH model has some serious limitations. Nelson (1991) criticized
the GARCH model on three grounds.

(i) First, volatility does not react similarly to good and bad news as assumed in the
GARCH model. Volatility tends to increase more in response to a bad news
than to good news of the same magnitude. This “leverage effect” was first
identified by Black (1976). This is not captured by the GARCH model. As the
conditional volatility is dependent on the square of the shock (innovation)
term, the sign of the shock does not matter, only the magnitude does. This calls
for an appropriate model that captures the asymmetric movement of the con-
ditional variance to positive and negative shocks.

(ii)) The second drawback in the GARCH process lies in the nonnegativity
restriction. It means that any change in 9,2 always leads to an increase in the
conditional volatility of the next period, thus ruling out any random oscillatory
movement. These constraints unduly restrict the dynamics of the conditional
variance process.

(iii) A third limitation of this model lies in the interpretation of volatility per-
sistence of GARCH model. The GARCH model cannot properly explain the
volatility persistence, especially in the cases where a shock in the time series
persists for a long time.

Also, Alexander (2001) pointed out that if volatility is higher after a negative
shock than it is after a positive one, the autocorrelation between last period and if

T 5
Z/ZZ YiVi—1 iS
ZrTzz rf' IT:Z rtzfl
negative and the result from the Box—Pierce test is significantly different from
zero, the volatility clustering cannot be captured by a symmetric GARCH model.

It shows an asymmetry in the volatility clustering. For that, an asymmetric
GARCH model needs to be used.

current period’s squared return will be large and negative. i.e.,
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EGARCH Model

Nelson (1991) first proposed an Exponential GARCH model that meets these
limitations. The EGARCH (1,1) model can be specified as:

log(a7) = @+ a(|zi1| — E(Jzi-11)) + yzi-1 + Plog(a;_;) (4.4)

where ¢,_1 = 0,-12,-1
An EGARCH (g,p) model can thus be expressed as:

p 4 i i -
log(o'?) =w+ Z B] log (Utzij) + Z o zt*ll _ E(ztl) ‘ + Z Vi zt*k
= =1 cUL ke T

i=1

The dependent variable is no longer the conditional variance; it is now the log
of conditional variance. Hence, the leverage effect is exponential rather than
quadratic in the EGARCH model.

This model has several improvements over the GARCH model. The EGARCH
model overcomes the most important limitation of the GARCH model by incor-
porating the leverage effect. If o > 0 and y = 0, the innovation in log(af) is
positive (negative) when z;_; is larger (smaller) than its expected value. And if
2 =0 and y<0, the innovation in log(c?) is positive (negative) when z,_; is
negative (positive). Another significant improvement of the EGARCH process is
that it contains no inequality constraint, and by parameterizing the log(atz) can
take negative value so there are fewer restrictions on the model. Lastly, the
EGARCH process can capture volatility persistence quite effectively. log(atz) can
easily be checked for volatility persistence by looking at the stationarity and
ergodicity conditions. However, the EGARCH model is also not free from its
drawbacks. This model is difficult to use for there is no analytic form for the
volatility term structure.

(4.5)

TARCH Model

An alternative process for modeling the leverage effect was proposed indepen-
dently by Glosten, Jagannathan and Runkle (1993) and Zakoian (1994). The
threshold ARCH or TARCH (also known as GJR-GARCH) is a modification of
GARCH process with a threshold term included. The model is of the following
form:

P P r
;=04 Pt i+ e+ > pE i (4.6)
= p) k=1

life_; <0

; where I is the indicator function
Oife >0

Where I,_; = {
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i.e. good news (&;_; > 0) and bad news (&_; <0) have asymmetric effect on the
conditional variance. For a good news, i.e. &_; > 0, the impact on ¢? is of mag-
nitude oc,us,z_i. And for a bad news, i.e. g_;<0, the impact is of magnitude
(o +7;)¢>_;. So for a positive y;,a bad news increases volatility and a leverage
effect is said to exist. For y; # 0, the news impact is asymmetric.

Component GARCH (CGARCH) Model

The component GARCH or the CGARCH model, proposed by Ding and Granger
(1996) and modified by Engle and Lee (1999) is a better model for capturing mean
reversion, because it models mean reversion to a time varying level m,. Moreover,
it incorporates two components, one is the long run or the permanent component
and another is the noisier short run or the transitory component. This model is
preferred for its ability to capture both short and long run volatility.

Mean reversion is said to exist if a time series data moves toward its long run
average overtime. The GARCH (1, 1) model can be used to capture this mean
reverting property. The conditional variance of GARCH (1, 1) model can be
expressed as —

(o] —0%) = “(Stzﬂ - ‘72) +Blo; =) (4.7)

a2 = #_/), is the unconditional variance.

This reconfigured GARCH model explains mean reversion to a time invariant
constant .
The component GARCH model can be defined as follows:

0,2 —my = cx(elz_l - mH) + ﬂ(af_, —m_q) (4.8)
and
m=w+p(m_; — o)+ d)(sf_l — af_l) (4.9)

(4.8) is the transitory equation. The transitory component atz — m, converges to
zero with powers of « + f. (4.9) parameterizes the corresponding long run var-
iance. It is also called the permanent equation and the permanent component m,
converges to o with powers of p. (4.8) and (4.9) can be combined together as:

o =1 —o—=B)(1-plo+(x+ )&, — (@p+ (2+ B)d)e; , + (B — P)a;,
—(Bp— (x+ B)d)a;,
(4.10)

with constraints on the coefficients to ensure a positive conditional variance. (4.11)
is nothing but a GARCH (2,2) model.
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Testing for the Presence of Conditional Volatility
in Financial Market

Studies in foreign exchange market volatility, although quite large in number, fall
well short of the vast body of work in the context of stock market. Volatility in
foreign exchange market is a common phenomenon. In the modern era, when the
global markets are financially well integrated, exchange rate volatility is present in
almost all exchange rates. Some of the most significant works are discussed below.

Chou (1988) used the GARCH framework to investigate the volatility persis-
tence and the changing equity premium in the US. His results showed a high
degree of volatility persistence in the market. Engle and Ng (1993) in their seminar
work, introduced the news impact curve to estimate the impact of news on vola-
tility estimates. The study fitted several models to daily Japanese stock returns
from 1980 to 1988. TARCH and EGARCH turned out to be the two best models to
forecast volatility. Rabemananjara and Zakoian (1993) found support for volatility
in French stock market using a TARCH model. In the context of India, Sarkar,
Chakrabarti and Sen (2009) provided an analysis of Indian stock market volatility
dynamics. Sen (2012) explored the conditional volatility in foreign exchange
market. The study considered nine currencies across the globe against Indian
Rupee and investigated the nature of volatility and regime switch over a period of
13 years from 1998 to 2010.

Long Memory in Financial Market: Theory and Empirics

Long Memory and its Implication for High Frequency
Financial Time Series Data

The presence of significant volatility clustering in most of financial market returns
suggests these returns to be independent across time. The nature of such inter-
dependence, particularly whether this is ‘short term’ or ‘long term’ has been the
object of many empirical studies. The idea that financial asset returns, particularly
stock market returns could be characterized by the presence of long-term depen-
dence was first suggested by Mandelbrot in 1971. The long-term dependence in a
series, better known as ‘long memory’, describes the correlation structure of the
series at long lags. If a series exhibits long memory (or the “biased random
walk”™), there is persistent temporal dependence even between distant observa-
tions. Such series will be characterized by significant, nonperiodic cyclical pat-
terns. Presence of long memory in asset pricing dynamics would persuade us to
conclude in favor of the denial of the Efficient Market Hypothesis at least in its
weak form. This is particularly because presence of long memory would imply
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nonlinear dependence in the first moment of the distribution. Resultantly, strong
predictable pattern could be traced in the asset return series dynamics that might be
exploited by the investors to earn substantial profit from the financial market. From
the point of view of the market itself, in a financial market that has long memory, a
shock at a particular point in time will remain (although in a decaying fashion) in
the system affecting the future outcomes. Financial crises thus might have their
origin rooted in distant past. These might also raise issues regarding linear mod-
eling, forecasting, statistical testing of pricing models based on standard statistical
methods, and theoretical and econometric modeling of asset pricing.

Tests for Long Memory

Long memory has long been persistent in the areas of natural sciences and thus,
not surprisingly, the first test for long memory owes its origin to a natural scientist,
Harold Edwin Hurst (1951). He first designed a test for long-term dependence to
predict the pattern of flooding by the river Nile by introducing a test statistic called
the rescaled range statistic or the R/S statistic. It was later modified by Mandelbrot
(1972, 1975).

The R/S Statistic

The R/S statistic is defined as:

1 k . - -
Q1 = - maxi ke Y w1

T =1 j=1

The term within the third bracket shows the range of partial sum of deviations,
and it is rescaled by dividing with St, the standard deviation; and y is the mean.
The R/S statistic is quite robust in itself. It has the ability to detect long-range
dependence in nonGaussian time series with large skewness and kurtosis. Tradi-
tional methods like serial autocorrelation can be used to locate long range
dependence only for models with near Gaussian effects. However, this method has
severe shortcomings when used for nonGaussian time series. According to
Mandelbrot and Wallis (1969), “when an ACF analysis program is used blindly for
such t.s., the degree of dependence is grossly underrated”. Further, R/S analysis
has its advantage over other measures of long run dependency like the variance
time analysis. For stochastic processes with infinite variances, the variance time
analysis becomes inapplicable. This problem can be overcome by using the R/S
analysis. The spectral analysis also becomes inappropriate for the typical eco-
nomic time series due to its inability to capture the nonperiodicity. Again, R/S
analysis can be used for such time series.
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R/S statistic, however, has been criticized on many grounds. The classical R/S
test often tends to indicate that a time series has long memory when it does not
really have so. Annis and Lloyd (1976) criticized the test for its small sample bias.
Andy Lo (1991, 1280) criticized the R/S statistic for being unable to distinguish
between short- and long-term dependence and called it a “severe shortcoming in
the applications of the R/S analysis”. This observation was backed by Lo and
McKinlay (1988, 1990), that found presence of significant short-range dependence
in stock returns. Accordingly, Lo modified the R/S statistics by replacing the
denominator, which now is the square root of a consistent estimator of the partial
sum’s variance.

The Modified R/S Statistic

The modified R/S Statistic is defined as:

Wherea%(q)E%Xk:( ) %éf: (){Z( =) (- =)}

i=j+1

53 and ’37]- are the usual sample variance and auto-covariance estimators of y. @T
is different from Qt only in the denominator, which is the square root of a con-
sistent estimator of the variance of the partial sum. The estimator ar(g) involves
not only sums of squared deviations of y;, but also its weighted auto-covariances
up to lag q. The weights wj(q) are those suggested by Newey and West (1994) and
lead to a positive value of o7(g), an estimator of 27 times the (unnormalized)
spectral density function of y, at frequency zero using a Bartlett window.

Lo’s modified R/S test has been criticized for being too stringent. It has been
shown numerically that even for a synthetic long memory time series, the Lo test
cannot reject the null hypothesis of short-range dependence.

The rate of growth of the R/S statistic, as Hurst found it, was close to n®
where n is the number of observations. This follows the rule proposed by Man-
delbrot (1975) that a process with long memory converges toward a random
variable at a rate n”/ where H is the Hurst coefficient. For a process with no long
memory, H = 0.5 and for a long memory process, the value of H lies between 0.5
and 1. This phenomenon was named Hurst Phenomenon. Moran in 1964 tried to
explain this phenomenon by incorporating the assumption of an infinite variance.
But as pointed out by Mandelbrot (1965) and Mandelbrot and Wallis (1969),
assumption of infinite variance is not able to explain the Hurst phenomenon. For
that, they suggested a model with a slowly decaying rate of autocorrelation. This
brings us to the concept of Fractional Brownian Motion.

74
)
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Fractional Brownian Motion

The fractional Brownian motion (fBm) is a Gaussian stochastic process V() in
continuous time with the property that for any ¢, t,Var[Vy(t2) — Vu(t1)]oo
Ity — [ with 0 < H < 1

When H = ', the process is the standard Brownian motion.

The fBm process is able to explain the Hurst phenomenon. The parameter H in
the fBm is known as the Hurst parameter or Hurst exponent. Value of the Hurst
exponent can be interpreted in different ways. If H lies in between O and 0.5, the
series will be anti-persistent or mean reverting, characterizing a short memory
process. An H value of 0.50 signifies a random and statistically independent or
uncorrelated series: a random walk where the present is not influencing the future.
For H lying between 0.5 and 1, i.e. for the fBm, the series would be a persistent or
trend-reinforcing series, where the current trend will be followed in the next
period. This process is mean averting and is often referred to as a biased random
walk, in terms of nonlinear dynamics. Moreover, higher value of H would mean
stronger persistence and lesser white noise in the series (Peters 1989).

However, “many natural stationary processes cannot be integrated even once,
while preserving stationarity. It turns out, however, that sometimes one can inte-
grate a process a fractional number of times, while preserving stationarity. This
leads to a class of models known as fractionally integrated processes” (Samo-
rodnitsky 2006, 204).

Testing for Fractional Integration: GPH Test

The GPH test, proposed by Geweke-Porter and Hudak (1983) is a semi-non-
parametric approach to test for long memory and fractional integration. The
spectral density of the fractionally integrated process y; is given by:

flo) = [4sin2 (%)} () (4.13)

o is the Fourier frequency and f,(w) is the spectral density corresponding to u,.
The fractional difference parameter d can be estimated from the regression:

inf () = B~ din4sin? (%)} Ve j=1.2,...n (4.14)

The least square estimate from Eq. 2.28 is normally distributed in large samples
ifng (T) = T with 0 < o < 1:

d~N<d,—6 S (”; - 0)2) (4.15)


http://dx.doi.org/10.1007/978-81-322-1124-2_2

82 A. Sarkar et al.

where U; =In [4sin2 (%ﬂ and U is the sample mean of U;. Under the null

hypothesis of no long memory, ie. d=0, the t-statistic #;-0=4d

~1/2
% has a limiting standard normal distribution.
62/:1(11/711)

Testing for Fractional Integration: Whittle’s Estimate of d

A long memory process y, can be modeled parametrically into a fractionally
integrated process (Granger and Joyeux 1980). Fractional integration in y, can be
described as:

(1= D)%y~ w) = u (4.16)

Where L: lag operator, d: fractional integration or fractional difference
parameter, p: expectation of y,, and u,: stationary short memory disturbance with
zero mean. For highly persistent economic and financial time series, integer dif-
ference of a time series is not sufficient and often d is allowed to be fractional. The
fractional difference filter is defined as:

(1 -0 =3 (D=1¥) (4.17)

k=C

for any real d > —1 with binomial coefficients: gdz = #ik)!

The fractional difference filter can be equivalently treated as an infinite order
autoregressive filter. With Idl > 1/2, y, is non-stationary; when 0 < d < 1/2, y, is
stationary and has long memory; when —1/2 < d < 0, y, is stationary and has short
memory, and is sometimes referred to as anti-persistent.

Long Memory in High Frequency Financial Time Series:
Empirical Evidence

There have been a number of studies analyzing the cause, effect, and types of long
memory in financial markets across the globe. This study discusses some of them.

Cheung (1993) applied the GPH test as well as ARFIMA to provide strong
evidence for long memory in five nominal spot dollar exchange rates of Pound,
Deutschemark, Swiss Franc, French Franc, and Japanese Yen. In the following
year, Tschernig (1995) examined long memory in the US Dollar spot rates for
Swiss Franc and Deutschemark using the ARFIMA model and came to a con-
clusion that weak long memory is present in US Dollar and it is specific to US
Dollar only, as Swiss Franc/Deutschemark show no such property.



4 Volatility, Long Memory, and Chaos 83

The early works of Greene and Fielitz (1977) used the rescaled range statistics
(R/S statistics) to detect long-term memory in 200 daily stock returns. Most of the
series were characterized by long-term dependencies. A significant work by Ding
and Granger (1996) analyzed the SnP500 daily price from 1928 to 1991 and found
evidence of strong autocorrelation in long lags. Barkoulas, Baum, and Travlos
(2000) applied the spectral analysis method in the Greek stock market. They
considered weekly stock returns of thirty stocks traded on the Athens stock
exchange during 1988-1990. The result supported the presence of fractional
integration and long memory in the Greek stock market. Barkoulas, Baum, and
Christopher in their earlier study (2000) used the GPH test to prove the presence of
long-term dependencies in the US stock return. Their study showed fractional
integration in some firm’s return but not in the market indices.

For Korean market, Lee et al. (2000) used a Fractionally Integrated GARCH
model (FIGARCH) and showed the daily returns of KOSPI200 were characterized
by long memory. Kang and Yoon (2007) used a ARFIMA-GARCH (Autore-
gressive fractionally integrated GARCH) model in Korean stock market for KO-
SPI200 and KOSDAQ returns and the result suggests a strong long-term
dependency in the volatility process. ARFIMA-FIGARCH model was also used by
Kasman and Torun (2007) to show the presence of long-term memory in the
volatility of Turkish Stock Exchange (ISE).

Cavalcante and Assaf (2004) used several techniques to test for long memory in
the Brazilian stock market. They used the R/S statistics, the rescaled variance
statistic, a semi-parametric estimator as well as a FIGARCH model to examine
long memory both in return and volatility. While the return series showed little or
no long memory, the volatility did exhibit a significant long-term dependency.

While most of the studies are in favor of long memory, some studies conclude
in contrary. Lux (1996, 701) used the Hurst coefficient and Rescaled range analysis
to test for long memory in German stock return and according to him “virtually no
evidence of such behavior is found”. The most famous of these studies is probably
Andy Lo’s 1991 work, in which he developed a modified version of the famed R/S
analysis and applied it to the US Stock market. Analysis of daily and monthly
stock returns, showed no trace of long-term memory. Cheung and Lai (1995) took
18 countries stock indices and used the modified R/S test and fractional differ-
encing to show that long memory does not exist in those markets. Jacobsen (1996)
used the rescaled range statistics to five selected European indices along with one
US and Japanese indices and concluded that long-term memory does not exist in
those markets. Tolvi (2003) conducted his study in context of 16 OECD countries
and concluded that long memory does not exist in those markets.

In context of India, Golaka Nath (2001) used the R/S analysis and variance ratio
test to detect any long-term memory in Indian Rupee—US Dollar exchange rates.
But his results were inconclusive. While the variance ratio test supported presence
of only a short-term memory, the R/S analysis provided evidence for a long-term
memory but with noise. Sen et al. (2009) provided evidence for long memory in
some selected global stock markets including Indian market. Mukherjee et al.
(2011) showed that Indian stock market is also characterized by long memory.
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Sen (2012) considered nine currencies across the globe against Indian Rupee and
using the techniques mentioned in the study tested for the presence of long
memory or otherwise over a period of 13 years from 1998 to 2010.

Presence of long memory indicates possible nonlinearity in the underlying time
series. One major characteristic of nonlinear time series is mutual dependence,
which makes it inherently unstable, and very often chaotic in nature. This is not
unnatural, as it has been an established fact that financial markets are complex in
nature and determinism and chaos are two common characteristics of this kind of
markets. The nonlinear dynamics, although indicated by the conditional volatility
and long memory models, cannot be captured by these models, for that exist an
entire field of the literature. In the next section, this study briefly discusses some
major tools used in nonlinear market research.

Non-linearity, Determinism and Chaos in Financial
Market: Theory and Empirics

Implication of Non-linearity for High Frequency Financial
Time Series Data

The three most important revolutions in the field of science in the twentieth
century have been the theory of relativity, the theory of quantum mechanics and
the chaos theory. The first two theories rely significantly on calculus, which again
stands on the premise of simple linear approximations of nonlinear behavior. But
chaos theory is different from the first two in the sense that it deals with nonlinear
behavior of a system. A chaotic system is essentially nonlinear; the time-depen-
dent variables share a nonlinear relation. Assuming a system to be linear often
resorts to some oversimplifications which are invalid in a real world. At the
beginning, chaos started as a mere mathematical curiosity and any random or
irregular behavior in the related system were treated as anomalies. But the next
three decades saw an ever-increasing interest in this topic, which eventually
revolutionized the way things were being perceived. Chaos, to be precise, sur-
rounds us. Most of the natural phenomena are chaotic in nature. This concept has
revolutionized the way scientists treat various systems as it gave them freedom to
look at the more complex nonlinear dynamics.

For a system to be chaotic, it must be nonlinear, deterministic, and sensitive to
initial condition. Future states of a chaotic system depend on some underlying
rules. A chaotic system is sensitive to initial conditions, whereas iterations
increase, the error in the system increases proportionally. A minuscule change in
the initial condition can generate an error that increases exponentially with every
iteration and eventually grows beyond 100 % after only a few iterations. A popular
theory based on the premise of sensitive dependence on initial condition (SDIC) is
the Butterfly Effect. It says that the flutter of the wings of a butterfly in Mexico can
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cause or stop a tornado in New York. So at the end of the day it is the initial
condition that matters the most.

The possibility that financial markets are chaotic has significant policy and
theoretical implications. As pointed out by Peters (1991, 62), “...for too long, we
seem to have been divided between “technicians” who believe that the market
follows a regular cycle and ‘quants’ who believe there is no cycle at all. The truth
lies somewhere in between”. The markets are characterized by nonperiodic cycles
and trends where volatility would be endogenous to the system. A small change in
an index can have a major impact on the future and as the time goes by, economic
forecasts become less reliable. Following the analysis of Peters (1991), we can say
that even if it is possible to determine the equations of motion underlying the
global stock market return, it would be difficult, if not impossible, to forecast
beyond a short time frame, because current conditions can be hardly measured
with significant accuracy. For the financial markets, instability will be intrinsic
rather than aberration. Moreover, a chaotic financial market invalidates the
assumption of efficient market. This defends some of those investment strategies
that economic theories have earlier ruled out under efficient market hypothesis.
Market timing, value investing and tactical asset allocation could be profitable
investment strategies and investors might very well capitalize on market cycles
(Peters 1991). A chaotic financial market thus suggests reframing of traditional
asset pricing models to analyze stock price movements. The Gaussian assumption
about probability distribution on which traditional methods of market analysis rest
seems invalid for a chaotic series. Fractal distributions are characterized by infinite
variance thus necessitating a reformulation of such models. The dynamic nature of
equilibrium in a stock market further necessitates modifications in the class of
models based on static mean reversion. The market analysts while explaining
market movements, should act cautiously as the traditional econometric techniques
often cannot capture the irregular cycles of a chaotic market. However, even with a
dynamic quantitative technique, it would be unwise to predict future movements
because long-term economic forecasting is no longer feasible.

Tests for Non-linearity, Determinism, and Chaos
in Financial Market

Chaotic process, as is already mentioned, is a nonlinear, deterministic process that
retains its dimensionality while placed in a higher embedding dimension and is
sensitive to initial conditions. In a chaotic series, strange attractors exist charac-
terized by fractal shape. The inquiry for possible presence of chaos could starts
from the reconstruction of phase space. The methodology proposed by Kodba,
Perc, and Marhl (2004) has been quite handy to test for the presence of chaos. The
methodology has been followed by Chakrabarti (2010), Sen (2012) and by
Chakrabarti and Sen (2012). The methodology is reproduced in the following
sections.
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The State-Space Reconstruction

A time series data is a series of scalars rather than a state-space object, thereby
raising the necessity for state-space reconstruction of the data into state vectors
(Kantz and Schreiber 1994). By Taken’s (1981) embedding theorem, the recon-
structed attractor of the original system will be given by:

P(l) = (Xi7 Xit1y Xi4205 -0y Xi+(m—1)1’) (418)

Where m is the relevant embedding dimension. 7 is the time delay parameter, or
the time difference between adjacent components of p(i). In a state-space recon-
struction state variables are replaced by a corresponding delayed variable. The
reconstructed vector of the delayed variables will be identical to the original state
variables in term of their intrinsic nature. With state-space reconstruction we can
move over to a noise-free but larger dimension. Further, it is important to choose ©
optimally. t should neither be too small so as to make the set of information
containing in x; and x, , ; essentially the same; nor it should be too large to lose all
its memory of the initial states.

Mutual Information Criterion

One workable criterion to choose optimum t could be the mutual information
criteria (MIC) as introduced by Fraser and Swinney (1986). MI is nothing but the
information available about the state x; . , given x;. While calculating the MIC,
the observations are first arranged in ascending order and then are divided in
h equal intervals. The MIC is given as:

I(t) = — Ej:iph_k(f)znw (4.19)

P;: probability that the variable falls into the interval, P;: probability that the
variable falls into the interval k, P, x(): joint probability of one variable falls into
the interval 4 and another falls into the interval & + 7, T being the time delay. We
could find a reliable optimum 7 provided we know the appropriate probability
density function. The optimum time delay is that 7 for which / (t) is minimum for
the first time. The criterion is such, because, if the system is chaotic system, as the
correlation between x;, and x;, becomes negligible, I (t) will tend to zero when t
tends to infinity. At the first minima, x;,. adds the most to the available information
from x; without losing the correlation between them completely.

False Nearest Neighborhood

This study reproduces the false nearest neighborhood (FNN) technique of Kennel
et al. (1992) with or an optimum embedding dimension m, the reconstructed delay
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space is topologically consistent with the original state space. Therefore, two
points in the neighborhood, when subjected to a short forward iteration, continue
to be in the neighborhood. If, a point i has a neighbor j that after a forward iteration
does not remain in the neighborhood of i anymore, j is said to be a FNN of i. When
the reconstructed delay space is formed with too small embedding dimension, the
reconstructed space ceases to be topologically consistent with the original state
space and points after forward iteration may appear to be in the neighborhood
while actually they are far apart.

Let p(i) be a point on a m dimensional reconstructed space with a nearest
neighbor p(j). If d be the Euclidean distance between two points, defined as:

d(m) = [|xi(m) — x;(m)| (4.20)

To get the nearest neighbors, the distance d will be minimized. Then, there
would be iteration for a bigger dimension and it should be checked whether d is
still minimized. The embedding dimension is increased by one so that

dim+1) = |xi(m+ 1) —xj(m + 1)| (4.21)

If p(i) is a false nearest neighbor of p(j) then d(m + 1) will not be minimized.
This is characterized by the change of distance between the two points with the
embedding dimension increased from d to d + I being larger than an acceptable
tolerance level. This can be expressed as:

|xi+mr — Xjtmr |

) >R, (4.22)

Where R, is distance ratio threshold. The value of the R, will be chosen in such
a manner for which the percentage of false nearest neighbors in the dataset falls to
zero. The choice of R although subjective should be judicious (Rhodes and Morari
1997). If R, is very small FNN will not drop to zero at the correct embedding
dimension. On the other hand, if R, is too large it would tend to accept a unusually
lower embedding dimension.

Determinism Test

Kaplan and Glass (1992) proposed an effective technique to check whether the
series is truly deterministic. In this technique, initially, the attractor is plotted in
a x(¢) versus x(t — 1) space. The phase space is then subdivided into g x ¢ grids,
each of which has a part of the attractor passing through it. A directional vector
of unit length, called a ‘trajectory vector’, is assigned to each grid that corre-
sponds to the portion of attractor in it. If e¢; be the unit vector passing through
each box, then the resultant vector V, from all the vector passes is a simple
average given by:
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1 &
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Where P is the number of passes through the kth grid. Now for a deterministic
system, the phase space offers a unique solution. For that, the unit vectors in a grid
must follow the same direction, that is, the trajectories inside the grid must never
cross, whereas for a stochastic system the trajectories inside the grid cross each
other. As the crossing never occurs in deterministic system, V; is of unit length and
for stochastic system value of V, is significantly lower than one.

Maximum Lyapunov Exponent

Lyapunov exponent (A) measures the degree of separation between infinitesimally
close trajectories in phase space. For a chaotic system, the trajectories diverge
continuously as the system is dependent on initial conditions. An m-dimensional
system has m numbers of Lyapunov exponents, of which the maximum Lyapunov
exponent (A, gives an indication of chaos. A system is chaotic and close tra-
jectories diverge in phase space, if the maximum Lyapunov exponent is positive.
To calculate A,,x (Wolf, Swinney and Vastano 1985) an initial point p(0) is
chosen with a nearest neighbor. The distance between them be L,. Now the points
are iterated toward by time z,,,,, (which is essentially equal to t) and the distance
after iteration is noted (L.,,;,). For a chaotic system, the trajectories diverge in time.
Hence L,,,;, > Ly. The value of 7,,,,, has to be less than mt, a larger value will result
in an underestimation of A,,,. At the end of first iteration, a replacement is made to
choose a new nearest neighbor for the evolved p(0). This process continues till p(0)
reaches the end of the series. Maximum Lyapunov exponent can be presented as:

1 Mo ) |
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Non-linearity, Determinism, and Chaos in Financial Market:
Few Empirical Evidences

Nonlinear time series analysis is a relatively new area of research and due to lack
of computational power even a couple of decades ago, empirical works in this area
do not date too far back.

Of the early studies dealing with nonlinearities in financial time series, Sche-
inkman and Lebarons’ (1989) work needs special mention. The study considers
over 5,200 daily returns and further constructed a less noisy weekly return series
from it. It found evidence of strong nonlinearity in the series. Along this line,
Hsieh’s (1989) study took five exchange rates, British Pound, Canadian Dollar,
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Japanese Yen, Deutsche Mark and Swiss Franc under consideration and used the
BDS test to find evidence of nonlinearity in British Pound and Deutsche Mark. He
went farther with his study of nonlinearity in stock returns (1991) where he
considered weekly stock returns for the period 1963-1987 from 11 stock returns
and concluded that although the results from the BDS test were consistent with low
complexity chaos, the apparently random fluctuations in the series under consid-
eration were not in reality caused by chaos. Bajo-Rubio et al. (1992) used the
correlation dimension and the Lyapunov exponents and chaos in Spanish Peseta-
US Dollar spot and forward rates. De Grauwe, Dewachter, and Embrechts (1993)
used daily exchange rates for Deutsche Mark-US Dollar, Yen-US Dollar and
British Pound-US Dollar for the period 1971-1990. The study subsequently
divided the entire period into four subperiods and calculated the correlation
dimensions. The result supported chaotic behavior in the Yen-Dollar and Pound-
Dollar series.

De Grauwe et al. (1993); Lux (1996); Brock and Hommes (1998); De Grauwe
and Grimaldi (2006) all provided strong evidence of chaotic dynamics in market
behavior. Koéenda (1996) pointed toward nonlinear dependency between Czech
Koruna and six other major currencies. Cuaresma (1998) conducted his study in
context of Austrial Schilling/US Dollar and the result supported presence of strong
nonlinearity in the market.

Bask (2002) tested for the presence of chaos in nominal exchange rate. This
study considered daily Swedish Kroner rates against Deutsche Mark, ECU, US
Dollar and Japanese Yen. The study used a block wise bootstrap method to cal-
culate maximum Lyapunov exponent for the series. The exchange rate series were
found to be deterministically chaotic in nature.

Chris Brooks (1995) tested for chaos in 10 currencies against the British pound
for a period of over 20 years. He calculated both the correlation dimension as well
as the Lyapunov exponent. While he found a somewhat nonlinear dependence in
the series, he found no evidence of chaos. Guillaume (1995, 2000) tested for chaos
in intraday exchange rates for four currency pairs using the GP algorithm. The
study found no evidence of chaos in the series.

Rodriguez et al. (2004) used a new test based on the stability of the Lyapunov
exponent and found strong evidence of deterministic chaos in French Franc/US
Dollar, Canadian Dollar/US Dollar while the German Mark/US Dollar series
showed no chaotic signature. Vandrovych (2007) used the methodology of cor-
relation dimension and maximum Lyapunov exponent and found no evidence of
chaos in four exchange rates against US Dollar. However, the series remains
highly nonlinear.

In context of India, Sen, Chakrabarti and Sarkar (2011) showed that Indian
foreign exchange market is characterized by chaotic dynamics—highlighting
empirical evidence of chaos in such foreign exchange rates. Sen (2012) explored
the chaotic behavior of nine currencies across the globe against Indian Rupee over
a period of 13 years from 1998 to 2010. Chakrabarti and Sen (2012) while



90 A. Sarkar et al.

analyzing the nature of global stock market crashes identified the inherent chaotic
nature of global stock market as a possible factor behind its knife-edge stability.

Volatility, Long Memory, and Chaos: An Example
from Indian Financial Market

The chapter now seeks to present a study where the presence of the three stylized
facts described in this chapter, namely presence of conditional volatility, long
memory, and nonlinearity (specifically, presence of chaos) could be explored in
the context of Indian financial market using the methodologies described in the
chapter. This might be helpful for those who seek to analyze the stylized facts for
financial time series in a comprehensive fashion. This is particularly so, because
the existing studies consider and analyzes these stylized facts in isolation. An
analogous study in the context of global stock market has been performed by
Chakrabarti (2010). Sen (2012) performed a similar analysis in the context of
Indian foreign exchange market.

The study concentrates on Indian financial markets and considers high fre-
quency time series data from both the stock market and foreign exchange market.
The study selects six foreign exchange rates against namely, US Dollar, Brazilian
Real, Chinese Yuan, Japanese Yen, Malaysian Ringgit and Mexican Peso against
Indian Rupee. So far as the stock market is concerned, the study picks the bench
market stock market index in India namely the BSE SENSEX. The markets and
currencies are selected from across the globe in such a fashion that it consists of
global as well as regional representatives, some of them being on the same
competitive platform, and hence providing a better view of the comparative
analysis.

The sample period is carefully chosen for the study. With the liberalization in
1992, India saw a sea change in trade and stock market related policies. With
lesser restrictions, foreign investment increased, capital markets were also
reformed. In 1993, the unified exchange rate initiated the era of market determined
exchange rate. In 1994, full current account convertibility was achieved and in
1997 capital account convertibility was formalized. Although India has resisted
full capital account convertibility, by 1998 the exchange rate was truly market
driven. This justifies the sample period. The daily data are collected from January
1998 to December 2011 for all currencies and stock prices from the websites of the
central banks and stock exchanges of the corresponding countries. This study,
however, does not take into consideration the possible presence of structural break
during this long period of study.
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Stylized Facts in Indian Financial Market

The study starts from a simple graphical analysis where financial market returns
have been plotted against time. As is evident from Graphs 4.1-4.7, the Indian
financial market (both the stock market as well as the foreign exchange markets)
has been characterized by high volatility that has been time varying in nature.
Further, the periods of low (high) volatility have been followed by a period of low
(high) volatility providing evidence of volatility clustering. Of these seven graphs,
only Graph 4.1 is presented here. The rest have been shown in appendix.

Apart from the time-varying nature of volatility and presence of volatility
clustering, Indian financial market returns are characterized by some stylized facts
of financial time series (Table 4.1).

The returns are skew, leptokurtic, and nonnormal. With these features of Indian
financial market returns, volatility could best be analyzed by GARCH family
models. This study emphasizes particularly on exploring the presence of volatility
clustering, volatility mean reversion, and asymmetric response of volatility toward
good and bad news.
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Graph 4.1 BSE SENSEX (India) return
Table 4.1 Descriptive statistics of Indian financial market return
Financial market Mean Standard Skewness Kurtosis Jarque— Probability
deviation Bera
Stock market BSE —0.0033 1.92 —0.12 7.79 7923 0
SENSEX
Foreign RS/USD 0.01  0.001 —0.165 22.813 73659.38 0
exchange RS/Peso 0.01  0.002 —1.072  26.229 1020834 O
market  RS/Real 0.004 0.005 —0.728  18.565 70878.57 0
Rs/Yuan 0.01  0.001 —0.082  22.438 8289.94 0
RS/Yen 0.02  0.003 0.438 9.59  405560.2 0
Rs/Ringgit 0.01  0.003 —-0.59 49.483 1411.916 0
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Conditional Volatility in Indian Financial Market

The Indian market is characterized by asymmetric response of volatility toward
good and bad news. The EGARCH model turns out to be the best fit model for
Indian financial market on the basis of AIC criterion. Consequently, volatility in
Indian market responds asymmetrically to good and bad news in the financial
market. This is evident from the statistical significance ) for all types of financial
markets. Further, significantly negative y values suggest presence of ‘leverage
effect” where volatility increases with unfavorable news. The statistically signifi-
cant and positive f§ values suggest presence of volatility clustering in the market
where present conditional variance is positively and significantly related to the
immediate past variance (Table 4.2). The ARCH-LM test suggests absence of any
further ARCH effect in residual.

Results from estimation of component ARCH model suggest presence of vol-
atility persistence in the market. Long-term volatility approaches its steady state at
a slow rate. This is suggested by significantly positive values for y that are close to
one for all the financial markets (Table 4.3).

Table 4.2 Results for estimating EGARCH model for BSE SENSEX return

Market Mean Variance equation ARCH-LM
equation statistic (prob)

Constant @ o y p F, Chi sq

Stock market BSE SENSEX 0.12 0.04 —-0.03 —0.25* 0.95* 0.79, 0.79

Foreign RS/USD 0.078* —-0.01 —-0.04 —0.12*% 0.97* 0.24, 0.24

exchange RS/Peso 0.00114 —-0.76* 0.09 —0.32* 0.92* 0.74, 0.74

market RS/Real 0.139 0.19° —0.15 —0.31* 0.88* 0.88, 0.88

Rs/Yuan 0.0006 —0.35* —0.13 —0.15* 0.95* 0.71, 0.71

RS/Yen 0.0003 —-2.81* —0.09 —0.54* 0.69* 0.91, 0.91

Rs/Ringgit 0.0002 —-0.30 0.02 —0.15% 0.97* 0.71, 0.71

* implies significance at 1 % level

Table 4.3 Results for applying Component ARCH model for BSE SENSEX

Market Mean Variance equation
equation
Constant 0} P @ o p
Stock India 0.15 3.28 0.98*% —0.04*  0.06* —0.82%*
market
Foreign RS/USD —-0.20 6.63 097* 025 —0.19 1.09%*
exchange  RS/Peso —0.001 0.0005 0.99*  0.11*  0.05 —0.97*
market RS/Real —0.17 13.32 0.99*  0.10 0.14 —0.42
Rs/Yuan —0.001 0.0005* 0.96*  0.16* —-0.23 —0.28
RS/Yen —0.003 0.001*  0.90*  0.002  0.12* —0.70*
Rs/Ringgit —0.15 18.50 1.00* —0.02 0.15 0.83*

* implies significance at 1 % level
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Long Memory in Indian Financial Market

As it can be seen from Table 4.4, Indian financial market returns are characterized
by significant level of long-term memory. This is evident from the results of both
R/S and modified R/S test. The test statistics are significant at 1 and 5 % levels,
hence the null hypothesis of no long memory is rejected. Further, as suggested by
the values of the GPH test statistic and Whittle’s d, all the series are also frac-
tionally integrated. Finally, values of all the Hurst coefficients from the R/S
analysis are significantly above 0.5, indicating toward a trend reinforcing long
memory process. This high value of Hurst coefficient is further indicative of
possible presence of nonlinearity and sensitive dependence on initial condition in
the market. This, in turn, provokes a researcher to test for possible presence of
nonlinearity, specifically, chaos in Indian stock market. And, that is where we
move next.

Non-linearity and Chaos in Indian Financial Market

For a time series to be deterministic and chaotic, it has to be nonlinear at first.
Therefore, it is necessary to check for nonlinearity in the underlying series. For
this, the BDS test, named after Brock, Dechert and Scheinkman, is used. The test
developed by Brock, Dechert, and Scheinkman (1996) is a popular test for non-
linearity. It was initially used to test for the null hypothesis of independent and
identical distribution (iid) for the purpose of detecting nonrandom chaotic
dynamics. The rejection of the null of IID by the BDS statistic, although provides
evidence of the series being nonlinear, it does not necessarily mean the time series
exhibits chaotic behavior. Rejection of IID can be consistent with any of the
following four types of nonlID behavior: linear dependence, nonstationarity,
nonlinear stochastic processes, and nonlinear deterministic process (chaos). Since
all financial time series data are nonstationary, only linear dependence should be
removed by suitable filtering before proceeding further to discriminate between

Table 4.4 Presence of long memory in Indian stock market
Series R/S test ~ Modified R/S test Estimate of d Hurst coefficient

GPH d GPH test Whittle’s d R/S Analysis
stat.

BSE SENSEX  2.24%* 3.161%* 0478 2.1765% 0.228 0.739
RS/USD 11.654**  5.8158%%* 0.6585 7.5684** 0.215 0.657
RS/Yuan 11.9181** 5.9822%x* 0.6629 7.6189** 0.217 0.728
RS/Yen 8.4489** 5.2669%* 0.54  6.2065%* 0.172 0.634
RS/Peso 6.9501%* 4.0923** 0.438  5.0323** (.202 0.618
RS/Real 5.5997** 3.1748%* 0.449  5.1648** 0.195 0.782
RS/Ringgit 12.3754%*% 6.7601%%* 0.586  6.7294*%* 0.279 0.664

* implies significance at 1 % level
* implies significance at 5 % level
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Table 4.5 Detection of possible chaos in Indian financial market

Rs— Rs— Rs— Rs— Rs— Rs— BSE-
Dollar Peso Real Ringgit Yen Yuan SENSEX
T (Emb. delay) 3 1 2 4 2 5 1
Shannon Entropy — 2.597 3493 2808  2.562 3.643 2594 3.406
m (Emb. 5 5 5 5 5 5 5
Dimension)
Determinism 0.8074 0.8802 0.6845 0.8187 0.7411 0.7831 0.8862
Maximum 5.6709 7.4784 5.1092 5.9099 8.3267 2.89 5.0567
Lyapunov

nonlinearities due to stochastic behavior and nonlinearities due to the existence of
chaotic behavior. All financial data are characterized by significant autocorrela-
tion, and hence need to be AR filtered. Otherwise the data will be less reliable
while applied to a nonlinear model. Order of AR should be determined by mini-
mum AIC criterion. This nonlinearity, however, can be generated from a stochastic
(ARCH type) model or from chaotic behavior. To remove that, the AR filtered
series should be filtered again by a suitable GARCH model. We have run BDS test
for our data series and found the series to be nonlinear. The appropriate AR-
GARCH filtered series then are passed through the tests proposed by Kodba, Perc,
and Marhl (2004) and further by Perc (2005a, 2005b). The following table
(Table 4.5) shows the results obtained when the tests are replicated for the Indian
financial market data.

The Indian financial markets are thus deterministic and the positive Lyapunov
exponents for all the series confirm the inherent chaotic nature of them. To be
noted here, Rs-Yen series turns out to be most chaotic, while Rs-Yuan is the least
chaotic series. This chaotic nature of the series provides a possible reason for the
endogenous volatility and the ineffectiveness of interventions as by the nature of a
chaotic series, any long run prediction is virtually impossible; only short run
predictions can be made.

Conclusion

The chapter reviews some of the theoretical models to analyze few stylized facts in
the context of high frequency financial time series data. The presence of such
stylized facts in financial markets often necessitates reformulation of standard
asset pricing models and redefining some of the rules on which theories of financial
economics rest. Such an analysis therefore is important from the point of view of
researchers as well as policy-makers. There are, however, some limitations of this
review. First, it has considered only three most important stylized facts for a
financial market data. Further, it has considered only a few models used in the
literature. The researchers, while analyzing presence of conditional volatility in
financial market may use alternative ARCH school of models like NAGARCH
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(Non linear Asymmetric GARCH), Power GARCH (PARCH), GARCH-M
(GARCH in mean), APARCH (Asymmetric power ARCH), or AVGARCH. For
analyzing presence of long memory researchers may apply the log-periodogram-
based method, the Wavelet estimator or fractionally integrated GARCH model.
The last model could particularly be used to test for the long memory property of
volatility by combining the fractionally integrated process for the mean with the
regular GARCH process for the conditional variance. The ARFIMA model could
be used to explain the long memory property that exists in the conditional mean.
Further, a chaotic system could be analyzed using the alternative method of cor-
relation dimension. This study, however, attempts to provide a well-rounded
review of analyzing a high frequency financial time series, so that all major
stylized facts are highlighted and examined for. It might be beneficial for the
researchers to analyze a given financial time series data using the steps and pro-
cedures discussed in the chapter.

Appendix

Graph 4.2, Graph 4.3, Graph 4.4, Graph 4.5, Graph 4.6, Graph 4.7
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Daily return to Rs-Peso
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Daily return to Rs-Yuan
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Chapter 5
Globalization and Labour Markets

Ranajoy Bhattacharyya

Introduction

Income inequality and the level of globalisation are rising rapidly across most
parts of the world. The obvious question to ask is: is this pure coincidence or are
the two causally related? To answer this question one needs three things: A the-
oretical argument that links the two observations, a methodology for empirically
implementing the theoretical argument and of course reliable data. This chapter is
about the ways in which existing research has attempted to implement these steps
in order to answer the above question.

Income inequality can be affected by a lot of factors, a small number of which
are related to globalisation. Economic wisdom suggests that even this single cause
has many dimensions: flow of goods, technology, jobs, factor migration—all of
which can have a direct impact on the distribution of income. With so many
competing factors to choose from, it is a challenge to zero in on a single factor and
ascertain with an element of authority that this is the one that clearly counts. The
literature on the effect of globalisation on income inequality has used a variety of
methods to isolate the effect of globalisation and its dimensions on income
inequality. Reading through this literature one feels rather encouraged to believe
that this difficult task can fruitfully be undertaken. In this chapter, we travel
through a small strand of this literature—the effect on relative income inequality
coming through the goods market, especially those that pertain to international
trade and technological change.
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The goods market influences some kinds of income inequality’ by affecting the
relative demand for skilled and unskilled labour. If unskilled labour intensive
goods are imported and globalisation increases the influx of these goods then the
unskilled labour intensive domestic import competing sector shrinks due to
globalisation, reducing the demand of this kind of labour relative to skilled labour.
As a result, the relative wage of unskilled labour at home decreases. Since
unskilled labour always earns lower wages compared to skilled labour, income
inequality sharpens in the post globalised situation. This phenomenon—the Stol-
per—Samuelson Theorem in the context of a two factor two commodity and two
country world where the two factors are skilled and unskilled labour—has been
alleged to be responsible for increasing wage inequality in developed countries
especially the US from the 1990s when low price exports especially from
underdeveloped countries (say, China) started to invade their markets.

It can be imagined that there will be many a proverbial slip between the cup and
the lip if one were to be serious in ascertaining that this is what has happened at
least for the US. First, what then has happened to income inequality in underde-
veloped countries? By the logic of the Stolper—Samuelson Theorem export of
unskilled labour intensive goods is expected to have increased the relative demand
for unskilled labour intensive goods in these countries reducing income inequality
there. Has that happened? Second, do the theoretical conclusions of the hypo-
thetical two—dimensional world carry over to the real multidimensional world?
Since empirical analysis cannot operate in a hypothetical vacuum (as the data that
is its raw material derives from the real multidimensional world) it is important to
know clearly what results we are seeking from the analysis. Finally as we have
already hinted, what empirical strategy do we employ to delineate the effect of a
particular factor from that of the rest? As we have already mentioned, the objective
of this chapter is to summarise in a nutshell these three issues highlighted by the
literature. Most of this can be achieved without any advanced level exposure to
trade modelling and econometric analysis. It can thus be replicated quite easily
provided one gets hold of the data. This in fact is what makes this literature
especially useful for understanding the process by which a theory can be put into
practice by applying data to it.

The rest of the chapter is arranged as follows: Sect. 2 reports what theory has to
say. Since the theory mostly operates in two good two factor hypothetical world
we restrict ourselves to this situation in this section. The following section uses the
conclusions of this theory to zero in on the possible determinants of wage

! The discussion below follows the literature in defining income inequality by only looking at a
broad feature associated with it: the relative income of high wage earners to low wage earners. In
the literature ‘High wage earners’ and “low wage earners’ have often been referred to ‘skilled
workers’ and ‘unskilled workers’ or ‘white collar workers’ and ‘blue collar workers’ or even
‘production workers’ and ‘managers’. We will however simply assume that there is a cut off
income below which a worker is called ‘low wage’ and above which ‘high wage’. The cut off
income is assumed to be equivalently defined in terms of skill. Low skill workers earning low
wages and highly skilled workers earning high wages.
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inequality. The theory is exclusively based on goods supply and hence factor
demand. However, we will look at both the demand and the supply sides of the
factor market to arrive at these determinants. Once the theoretical points are clear
and the determinants identified Sect. 4 turns to the empirical implementation of the
results. This has several steps. Since the theory is constructed in a hypothetical
world, it has first to be modified to yield results that are compatible to available
data. After this is achieved an exact application of the method is demonstrated with
data from the Korean economy. Section 5 goes beyond the exact empirical speci-
fications discussed so far and very briefly reviews the results that have been
reported in the literature. Since the main focus of this chapter is to demonstrate a
method rather than make a comprehensive review of the existing literature we pick
and choose only certain research works and attempt to arrive at broad conclusions
from the huge list of papers that are available on the subject. The last section
concludes the paper with a remainder of what we have intended to achieve in this
chapter.

Demand for Labour in a Hypothetical Economy

To derive the relative labour demand function we will begin with the two good—
two factor—two country open economy where the two economies are: home and
rest of the world (aggregated as a single economy). Let the quantities of the two
goods produced at home be denoted by X; and X, with P; and P, as their
respective prices. Since the relative wage between low and high income people is
our concern, we represent the two factors by ‘high wage labour’ (H) and ‘low
wage labour’ (L) with wy; and w, being their respective wages. Let L and H be the
total availability of L and H in the home economy.

Production equilibrium for this economy is achieved at the point where the line
showing the relative price of the two goods (M = P; X; + P, X5) is exactly
tangent to the production possibility frontier (PPF). This is represented by point
P in Fig. 5.1. Since the value of this line (M) at the optimal point P corresponds to
the total value of the two goods produced in equilibrium (M* = P, §XT + Py X;,
where ‘*’ represents optimal values) and since this economy produces only these
two goods and nothing else, value of the line at the optimum point (M") is the
value of GDP for the economy. Since stretching out this GDP line as far as
possible subject to the resource constraint given by the PPF is the objective of any
economy the production equilibrium in the two—good case mathematically looks
like:

Max GDP : P]Xl +P2X2

Subject to PPF : X| = h(Xy,L,H)

Or representing the PPF in this two good case is in its explicit
(demand = supply of the two kinds of labour) terms:

Max GDP : P1X1 + P2X2
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Fig. 5.1 The production
equilibrium
X
X, P
.
X2 X2
. ap Xy +apX, <L
Subject to : “H! 1 Fapdy s L (5.1)
amXi + amXo <H

Dual of the second exercise yields:
Min Cost : w L +wyH

apwr + agywy > Py

Subject to : =
) appwr + agppwy > P

(5.2)

Production equilibrium point P in Fig. 5.1 is available either from the solution
of the primal or the dual® or by considering, as Jones (1965) did, that the con-
straints (5.1) and (5.2) are satisfied in their binding forms:

ap Xy +apX, =L
am Xy +ampX, = H
apwr + agiwy = P

appwi, + agppwy = P

(5.3)

Note that if we arrive at (5.3) from this perspective, P, and P, are necessarily
constant (as they are the constraints of the dual) and the economy is by definition a
small open economy. Under the circumstances, the effect of trade on the economy
is reflected by a change in the international price of the imported good.

The labour demand curve can be derived from (5.3). We begin by assuming that
the a;;’s in (5.3) are constant and that the production function is that of the fixed
coefficient type. The shape of the relative labour demand curve depends on whether
there is complete specialisation. If two good are produced then the first two
equations and the last two equations in (5.3) are independent of each other. X, and
X, are determined by the first two equations while the factor prices wy and w; are
independently determined by the last two equations. Thus wy /wy, is independent of
L and H and hence H/L and the relative labour demand curve is horizontal as in
Fig. 5.2. If only one good (say X;) is produced instead then (5.3) looks like:

2 See Dorfman et al. (1958) Chaps. 2 and 3 and Dixit and Norman (1980) Chap. 2.
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Fig. 5.2 Labour demand w
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specialisation
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aL1X1 = i
CZH1X1 =H (54)

apwr +agmwy = Py

The first two equations in (5.4) are over determined and the last equation is
under determined. Solutions for this case can be of two kinds: 1) a knife edge

situation % = % with full employment of both the factors. 2) Given the factor

endowments L and H, the output levels can be solved as X; = min {%,a—Z]

Suppose, X| = % which implies skilled labour H remains unemployed. With

flexible factor prices, this would drive down wy to zero. Given the commodity
price P; and with wy = 0, the unskilled wage rate w; can be solved for from the
pricing equation. Thus one of the factors (skilled labour) turns out to be a free
factor.” Clearly, therefore, a meaningful relative labour demand curve cannot be
derived. For want of a better term we call these cases “indeterminate” below.

To make things, a little bit more realistic let us now drop the assumption of the
fixed coefficients production function. Instead, we assume that the isoquants are
smooth and concave and factor usage responds to changes in factor prices. (5.3)
and (5.4) will then have an additional equation4 :

Clij = d,‘j(WH,WL) (56)

With (5.6) the indeterminacy in (5.4) vanishes immediately as the three equations
in (5.4) now become simultaneous equations and can together solve for w;, wy and
X;. However, (5.3) still remains dichotomous with the last two equations deter-
mining wi and wy independently of the first two equations. Thus wg/wy, is still
independent of L and H and hence H /L in (5.3) and the relative labour demand curve
is horizontal as in Fig. 5.2. However, when one good is produced and the equation
system is represented by (5.4) along with (5.6) wy /w; and H /L become dependent
on each other and the labour demand curve will be of its normal down ward slope: to
find employment, skilled workers’ relative wages must fall as H/L rises.

3 Tam deeply indebted to an anonymous referee for pointing this out to me.
4 Note that with (5.6) (5.1) and (5.2) are no more linear programming exercises.
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Fig. 5.3 The labour demand

curve
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Now consider a situation where there is a continuum of goods but only the
above two factors. And assume that goods are arranged according to their skill
intensities so that good 1 is the least skill intensive, good 2 is second and so on:

alH/a1L<a2H/a2L<a3H/a3L ...... (55)
In such a situation as H /L increases the labour demand curve looks as in Fig. 5.3:

. If H/L is very low only good 1 is produced

. If H/L rises a little both goods 1 and 2 are produced

. If H/L rises further only good 2 is produced

. If H/L rises further both goods 2 and 3 (but not good 1) is produced and so on.

RIS I\

Since labour is demanded by producers, we derived the relative demand curve
of labour exclusively from the production equilibrium or the supply side for goods.
There was no reference to commodity demand. Neither was there any reference to
the word ‘autarky’. However, this does not mean that commodity demand has no
role in determining the relative demand for labour curve. Nor is autarky irrelevant
to the above analysis. What is the labour demand curve under autarky? The answer
to this question flags in these missing links succinctly.

Let us assume that both goods are produced under autarky. Now prices cannot
be exogenously fixed. So (5.3) is underdetermined with four equations and six
variables Py, P», wy, wy X; and X,. We need two more equations. These are the
demand = supply equations for the two commodities X; and X,. Assuming ho-
mothetic preferences (the so called Heckscher—Ohlin—Vanek model), a constant
proportion (say «) of income (M = wyH + w;L = P1X; + P,X;) goes to each
commodity the two additional equations are:

OC(WHH + WLL) = P1X1

(1 — &) (wyH +wiL) = P2X, (5.7)

Note that (5.3) and (5.7) are always a set of simultaneous equations with or
without the fixed coefficient production function assumption (with or without 5.6)
and the labour demand curve, if it can be derived, is necessarily downward sloping
(see Table 5.1).

Also missing is the case of a large open economy. In this case there are two sets
of equations like (5.3) one for the home and the other for the foreign country (the
‘rest of the world’). Further (5.7) changes to:
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Table 5.1 Labour demand curves under various assumptions

Nature of home  Nature of Number of goods produced Shape of relative labour
economy technology (maximum of 2) demand curve
Closed Fixed One Indeterminate
coefficient Two Negatively sloping
Variable One Negatively sloping
coefficient Two Negatively sloping
Small open Fixed One Indeterminate
economy coefficient Two Horizontal
Variable One Negatively sloping
coefficient Two Horizontal
Large open Fixed One Indeterminate
economy coefficient Two Negatively sloping
Variable One Negatively sloping
coefficient Two Negatively sloping

o (WHH -+ \ll L) 4 o (W HF 4 wELF) = PHXT + PEXE

5.7
(1 — oMY WHHH + WL + (1 — o ) (WhHT +wi'LF) = PHXY + PIXE (579

The superscript H is for the home country and F for the foreign country. The
resultant ten equations solve for the following ten variables:

H _ H  F _F pH/_ pF\ yvH vF vH pH/_ pF\ vF
Wi, Wi, Wy, wi, Py (= Py X0 X, XD, Py (= Py ), X,

Note that trade induces commodity prices to be equalised so that
P =P Py =Pl

Given the simultaneous nature of the system of equations both for the fixed and
variable coefficient cases the labour demand curve for each country is once more
negatively sloping under all circumstances for the large open economy.

Since there are three states of the economy (autarky, small open and large
open), two assumptions regarding technology (fixed coefficients and variable
coefficients) as well as the single good as well as the diversified (two) product
case, there are as many as 12 situations under which the relative labour demand
curve can be separately derived. These situations are represented in Table 5.1.

Possible Determinants of Income Inequality: A Demand-
Supply Approach

Supply Side Determinates

In any country, relative wage between low and high wage individuals and hence
income inequality is determined by the interaction between the relative demand
and relative supply of low and high wage people. That is precisely how wg/wy is
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Fig. 5.4 A change in relative Wyl Wy
wage caused by a change in oY Y’
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determined in our model. However, to arrive there we need to figure out the
relative supply curve in this model. This is easily done. In our model, H and L are
available in fixed quantities H and L so that the relative labour supply curve is
vertical (Fig. 5.4). If supply is (H /Z,)f the equilibrium relative wage will then be
(wr/wL),-

Figure 5.4 suggests that relative wage can change due to a host of factors either
from the demand or the supply side. Changes in supply are easier to trace as the
supply curve can only shift in a parallel fashion to the right or to the left. For
example, suppose the country in question is India and there is a sudden surge in
inflow of low income unskilled people from Bangladesh. The labour supply curve
will then move to the left enhancing income inequality.

The labour supply curve can change due to many other reasons as well. Capital
flows, level of female labour force participation, a rise in the proportion of old age
people in the work force, changing returns to education leading to a change in the
supply of educated workers, a rise in the number of engineering and medical
colleges are some other factors that will shift the labour supply curve and hence
affect income inequality (see Topel 1997 for a survey). Note that whether the
economy will specialise completely or produce one good depends on the supply
curve (the demand curve is clearly incapable of doing this). For instance, if it is at
(H/L)3 then only one good is produced. On the other hand if it shifts to (H/L)}
then both are produced. Also note that if the labour demand curve is horizontal, the
relative wage is insensitive to changes in factor supply. Referring back to
Table 5.1 this implies that supply side factors never have any role on factor prices
in a diversified small open economy. But in all other non-indeterminate cases, the
role of factor supply cannot be discounted.

The position of the supply curve also determines the relative skill intensity of
the goods. As the supply curve gradually shifts to the right the country graduates to
higher and higher skill intensive goods. Thus as the supply curve continuously
shift to the right the level of income inequality continuously falls. Since it is
expected that a developed country will have a higher level of H/L than an
underdeveloped country, a rightward shift of the supply curve is a sign of eco-
nomic development. It is then expected that the wage inequality will be fall from
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the supply side as the country becomes developed. However this is not what has
happened in this world. Many developed countries have levels of income
inequality that is higher than many underdeveloped countries. Clearly, therefore,
the supply side of the picture is not adequate to explain reality. The demand side
has to be factored in. To this we turn now.

Demand Side Determinants

Whether the labour demand function is horizontal or negatively sloping the rea-
sons for its shift are same: anything that induces producers to offer changed
relative wages to its workers given the factor supply ratio H/L. Three such changes
are at the heart of the globalisation debate around the world. These are:

1. Change in technology
2. Outsourcing of jobs/intermediate inputs/production networking
3. International trade

In the first case either of two things can happen: unskilled workers are replaced
by skilled workers in the production of the same goods or vice versa (as this
implies that one factor is being replaced by another factor, this is called factor-
biased technical change) or skill intensive goods experience higher levels of
technical progress than unskilled labour intensive goods or the other way round
(sector-biased technical progress). If the technology change comes through foreign
direct investment, it is globalisation that lies at the heart of such changes. However
note that technology may change due to domestic innovation as well. If this is so it
is unrelated to globalisation.

The second situation may arise when production units in developed countries
decide to locate a part of its assembly line to foreign countries. Since the devel-
oped country has a relative advantage in skill intensive production, those parts of
the assembly line that are unskilled labour intensive are usually outsourced by
them. Thus unskilled jobs ‘fly out’ and relative inequality rises. This is equivalent
to replacing unskilled workers with skilled workers in the factory floor as the entire
floor is now taken over by the skill intensive assembly lines. Even though no
explicit technological change is required for parts of the shop floor to be vacated
and parts of production processes to be shipped out, the result is effectively similar
to a factor-biased technical progress.’

In the third case, reduced relative prices of unskilled labour intensive goods
leads to shrinkage of the unskilled labour intensive sector. If that sector is the
import competing sector then it is possible that this fall is due to trade-enhanced

5 Note that in a small open economy only the sector bias of technology change matters for
relative wages as opposed to the factor bias but for outsourcing only factor bias so outsourcing
has no effect in a small open economy,.
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Fig. 5.5 Factor-biased L
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inflow of cheaper substitutes of goods produced by the import competing sector.
Like outsourcing, this case also has the same impact on the labour demand curve
as a change in technology—this time only of the sector-biased type—if the
economy is small like in (5.3).

Technical progress thus turns out to be the most fundamental in terms of ideas
that affects labour demand. To this let us turn now.

Since there is no scope for sector or good intensive technical progress in a one-
good economy, it is a nice place to study the implications of factor-biased technical
progress. This is done in Fig. 5.5 in which 1 is the unit value isoquant for the good.
Since they are of unit value the common cost line is the unit cost line. Therefore,
they have intercepts 1/w; and 1/wg. The slope of this line determines wg/w;. In
Fig. 5.6 the difference in this relative wage is caused by the change in the slope of
isoquant 1 as it moves down due to technical progress. The change in slope is
captured both through the changed relative factor price ratio that is tangent to the
two isoquants and the fact that the expansion paths for 1 and 1’ are different (the
later using up less H as its relative price has increased). Since wy has increased
with a constant w;, wage inequality has increased. This is a clear case of an
upward shift of the negatively sloping labour demand curve (Fig. 5.6). Note that
this is exactly as it would happen with outsourcing. 1’ is steeper than 1, therefore

Fig. 5.6 A change in relat;ve Wy, e (Y
wage caused by a change in — — —
labour demand L 2 1
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Fig. 5.7 Sector-biased
technical progress 2
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high wage labour is more effective in 1’ than in 1. If jobs of low wage labour
disappear from the developed country’s shop floor low wage labour will obviously
become less effective and will be paid a relatively lower wage. Cheaper low wage
labour will automatically imply higher level of employment of that labour and it
appears that though the relative wage of low wage labour falls their employment
will rise. This is a limitation of the one sector model we are considering here. Let
us therefore turn to the two sector economy.

To understand sector-biased technical progress we turn to the two good econ-
omy of Fig. 5.7. Here good 1 or sector 1 is skilled labour intensive and sector 2 is
unskilled labour intensive. Technical progress occurs in the skilled labour inten-
sive sector. However, there is no factor bias in this technical progress—isoquant 1
shifts down parallelly. Since no technical progress takes place in good 2 the new
cost line tangent to both isoquants is C, rather than C; and income inequality once
more rises.® Since once again this change has occurred without any change in H/L,
the labour demand curve shifts up as in Fig. 5.6. This happens irrespective of
whether the country is large or small and the demand curve is horizontal or
negatively sloping.

Why is this sector-biased technical progress equivalent to trade? To understand
this note that if the country in question is a developed country, with unskilled
labour intensive imports, an increase in import due to globalisation will reduce the
domestic price of the unskilled labour intensive good shifting the unit value iso-
quant 2 up with a similar effect on relative wages. In fact, as is well known, the
exact relationship between prices and wages is given by the following Stolper—
Samulson magnification effect:

Wi > Py > P >y (5.8)

where a ‘A’ over a variable implies relative change.

Though the above statement cannot be generalised to the empirically relevant
many (say, n) goods and many (say, m) factors case (see Jones and Schinekman
1977), a weaker statement can be made when m = n: while every good is a
‘natural enemy’ to some factor, a given good need not be a ‘natural friend’ to any
factor.

S Figure can be drawn by the reader.
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Empirical Application
Preparing the Theory So That it Can Receive Data

If one knows about the ideas just laid out one would still need to understand how
to make it amenable to data. The theory that we discussed in the previous section
approaches the issue of wage inequality exclusively from the factor demand side
(the supply side of the goods market). The set of equations in (5.3) are the only set
of usable equations. Of the four equations in (5.3) the last two are the key ones that
determine wages if the economy is small. Assuming a small open economy we will
thus have to manipulate these two to arrive at something decisive about the role of
different factors on wages. In these equations, there are three variables: the wages,
the prices and the a;’s. Thus only two determinants of wage inequality can be
considered: prices (and anything that impacts upon it, like, for instance a sudden
rise in the inflow of goods through trade) and technology (with a similar adage). In
fact, as we will see in the next section technological change has turned out to be a
major irritant in figuring out a story that attributes wage changes to trade.

Finally, the equations must be consistent with reality: (a) all variables must be
measurable and data regarding them must be available (b) the number of goods
and factors must be large enough to capture reality and (c) since all production
processes involve the use of intermediate inputs, provision must be made for
them—a tall order for theory as the structure will become much too complicated.
But as we will see, meaningful empirical analysis can still be done.

Generalising the last two equations in (5.3) with (a)—(c) in mind we first write it
as follows:

pi = ZaﬁijrZykipk,i:k: ,2,...nj=12,...m (5.9)
J k

Where goods are indexed by i (when they are used as outputs) and k (when they
are used as inputs). Note that i = k. Factors are indexed by j. p; and p, are the
prices of good i and good k. wj; is the price of factor j. a;; is the amount of factor
Jj used to produce one unit of good i. Similarly 7,, is the amount of good k used to
produce one unit of good i. Totally differentiating (5.9):

dp; = Z azdw; + Z dajw;j + Z Vdpr + Z dyiPk
7 j k k

Thus,

IA’F@:Z%WWZCZJW]@WZ
J k

ji VkiPk ~ ViilPk ~
P+ Vki
pi ; pi pi 't Zk: g

p

Let 2™ = 0, and, 2 = T'y,.
pi J pi



5 Globalisation and Labour Markets 115

Thus:
pi= Z Ojiw; + Z Ojiaji + Z iipr + Z | (5.10)
J J k k

Assume that the production function is of the following form:

Qi = Af (Lij, Lai, . . ., Lyi, Q1i, Q2is - - -, Oni)

where A; is a constant. Q; is the output of good i. L;; is the amount of factor j used
in the production of good i and Qy; is the amount of good k used in the production
of good i. Taking log derivative:

Z ]1 5][; kol

5le ﬁ 5le l .
or,
L lL i th le
A J ’ 5.11
Z 5sz ﬁ Z 5Qk1 fl ( )
Now the factor and intermediate good market equilibrium conditions are:
ofi(.
i My = a4, ()
Di oL,
5 (5.12)
and, P = mp,, = 4, %i0)
Di 00k
where MP is the marginal product. Putting (5.12) in (5.11):
P w; LiL; Pr QuiQi
0 =A+ L
zj:piAiﬁ(') — piAi fi(.)
. Oi
But, A; =70
Thus
~ ~ w:L i PN
0.=ai+ > L,,—i—Zkak A (5.13)
Also note that L; = a;Q; and,
Oki = VQi (5.14)

Thus (5.13) becomes:

. i VPk ~ - . R
Qi =Ai+ Z ; “Lji + z /;;p Ou =Ai + Z OiiLji + Z [ Qi
7 i k 1 Jj k




116 R. Bhattacharyya

(5.14) also implies L; = a; + Q; and Qi = 7;; + Q. Putting these in (5.14):
0i=Ai+ Z O + O Z O+ Z Ty + Qi Z Iy
J J k k

Now from (5.8): 1=} %843 W =570, 43"y so that
Lok k

> 0; =1—73"T}. Putting this in.(5.8) we have:
j k

Ai=— Z Ojiai — Z i (5.15)
j k
Putting (5.15) in (5.10) we have:
pi=—Ai+ Z 0w+ Z Liipk
f] k

Thus,

Defining p; — > I'ipr = f’i as the ‘value added prices’ and noting that A; is the
total factor proé‘luctivity (TFP) of good i we get:i’,- = —TﬁPi + > 0w
J

We can separate this relative price change (P;) in two parts (a) that caused by
technology (i’fe) and (b) that caused by other factors including international trade
(Pf’). Accordingly, the total change in wages (Wj) can be separated into that due to
technology (W}‘f) and that due to trade (vAvJ’-’):

P; = P¢ + P (5.16)
where
Pl =" ;' — TFP; (5.17)
j
And
Pr=>3" 0w (5.18)
j

Let us further assume that a certain proportion (4) of productivity improve-
ments are directly passed on to prices:

P = —)TFP; (5.19)
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so that (5.17) yields:

(1= )TFP; = > 0w (5.20)
J

Now, from (5.16) 135’ =P — f’f and using (5.19):
P" = P; + JTFP, (5.21)
Putting (5.20) in (5.18) we have:

P+ JTFP; = > 0w (5.22)
J

Leamer (1996) estimates WJ’."’ from Eq. (5.21) and W;’ from (5.22) and compares

them with the observed w; to determine the effect of technology and trade on
wages.

It is therefore interesting to note that we are seeking a completely different
genre of results than the popular magnification effect associated with the Stolper—
Samuelson Theorem. We are not even seeking friends and enemies a la Jones and
Schinekman (1977) in the empirically more relevant many goods many factors
case. Question asked is: is there a pass through from price change to wage change?
The presumption is that if we indeed find such a link then whatever pattern is
observed for wage changes (like a rise or fall in wage inequality) can be attributed
to price changes and hence international trade.

Application: Estimating Equations (5.21) and (5.22)
for the Korean Data’

Korean Wage Inequality

Figure 5.8 shows the time series trend of Korea’s relative (wg/w;) and absolute
(wyg — wy) wage during the last 25 years of the twentieth century—the initial
phase of globalisation. Interestingly, relative wages of high income people have
fallen over time reducing relative income inequality in Korea, but absolute income
inequality has risen. This observation can be explained as follows.

Let W, and Wy be the absolute difference in wages between skilled and unskilled
workers (wy — wy) and the skill premium (wg/w;), respectively. Let us further
assume that all derivatives are with respect to time (dx = dx/dt for all x) and denote

7 Research support from the Asian Scholarship Foundation, Bangkok, is gratefully acknowl-
edged. I am indebted to Jong Eun Lee for discussions. I am also deep; y indebted to Se Kwon Joo
for research assistance.
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all relative changes over time by “*’ ()? = dXT/dt)

Now since, Wy = wy(Wg — 1) therefore, the absolute wage gap will rise if:

A N WR ~
Wy = —W
A WL—|-WR_1 R

Assuming wy to be positive (unskilled wages increase over time) if relative
wages are rising, absolute wages must rise. However, if relative wages are falling
absolute wages may still rise provided the fall is small enough so as not to violate
the above equation. In Korea, therefore even though relative wages are falling they
are not falling fast enough for absolute wages to fall as well. In other words The
Korean case (as depicted in Fig. 5.8) is:

W >y > Wy > 0> Wy

and Wy is not negative strongly enough for it to materialise into equality. The
result can also be stated in terms of the absolute level of skilled and unskilled
wages. For this note that Wy > 0 if wy > (2 — f)w, where § = vy /V,. Since in
Korea wy <w; therefore, 0 < § <1 and hence 1 < (2 — f§) <?2. Therefore,
in Korea the high absolute gap between skilled and unskilled wages has resulted in
the simultaneous occurrence of a rising W, and a falling Wg. In the 2 x 2 x 2
economy, Stolper—Samuelson framework this is then what has happened in Korea
(assuming commodity 1 to be H intensive and 2 to be L intensive):

W > Py > P>y > Wy > 0> Wy

However, this implies that as far as absolute wages are concerned the Stolper—
Samuelson result cannot be generalised to the m factor and n commodities case
even when m = n as mentioned above. How do we define ‘natural’ enemies and
friends? This can be understood by taking a look at the last inequality stated above.
According to the definition employed by these authors in this inequality good 2 is a
‘natural friend’ of labour U and good 1 is its ‘natural enemy’. Why? Because if
P, > P then Wy is negative. However it is clear that this is not sufficient for
making W, negative. The Stolper—Samuelson result in the form that it has been
treated here, therefore, cannot generalise to defining ‘friends’ and ‘enemies’ in
terms of W,.

Applying Data to (5.21) and (5.22)

Before turning to the equations, Table 5.2 reports the simple correlation between
changes in different factor prices8 and (a) simple price inflation (b) P, (c) TIAJP,-,.

8 The Wage Structure Survey reports wages of males, females and total. Throughout this section
we have used the figures reported under ‘total’.
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Fig. 5.8 Relative and absolute wage differential in KoreaNote 1. Relative = Wages of
University (UNIV) + Wages of college graduates (COL)/Wages of middle school
(MS) + Wages of high school pass outs (HS). 2. (UNIV 4+ COL) — (MS + HS). 3. Absoulte
difference in wages is divided by 1,00,000 so that it can be reported in the same diagram as wage
ration. 4. All wages are monthly earnings in Won Source Calculated from data in National
Statistical Office, Korea

First, note that throughout this section X;; is determined as follows: In x; — In x; _ ;.
For this reason, we write Alog x, instead of X, in Tables 5.2-5.4. Turning now to
Table 5.2 ,it is clear that all the factor prices have a higher correlation with TFP
than with price inflation whether adjusted to intermediate good prices or without
such adjustments. However, ‘senior college and over’ is the only factor that has
negligible correlation with all the variables. This of course does not mean that
mandated changes of wages for this variable would always be insignificant.
Mandated changes in Eqgs. (5.21) and (5.22) determine the extent to which price of
a particular factor has to change corresponding to the actual changes in P;, or TIEPI-,
and 0s to satisfy the zero profit conditions dictated by the assumption of perfect

competition. Thus the correlation between returns to a particular factor with P,
TIA:Pi, and their mandated changes are un-correlated. However, it should be noted
that the simple correlation results point to a greater promise for TFP;, than for P;,.

Table 5.2 Simple correlations between factor prices, price inflation and change in TFP

Changes in wages per hour (Alogw;,) AlogP; AlogTFP;
Under middle school 0.11 (0.26) 0.13
High school 0.13 (0.15) 0.20
Junior college 0.14 (0.18) 0.31
Senior college and over —0.02 (—002) —.005
Unskilled 0.15 (0.22) 0.19
Skilled 0.03 (0.08) 0.27

Note The figures in the brackets are correlations with prices unadjusted to intermediate good
prices
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Table 5.3 Simple correlations between 0j;, price inflation and change in TFP

Factor AlogP;, AlogTFP;,
Under middle school 0.09 0.15
High school 0.05 —0.03
Junior college —0.04 —0.06
Senior college and over 0.01 —0.31
Unskilled 0.09 0.19
Skilled —.002 —0.23

Table 5.4 The mandated wage regressions (Egs. 5.2 and 5.3), 1983-1996

Factor A=0 A=.5 A=.9
AlogP;;  AlogTFP;, AlogP;,  AlogTFP;  AlogP;,  AlogTFP;
Under middle school —0.13 0.005 —0.12 0.002 —0.12 0.0001
(—0.82) (3.27) (=0.73) (3.27) (—=0.75) (3.27)
High school 0.81 0.006 0.78 0.19 0.79 0.0001
(1.18) (2.99) (1.11) (2.99) (1.12) (2.99)
Junior college —8.05 0.05 —17.60 0.02 —7.87 0.004
(—=1.51) 275 (=135 (2.75) (—1.40) (2.75)
Senior college and over 0.63 0.01 0.54 0.006 0.62 0.001
(0.48) 2.74) (0.39) (2.74) (0.44) 2.74)
Unskilled 0.003 0.003 0.006 0.001 0.009 0.0001
(0.05) (3.44) (0.07) (3.44) (.12) (3.44)
Skilled —-0.25 —0.07 —-0.27 —0.065 —-0.27 —0.071
(—=0.78) 2.27) (-0.82) (2.27) (—0.82) 2.27)
Number of observations 48 48 48 48 48 48

Note The figures in the brackets are z-values

Table 5.4 estimates Eqs. (5.2) and (5.3) for three different values of 1 and
Table 5.3 gives an indication of the R*s of these regressions. There are several
important points to note before reading the table. First and most importantly, the
table does not report the result of all the basic industries reported. We have taken
only three basic industries for this table: mining, manufacturing and ‘electricity, gas
and water supply’. This is because price data for the other industries are not
available. The price data used for this table is the producer’s price index reported by
the National Statistical Office, Korea. Second, input—output tables are calculated
every five years in Korea (by the Bank of Korea). Hence data for a particular year
(for example 1995) was used in calculating value added prices for the previous four
years also (1991-1995). Third, we have not taken capital as an additional variable
though this is customary in the literature. This is because the capital stock data was
found to be unreliable. Also there is no clear proxy for the rental data. However, the
TFP calculation uses capital as a factor. Fourth, the labour data is used from the
Wage Structure Survey and it has all the limitations of sampling that the survey has
(especially the fact that it leaves out the informal sector). Thus the labour data
comes with bias. Fifth, since gross output data by industry could not be found,
therefore GDP accounted for by the industry is taken as a proxy for it.
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Let us first turn to the first four rows of the table. The question that is posed here
is: what is the mandated wage if each kind of labour is taken as a separate factor of
production. However, there are serious problems of running such a regression. The
correlation between 6ys; and Ocoy ; is .84 and that between Ocop; and Oynyvi is .90.
It is therefore obvious that if we keep all of these in one regression the sampling
variances and covariances will be large and the coefficients will be sensitive to
small data changes. The strategy that we adopt therefore is to determine whether
the mandated changes are significant or not. Thus in the first four rows of Table 13
each of the independent variables are taken one at a time. This makes the actual
values of their coefficients meaningless as far as indicators of mandated changes
are concerned. However, we can determine whether these coefficients will be
significantly different from zero by looking at their t-values. A look at the t-values
reported in Table 5.4 clearly shows that mandated changes for TFP are significant
for the factors but the mandated changes for trade are not so. We can thus conclude
from the table that under the assumptions stated above international trade does not
appear to mandate any statistically significant change on wages of Korean
workers. The variable that appears to be important was technology and not trade.

The problem of multicollinearity disappears when we take skilled and unskilled
wages that is Ogy; and Oysk;. The correlation between these variables is —.02. Thus
we have taken them together in the last two rows of the table. Thus if skilled
labour and unskilled labour were to be the only two factors of production in our
perfectly competitive system then trade (technology) accounted for between .3
(.01) and .9 (.3) % of unskilled and between —-25 (—.7) and 27 (—6.5) % for
skilled wages. However, since the t-values for trade are all insignificant we can
consider these coefficients to be zero and it can be stated that international trade
mandated an insignificant change in wages in Korea. For technology, the changes,
though significant, are very small for unskilled labour but relatively high for
skilled labour. Since the simple correlation results, the mandated regression results
in the first four rows of Table 5.4 and the mandated regression results in the next
two rows of Table 5.4 independently point in the same direction we conclude that
trade did not mandate any significant change on Korean wages. However, tech-
nology mandated a higher fall on unskilled wages than for skilled wages though
their magnitudes are small.

What can We Say About the Effect of Globalisation
on Wage Inequality?

Haskel and Slaughter (1999) and Leamer (1996) perform an analysis of the link
between trade, technology and wage inequality by using exactly the above method
for UK and US, respectively. First, both observe that wage inequality in their
respective countries has increased though for different periods of time. Second,
both find evidence that trade did play a role in this change in both countries.
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For UK, the role of technology is more robust while the reverse is true for the US.
Generally in European countries where stronger unions resist wage declines, the
effect of globalisation is reflected more in unemployment of low skilled workers
rather than their wages while the reverse is true for the US. One of the dominant
arguments for the developed countries has been that the volume of trade between
developed and underdeveloped countries have been too low for it to have an effect
on developed country wages (Krugman 2000). However, recent evidence seems to
suggest that in spite of the smallness in volume the effect has been rather sig-
nificant (see Corsini 2011)

Contradicting the predictions of the Stolper—Samuelson result in (5.8) some of
the sharpest rises in income inequality during the period of globalisation has been
in the developing countries. Zhu and Trefler (2011) point this out and explain this
in terms of an increase in the export shares of skill intensive goods of the
underdeveloped countries. Acharyya (2006) also writes about the occurrence of the
same phenomenon for India and other countries and try to theoretically rationalise
it. Further to what these authors have pointed out, looking at this unexpected
symmetric effect of globalisation on both sets of countries it appears that ‘skill’
and ‘unskilled’ labour intensive goods cannot be unequivocally defined across
countries. With vast difference in their base skill levels, goods that are termed
‘skilled’ labour intensive for underdeveloped countries usually turn out to be
unskilled labour intensive for developed countries. Thus while wage inequality
may well rise in developing countries due to the rise in exports of ‘skilled’ labour
intensive goods, these same goods may turn out to be unskilled labour intensive as
they enter the markets of developed countries increasing wage inequality there as
well. This aspect of the skilled—unskilled debate has not been addressed adequately
in the empirical literature on wage inequality.

For India, the ratio of skilled to unskilled wage increased moderately form the
mid-1970s to the early 1980s and then after a long period when it was roughly
constant once again increased rather sharply from the late 1990s to the early 2000s
(see Srivastava and Mathur 2011). The rather long period of near constancy in this
ratio from the mid-1980s to the late 1990s—a period of rapid trade liberalisation—
has made causality analysis from trade liberalisation to wage inequality difficult
for India. There are thus conflicting conclusions with researchers swinging from
one extreme position—like trade liberalisation decreased rather than increased
income inequality in India (Mishra and Kumar 2005)—to the other extreme, that
trade liberalisation increased income inequality (Acharyya 2006). There are
authors who have also brought in the technology angle as well as other aspects of
globalisation like foreign direct investment (FDI). For instance, Banga (2005) find
skill-biased technological progress and FDI as more responsible than trade in
affecting wages in India. Indirect aspects of globalisation—Ilike the replacement of
permanent workers by contractual workers as labour laws become lax have also
been brought in by researchers. For example, Ramaswamy (2008) find that the
positive contribution of change in output (scale effect), capital-output ratio and
contract-worker intensity to wage inequality in Indian manufacturing. To the best
of my knowledge, the above approach of calculating the pass-through of change in
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prices and technology to wages has not been applied to India as well as most other
developing countries. Since technology has changed quite rapidly in these coun-
tries during the period of globalisation, it would be interesting to know what their
effect has been relative to trade.

Putting Theories Into Practice: Concluding Comments

Theory and data make for strange bedfellows. Theory cannot be done away with
altogether while analysing data for fear of losing a mental bearing on it, but taking
theory’s help while analysing data allows too little leeway in explaining the data
satisfactorily. Since economists take the first part of the above statement more
seriously than the later, what they ultimately end up doing is estimating theories.
In this chapter, we provided an example of how this can be done: understanding
what the theory suggests in its own hypothetical cocoon, preparing it to face the
world of data as best as is possible and then subjecting it to the data to see how the
theory fares. The limitation of the approach is that the estimable equation derived
from the theory has too much of theory embedded in it to be flexible enough to
interpret all kinds of data. For instance (5.21) and (.5.22) have all the usual
assumptions associated with the Heckscher—Ohlin theory: constant returns to scale,
perfect competition in the factor market, costless inter sector mobility of factors of
production etc. Without these assumptions (5.9) is not valid. Therefore, (5.21) and
(5.22) are not valid and the empirical exercise cannot be conducted. But there is a
lot that has been achieved as well. The main contribution of the approach is that it
gives us a methodology to subject the data to a logical process provided by the
theory and squeeze some sense from it so that it looks less chaotic than before.
Further since the initial conditions (assumptions) under which the empirical
exercise is conducted are well known, the exact context of the conclusions is clear
to the researcher. From both counts the approach is capable of generating many
more research insights: either by replicating the method for different data sets (as
we did for Korea) or by taking up the more challenging option of changing the
assumptions and re-deriving the estimable equations in the context of the new
assumptions (say, increasing returns to scale) and then subjecting it to the old data
sets to find out how sensitive the conclusions are, to the changes in initial con-
ditions set for the exercise. It is thus a good launching pad for further research — a
great opportunity for young researchers to test their skills.
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Chapter 6

Production Performance of Indian
Agriculture in the Era of Economic
Reforms

Sankar Kumar Bhaumik and Sk. Abdul Rashid

Introduction

Agriculture was the predominant sector of the Indian economy at the time of the
independence. About 55 % of GDP came from agriculture and about 70 % of the
workforce was engaged in this sector at that time. So the planners and policy-makers
emphasized on improving the performance of the agriculture sector in the initial
Five-Year Plans as they realized that overall development of vast majority of the
people in the country and achievements of developmental goals such as reduction of
unemployment, poverty, malnutrition, and so on could not be fulfilled without it.

There is now a vast literature that describes the policies adopted since the
independence for agricultural development in India. Broadly speaking, there are
three distinct phases through which agricultural development in the country pro-
ceeded since the independence (Venkateswarlu 2008; Chand 2009). In the first
phase, during the pre-green revolution period (till mid-1960s), the implementation
of land reforms was undertaken along with the policies and programmes to
increase food grains production; in the second phase, during the green revolution
period (1966-1991), the bio-chemical and mechanical technologies were adopted
to increase agricultural production and productivity; and in the third phase, the
post-reform period, the Indian agriculture was influenced by the Structural
Adjustment Programme (SAP) and India’s entry into the WTO.

The land reforms measures comprising abolition of intermediaries, tenancy
reforms, and imposition of ceiling laws were implemented throughout the 1950s
and the early half of 1960s to change the feudal institutional agrarian structures.
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Simultaneously, increasing food grains production was accorded top priority as the
country was facing acute food shortage at that time. To begin with, the Grow More
Food Campaign was launched. Several other programmes such as the Community
Development Programme, National Extension Programme, Intensive Agricultural
District Programme, Intensive Agricultural Areas Programme etc. were also
implemented. In spite of all these efforts, the country had to depend on import of
food grains during this period as the levels of production were inadequate to meet
domestic demand (Venkateswarlu 2008, p. 30).

To boost agricultural production and to make India self-sufficient in food grains
production, the green revolution strategy was adopted since mid-1960s. The
hallmark of such a strategy was introduction of high yielding variety (HY'V) seeds,
fertilizers, and irrigation technology package (known as bio-chemical inputs),
specifically in the resource-rich areas of the country (Punjab, Haryana and western
Uttar Pradesh, mostly). Subsequently, several other supports were extended toward
the agricultural sector such as extension services, credit facilities, price support,
cheap (subsidized) supply of inputs, and so on. Further, the public investment for
agricultural development (especially for building irrigation infrastructures) was
raised which also encouraged expansion of private investment, thanks to the
complementary relation between these two types of investment. Consequent upon
all these efforts, the country became self-sufficient in food grains production by the
late 1970s, overcoming the painful memories of previous food crises. Even during
the decade of 1980s, the progress of the agriculture sector as a whole, as measured
through growth rate of value of agricultural output, was commendable. As shown
by Bhalla and Singh (2012, p. 27), while the value of agricultural output in India
grew at the rate of 2.24 % per annum during 1962-1965 to 1980-1983, the cor-
responding figure became 3.37 % during 1980-1983 to 1990-1993.

Nevertheless, the whole approach toward agricultural development underwent a
fundamental change ever since India’s adoption of economic reforms policies in
1991. The post-1991 period witnessed implementation of the SAP policies, fol-
lowed by India’s entry into WTO in 1995. As is well-known, the package of
macroeconomic and trade policy reforms introduced in 1991 consisted of mac-
roeconomic policy changes, change in exchange rate, trade liberalization, deval-
uation of currency, gradual dismantling of the industrial licensing system and
controls, reduction of tariffs, reform of public enterprises, increasing privatization,
and so on (Joshi and Little 1996). It is true that no direct reference was made to
agriculture in this new policy package. However, the protagonists of economic
reforms policies argued that the new policy framework would definitely benefit
tradable agriculture by ending discrimination against it and by turning the terms of
trade in its favor.! This, in turn, is supposed to promote exports leading to rapid
agricultural growth.

The consequence of such a policy shift on the Indian economy in general and
agricultural economy in particular has naturally drawn widest possible research

! See, for example, Singh (1994), Ahluwalia (1996), Gulati (1998), Gulati and Kelley (1999).
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attention in recent years. This is because of several reasons: First, a good number
of scholars observed that, contrary to expectations, the Indian agricultural per-
formance actually deteriorated in the era of economic reforms so much, so that the
country has eventually landed into a phase of ‘agrarian crisis’. Second, it has been
noted that compared to the pre-reforms period (mid-1960s through end of 1980s),
the rate of employment expansion in rural areas as well as poverty reduction
declined in the era of economic reforms (1990s and beyond). This has happened
primarily due to decline in growth of agricultural production. Third, and more
importantly, as India adopted the policy of ‘inclusive growth’ in the 11th and 12th
Five-Year Plans, it would be necessary to improve agricultural performance sig-
nificantly in the absence of which the growth processes would continue to remain
exclusionary, as in the past, and the government will not be able to attain sig-
nificant reduction in poverty.” In fact, the projections done by the policy-makers
show that the country will not be able to achieve its targeted 8-9 % growth rate of
overall GDP (which is necessary to ensure success of inclusive growth strategy)
unless the GDP accruing from agriculture and allied activities grow at the rate of
4 % per annum. In any case, the performance of the agriculture sector has to be
improved substantially if at all India has to fulfill its dream of attaining ‘inclusive
growth’.

It is in the above context that we take a fresh look at the production perfor-
mance of agriculture in India during the period of economic reforms. Specifically,
we seek to examine the production performance of agriculture in India and her 17
major states during the period of economic reforms (1995-2010), and compare the
same with the performance during pre-reforms period (1980-1995). Although
several other scholars have also studied production performance of Indian agri-
culture in the era of economic reforms, our study is different from them at least in
three respects. First, unlike most other scholars, we look into production perfor-
mance of agriculture in India at a disaggregated level—individual states and
individual crops, which is necessary to devise more meaningful policies to
improve agricultural performance in the country, and reducing inter-state disparity
in this regard. Second, most scholars studied the Indian agricultural performance
by dividing both the pre- and post-reforms period into different sub-periods
(mostly of 5 years duration).> In our opinion, such exercises provide an under-
standing of the short-run behavior of Indian agriculture.4 However, to obtain an
overall view of the impact of economic reforms on agriculture, we need to adopt a
medium to long-term perspective, which is possible when we compare the whole

2 Recent research has shown that the elasticity of poverty with respect to agricultural GDP is
greater compared to elasticity of poverty with respect to non-agricultural GDP. In other words,
expansion of agricultural GDP reduces poverty more compared to expansion of non-agricultural
GDP. See Cristiaensen et al. (2006, 2010a), Cristiaensen et al. (2010b), de Janvry and Sadoulet
(2009), Ravallion (2010).

* See Chand et al. (2007) and Chand and Parappurathu (2012).

* This is not to say that this issue is unimportant. It is indeed important if our objective is to
understand the fluctuations in agricultural performance in the era of reforms.



128 S. K. Bhaumik and Sk. A. Rashid

of post-reforms period with a pre-reform period of comparable duration.” This is
precisely what we have attempted to do in this chapter. Third, by considering data
for latest available year, our study is able to offer an up-to-date understanding of
the impact of economic reforms and globalization policies on the agricultural
sector in India. Apart from discussing production performance, this chapter also
highlights briefly some of the constraints faced by agriculture in India which
impinge upon its performance in the era of economic reforms.

This chapter is divided into five sections. Following by the introduction, we
provide a description of data sources and methodology followed in this study in
Sect. 2. In Sect. 3, we seek to understand production performance of Indian
agriculture during pre- and post-economic reforms periods by comparing the
growth rates of agricultural production for these periods. Such a comparison has
been carried out for all-India and 17 major states, both at levels of individual crops
and groups of crops. Some of the constraints faced by Indian agriculture have been
discussed in Sect. 4. The final section summarizes our main findings and suggests
some policies to improve production performance of Indian agriculture in future.

Data Sources and Methodology

The data that we have used in this study are those of area and production of principal
crops for the period of 1980-1981 to 2009-2010 for all-India as well as 17 major
states. These data have been collected mostly from the Centre for Monitoring the
Indian Economy (CMIE) reports (various issues). Some data have also been gath-
ered from the Ministry of Agriculture and Cooperation, Government of India, New
Delhi and the website www.indiastat.com. For land and inputs use data, apart from
these sources, we have depended on the works of some past researchers.

In order to ensure inter-temporal comparability among the states, we made
some initial adjustment to data. As the states of Jharkhand, Uttaranchal, and
Chhattisgarh have been carved out of Bihar, Uttar Pradesh and Madhya Pradesh
respectively, we have merged Bihar with Jharkhand, Uttar Pradesh with Uttar-
anchal, and Madhya Pradesh with Chhattisgarh. The absolute figures on area and
production of various crops for individual states helped to arrive at the figures for
the combined states. Thus, the figures of Bihar, Uttar Pradesh, and Madhya Pra-
desh refer to those of the undivided states.

In this study, we are required to compute, inter alia, the growth rates of food
grains, non-food grains and all-crop production for the two periods (pre-reform and
post-reform) to provide an overall understanding of changes in growth performance
of agriculture in India and her states between these periods. As the series repre-
senting indices of these crop groups are not available, particularly at the state level,

5 This is also the approach adopted by Bhalla and Singh (2001, 2012) in their studies on Indian
agriculture.
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we have constructed these series for the entire period of our study (1980-1981 to
2009-2010). To construct these series, we have first converted physical quantities of
production of various crops into value terms, and added those. For this purpose, we
have used all-India prices for those crops for the triennium ending 2003-2004.° The
values of production obtained here have been also utilized for estimating the growth
rates of production of individual crops and groups of crops.

The growth rates estimated in our study are all exponential growth rates. The
growth rates of production for individual crops/groups of crops have been com-
puted for two sub-periods—1980-1981 to 1994-1995 and 1995-1996 to
2009-2010. The former period represents the pre-reforms period while the later
represents post-reforms period. It is expected that some changes would be reflected
in the production performance of agriculture in India following adoption of eco-
nomic reforms policies and globalization of agriculture in the aftermath of India’s
signing of Agreement on Agriculture in 1994 as a member of the WTO.

To ensure comparability of growth rates for two different sub-periods, we have
estimated the ‘kinked exponential model” as proposed by Boyce (1987). The main
advantage of this model is that it eliminates ‘discontinuity’ between different sub-
periods which automatically arises when separate exponential functions are fitted
for different sub-periods. Another advantage of Boyce-methodology is that it
enables us not only to obtain comparable growth rates for two different sub-periods
by fitting a single function but also to examine the presence of a ‘trend-break’ in
the growth rate of production.

The kinked exponential model estimated by us takes the following form:

In Q=a-+bDit+ byDyt
where D; = 1 in 1980-1981 to 1994-1995 and 0 in 1995-1996 to 2009-2010";
D, =1—Dy; and
t=-145,...,-05,05,...,145

After estimating the above model, the growth rates for pre- and post-reforms
periods are obtained as (b, * 100) and (b, * 100), respectively.®

5 We used the price data available from Singh (2007). To construct all-India price series for
individual crops, Singh considered the data on value of production of various crops as available
from National Accounts Statistics (published by the Central Statistical Organization) which have
been divided by the physical quantities of respective crop-production levels as available from
Area and Production of Principal Crops in India (published by the Ministry of Agriculture,
Government of India). To overcome the yearly fluctuation, an average of 3-year prices (for
2001-2002, 2002-2003, and 2003-2004) has been considered.

7 On the basis of visual inspection of data series for all-crop production, we assumed a ‘break’
between the crop years 1994-1995 and 1995-1996.

8 1It, however, needs mention that the ‘kinked exponential model’ suffers from the limitation that
it considers the breakpoint in a given time series as exogenously determined. To overcome such a
limitation, Quandt (1960) and Andrews (1993) developed a methodology (popularly known as the
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To examine the statistical significance of difference in growth rates for the two
sub-periods, we further conducted the Wald Chi-square test wherein the null
hypothesis has been Hy : by = b;.

Production Performance of Indian Agriculture
All-India Scenario

To begin with, we consider the growth rates of food grains, non-food grains and
all-crop production in all-India during pre- and post-reforms periods. It appears
from Table 6.1 that, for all these categories, annual growth rates of production
decreased significantly during post-reforms period compared to pre-reforms per-
iod. While annual growth rate of food grains production in the country was 2.56 %
during pre-reforms period (which was higher than annual growth rate of popula-
tion during 1980s), it declined to a very low level of 1.02 % during post-reforms
period (which is much below annual growth rate of population during 1990s and
beyond®). The growth rate of non-food grains production also bears the same story,
declining from 4.14 % during pre-reforms period to 2.15 % during post-reforms
period. Thus, the growth rate of all-crop production during post-reforms period
(1.50 %) is reduced to less than 50 % of its level during pre-reforms period
(3.15 %). It also needs mention that decline in growth rates of food grains, non-
food grains and all-crop production were all statistically significant (as revealed by
statistical significance of Wald Chi-square statistics), which also indicates pres-
ence of negative trend-break in production after adoption economic reforms pol-
icies. On the basis of these results, it may be concluded that Indian agriculture

(Footnote 8 continued)

Quandt—Andrews methodology) to endogenously determine the breakpoint in the time series.
This methodology has been further extended by Bai and Perron (1998, 2003) to examine presence
of multiple breakpoints in the time series. In this study, we have not applied these methodologies
to determine the break-year for the following reasons: First, the methodologies for endogenous
determination of breakpoints are ideally suited for sufficiently long (historical) data series.
Second, these methodologies when applied to different crop-production series do not produce
identical result with regard to the presence of the breakyear. This causes difficulty in dividing our
study period into two sub-periods (pre- and post-reform). However, our assumption regarding
presence of a ‘break’ in 1995 is broadly in conformity with Chand and Parappurathu (2012) who
applied Bai-Perron methodology to a 60-year long data series on value of agricultural GDP and
found that 1995-1996 was one of the six breakyears for such a series. Third, in a study such as
this, the year of break should not be construed as one that merely fulfills a statistical criterion;
rather, it should also correspond to some definitive shift in economic policy regimes. Viewing
from this later perspective, our choice of 1995 as the break-year seems justifiable as efforts
toward globalization of Indian agriculture formally started from early 1994 the effect of which on
agricultural production performance is likely to be reflected after a time-lag.

° The annual compound growth rates of population in India during 1991-2001 and 2001-2011
were 1.95 and 1.65 %, respectively.
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Table 6.1 Kinked exponential growth rates of food grains, non-food grains and all-crop pro-
duction in All-India

Crop Annual growth rate Diff. in Wald Chi-
Pre-reform (1980-1981  Post-reform (19951996 ZroWth rate  square statistic
to 1994-1995) to 2009-1910)
Food 2.56 1.02 ~1.55 10.67
grains
Non-food 4.14 2.15 —1.99 12.00%*
grains
All crop 3.15 1.50 —1.65 11.97*

Note * implies significance at 1 % level
Source computed by the authors using data from sources mentioned in Sect. 6.2 of the chapter

suffered a setback with regard to production performance after adoption of eco-
nomic reforms and globalization policies.

State-Level Performance

Let us now look into the state-level performances with regard to food grains, non-
food grains and all-crop production for the two periods—pre-reform and post-
reform. The information presented in Table 6.2 show that, compared to pre-reforms
period, the decline in growth rate of food grains production during post-reforms
period has been widespread in India. Thus, for 12 out of 17 major states considered
by us, the annual growth rates of food grains production decelerated during post-
reforms period compared to pre-reforms period. What is more, in 11 of these states,
the decline in growth rate of food grains production was statistically significant
indicating the presence of negative trend-break in food grains production.

As regards growth of food grains production, the five states are found to have
improved their position in the post-reforms period. These states are Gujarat,
Andhra Pradesh, Orissa, Karnataka, and Jammu and Kashmir. Among these states,
the most noticeable improvement in growth of food grains production has taken
place in Gujarat (increasing from —0.03 % per annum during pre-reforms period to
3.90 % per annum during post-reforms period). In fact, Gujarat topped the list of
states in terms of growth of food grains production during post-reforms period. The
other states to perform more or less satisfactorily in terms of growth of food grains
production during post-reforms period are Andhra Pradesh (2.53 %), Karnataka
(2.28 %), Haryana (1.96 %), and Rajasthan (1.62 %). On the other hand, one of the
green-revolution states, namely Punjab (0.36 %), recorded a dismal performance
with regard to growth of food grains production during post-reforms period.
Further, West Bengal, which topped the list of states in terms of growth of food
grains production during pre-reforms period (which was 4.49 %) dropped down
to sixth position and suffered a significant decline in growth of food grains
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Table 6.2 Kinked exponential growth rates of food grains, non-food grains and all crops pro-
duction in 17 major states during pre- and post-reforms periods

State Annual growth rate Diff. in growth rate Wald Chi-square statistic
Pre-reform  Post-reform
Foodgrains
Andhra Pradesh 1.33 (13) 2.53 (2) 1.19 1.32
Assam 2.51 (7) 0.69 (7) —1.83 6.32%%
Bihar 3.20 (6) 0.40 (10) —2.80 4.58%%*
Gujarat —0.03 (15) 390 (1) 393 2.49
Haryana 4.01 (2) 196 (4) -2.05 10.16*
Himachal Pradesh 2.11 (11) 030 (13) —1.81 3.57%**
Jammu and Kashmir 0.46 (14) 0.68 (8) 0.22 0.08
Karnataka 1.80 (12) 228 (3) 0.48 0.16
Kerala —240 (17) =391 (17) —1.50 7.14*
Madhya Pradesh 3.87 (4) —-0.74 (15) —4.61 13.70*
Mabharashtra 221 (10) —0.12 (14) —2.32 3.09%**
Orissa —0.04 (16) 0.52 (9) 0.57 0.11
Punjab 3.88 (3) 0.36 (11) —3.53 9.93*
Rajasthan 240 (8) 1.62 (5) —-0.78 0.15
Tamil Nadu 235 (9) -2.17 (16) —4.52 8.76*
Uttar Pradesh 3.25 (5) 0.33 (12) —2.91 34.02%
West Bengal 4.49 (1) 1.32 (6) —-3.17 16.93*
Non-foodgrains
Andhra Pradesh 4.53 (8) 1.26 (9) -—-3.27 10.17%*
Assam 1.84 (13) 0.67 (13) —1.17 17.57*
Bihar 0.17 (15) 290 (5) 2.73 2.25
Gujarat 229 (11) 442 (1) 2.12 0.70
Haryana 5.62 (4) 1.78 (8) —-3.84 10.47*
Himachal Pradesh 7.50 (3) 0.13 (15 —-7.37 7.96%*
Jammu and Kashmir —2.78 (17) —0.46 (16) 2.33 0.22
Karnataka 5.36 (5) 0.80 (12) —4.56 28.16*
Kerala 385 (10) 1.06 (10) —2.79 32.13%
Madhya Pradesh 10.73 (1) 2.60 (6) —8.12 37.27*
Mabharashtra 394 (9) 427 (3) 0.33 0.09
Orissa —-1.73 (16) —1.35 (17) 0.38 0.06
Punjab 1.99 (12) 0.24 (14) —1.75 2.96%#*
Rajasthan 9.22 (2) 316 4) —6.07 8.87*
Tamil Nadu 4.83 (6) 0.86 (11) —3.97 11.61%*
Uttar Pradesh 1.78 (14) 436 (2) 2.58 9.91%
West Bengal 4.63 (7) 237 (7) =2.26 19.68*
All crops
Andhra Pradesh 272 (11) 196 4) -0.76 0.62
Assam 2.13 (14) 0.68 (13) —1.45 17.36*
Bihar 258 (12) 1.04 (9) —1.54 1.62
Gujarat 1.57 (15) 427 (1) 2.70 1.20
Haryana 4.36 (4) 191 (5) —2.45 17.47*
Himachal Pradesh 243 (13) 029 (15) -2.13 5.08**

(continued)
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Table 6.2 (continued)
State Annual growth rate Diff. in growth rate Wald Chi-square statistic

Pre-reform  Post-reform

Jammu and Kashmir 020 (16) 0.76 (10) 0.56 0.48
Karnataka 366 (1) 151 (7) —2.14 5.81%%
Kerala 3.00 (8) 071 (11) —2.28 25.89%
Madhya Pradesh 537 (1) 070 (12) —4.67 16.64%
Maharashtra 294 (9) 231 3) —0.63 0.31
Orissa —0.56 (17) 001 (16) 0.57 0.14
Punjab 371 (6) 037 (14) —3.34 11.60%
Rajasthan 455 2) 257 2) —1.99 1.20
Tamil Nadu 375 (5) —0.19 (17) —3.95 10.42%
Uttar Pradesh 2.83 (10) 1.51 (8) —1.31 12.36*
West Bengal 452 3) 171 (6) —2.81 23.67%

Notes *, ** and *** imply significance at 1, 5 and 10 % levels respectively. Figures in paren-
theses are ranks among 17 major states
Source As in Table 6.1

production during post-reforms period (1.32 %). In four of the remaining states
(Kerala, Tamil Nadu, Madhya Pradesh, and Maharashtra), the growth rate of food
grains production turned negative during post-reforms period while it was less than
1 % in others. Thus, it can be said that a good majority of the states in India,
including some green-revolution states, suffered significant decline in growth of
food grains production in the era of economic reforms. The growth rate of food
grains production during the post-reforms period was lower than the growth rate of
population not only in India but also in majority of the states. This raises concern
about maintaining food security in the country in future unless significant break-
throughs are attained with regard to performance of the food grains sector.

A more or less similar picture is obtained as regards growth of non-food grains
production during pre- and post-reforms periods. It is observed from Table 6.2
that, compared to pre-reforms period, 11 out of 17 major states in India suffered
decline in growth rate of non-food grains production during the period of eco-
nomic reforms. The states which improved their positions with regard to growth of
non-food grains production during post-reforms period are Gujarat, Uttar Pradesh,
Maharashtra, Bihar, Jammu and Kashmir, and Orissa. Among these states, once
again, Gujarat not only recorded significant improvement in growth rate of non-
food grains production during post-reforms period (which is 4.42 % per annum)
but also occupied the topmost position in terms of growth rate of non-food grains
production during this period. The other states to display satisfactory performance
with regard to growth of non-food grains production during post-reforms period
are Uttar Pradesh (4.36 %), Maharashtra (4.27 %), Rajasthan (3.16 %), Bihar
(2.90 %), Madhya Pradesh (2.60 %), and West Bengal (2.37 %). On the other
hand, some of the states that displayed poor performance with regard to growth of
non-food grains production during this period are Orissa (—1.35 %), Jammu and
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Kashmir (—0.46 %), Himachal Pradesh (0.13 %), Punjab (0.24 %), Assam
(0.67 %), and Karnataka (0.80 %).

As regards all-crop (food grains + non-food grains) production, it is found that
an overwhelming majority of the states (14 out of 17) suffered decline in growth
rate during the post-reforms period compared to pre-reforms period. In 10 out of
these 14 states, the decline in growth rate of all-crop production has been statis-
tically significant suggesting the presence of negative trend-break in production.
The three states to improve growth rate of all-crop production during this period
are Gujarat, Jammu and Kashmir, and Orissa. Among all states, the growth rate of
all-crop production during post-reforms period was the highest in Gujarat
(4.27 %), which is followed by Rajasthan (2.57 %), Maharashtra (2.31 %), And-
hra Pradesh (1.96 %), Haryana (1.91 %), West Bengal (1.71 %), Karnataka
(1.51 %), Uttar Pradesh (1.51 %), and Bihar (1.04 %). In remaining seven states
(Jammu and Kashmir, Kerala, Madhya Pradesh, Assam, Punjab, Himachal Pra-
desh, and Orissa) the growth rate of all-crop production was less than 1 % while it
was negative in Tamil Nadu. It clearly appears that while a vast majority of the
states in India (including the green-revolution state like Punjab), suffered decline
in growth of crop production during the period of economic reforms, a handful of
states displayed some improvement in this regard. Of course, the most notable turn
around with regard to crop production (both food grains and non-food grains) has
happened in the state of Gujarat, which is currently being cited as a model for
emulation by other states.

Crop-Level Performance in All-India

In order to have a more disaggregated view of agricultural performance, we have
computed growth rates of production of major crops/crop groups for our study
periods. Table 6.3 presents such information for all-India. It clearly emerges that
the growth rates of production declined significantly for majority of the crops (both
food grains and non- food grains) during the period of economic reforms compared
to pre-reforms period. The important crops within the group of food grains to suffer
decline in growth rate of production during post-reforms period are rice, wheat and
pulses. For all these crops (except pulses), the decline in growth rate of production
during the post-reforms period has been statistically significant. In other words, a
negative trend-break in respect of production growth of these crops is observed
during the period of economic reforms. Among the non-food grains and com-
mercial crops, decline in growth rate of production during post-reforms period is
noticeable in respect of groundnut, rapeseed and mustard, soybean, oilseeds (total),
plantation crops (comprising tea, coffee and rubber), condiments and spices,
banana, potatoes, and sugarcane. For all these crops (except potatoes) decline in
growth rate of production has been statistically significant indicating the presence
of negative trend-break in production. Three crops which experienced improve-
ment in growth rate of production during post-reforms period are coarse cereals,
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Table 6.3 Kinked exponential growth rates of production of some selected crops in all-India

Crop Annual growth rate Diff. in growth rate Wald Chi-square statistic

Pre- Post-

reform reform
Rice 3.20 0.93 —-2.27 15.06*
Wheat 3.75 1.35 —2.41 31.87*
Coarse cereals 0.05 1.14 1.09 1.66
Total pulses 0.86 0.43 —-0.43 0.35
Groundnut 2.23 —1.84 —4.07 5.67%*
Rapeseed and mustard  6.55 0.98 —5.58 14.29%*
Soybean 18.14 4.66 —13.49 84.87*
Total oilseeds 5.28 0.83 —4.45 17.04*
Cotton 2.71 4.94 2.22 3.09%%*
Total fibers 1.70 3.90 2.20 5.89%%*
Plantation crops 3.78 2.55 —1.23 15.10%
Condiments and spices 4.29 3.03 —1.26 4.24%*
Banana 6.88 4.03 —2.85 3.82%%*
Potatoes 4.59 3.36 —1.23 1.99
Sugarcane 3.71 0.77 —2.94 12.93%*

Note *, ** and *** imply significance at 1, 5 and 10 % levels respectively
Source As in Table 6.1

cotton and fibers (total); the last two of these crops displaying statistically sig-
nificant improvement in production growth rate during post-reforms period com-
pared to pre-reform period. However, on the whole, it appears that majority of the
crops in India suffered decline in growth rate of production during the period of
economic reforms compared to the same during pre-reforms period.

Crop-Level Performance in States

We have also computed growth rates of production during pre- and post-reforms
periods for different crops in 17 major states considered for this study. Such
information has been presented in Table 6.4.

Consistent with the pattern observed for all-India, the growth rates of pro-
duction of two most important food crops, namely rice and wheat, declined in a
large number of states during the period of economic reforms compared to pre-
reforms period. As regards rice, such a decline is visible in 14 out of 17 major
states. Further, in half of these states, the growth rate of production for rice has
been statistically significantly lower during post-reforms period compared to pre-
reforms period which indicates the presence of negative trend-break in production.
These states are Madhya Pradesh, Tamil Nadu, Uttar Pradesh, West Bengal,
Assam, Punjab, and Kerala (in descending order of rate of reduction in growth rate
of rice production). It is also to be noted that all these states, except Kerala, belong
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to the group of major rice producing states of the country (CMIE 2010, p. 54).
During the post-reforms period, annual growth rate of rice production was highest
in Haryana (3.81 %). The other states to display impressive performance in rice
production during this period are Gujarat (3.69 %), Punjab (2.51 %), and Rajas-
than (2.14 %). On the other hand, while the growth rate of rice production in Tamil
Nadu turned negative (—2.46 %) during post-reforms period, in West Bengal it is
reduced to a very low level of 1.28 % (which was 5 % during pre-reforms period).
Even in Uttar Pradesh, the highest contributor in the rice bowl of the country, the
growth rate of rice production during post-reforms period is reduced to a meager
0.32 %, which was highest among all states at 5.09 % during pre-reforms period.

The picture obtained for wheat is no different from that is observed for rice.
Thus, in 12 out of 17 major states the growth rate of wheat production during post-
reforms period was lower than the same during pre-reforms period. Of these states,
six states displayed clear signs of negative trend-break in production. These states,
in descending order of rate of decline in growth rate of wheat production, are
Madhya Pradesh, Punjab, Bihar, Haryana, Rajasthan, and Uttar Pradesh. All these
states belong to the group of major wheat producing states of the country (Ibid.,
p. 96). Another important observation in respect of growth rate of wheat pro-
duction is that it turned negative during post-reforms period in six states that
include Punjab (others are Assam, Bihar, Madhya Pradesh, Maharashtra, and
Orissa). On the other hand, Gujarat recorded the highest growth rate in wheat
production during post-reforms period (7.88 %) which was negative during pre-
reforms period (—1.26 %). As a consequence, it became the only state that enjoyed
positive trend-break in wheat production in the era of economic reforms. Apart
from Gujarat, other states to display relatively good performance with regard to
growth of wheat production during post-reforms period are Karnataka (3.35 %),
Haryana (1.99 %), Jammu and Kashmir (2.19 %), and Rajasthan (1.80 %).
In Uttar Pradesh, which is the largest producer of wheat in the country, the growth
rate of wheat production dropped down to 1.07 % during post-reforms period from
a rather high level of 3.75 % during pre-reforms period.

In respect of production of coarse cereals, we have a mixed picture. While six
states enjoyed positive trend-break in production of coarse cereals during post-
reforms period compared to pre-reforms period (these are Andhra Pradesh, Har-
yana, Punjab, Orissa, Tamil Nadu, and West Bengal), four states suffered from
negative trend-break in production (which are Kerala, Uttar Pradesh, Maharashtra,
and Himachal Pradesh). It also needs mention that, among all states, most
impressive performance (more than 4 % per annum growth rate) with regard to
production of coarse cereals during post-reforms period has been displayed by
Andhra Pradesh, Haryana, Rajasthan, and West Bengal.

The growth rate of total pulses production improved significantly in seven
states during the post-reforms period compared to pre-reforms period. These
states, in descending order of incremental growth rate, are Himachal Pradesh,
Orissa, Bihar, Jammu and Kashmir, Karnataka, Andhra Pradesh, and West Bengal.
On the other hand, the growth rate of pulses production decreased significantly in
five states during post-reforms period, which are Tamil Nadu, Punjab, Haryana,
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Kerala, and Uttar Pradesh. Among all states, quite impressive growth rate of pulses
production has been recorded in Himachal Pradesh (5.88 %), Andhra Pradesh
(5.46 %), Karnataka (3.97 %), and Bihar (3.03 %). However, the growth rate of
pulses production in major pulses producing states like Maharashtra (1.56 %) and
Madhya Pradesh (1.31 %) was much low during post-reforms period compared to
pre-reforms period while in Uttar Pradesh it turned negative (—4.31 %).

Apart from rice and wheat, another glaring example of agricultural production
suffering during the period of economic reforms is observed in respect of oilseeds
(total). As shown in Table 6.4, in 14 out of 17 major states, the growth rate of
oilseeds production during post-reforms period was lower than the same during pre-
reforms period. Again, in 11 out of these 14 states, the decline in growth rate of
production during post-reforms period was statistically significant indicating clear
sign of negative trend-break in oilseeds production in vast majority of the states.
Gujarat is the only exception among major oilseeds producing states (others are
Rajasthan, Uttar Pradesh, Karnataka, Andhra Pradesh, Tamil Nadu, Madhya Pra-
desh etc.) to have recorded some improvement in growth rate of oilseeds production
during post-reforms period (3.20 %) compared to pre-reform period (2.90 %).

More than one-half of the states considered by us suffered decline in fibers
(comprising cotton, jute, mesta and sannhemp) production during post-reforms
period compared to pre-reforms period. This fall in growth rate of fibers production
has been statistically significant in Kerala and Rajasthan. On the other hand,
Gujarat and Madhya Pradesh attained statistically significant improvement (posi-
tive trend-break) in growth of fibers production during post-reforms period com-
pared to pre-reforms period. This has happened due to significant improvement in
cotton production in these two states. The other states to attain some improvement
in growth rate of fibers production (especially cotton) during post-reforms period
are Andhra Pradesh and Maharashtra.

The plantation crops (tea, coffee and rubber) suffered decline in growth rate of
production during post-reform period in all states except West Bengal. Significant
decline in this respect (especially coffee and rubber) is noticeable in Kerala while
in Tamil Nadu and Assam it is with respect of tea. On the other hand, West Bengal
recorded significant improvement in production of plantation crops (primarily tea)
during post-reforms period compared to pre-reforms period.

Production growth of a commercial/cash crop like potatoes suffered decline
during post-reforms period in six states of which four states witnessed negative
trend-break in production. These states, in descending order of rate of decline in
growth rate, are Karnataka, Himachal Pradesh, West Bengal, and Assam. On the
other hand, six states recorded higher growth of potatoes production during post-
reforms period of which three displayed positive trend-break (these are Haryana,
Maharashtra, and Punjab). It also needs mention that while West Bengal, the
second largest producer of potatoes in the country, suffered from a very high
reduction in growth rate of potatoes production during post-reforms period com-
pared to pre-reforms period (declining from 7.74 to 1.71 % per annum), Uttar
Pradesh (the largest producer of potatoes in the country) failed to make any
significant improvement in the same during post-reforms period. This largely
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explains overall (all-India level) fall in growth rate of potatoes production in the
country, as observed earlier.

As regards sugarcane, another important cash crop, compared to pre-reforms
period, the growth rate of production declined during post-reforms period in 11 out
of 17 major states. Among these states, the decline in growth rate has been sta-
tistically significant in eight states which are Jammu and Kashmir, Karnataka,
Rajasthan, Punjab, Haryana, Kerala, Tamil Nadu, and Bihar. The two states to
improve growth rate of sugarcane production significantly during post-reforms
period are Uttar Pradesh and Madhya Pradesh. It also appears that although,
among major sugarcane producing states of the country, both Uttar Pradesh and
Maharashtra recorded some improvement in growth rate of sugarcane production
during post-reforms period, this has been significant only in the case of the former.

Some Constraints Faced by Indian Agriculture

The above discussion clearly brought out a story of dismal production performance
of agriculture in India in the era of economic reforms. This has been revealed
through declines in growth rates of production of a wide array of crops (both food
and non-food), both in all-India and majority of the states. It would, therefore, be
in the fitness of things to look into some major constraints faced by Indian agri-
culture which are likely to explain its poor performance during the post-reforms
period. Some of those constraints are the following'’:

Declining Land Availability

There is clear sign of amount of land available for cultivation declining, thanks to
increasing industrialization and urbanization in the country. In fact, a process of
agricultural land getting shrunk, albeit slowly, has been in operation right from the
start of 1980s and continued unabated in subsequent decades in all-India and
majority of the states. This point becomes clear when we look into the volume of
net sown area and its growth rate, presented in Table 6.5. It is found that the net
sown area (in thousand hectares) in all-India declined from 1,33,627 during
1980-1983 to 1,29,859 during 1990-1993, and further to 1,28,510 during
2005-2008. It is also found that net sown area in all-India declined at an annual
rate of 0.29 % during pre-reforms period (1980-1983 to 1990-1993) and 0.08 %

10 Qur discussion here is too broad and synoptic, and needs to be expanded substantially. We
also admit that the list of constraints provided by us is not exhaustive. Actually, the purpose of
this section has been to initiate discussion on this vital issue. In any case, more detailed research
should be undertaken to complete our understanding about the obstacles faced by the agriculture
sector in different states/regions of India in the ongoing phase of globalization and liberalization.
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during post-reforms period (1990-1993 to 2005-2008). When we look into the
growth rate of net sown area in the states, it is found that it was negative in 13 out
of 17 major states during post-reforms period (the exceptions being Gujarat, Ra-
jasthan, Punjab, and Haryana). All these clearly indicate that no future scope for
expansion of areas under cultivation exists so as to increase agricultural production
in the country through this route.

Table 6.5 further shows that, despite non-availability of more lands for crop
cultivation, cropping intensity'' in India have not expanded to any great extent
over the years. Cropping intensity, which was 124 in all-India during 1980-1983,
expanded to 130 only during 1990-1993 and 138 during 2005-2008. Moreover,
cropping intensity remained at abysmally low levels in majority of the states even
in 2005-2008. In more than one-half of the states, cropping intensity hardly
exceeded 150 today. These states are Andhra Pradesh, Assam, Bihar, Gujarat,
Karnataka, Kerala, Madhya Pradesh, Maharashtra, Rajasthan, and Tamil Nadu.
When we consider the growth rate of cropping intensity, it appears that, at the all-
India level, it remained almost stagnant all though our study periods—pre- and
post-reforms. Further, at the state level, decline in growth rate of cropping
intensity is visible during post-reforms period compared to pre-reforms period in
10 out of 17 major states. These states, in descending order of decline in growth
rate of cropping intensity are Assam, Punjab, West Bengal, Tamil Nadu, Orissa,
Jammu and Kashmir, Kerala, Karnataka, Andhra Pradesh, and Uttar Pradesh.

Low Growth of Inputs Used

Perhaps the most important constraint faced by Indian agriculture in the era of
economic reforms is low progress in the matter of utilization of various inputs,
which is likely to explain large part of observed decay in growth of agricultural
production in this era. To understand the levels of inputs utilization, we have
presented data on some indicators in Table 6.6, which are: (a) number of tractors
per 10,000 ha, (b) Pumpsets per 1,000 ha, (c) fertilizers consumption (Kg./ha), and
(d) percentage of gross cropped area irrigated. It is found that, in absolute terms,
some increase in utilization of these inputs has taken place both in all-India and the
individual states. At the all-India level, the number of tractors (No./0000 ha)
increased from 37 during 1980-1983 to 86 during 1990-1993 and 167 during
2005-2008. Similarly, pumpsets (No./000 ha) increased from 49 to 79 and 111.
Fertilizers consumption (Kg./ha) for the three periods are found to be 44, 91 and
153, respectively. As regards percentage of gross cropped area irrigated, the fig-
ures are 29, 36, and 44 for the three periods, respectively. The increases in utili-
zation of all these inputs, in absolute terms, are also visible in the states (an

""" Cropping intensity = (Gross cropped area/Net sown area) * 100.
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exception being Assam where the percentage of gross cropped area irrigated
declined over the years).

However, a different story unfolds when we compare growth rates of these
inputs for the two periods—pre- and post-reforms.'> As shown in Table 6.7, for all
inputs, at the all-India level, the growth rates of various inputs used in agriculture
declined during the period of economic reforms compared to pre-reforms period.
Thus, annual growth rate of gross irrigated area, which was 2.38 % during pre-
reforms period, reduced to 1.94 % during post-reforms period; growth rate of
fertilizers consumption, reduced from 7.74 % to 4.47 %; pump sets from 5.09 % to
3.04 %:; and tractors from 9 % to 5.64 %.

The state level scenarios with regard to growth of various inputs are broadly
similar to the one observed for all-India. In 13 out of 17 states considered, the
growth rate of gross irrigated area declined during post-reforms period compared
to pre-reforms period (the exceptions are Gujarat, Kerala, Maharashtra, and Tamil
Nadu). As regards growth of fertilizers consumption, decline in growth rate during
post-reforms period over the previous period is visible in all but one state (the
exception here is Gujarat). Similarly, growth rate of pumpsets declined during
post-reforms period in 13 states (Gujarat, Himachal Pradesh, Orissa and West
Bengal are the exceptions). For tractors, 13 states are found to have suffered
decline in growth rate during post-reforms period (exceptions are Bihar, Jammu
and Kashmir, Madhya Pradesh, and Orissa).

It clearly emerges that a vast majority of the states in India (including green-
revolution states like Punjab and Haryana) suffered declines in growth rates of
various agricultural inputs during the period of economic reforms which possibly
explain such a widespread decline in growth rates of agricultural production in the
era of economic reforms, as observed earlier. However, it also needs mention that,
in all these respects, a notable exception during post-reforms period has been
Gujarat, and it is no wonder that its breakthrough on the agricultural front has
drawn wide research attention in recent years."?

'2 For calculation of growth rate of an input (X), the following formula has been used:
X, = X[+ 1"
=>r= [XJ/X,:I]/n—l

where ‘7’ is the rate of growth and ‘n’ is the time length between two periods (i and j). Using this
formula, ‘7’ when multiplied by 100 provides growth rate in percentage terms.

13 Several scholars have attempted to explain Gujarat’s success on the agricultural front in the
era of economic reforms. They observed public investment in infrastructure like irrigation,
power, roads, watersheds, check dams, technology like BT cotton, and diversification in
agriculture played crucial roles in raising agricultural growth rate in Gujarat since mid-1990s (see
Gulati 2009; Shah et al. 2009).
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6 Production Performance of Indian Agriculture

Falling Investment

147

Investment is considered to be the main driver of growth in all sectors of economy,
including agriculture. Past studies have revealed that gross capital formation (GCF)
in agriculture and allied sector (which is a measure of investment) moved upwards
right from mid-1960s, which picked up further in mid-1970s. At that time, the share
of public sector in GCF in agriculture and allied sector was quite high. Table 6.8
shows that it was as high as 48.39 % in 1980-1981. However, the share of public
sector in GCF dwindled over the years, especially after the adoption of economic

Table 6.8 Gross capital formation (GCF) in agriculture and allied sector in India

Year GCF in agrl. and allied sector Share in GCF of agrl. Share of agrl. and allied

(at current prices) (Rs. crore) and allied sector (%) sector in total (%)

Public Private Total  Public Private Public Private Total

sector sector sector sector sector sector
1980-1981 1892 2018 3910  48.39 51.61 15.6 12.9 14.1
1981-1982 2041 2263 4304  47.42 52.58 12.0 8.3 9.7
1982-1983 2263 2636 4899  46.19 53.81 11.2 10.9 11.1
1983-1984 2466 2902 5368  45.94 54.06 11.6 13.0 12.3
1984-1985 2678 3413 6091  43.97 56.03 10.5 10.5 10.5
1985-1986 2818 3768 6586  42.79 57.21 9.4 8.8 9.1
1986-1987 2895 4033 6928  41.79 58.21 8.3 94 8.9
1987-1988 3304 4642 7946  41.58 58.42 9.8 12.6 11.2
1988-1989 3442 5577 9019  38.16 61.84 8.6 9.2 8.9
1989-1990 3354 5833 9187  36.51 63.49 7.2 8.8 8.2
1990-1991 3628 8596 12224 29.68 70.32 6.8 11.7 9.7
1991-1992 3653 9000 12653 28.87 71.13 6.3 9.7 8.4
1992-1993 4175 10804 14979 27.87 72.13 6.5 10.4 8.9
1993-1994 4918 10331 15249 3225 67.75 6.9 9.4 8.4
1994-1995 6002 12381 18383  32.65 67.35 6.8 7.7 7.4
1995-1996 6762 14605 21367 31.65 68.35 7.4 5.9 6.3
1996-1997 7296 17119 24415 29.88 70.12 7.6 7.9 7.8
1997-1998 6921 19087 26008 26.61 73.39 6.9 8.2 7.8
1998-1999 7583 19131 26714  28.39 71.61 6.6 8.7 8.0
1999-2000 8670 41481 50151 17.29 82.71 6.0 11.9 10.2
2000-2001 8176 38558 46734 17.49 82.51 5.7 11.1 9.5
2001-2002 10353 51285 61638 16.80 83.20 6.6 13.5 11.5
2002-2003 9563 52319 61882 15.45 84.55 6.4 11.5 10.2
2003-2004 12218 49249 61467 19.88 80.12 7.0 9.1 8.6
2004-2005 16187 59909 76096 21.27 78.73 6.7 7.8 7.5
2005-2006 20739 69213 89952 23.06 76.94 7.1 74 7.3
2006-2007 25606 73993 99599 25.71 74.29 7.2 6.5 6.7
2007-2008 27638 94836 122474 22.57 77.43 6.3 6.8 6.6
2008-2009 29378 132835 162213 18.11 81.89 5.6 9.7 8.5
2009-2010 34521 188842 223363 15.46 84.54 5.7 9.1 8.2

Source Ministry of Agriculture, Government of India (downloaded from www.indiastat.com)
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Fig. 6.1 Percentage share of agrl. and allied in total GCF

reforms policies in 1991. This produced a dampening effect on the private sector
capital formation as well. As a consequence, GCF in agriculture and allied sector as
a whole (public + private) suffered a decline in relative terms. This becomes clear
from the fact that while the share of agriculture and allied sector in total GCF was as
high as 14.1 % in 1980-1981, it reduced to 9.7 % in 1990-1991 and 6.6 % in
2007-2008 after which it recovered a bit to reach 8.2 % in 2009-2010. Another
point that becomes clear from the series representing the share of agriculture and
allied sector in total GCF is that ever since India’s adoption of economic reforms
policies, it followed a declining trend excepting a few years around 2,000 (see
Fig. 6.1 below). Several scholars have held this falling tendency of agriculture
investment (particularly by the public sector) responsible for falling agricultural
growth in India during post-reforms period.

Unfavorable Terms of Trade

It has been observed that the terms of trade for agriculture, which is measured as a
ratio of the implicit price index of GDP accruing from agriculture to that of GDP
accruing from non-agriculture, witnessed a gradual increase during 1980s and early
years of 1990s. However, the terms of trade for agriculture deteriorated sharply
during late 1990s, which continued till about 2004-2005 (Chand and Parappurathu
2012). This not only depressed the farmers’ incomes but also increased farm debt
considerably. Notwithstanding the terms of trade displaying some improvement in
recent years, it is considered as one of the factors responsible for deceleration in
agricultural growth since mid-1990s. This is more so when the costs of crop-culti-
vation have been increasing with reduction of subsidies given to various inputs by
the government as also rising labor costs (Raghavan 2008).
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Credit Constraint

There has been gradual reduction in the share of credit for agriculture to total credit
advanced by the commercial banks, which happened with implementation of
financial liberalization policies. The Expert Group on Financial Reforms (Govern-
ment of India 2008) noted that only 27 % of farmers in the country have access to
institutional credit. Again, among all farmers, access to institutional credit by the
small and marginal farmers remained low although they constituted more than three-
fourths of all farmers in the country. The decline in credit-deposit ratio in rural areas
during post-reforms period is also well-known.'* Above all, a significant inter-
regional inequality in the matter of distribution of agricultural credit persists.

Research, Extension, and Technology Fatigue

We observed earlier that the production growth for many crops declined in the
post-reforms period. This happened due to stagnation in yield growth as the
possibility of area growth is virtually absent. Technology plays an important role
in improving the yields. The National Commission on Farmers indicated that there
is a large ‘knowledge gap’ between yields in research stations and actual yields in
farmers’ fields. The Planning Commission (2007, p. 3) provided an account of
yield gaps with regard to various crops, which are as follows'”:

Wheat: 6 % (Punjab) to 84 % (Madhya Pradesh).

Rice: Over 100 % in Assam, Bihar, Chhattisgarh, and Uttar Pradesh.
Maize: 7 % (Gujarat) to 300 % (Assam).

Jowar: 13 % (Madhya Pradesh) to 200 % (Karnataka).

Mustard: 5 % (Rajasthan) to 150 % (Chhattisgarh).

Soybean: 7 % (Rajasthan) to 185 % (Karnataka).

Sugarcane: 16 % (Andhra Pradesh) to 167 % (Madhya Pradesh).

It is clear from above figures that there exists a ‘technology fatigue’ in Indian
agriculture.'® The failure of agricultural research system and extension services is
understandable in such a situation.

4 The rural credit-deposit ratios of commercial banks for all-India were 57.98, 59.98, 39.04 and
56.26 in 1980-1981, 1990-1991, 2000-2001 and 2005-2006, respectively (Chatterjee 2006).

'3 Chand (2009) compared India’s yield levels for some crops with the same for China. He found
that average yield of paddy in India is less than half of the yield level in China; for wheat, it is
about two-thirds of that in China.

1 The term ‘technology fatigue’ has been coined by M. S. Swaminathan, the Chairman of the
National Commission on Farmers constituted by the Government of India in early 2000s.
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Summary of Findings and Policy Suggestions

Our study has clearly brought out a story of production performance of Indian
agriculture deteriorating significantly in the era of economic reforms and global-
ization. We found that the growth rates of food grains, non-food grains and all-crop
production were statistically significantly lower during post-reforms period com-
pared to pre-reforms period. In fact, for all these categories, negative trend-break in
production occurred in the period of economic reforms. During this period, the
growth rate of food grains production has been reduced to a low level of 1.02 % per
annum, which is far below the rate of growth of population (1.65 % per annum). The
emerging situation indeed raises serious concern about food security of the country.

The decline in growth rate of agricultural production in India during post-
reforms period has been widespread, so that a large number of states in India
suffered from declines in growth rates of food grains, non-food grains and all-crop
production during this period compared to previous period. As regards food grains,
such a decline is visible in 12 out of 17 major states. All but one of these states
revealed negative trend-break in food grains production during post-reforms per-
iod. Interestingly, the list of states suffering from negative trend-break in food
grains production during reforms era includes both green-revolution states like
Punjab and Haryana and West Bengal which ranked first among all states in terms
of growth rate of food grains production during pre-reforms period. Although
compared to pre-reforms period, the growth rates of food grains production were
higher in five states during post-reforms period, only one of them, namely Gujarat,
displayed noticeable improvement in this regard.

Almost a similar story gets repeated in respect of growth of non-food grains
production. Once again, as many as 11 out of 17 major states suffered from decline
in growth rate of non-food grains production during post-reforms period compared
to pre-reforms period. In all these states, the growth rates of non-food grains
production were statistically significantly lower during post-reforms period com-
pared to the earlier period, implying negative trend-break in production. The list of
these states includes Punjab and Haryana, the two green-revolution states.
Although six states improved their growth rates of non-food grains production
during post-reforms period, only one of them enjoyed statistically significant
improvement (positive trend-break).

During post-reforms period, the growth rate of all-crop production declined in
as many as 14 states. In 10 such states, the decline was statistically significant. The
three states to improve growth rate of all-crop production during post-reforms
period compared to pre-reforms period are Gujarat, Jammu and Kashmir, and
Orissa. Among all states, Gujarat ranked first in growth of all-crop production
during post-reforms period, which was lowest in Tamil Nadu.

When we looked into the performance of individual crops, it appeared that, as
expected, majority of the crops suffered decline in growth rates of production during
post-reforms period compared to pre-reforms period. At the all-India level, the list of
crops suffering from such decline includes both food crops and non-food crops.
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Some of the important crops to witness statistically significant decline in growth rate
of production (negative trend-break) during post-reforms period are rice, wheat,
groundnut, rape and mustard, soybean, oilseeds (total), plantation crops, condiments
and spices, banana, and sugarcane. On the contrary, fibers (total) experienced sig-
nificantly positive trend-break in the growth rate of production. Among other
important crops to improve growth rate of production (though not statistically sig-
nificant) during post-reforms period are coarse cereals and cotton.

The crop-level discussion for the states revealed that most of the major rice and
wheat growing states suffered decline in production growth rates during post-
reforms period compared to pre-reforms period. For example, states like Punjab,
Uttar Pradesh, Tamil Nadu, Kerala, West Bengal, Madhya Pradesh and Assam in
respect of rice, and Punjab, Haryana, Uttar Pradesh, Bihar, Madhya Pradesh and
Rajasthan in respect of wheat observed negative trend-break in production during
post-reforms period. The picture is no different in respect of other important crops
such as oilseeds and pulses. Among non-food grains, decline in growth rates is
clearly visible in fibers and plantation crops for the states known for producing
these crops. However, an important exception here is Gujarat that recorded
positive trend-break in fibers (mostly cotton) production during the post-reforms
period. Other commercial crops like potatoes and sugarcane also suffered from
negative trend-break in production in the post-reforms period. All in all, it may be
concluded that the decline of Indian agriculture was so pervasive that majority of
the states and a wide array of crops suffered from negative trend-break in pro-
duction in the era of economic reforms.

We have looked into some important constraints faced by Indian agriculture
which might explain observed fall in growth rate of production of various crops/crop
groups during post-reforms period. In this context, we find that, over the years, there
has been a tendency of land available for cultivation declining, though slowly. An
implication of this observation is that future growth of agricultural production has to
be attained through expansion of cropping intensity as also growth of yield/pro-
ductivity. However, cropping intensity, at the all-India level, has been growing at a
very slow pace, both during pre- and post-reforms periods. What is more, in a
sizeable number of states (10 out of 17 major) the growth rate of cropping intensity
declined during post-reforms period compared to pre-reforms period.

In our view, the most important constraint faced by Indian agriculture during
post-reforms period is the downward trend of growth rates of various inputs. In
respect of inputs like tractors, pump sets, fertilizers, and irrigation, the growth rates
during post-reforms period were lower than their growth rates during pre-reforms
period. This has been the picture both for all-India and majority of the states. The
problem got magnified with relative decline in agriculture investment in the era of
economic reforms. Our data revealed that the share of agriculture and allied
activities in total investment (gross capital formation) declined over the years from
its level in early 1980s.

Further, excepting very recent years, the terms of trade for agriculture was
unfavorable, which reduced farmers’ incomes, and hence their ability to use
purchased inputs like HYV seeds, fertilizers, irrigation, electricity, and so on.
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Added to this, the prices of these inputs have been rising steadily with gradual
withdrawal of subsidies given on them by the government. There is also the credit
constraint faced by the farmers with the government’s pursuance of financial
liberalization policies. We must also mention here the inadequacy of country’s
agriculture research system to develop new seeds and other technologies suitable
for different agro-climatic conditions, not to speak of poor extension services
creating a large ‘knowledge gap’ between yields in research laboratories and
farmers’ fields. Under the circumstances, it is no wonder that growth of agricul-
tural production suffered in India and vast majority of her states in the era of
economic reforms.

Policy Implications

In the light of above discussion, we may suggest a few policies to improve pro-
duction performance of Indian agriculture in future: First, and foremost, steps
should be taken to expand areas under irrigation which would raise cropping
intensity and encourage diversification of crop cultivation. However, for expansion
of irrigation, more public investment would be necessary, especially to build new
medium and large irrigation structures. Pubic investment would also be needed to
improve other infrastructures (roads, electricity supply etc.) in rural areas. In any
case, public investment in agriculture has to be enhanced substantially if at all this
sector has to return to high growth paths and contribute toward fulfillment of
India’s goal of attaining inclusive growth.

Second, as there exists a large ‘yield gap’, efforts should be made to bridge the
same. In this respect, a fresh look at the priorities of Indian agricultural research
system seems necessary. More funds for agricultural research should be allocated.
At present, India spends only about 0.5 % of GDP on agricultural research as
against more than 1 % in other developing countries (Mahendra Dev 2009). Thus,
apart from the central government, the state governments are also required to
support agricultural research and extension programs in a bigger way.

Third, timely supply of agricultural inputs, including credit, at reasonable prices
has to be ensured. The government should review its policy of agricultural subsidy
in the light of the fact that marginal and small farmers are badly affected due to
rise in prices of various inputs (especially fertilizers) ever since the government’s
introduction of structural adjustment and globalisation policies. At a time when net
returns from cultivation has been falling gradually, the production performance of
Indian agriculture could not be improved unless appropriate support mechanisms
(price support, insurance against risks and uncertainties, steady supply of vital
inputs, marketing infrastructures etc.) are in place to incentivize the farmers.

As agriculture is a state subject, more effective planning for agricultural
development is required by the states keeping in view the regional specificities. Of
course, the central government recently launched some special schemes to
accelerate the pace of agricultural development in the country and ensure food
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security. Some such schemes are National Food Security Mission (NFSM),
Rashtriya Krishi Vikas Yojana (RKVY), National Mission for Sustainable Agri-
culture (NMSA), National Horticultural Mission (NHM) etc. As the responsibility
for implementation of these schemes rest on the state governments, they will have
to play a more proactive role for their successful implementation.

Last, but not the least, attention should be focused on the issue of natural
resource management. It is well-known that a large part of the un-irrigated (rain-
fed) areas in India are characterized by low and fluctuating productivity, weak
institutional network and environmental degradation (Ibid.). This requires for-
mulation of separate development strategies for irrigated and un-irrigated areas.
Further, the decline in productivity in many areas is attributed, among other things,
to deterioration of soil quality and water scarcity resulting from groundwater
depletion. Therefore, management of natural resources like land and water should
be accorded topmost priority. Let us hope that formulation and implementation of
appropriate strategies for efficient use and conservation of these vital resources
will enable India to attain the path of sustainable agricultural development in the
years to come.
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Chapter 7

Under the Shadow: Pricing and
Marketing in Indian Agriculture
in Globalization

R. S. Deshpande

Introduction

Pursuit of subsistence living has become one of the major struggles of Indian
farmers. This struggle is largely dictated by the monsoon on one side and func-
tioning of the markets (land, labour, factor and product) and ‘governed’ prices on
the other. Current market centric economic reforms in the form of liberalisation
and globalisation were introduced and agricultural sector as always was taken for
granted. In this entire process, participation of the sector in the market was pre-
sumed. The entire process of reforms involved liberalisation of domestic controls
and opening up of the external markets for the domestic produce. This new
approach to agricultural development is market centric and essentially involves
good functioning of both domestic and international markets. But the mute
question is, whether we are ready for that? Is Indian agriculture market oriented?
Do we have a price discovery mechanism which is the base for any globalisation
based reforms? Can state withdraw from the sector as quickly as expected? It is
well documented that Indian agricultural markets are far from being ready to adapt
to the market centric development approach (Dantwala 1996; Deshpande 2003;
Bhalla and Singh 2012). Similarly, the agricultural price policy has also undergone
quite a few important changes over last six decades and any field researcher will
certainly vouch that price policy hardly helped to solve issues confronting the
sector for at least in the last four decades. Agricultural markets continued to be
imperfect and price discovery mechanism is far from satisfactory. Quite a few
questions crop up for a dispassionate analyses and one needs to address to these
questions while looking into the current agricultural scenario.

e Will agricultural sector get an advantage by participating in the changing eco-
nomic reforms and will it sustain the growth with a gradual withdrawal of the
State?
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e [s the present agricultural policy including price policy competent enough to
deal with the new challenges?

e [s our price policy conducive to absorb the market centric reforms?

e Would super-imposition of the globalisation and liberalisation processes further
perpetuate the existing level of imperfections in the markets?

e Are our agricultural markets near perfect and free of exploitative intermediaries
(traders and input dealers)? Are they phasing out?

e Why the pricing of agricultural crops, mainly commercial (inter alia commercial
production of food crops- rice, wheat, maize and sugarcane) though regulated by
states to some extent, have not been able to fully garner the benefits? Are these
only due to infrastructural and institutional bottlenecks?

e Do we need fundamental changes in marketing and price policy?

State Intervention and Agriculture

Indian agriculture is largely dependent on the State and State policies. Sizeable
amount of work in development economics has been devoted to the debate on the
role of State as against the role of market as catalytic institutions in the aggregate
development process. The debate on the role of the State began with the early
theories of economic development, where it was argued that failure of allocation of
investment to the deserving developmental sectors created structural imbalances in
the process of development (Chenery and Srinivasan 1989). In such situation, State
has to intervene as a correcting force. A group of theoreticians blamed it on the
failure of the State whereas others held market responsible for that. One common
understanding that emerged in this debate was pertaining to the failure of the role
of State as against that of the markets. Of course, this needs to be analysed
differently in the context of developing and developed nations (Chenery and
Srinivasan 1989). Recently, again, the debate came alive in the context of the
process of liberalisation, where the minimalist role of the State is prominently
argued, so that market forces create a proper atmosphere for economic growth. In
this process of thinking, it is believed that rational and most desirable resource
allocation takes place through the market forces. The underlying assumption here
is of near perfect and fair market related practices functioning in the sector.
Besides, an inherent assumption is that the structure as well as quality of growth
will be automatically taken care of. Moreover, the aggregate process will help in
correcting the distortions. In view of this new thinking in the context of developing
countries, it is essential to look into the basic tenets of the role of the State and that
of the market in the process of development in India.

Anne Krueger (1990, p 22) while arguing on the platform of the symposium on
the State and Economic Development concluded that “At a general level there are
innumerable questions as to how political and economic markets interact. At more
mundane levels, there are endless opportunities for research, analysing the



7 Under the Shadow: Pricing and Marketing in Indian Agriculture in Globalization 157

functioning of technologies, alternative policies and institutions, documenting and
hopefully quantifying policy interventions, the response to them, and their evo-
lution over time.” But at the same time, we find a strong opposition to this view
emerging not only from the Indian academic field but vehemently supported by
well-known development economists. In the words of Byres, “The current
orthodoxy, to the effect that ‘rolling back the State’ and the full blooded operations
of markets are appropriate to India’s problems, lacks historical warrant and
intellectual justification” (1997: p 37). This signifies that the scene of argument is
not very clear in the minds of development economists, especially speaking in the
context of India, viz., Pranab Bardhan, Terence Byres, Amit Bhaduri, Mrinal
DattaChoudhury, Arvind Pangaria, etc. Their views appear mainly due to the
failure to inter-connect of micro realities with macro theories and understanding
from the bottom. The ground realities clearly show almost non-existence of any
text bookish market and an overshadowing role of the State.

In a systemic analytical approach, State is visualised as the provider of basic
public goods (merit goods) and organises the production process through incentives
and allocations while operating through various market, monetary and fiscal poli-
cies. Thus, coordination becomes an underlined function of the State. Over the
decades, State recovered its presence in almost every field and this proliferation
caused over dependence. That further created lack of coordination between market
and the State. Besides, the failure of such coordination due to the emergence of
transaction costs and rent-seeking attitude of the polity and bureaucracy together
have undermined and immensely distorted the image of the State. More often, the
distortions are hurriedly recognised as functional failures on the part of the State or
the quality of the State. In this context, the intervention in agricultural policy at
different levels by government in India provides enough evidence (Deshpande
2006) and that brought out the poor quality of interventions. This is despite the fact
that agriculture is a private activity in its content but manoeuvred through inter-
ventions and as a subject it is assigned to the States (provincial controls) for the
purpose of policy-making and implementation of programs. Six decades of expe-
rience brings out weak coordination between the Centre and the States (provinces)
to achieve a well-defined set of policy objectives (Deshpande 2006). These have
been mutually inconsistent economy-wide macropolicies like foreign trade poli-
cies, industrial policies on the one hand and agricultural micropolicies on the other.
These have had large and offsetting impacts on agriculture (Srinivasan 2000).

While determining the role of Central government (Union Government of
India) in formulating agriculture policy, the views of the leaders at the time of
independence were of great importance. In a memorandum to the Cabinet during
1947, it was stated that agricultural production policy, price control of agriculture
products, the establishment of the Central higher technical institutions, food dis-
tribution, and then setting up of a research Institutions and industrial development
are vital problems and the Central government should take steps to correct these
(Parliament Debates 1947). It was inherently accepted that Central government
should have an authority of its own to coordinate agricultural production in the
country as a whole and play an increasingly active role in the development of both
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industry and agriculture (Food grains Review Committee 1966). The objective of
the framers of constitution was to make the states (provincial governments), pri-
marily and directly responsible of all matters concerning the development of
agriculture with a focus on rural poor, and at the same time, the Central govern-
ment owning the responsibility to oversee such arrangements. The powers over
agriculture, and the responsibility for its development, were thus ambiguously
divided between the Centre and the State (provinces). This exercise was quite
fragile as the Federal inaction in its own spear could render any policy ineffective,
either by the States (provinces) or by the Centre. No wonder, neither the States
(provinces) nor the Centre could formulate and articulate long-standing agricul-
tural sector policy. Marketing policy as also price policy suffered similar lacunae
to large extent.

The Commission on Agricultural Costs and Prices issued the first ever Agri-
cultural Price Policy statement in the mid-1980s but did not bother to revise that in
the current circumstances. The fate of marketing policies and directives is not
largely different. Presently, the functions directly undertaken by the Central
government and the functions that it coordinates are:

e Overall planning and coordination of agricultural development in the country;
coordinating State (provinces) agricultural plans; assuring the efficient imple-
mentation of development plans; and their evaluation.

e Assisting the states (provinces) in securing the requirements of agricultural
inputs such as pure seeds, irrigation, fertilizers, and pesticides in adequate
quantity and timely supply.

e Providing credit; assisting the states (provinces) in organising marketing storage
and transport facilities;

e Price stabilisation; enforcing incorporation with the State’s (provincial) mini-
mum and maximum prices for agriculture produce; regulating interstate trade
and movements of the commodities;

e Laying down import and export policies in respect of agricultural requisites and
products;

e Providing cooperation to the states (provinces) for betterment of extension
services to the formers;

e Coordinating programmes of land use and development; soil conservation and
utilisation of water sources;

e The administration of external assistance to the agricultural sector.

These have not changed even a bit in the circumstances under the new eco-
nomic policy. Of course, there are a few initiatives to incentivise the agricultural
sector, but all these remained only on the margin. As a result, the overtly accepted
market centric approach under liberalisation has not made any significant dent.
Agricultural marketing and the price policy continued in the same garb with
superficial tinkering and that had no substantial effect but at the same time new
distortions creeped in. With a large part of the agricultural policy still being
framed at the provincial level guided by the Centre and as many of the contours of
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policy have not changed, agriculture sector remains under the influence of the
State. As a result existing inefficiencies continued to dog the sector.

It is well-known and quite often mentioned that the contribution of agricultural
sector to overall GDP is going down but the workforce is not reducing with the same
rate. Larger share of the workforce still depends on agriculture as livelihood.
Because of the sheer size of population, its growth and the critical unskilled
workforce engaged in agriculture, the sector will continue to be critical in the overall
performance of Indian economy. Our experience over six decades very clearly
brings out that whenever agricultural sector growth rates experienced a trough, it
was clearly reflected in the overall growth rates of the economy (See Fig. 7.1).
Therefore, the volume of workforce, their livelihood security coupled with slow
absorption of workforce in non-agricultural sector, essentially demands that the
agricultural sector still should be at the centre stage of the policy. As such, the
experience of the last two decades has not been gratifying for agricultural sector
despite the special focus on agriculture in the meeting of National Development
Council (2007) that focused on the stagnation of growth in productivity in the sector.
Current economic reforms being market centric and agricultural markets being far
from perfect are unlikely to touch the core problems of the sector. More likely the
market distortions and market-based discrimination is likely to widen further.

The only agricultural policy document that exists in India is the 1999 ‘Agri-
cultural Policy’ released by the then government. This was followed by the fanfare
of the Farmers’” Commission led by Dr. M.S. Swaminathan (2004), with a few
volumes. These documents as well as sporadic attempts at designing agricultural
policies by different states skirted the issue of preparing Indian farm sector to
confront the challenge or liberalisation. There are very little efforts to draft a new
agricultural price policy or to change the present marketing structure. Direct
marketing and the APMC Model Act fell far short at the threshold of
implementation.

Agricultural Price Policy

Immediately after independence and after getting the grips of the food insecurity
issue, evolving a long-term price policy and creating an incentive structure in the
agricultural sector, it was felt necessary in order to direct development of the crop
economy (Raj Krishna 1963). In view of this, the Government of India appointed
L.K. Jha committee to suggest the required steps towards organising the agri-
cultural price policy. Recommendations of the Jha Committee included market
interventions for procuring food grains to meet the requirement for distribution as
well as a protective price levels to the farmers. Following the Jha Committee
report, a series of measures were taken and as a result Agricultural Prices Com-
mission (APC) came into being in January 1965.

Prof. ML Dantwala as Chairman submitted the first report of the APC in August
1965, covering Kharif Season. The preamble states that “The Agricultural Prices
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Fig. 7.1 Influence of agricultural growth rates on GDP of India (at 1999-2000 base year prices)

Commission was set up in January 1965 to advise Government on price policy for
agricultural commodities, with a view to evolving a balanced and integrated price
Structure in the perspective of theoverall needsof the economyand with due
regard to the interests of the producer and the consumer” (emphasis added)
(Government of India, APC Report 1965). It may be noted that the focus on the
‘overall needs’ of the economy was apparent from the very beginning. This
marked the foundation of the price intervention scheme and it is in operation since
then. An important elimination, however, was the long run ‘evolution of the
balanced and integrated price structure serving the interest of the producers and the
consumers’ (from above quote).

It is necessary to remember that initially the price policy was placed in the
context of food scarcity and price fluctuations, provoked by drought of mid-1960s.
The policy was then framed keeping in view three aspects. (i) Providing food
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grains for the Public Distribution System, (ii) Ensuring reasonable (affordable)
prices for food grains to the consumers and (iii) Inducing adoption of the new
technology. Specifically, it ensured that major economic factors that influence the
rate and quality of growth are brought into play and these result in the most desired
crop mix. This incidentally ensured allocation of resources, capital formation and
inter-sectoral terms of trade. All these together formed a theoretical pedestal for
the price policy in the context of the existing economic scenario.

The Agricultural Prices Commission was expected to keep under consideration
nine important components while fixing the MSP, levy prices and procurement
prices, viz., (i) Cost of production, (ii) Risk in cultivation, (iii) Changes in the
input prices, (iv) Trends in the market prices, (v) Demand and supply of the
commodities, (vi) Cost of living index and general price index, (vii) Fluctuations
of prices in international market, (viii) Price parity between crops input and output
across sectors and (ix) Trends in the market prices. There has not been any change
announced on these counters ever since inception and even after the significant
policy change in favour of globalization. Thus the Price policy was framed
keeping in view the farmers’ response to prices.

Raj Krishna in his seminal paper emphasised the price response of Indian
farmers despite the dominance of subsistence farming (Raj Krishna 1963). A
number of price response studies have shown the strong role of price policy to
serve as incentive in managing agricultural growth (for a review see Deshpande
1996). The role was endorsed by Professor Acharya, former Chairman of CACP.
He noted that “In fact, the instruments of Minimum Support Prices, Food Subsidy
and Input Subsidies have played an important role in achieving the objectives of
food security and accelerated growth of economy and benefits all the sections of
the society” (Acharya 1997). Thus, the contribution of Agricultural Price Policy
towards sustaining the tempo created by the technological change of mid-1960s
has been widely acknowledged.

During the last two decades, with the forces of liberalisation and globalisation
the agricultural price policy connotations have changed significantly. Prices now
play much wider and more critical role than just supporting the adoption of
technology and serving the food distribution system. It further needs to support the
producer and provide the best commodities to the consumers. But the issues
confronting the sector do not reflect that change, new issues have rather not
emerged significantly. This is more so due to the minimal change of policies in the
price policy and the market operations. We are continuing the same game with the
outdated rules and well-expected devastating effects.

Major Issues for Changes In Price Policy

Historically, interesting issues emerged in the debate on price policy. These are
reviewed succinctly by Raj Krishna (1967), Acharya (1988), Tyagi (1990),
Krishnaji (1991), Jharwal (1999), Rao (2001), and Gol (2002). A few important
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questions that were discussed in the context of changing price policy over and
again but remained unanswered include the relationship between cost of produc-
tion (CACP) and prices; authenticity and quantum of managerial costs and other
imputed input costs, distortions in the price parity across crops; scientifically
building and maintaining of the buffer stocks; inefficiency in PDS, targeted versus
universal PDS and overall ineffectiveness of the price policy to serve the objec-
tives set forth even in the policy statement of 1986. Beyond that the price policy
did not take enough cognizance of the changing trade scenario. Furthermore,
efficacy in continuation of the MSP operations in the same format given the
changed economic scenario in the context of liberalisation is a question that seeks
answer. All these get reflected in the imperfections of agricultural markets and the
renewed awareness of these inefficiencies among the farmers. Farmers’ groups all
over the country have expressed displeasure about the present handling of the
policy and their unhappiness may soon take shape of the strong agitation.

The methodology of arriving at the MSP is being questioned by farmers’ groups
and doubts are raised about the use of data, certain concepts and inclusion/exclusion
of imputed cost of various items of farm operations. It was during the late 1970s,
that the farmers’ organisations emphasised remunerative role of prices and insisted
on revisiting the method of arriving at the Minimum Support Prices. In order to
reconsider the prevailing structure of the Agricultural Prices Commission and
review its methodology, a Committee under the Chairmanship of Dr S.R. Sen was
appointed in 1979. The Committee examined the methods of arriving at the cost of
cultivation, and suggested required modifications (Gol 1980). Quite a few changes
were introduced in the methodology and approach keeping with the Sen Committee
report. Following this, the nomenclature as well as the focus of the Agricultural
Prices Commission was changed. Subsequently, the Commission was named as
Commission on Agricultural Costs and Prices (CACP) with changed terms of
reference, but sharpening of the role of price policy remained unattended. A policy
document was issued in 1986 under the title ‘Agricultural Price Policy: A Long
Term Perspective’ officially confirming the redefinition of the objectives of the
price policy (Gol, 1986). After that and in the context of liberalisation we are yet to
come to terms with an apt Price Policy. Perhaps Delhi will be busy preparing one
such document that will remain in the stacks with academicians for the coming
decades. Nevertheless, there exists a manual on agricultural prices and markets
issued by CSO (October 2010), but that does not qualify as a policy document. It
must be noted that the 2000 statement of agricultural policy includes providing
‘remunerative prices’ to farmers. Whether it is possible to do that is another
question but it raised many hopes and farmers groups have deliberated on these
issues in many places. Absence of a well-deliberated price policy on one hand and
increasing input costs on the other left the farmers with almost stagnant net income
from farming in real terms (Sen and Bhatia 2004; Deshpande and Prabhu 2005;
Mishra 2006).1t is very clear that distress in the farm sector emerged out of the
failure to ensure income generation out of farming and that leads us to debate on
price policy. This debate raises the most pertinent issue about the competence of
our current price policy to accommodate the market centric approach. It is
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analytically established that the price policy is neither protective to the farmers nor
creates any incentive for them. Rather with the present structure of the price policy,
more distortions are creeping in the market and if the efforts are not undertaken to
bring in the changes, such aberrations will create significant social stress. Already
the sector is reeling under severe agrarian distress and that may get aggravated.

Price Policy and Farmers’ Distress

Farmers as an occupational group world over faces high risk and uncertainty in
their income flow (Malmberg and Hawton 1999). In the factor market, the farmer
has to pay the prices dictated by the suppliers, whereas in the product market, the
purchasers determine the prices with farmer as a mute receiver. The role of the
farmers in influencing the prices in either market is astonishingly minimal. Thus, a
farmer faces not only weather risk along with resource scarcity in terms of
availability of inputs (water, fertiliser, pesticides or seeds) but also an inevitable
market uncertainty generated through prices. This is compounded by the spurious
inputs and lack of information. Further, even though farming is a free enterprise,
the state policies largely dictate their course of development.

The studies conducted on farmers’ suicides (read acute distress) in India fall in
three broad groups. The first group includes the reports Committees on the request
of the State governments in order to assist the State in policy formulations. Three
such reports are available for Karnataka, Andhra Pradesh, Punjab, Kerala and
Maharashtra. In addition to the search for the causes of farmers’ suicides, these
reports essentially focus on the policy to alleviate the distress in the farming
communities. Report of Karnataka state focuses on the ‘Farmer Consultation
Centre’ approach to deal with the ‘welfare domain’, whereas Andhra Pradesh
report highlights the inadequate public investment and need for Agriculture
Technology Mission. The second group of studies comprises the Citizens Reports
prepared by non-governmental organisations. Largely, these reports concentrate to
locate the policy lapses of the State and are also guided sometimes by strong
ideological moorings. At times, these reports create sensational news too. The
third group of studies highlighted by individual researchers are: indebtedness,
borrowing from money lenders, shift towards new technology, commercialisation,
crop failures due to spurious seeds and inputs, increased cost of production, over-
exploitation of natural resources, absence of safety nets and collapse of village as
an institution. Questioning the failure of price policy and intra-market exploita-
tions of the producers did not get into the eyes of researchers. That really says all is
not well in the price and market sector and as field workers the farmers are in an
agitated mood. We can expect agitations like those during 1980s and 1990s.

During the farmers’ agitations during 1980s and early 1990s in Punjab,
Karnataka, and Tamil Nadu, the farmer leaders insisted that the method of fixing of
MSP be reviewed. The agitations were led by Mr. Sharad Joshi (an Economist with
a World Organisation) and Late Prof Nanjundaswamy (a Professor of Law).
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The arguments were focused on the method of computation of imputed cost, risk
premium, imputed cost of family labour and the terms of trade between agriculture
and industry (Nadkarni 1987; Dhanagare 1990). Following this the Government
of India appointed another Committee under the Chairmanship of Prof. C.H.
Hanumantha Rao to review the methodology of cost of production of crops spe-
cifically focusing on valuation of labour, imputed costs of family labour and
managerial costs (Gol, 1990). The Committee submitted its report covering these
aspects and suggested that actual wages to be taken to value the labour cost and
family labour should be valued at the wage rates of casual labour and 10 %
managerial cost (Government of India 1990). All these provided so-called
‘scientific attire’ to the earlier process of arriving at the cost of production. The
Committee, however, did not consider the futuristic view for the price policy,
where agricultural markets should function efficiently.

The current debate among the farm lobby is about the dwindling Terms of
Trade (ToT) between agriculture and non-agricultural sectors. Farmers are almost
unanimous in comparing the hiatus in price and income situations between sectors,
even though not in very sophisticated terms, but to bring forth the disparity. The
Terms of Trade debate almost emerged with a consensus that the ToT are going
against agriculture till 1990s (See Fig. 7.2) (Gol,1995) and at the same time capital
formation in the agricultural sector was also declining over years (Chand and
Kumar 2004). While these debates were on the agricultural sector underwent
substantial changes in the wake of liberalisation. We have now opened up the
domestic markets for the world trade and that will exert significant pressure on the
market situations. Now in this context, questions are being raised about the effi-
cacy and effectiveness of the instruments of price policy specifically the Minimum
Support Prices.

The price parity between sectors reflected through ToT was first brought forth
in Thamarajakshi’s seminal paper on ToT (Thamarajakshi 1969). This was fol-
lowed by the work of Dhar (1968), Dantwala (1981), Kahlon and Tyagi (1980),
Venkataramanan and Prahladachar (1978) and Nadkarni (1987). During the mid-
1970s, the debate on ToT between agriculture and non-agricultural sector had
picked up as the ToT started showing signs of turning against the agricultural
sector (See arguments of Sharad Joshi in Dhanagare (1990)). This along with the
farmers‘ movements during that decade spanning across the country, led to a
review of the price policy and also the methods of arriving at the MSP. Farmers
reacted very sharply to the methodology saying that CACP never releases the
method it uses to derive the magical numbers each year. “The labour costs, or the
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land costs are never revealed,”” says Vijay Jawandhia, of Shetkari Sanghatna of
Vidarbha, an organisation for farmer rights. Once again we are likely to face the
question of ‘remunerative prices’. Now that the concept has been recognised in the
Agricultural Policy document of Government of India (Gol, 2000) the issue will
feature more prominently among farmers. Farmer leaders are already arguing for
providing such remunerative prices. The question became sharper now in the
context of withdrawal of subsidies on inputs (fertilisers, water, credit and power)
as well as increasing demand for consumer durables, and consequently the
changing relative prices with the non-agricultural sector. Similarly, the price
wedge between goods produced in urban sector as against the farm products has
given rise to the necessity of looking afresh into this issue of price intervention.

Viewed from this angle, the effectiveness of MSP now assumes a totally dif-
ferent context. In a nutshell, the debate pointed out that ToT went against agri-
cultural sector till the mid-1960s and slightly became favourable to agricultural
sector for a short while in the late 1960s and early 1970s to revert back against
agriculture during late 1970s and early 1980s. It is only in the 1990s that the ToT
are turning in favour of the agricultural sector (Government of India 1995). The
computations of the ToT largely rest on the data from National Accounts Statistics
and hence there are a good number of corrections that are required in the data in
the framework of National Accounts Statistics. Even with these corrections, it was
observed in one of my earlier studies that ToT in the recent past is slightly turning
in favour of Agriculture, but needs to be watched carefully (Thippaiah and
Deshpande 1998).

The ToT has been fluctuating in favour of agriculture and against the agri-
culture alternatively. During 1990s, the ToT was improving in favour of the
agricultural sector but not as much as required for the growth of the farm sector.
One of the important reasons for such behaviour can be located in depressing
trends in the relative prices between agriculture and non-agricultural goods. The
prices of agricultural commodities have not been rising at the pace at which prices
of non-agricultural commodities are rising. Therefore, the emphasis on MSPthat
seems to be only providing the psychological support to the farmers,continues.

Need for Long-Term Policy

The price policy related concerns also featured prominently in the Report of the
High Level Committee on Long-Term Grain Policy (Gol, 2002). The Committee
elaborately discussed the question of Minimum Support Prices and the operations
in view of the effectiveness of the scheme, decentralisation of price support and
procurement and alternatives to MSP. The Committee recommended that MSP
should be continued incorporating corrections which include: “(i) the CACP
should be made a statutory body; (ii) CACP should act directly on the basis of C,
cost of production; (iii) CACP should also indicate a system of imputing family
labour cost; (iv) CACP should recommend uniform price for Paddy for the entire
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country; (v) All the procurement agencies and Public Grain Management
Institutions should be legally bound by the MSP Policy; (vi) Central government
should under-write open purchase of grains under MSP; (vii) FCI should be the
buyer of the last resort. FCI should withdraw from a few states and concentrate on
other states” (based on the detailed recommendations given by the Committee,
Gol 2002, pp 9-10). The Committee also looked into the possibility of decen-
tralised procurement scheme where it recommended that the grain procured under
decentralised scheme must be treated as part of the central pool with FCIL. It further
stated that based on the guarantee of central purchase there should be an open-
ended bank credit on the lines of FCI provision to the states involving decentra-
lised procurement. These are some of the far reaching recommendations to keep
pace with the changes in the context of liberalisation.

There is also a strong view that the entire MSP declaration has political overtone.
It is reported that the prices recommended by CACP are often modified by the
Government of India (Rao 2001) with the intervention of the political representa-
tives, and therefore fixation of the prices with an elaborate structure and mechanism
remained only an academic exercise. The political interventions occurred selec-
tively across crops depending on the crop region and the active lobby. Therefore,
some crops received better deal while a few other crops suffered a relative neglect.
This hampered the price parity across crops. It also created distortions between the
trends in factor prices and product prices for a few selected crops and farmers. Thus,
aneed to have a fresh look at the MSP and such review must consider its operational
efficiency as the vital objective (Narayanamoorthy 2012).

MSP covered a large number of crops across the country. Over years, CACP
has added quite a few crops to this list without providing rationale and probably
not reviewing the list of the crops on the basis of effectiveness in overall price
policy as well as operations of the scheme over years. This also smells intervention
of different lobbies. In the process, a good number of crops were added vitiating
the inter-crop price parity and the policy became instrumental to such process of
deliberate policy neglect, indirectly discouraging certain crops and crop-groups
through relative prices. The cropping pattern acted as a conduit to transfer this
effect of inequality across regions and farmer groups. Largely the crops that
received raw deal in terms of relative prices were those grown by resource poor
farmersand in slow growth regions such as millets and underutilized crops. The
inter-crop price parity of a few crops with wheat and paddy (which benefited the
most from MSP), was worked out and it clearly shows that parity has not been
followed (Deshpande and Naika 2004).

The relative MSP of the crops indicates a continuously downward trend for
coarse cereals and sugarcane. For cotton, however, there are some fluctuations.
The relative price series in terms of Wholesale Prices do not show a similar trend
as that of the relative MSP. It is quite intriguing that even though similar inputs are
used in all these crops and the cost of cultivation of all the crops is increasing
almost in a similar pattern, the trends in MSP are dissimilar (Various Reports of
Commission on Agricultural Costs and Prices). Invariably, the relative MSP of
these crops shows declining trends thereby indicating built in price differential in
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the policy, even though the cost of cultivation has similar trends. That probably
brings out the policy bias against these crops. In addition, it is also difficult to
appreciate how the MSP for dry land or rainfed crops is on par or higher than
irrigated crops. This shows that water is totally discounted and undervalued in the
cost of cultivation as well as in MSP.

There are hardly attempts to check the authenticity of the data collected under
cost of cultivation schemes for different crops, and that is often challenged by the
farmers. In addition, CACP is translucent since it does not allow the state units to
deliberate with the academicians and farmers regarding reliability of the data
collected by the Cost of Cultivation Schemes at state level. Unless this is initiated,
the CCSs will continue to be unaccountable to the public with regard to quality of
data, let apart the democratic process which ultimately super-imposes the CACP
recommendations. CACP arrives at MSP after long deliberations and based on the
cost of production data collected from the country-wide centres. In order to check
the relationship between of Cost of Production (A;) and (C,) with the declared
MSP, three time series are plotted for major crops. It was evident that MSP broadly
covers Cost C, in the case of paddy, wheat, groundnut and gram and, there is some
consistent trend in these series. But for jowar, bajra and ragi, throughout the
decade of 1990s, MSP had been lower than Cost C,. This is also true for cotton.
These facts (extracted from CACP reports) provide a clear evidence of the relative
neglect of jowar, bajra, ragi and cotton.

MSP as a Price Policy Tool: A Cross-Section View

In order to obtain a complete view of the effectiveness of Minimum Support Price
across states included in the study, certain parameters determining effectiveness
have been extracted from the reports of the study team. A countrywide study was
undertaken to review the effectiveness of MSP across states coordinated by the
author. The reports revealed quite a few intricacies (Shroff 2003; Ghosh 2001;
Ratnam and Rao 2002; Athavale 2002; Singh et al. 2002; Sinha 2002; Singh 2002;
Swaminathan 2002). The effectiveness is graded into five levels starting with ‘very
effective’ to the ‘ineffective’ level as these studies have utilised different ways of
analysing the empirical results. Therefore, the levels here are arrived at after
completely studying the reports and eliciting the required information on a com-
mon scale. Annexure Table A.1 presents the picture at a glance. It can be seen that
the process of implementation is carried out with two purposes in view. First, it is
for the purpose of procurement and the second for providing a ‘cushion’ to the
farmers against violent downward price fluctuations in the market. The first
objective is to mop the available marketable surplus in the food surplus regions to
feed the Public Distribution System, whereas the second objective aims at pro-
viding support against the income loss due to price collapse. We find that the
procurement objective has been largely successful during 1990s only in the states
of Punjab and Haryana in the first place and Uttar Pradesh, Tamil Nadu, Madhya
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Pradesh and Bihar at the second level. But the objective of providing cushion
against the price fluctuations has not been successful in most of the states. A large
number of farmersare not even aware of MSPand the awareness is confined to 4-5
states and even within these states the awareness is largely confined only to the
commercial crop belt. It was observed that majority of the farmers do not get the
expected prices for their products and their expectations are not unfounded.
The relationship between Wholesale Price and Farm Harvest Price on one hand
and Minimum Support Price on the other hand seem to be largely dictated, and all
the three prices move in the same direction over time. There are two different
views coming out of this relationship viz., (i) Minimum Support Prices keep pace
with the Wholesale Prices and Farm Harvest Prices due to probable transmission
of price signals. This is more due to the behaviour of Minimum Support Price to
stick around the Wholesale Prices and Farm Harvest Prices and (ii) The Wholesale
Prices and Farm Harvest Prices help in deciding the trends in the Minimum
Support Price in most of the states under review. The Wholesale Prices and the
Farm Harvest Prices were related with Minimum Support Price. It was observed
that, in the states where the MSP was below the FHP and WSP, procurement has
been undertaken and the largest procurement is effected only from these states.
This defies the very objective of MSPas a protective policy.

MSP has been introduced as one of the important policy interventions that helps
in dictating the levels of input use (as reflected by improvement in yield level),
adoption of technology and as an incentive to increase the capital formation. It was
noted that except four states, MSP could not live upto this expectation. The role of
MSP as an important variable in the decision-making process of the farmer also
gets confined only to a few states and regions within (Punjab, Haryana, Tamil
Nadu and Andhra Pradesh). Thus, the Minimum Support Price has not been an
effective policy tool as a variable in the process of decision-making; as a lever to
absorb the market fluctuations; as an incentive to adopt the new technologyand
application of new inputs;, as a leading price to dictate market prices and
Wholesale Prices and finally as a cushion to the farmersto protect from the market
imperfections. That calls for a relook in the policy.

Globalisation and Need for Revisiting MSP

MSP is now viewed as a market intervention on the part of the State and also as
one of the supportive measures (safety nets) to agricultural producers. Even though
this is perfectly WTO compatible, there are some doubts about its continuance and
effectiveness to deal with the objectives set by the architects of the reforms. The
issues that dominated the current debate include reasons for continuation of
the price support scheme; its effectiveness in terms of the objectives as set forth in
the 1986 document and support price vis-a-vis remunerative price approach.
We must now realise that the context of price policy has changed substantially
over the years and so also the direction and effectiveness of price policy as a tool to
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influence the agricultural economy. This provoked many social scientists to argue
for a fresh look at MSP as an instrument for interacting with some parameters of
the agricultural economy.

Initially, its role was perceived from the viewpoint of incentivising farmers to
adopt the new seed-water-fertilizer technology. The initial role of MSP as an
incentive to adopt technology is apparent in the writings of Professor Dantwala, the
founding architect of India’s price policy.: “Though no rigid formula has been
accepted to determine the levels of floor prices, the criterion followed is that pro-
gressive farmersshould find these levels adequate to encourage enterprise and
investment to augment production through the adoption of improved technologywith
all its risk and uncertainty (emphasis added)” (Dantwala 1996, pp. 213 originally
published in 1967). Prof Dantwala wrote again during early 1990s: “Likewise,
intervention has to be selective. Its need must be clearly established and its effec-
tiveness should be constantly under review (emphasis added). The real problem is
not simply to establish the legitimacy of intervention, but that of ensuring its
effective and judicious implementation” (Dantwala 1996, pp. 292, originally pub-
lished in 1993). Following the logic of Prof Dantwala it is time to get at a serious
review of MSP as a policy to render it more meaningful in the current context.

With the changing scenario of agricultural sector under liberalisation, the price
and market intervention schemes may require significant changes. We find two
opposite views expressed by academics. First group believes in fully revamping the
price policy in the context of liberalisation (Ashok Gulati, Sharad Joshi). The second
group suggests retaining the schemes but changing the structure to suit the present
needs (Bhalla (1994) and Sen Committee Report, Gol 2002). A clear analysis of this
question requires a review of the scenario of agricultural price policy in the post 1991.
The current trends due to liberalisation are expected to induce competition in the
factor and product markets. Primary signs of this could be visualised in the new
market-oriented changes in the cropping pattern and availability of seeds, pesticides
and fertilisers. Quite a few changes are taking place in the product markets too but
these are sporadic in nature. Agricultural marketing being the State subject, changes
are not uniform within and across states and have not been planned with any focussed
theme. A few States have been taken initiatives to provide the farmers with updated
market information, through electronic media on daily basis of the main/major
market and in a few other states on weekly basis. Farmers’ markets (RayatSanthe)
have been established over-shadowing the earlier process of marketing dominated by
middlemen. The removal of the restriction on the interstate movement on the agri-
cultural commodities has also contributed in effecting some changes in the markets.

Agricultural Marketing Scenario

Agricultural marketing in India has changed through different phases of agricultural
development but mainly through State regulations than market signals. The inter-
ventions and provision of legal framework were essential as the existing mechanism
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was more truncated against the sellers and favoured unhealthy practices. It was
during the First plan period that the Planning Commission had directed the state
governments to bring agricultural marketing under specifically enacted Regulated
Market Act (called as Agricultural Produce Marketing Act) which most of the states
complied with, rather at slow pace. The problems of marketing failures were high-
lighted and it was expected that the legal framework would take care of the following
problems: Undercover Sale; Removal of large samples; Unwarranted trade allow-
ances; Heavy market charges; Unauthorised deductions; Incorrect weighing and
multiple units of measurement; Absence of grading; Presence of touts. My 2 years
stint with Agricultural Price Commission of Karnataka during 2004-2006, and the
field visits of the Commission clearly revealed that all these problems still persist in
the regulated markets prominently and sometimes with deeper intensity.

Historically, the problems compounded the market imperfections and therefore
a series of steps were taken to deal with these. In view of the imperfections,
agricultural marketing institutions after independence have undergone changes.
The Regulated Market Acts enacted by various State governments incorporated a
legal framework to deal with some of the issues (see Table 7.1). These changes
could be broadly put into four broad groups, namely: (i) Introduction of Agri-
cultural Marketing Institutions in India, (ii) Creation of marketing infrastructure,
(iii) Co-operative Marketing as an alternative to protect weaker participants in the
market and (iv) Emergence of the New Regulated Market Act and subsequent
modifications in that. It is apparent that these changes occurred due to the pre-
vailing circumstances and the ongoing reorganisation in the agricultural sector
during these early decades. Four components predominated the policy interven-
tions viz.: (i) Putting in place regulation of marketing functions and removing
imperfections; (ii) Creating infrastructure to facilitate the process of marketing;
(iii) Introduction of Price intervention schemes; (iv) Procurement and distribution
of essential commodities. All these measures were operating simultaneously and
therefore had an overlapping effect on marketing sector.

The Agricultural Marketing Boards in most of the states and each of them
function under Agricultural Produce Marketing Committee (APMC) Act of the
respective states. A quick review of the regulations across states reveals that there
is an urgent need to bring more uniformity in powers and functions and demar-
cations of activities between the Directorate of Marketing and State Agricultural
Marketing Boards. Even the model APMC act did not achieve this simple review
for reasons beyond comprehension. This can facilitate proper regulation of mar-
keting practices as well as building more infrastructure facilities so as to expedite
growth towards competition.

Regulated Markets: Regulating Irregularities

The agricultural market infrastructure in India has been inadequate to handle the
situation. Despite increase in the number of regulated and wholesale markets, the
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spread of these markets across the states has been uneven. The average area served
by each regulated market also varied considerably among the states of India, from
103 Km? per market in Punjab, 1185 in Himachal Pradesh. If we consider other
north Indian states then this variation will even wider. Area coverage based on
geographical area may not reflect true requirement of agricultural markets. If we
take gross cropped area as an alternative indicator, the scenario does not show
many changes. West Bengal, Andhra Pradesh, Tamil Nadu and Haryana are in
quite better position as compared to other states. As can be seen from the An-
nexure Table A.2, the density, measured as number of regulated markets per lakh
hectare of GCA, was also insufficient. At all India level there were 3.3 markets per
lakh hectare of GCA existed in 1991 has marginally increased to 3.7 in 2010 (See
Figs. 7.3, 7.4 and 7.5). This indicates that even the increment in the density is
modest. It can also be observed that ratio of markets per lakh hectare of GCA was
lower than the national average for states like Uttar Pradesh, Orissa, Rajasthan and
Gujarat (See Fig. 7.6) but was above the national average for other states.
Research studies revealed that farmers on an average get 8—10 % higher price and
higher share in the consumer’s rupee by selling their produce in the regulated
markets compared to rural, village and unregulated wholesale markets. The ben-
efits obtained by the farmers by sale of agricultural produce in the regulated
market varies from area to area because of the variation in the spread of regulated
markets over the regions and the existence of necessary infrastructural amenities/
facilities in these regulated markets (Singh 2005; Jairath 2010). The National
Commission on Agriculture (1976) and National Commission on Farmers (2004)
have recommended that the facility of regulated market should be available to the
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farmers within a radius of 5 km. If this is considered a benchmark, the command
area of a market should not exceed 80 Km?.

The facilities created in market yards are inadequate. The cleaning, grading and
packaging of agricultural produce before sale by the farmers have not been popu-
larised by the market committees on a sufficient scale. Even facilities for these have
not been created in most of the market yards. Marketing Board is almost the same in
all the States where Statutory Boards exist; a broad variation has been observed in
their composition/constitution and functioning. It is necessary to bring more uni-
formity in powers and functions of Boards and demarcations of activities between
the Directorate of Marketing and State Agricultural Marketing Boards. This can
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facilitate proper regulation of marketing practices as well as building more infra-
structure facilities so as to achieve a faster growth and better private participation.
The benefits available to the farmers from regulated markets depend on the facilities/
amenities available rather than the number of regulated markets in the area. Both
covered and open auction platforms exist in two-thirds of the regulated markets.
One-fourth of the markets have common drying yards. Traders modules viz shop,
godown and platform in front of shop exist in 63 % of the markets (Jairath 2010).

The cold storage units exist in only 9 % of the markets and grading facilities exist
in less than one-third of the markets. The basic facilities viz., internal roads, boundary
walls, electric light, loading and unloading facilities and weighing equipments are
available in more than 80 % of the markets. Most of the regulated markets at present
still awfully lack facilities for handling produce as less space is available for auction
platform, there are inadequate number of shops and godowns in the premises etc.; this
reduces effective competition (Jairath 2010). The food grains storage capacities
across states vary considerably on a comparative scale (See Fig. 7.3). Absence of
storage godowns at market level further perpetuates the problems of traders in
general and continuous movement of goods in particular. Various State governments
recently initiated a process of direct marketing by producers to the consumers in the
country by initiating the concept of ApniMandi (Punjab), Rythu Bazar (Andhra
Pradesh), UzahaverShandies (T.N.) and Shetkooribazers in Maharashtra. But these
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markets have been promoted so far only at the State headquarter and some district
headquarters adjoining to the state. Rural periodic markets/haats/shandies are the
first contact point for producer—sellers for en-cashing agricultural produce. There
are about 27,294 rural periodic markets in the country. The minimum necessary
infrastructural facilities do not exist in these markets.

Agricultural Marketing Act

The Agricultural Produce Marketing Act made provisions for the regulation,
establishment and administration of markets for agricultural produce. It constituted
the Market Committees in these regulated markets and entrusted them with the
formulation of rules in the market yards and monitoring the functioning and
conduct of business. But, in the process the APMCs are emerging as monopolistic
centres and the market system is left with major inadequacies like lack of
accountability of the full volume of business transacted in the regulated market
with the connivance of traders, lack of proper infrastructure (including density) to
satisfactorily provide clear access to markets for all the farmers, difficulties in the
mode of payment as well as storage and transport facilities in the market yards,
domination of ‘under-cover’ Commission Agents in the operations inside the
market yard and inadequate dissemination of market information to the farmers.
Hence, measures have to be taken for proper monitoring of the implementation
process of the provisions of the Act in letter and spirit.

For implementation of Model Act on agricultural marketing, the central gov-
ernment has taken different steps like consultations, persuasions and subsidy
incentives on infrastructure projects, to bring changes in APMC of State gov-
ernments on the lines of the Model Act. So far progress made on this account is
shown in Table 7.1.

Market intervention through the State agencies has been at a low key so also the
market reforms. It is taken up sporadically and at times under pressure from farm
lobby. Market intervention scheme, actually, requires arrangements for a perma-
nent institution that does not exist. Further, the time lag between the signals
originating from the distress caused due to price and the initiative of action, defeats
the very purpose of the action. More than the financial constraints, the MIS
operations require adequate autonomy to the agencies and a business culture like
that of NAFED. It should also be ensured that these agencies are located in the
market yards and APMC yards and should be ready to gear up to face contin-
gencies of deficit or glut in supply. There has always been asymmetry in the
dissemination of knowledge about prices, the markets and various schemes, among
the farmers, traders and other actors in the market. Awareness is not created about
the latest market developments among the farmers and stakeholders to sell their
produce such that they reap the maximum benefits out of their sale.

In an overall view, market imperfections are an important factor that obstructs
the path to a developed marketing system. Farmers do not have the necessary
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shield against these imperfections and safeguard their interests. Insurance has no
way protected the farmers. Establishment of separate Commodity Boards for
specific agricultural commodities can effectively circumvent the market imper-
fections but such experiments are sporadic. It is quite evident that in the process of
economic reforms, agricultural domestic market reforms have been totally
neglected. The process of globalisation is handled only at the level of international
trade with domestic markets confronting problems due to imperfections. Attempts
to bring reforms in the domestic agricultural commodity markets have failed and
in fact helped to perpetuate imperfections. We have neither attended to correct the
distortions in price policy nor helped to correct market imperfections. The policy
thus will introduce new forces of inequality.

Concluding Remarks

The process of globalisation was expected to release new market forces in the
domestic market environment. Even though the domestic markets are not fully
integrated with the world market, the pressure of international prices is a potential
threat to domestic consumers as well as producers. Similarly, the liberalisation in
other sectors of the economy has exerted significant pressures on the role and
functions of the domestic markets. The inefficient functioning of the institutions
governing markets and prices have contributed to the already existing market
imperfections and market failures. This has not only resulted in high food inflation
on one side, but also farmers’ distress and lopsided share of market intermediaries on
other. The situation of distress in agricultural sector has been analysed and the
conclusions begin with indebtedness, low income, technology failure and other
many components. However, my fieldwork and research in the three sectors namely
the price policy, market inefficiencies and agrarian distress brought me to the con-
clusion that we have failed at the threshold of price policy and in institutionalising
agricultural markets (Deshpande 2003, 2006, 2008; Deshpande and Naika 2004;
Deshpande and Prachitha 2005). In the present era of reforms wherein, we are trying
to reduce the role of the state and allow markets to function freely, it is not under-
standable that still the role of the State (not being able to be absolutely efficient as it
is) is not reduced. Therefore, two of the most important contested issues, the price
policy and dealing with the market imperfections remain untouched in the reforms.

The farm sector distress in most of the states has been analysed from different
angles and the substantial literature is available on the subject. One of the major
points that missed the analysts is the inability to generate higher net income in the
farm sector. This happened both due to stagnation in productivity on one hand,
increasing prices in the farm inputs with the product prices not keeping pace with
the increased cost of cultivation, on the other. It is not that the farmers do not
intend to pay back the dues to the banks or moneylenders but most of them are not
in a position to generate that income required due to failure of the price policy and
market imperfections. The mood in the farm sector is now a matter of concern and
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farm leaders like Raju Shetty, Manveer Singh Tevatia, Y. Sivaji, Vijay Javandiya,
M.R. Sivaswamy, Puttannaiah and many others have given strong warnings about
the price policy as well as market imperfections. The writings on the walls are very
clear and bold that the farm sector is agitated and the situation may aggravate any
time. The major issues spoken of by the farmers lobby at micro level include the
promise given in the 2000 Agricultural Policy about remunerative prices and
maintenance of the price parity. The declaration of support prices and the method
of computation of MSP has always been one of the points in all these agitations
across the country. Absence of the price policy and market reforms is the major
concerns now. The situation is quite critical and may surface seriously soon.

Long-Term Grain Policy deliberated the problems confronted by the Minimum
Support Prices and the operations to analyse its effectiveness. The committee
favoured decentralisation of price support and procurement as an alternative to
MSP, an argument put forward earlier by Rao and Deshpande in 2002. Failure of the
MSP policy is traced to faulty data, failure to adhere to the guidelines, political
interventions, imputation methodology and failure to maintain across crop parity.
The Committee recommended that MSP should be continued albeit in a new form.
The suggestions included making the CACP an empowered statutory body and
thus the intervention by the government will be minimised. But this also needs
transparency in the operations of CACP specifically about the methodology of
arriving at MSP. All the computational methods should be clearly stated along with
the basis of the assumptions about all costs including the imputed costs. All the
procurement agencies and Public Grain Management Institutions need to be legally
bound by the Policy. The committee also recommended that the Central government
should under-write open purchase of grains under MSP and FCI should become the
buyer of last resort. FCI can gradually focus on other states where they missed the
rural bus.

Main problem in the policy being ineffective is the involvement of the state
bureaucratic procedures in the entire operations of MSP and its failure as a tool of
price policy is largely to inefficient administration. The time lag between the
incidence of distress price and procurement operation is the challenge. Therefore,
procurement centres should be located in the market yards where the farmer should
have a choice to exit if the product is being auctioned at a lower price. Farmers
group along with the APMC should be assigned the responsibility to procure and
disperse the procured grains. This could be achieved on a decentralised level. It is
better that the stakeholders manage their own issues with the state support rather
than state taking the responsibility and then take the blame of mismanagement.

The preambles of the APMC acts invariably state that the Act was brought into
plug the inefficiencies prevailing in the market but the result seems to be regu-
larising the irregularities prevailing then. The market infrastructure is painfully
inadequate and each market serves large areas economically making impossible
for farmers to take advantage of the institution. The density of markets in many of
the states is so thin that farmer prefers to sell at the village and to the middlemen.
The analyses of the various APMC acts show that largely the Acts are focused on
the operations of the APM Committees and a large number of references to
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litigations in elections. The APMC yards are more dominated by political interests
rather than the interests of the farmers. Besides, the increased density of small and
marginal farmers has caused lower marketable surplus available per farmer
reaching the market yard and the farmer also finds it easy to sell the surplus to a
middleman rather than taking the small lots to the market. If markets have to
become efficient, it will be necessary to reduce the role of the state, middlemen and
the farmer should feel free to sell the product at his/her will. It will be essential that
the farmers themselves manage the markets through direct sale, through group
marketing or other modes where producer share of the consumer rupee is appre-
ciable. For this, the new model act will facilitate but has not come under imple-
mentation in many states.

Globalisation process has opened up the gates for international trade and lib-
eralised a few barriers. Small ripples did get reflected in the agricultural trade but
the domestic market imperfections and the price policy continued to suffer under
imperfections. Precious little was done on this policy front. Agricultural markets
and price policy continues with the distortions that entered into this arena during
seventies and eighties. The resultant of this neglect can be many folds such as the
warning sounded by Bhaduri (2008) about increasing inequality and State growing
hostile towards welfare. Deepak Nayyar pointed to the real failure in the second
half of the twentieth century as our inability to transform growth into development
(2006). Agricultural sector with the major constraints of imperfect market and
distorted price policy cannot expect to reach the desired goal of development
under the market centric globalisation policy, unless quick policy amends are
undertaken. Even now the situation is that if a farmer enters the regulated market
yard she/he faces all the irregularities and cannot come out without disposing off
the produce at the will of a few operators and prices that do not cover even his
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cost. This must change (Fig. 7.7).
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Table A.3 State-wise covered storage capacity—FCI, CWC and SWCs in India as on 1.1.2011

State Covered storage capacity (In Lakh Percentage share of state in all
MT) India
FCI CWC SWCs Total FCI CWC SWCs Total

Punjab 78.77 6.9 58.05 14372 2574 6.78 27.07 23.10
Andhra Pradesh 4221 13,57 2174 7752 13779 1333 10.14 1246
Uttar Pradesh 30.77 11.63  29.89 7229 10.06 1142 1394 11.62
Maharashtra 21.19 1595 1197 49.11 693 15.66 5.58 7.89
Haryana 25.87 531 1674 4792 8.45 5.21 7.81 7.70
Madhya Pradesh 8.36 517  28.64 42.17 2.73 5.08 13.36 6.78
Sub total—(A) 207.17 5853 167.03 43273 6770 5748 7790 69.55
Rajasthan 17.71 4.02 7.71  29.44 5.79 3.95 3.60 4.73
Karnataka 8.38 5.42 993 2373 2.74 5.32 4.63 3.81
Tamil Nadu 9.85 6.33 6.36  22.54 3.22 6.22 297 3.62
West Bengal 11.01 6.5 2.16  19.67 3.60 6.38 1.01 3.16
Chhattisgarh 8.26 2.75 8.47 1948 2.70 2.70 3.95 3.13
Gujarat 7.02 7.72 149  16.23 2.29 7.58 0.69 2.61
Orissa 6.44 3.73 4.14 1431 2.10 3.66 1.93 2.30
Bihar 6.98 1.31 247 10.76 2.28 1.29 1.15 1.73
Kerala 5.37 1.22 1.98 8.57 1.75 1.20 0.92 1.38
Sub total—(B) 81.02 39.00 4471 164.73 2648 3830 20.85 2647
Assam 275 0.65 2.53 5.93 0.90 0.64 1.18 0.95
Delhi 3.67 1.51 - 5.18 1.20 1.48 - 0.83
Chandigarh 3.60 0.13 - 3.73 1.18 0.13 - 0.60
Uttarakhand 2.34 0.71 - 3.05 0.76 070 - 0.49
Jharkhand 1.29 0.35 - 1.64 0.42 034 - 0.26
Jammu & Kashmir 1.31 - - 1.31 0.43 0.00 - 0.21
Tripura 0.52 0.24 - 0.76 0.17 024 - 0.12
Goa 0.15 0.41 - 0.56 0.05 040 - 0.09
Meghalaya 0.26 - 0.14 0.4 0.08 - 0.07 0.06
Himachal Pradesh 0.26 0.07 - 0.33 0.08 0.07 - 0.05
Nagaland 0.20 0.13 - 0.33 0.07 0.13 - 0.05
Mizoram 0.23 - - 0.23 0.08 - - 0.04
Arunachal Pradesh 0.22 - - 0.22 0.07 - - 0.04
Manipur 0.20 - - 0.20 0.07 - - 0.03
Sikkim 0.11 - - 0.11 004 - - 0.02
Sub total—(C) 17.80 4.30 2,67 2477 5.82 422 1.25 3.98

All India (A + B + C) 305.99 101.83 21441 622.23

100.00

100.00

100.00

100.00

Source Based on Annual Report 2010-2011, Department of Food and Public Distribution,

Ministry of Consumer Affairs, Government of India
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Table A.4 Covered storage/warehousing capacity available with the FCI/CWC/SWCs for
foodgrains in India (in Lakh MT)

Years Total storage capacity Percentage share of owned capacity to total

FCI CWC  SWCs Total FCI CWC SWCs Total
1990 175.88  63.36  88.80 328.04 67.86 72.10 72.67 69.98
1991 19592 6477 91.79 35248 61.23 72.90 71.88 66.15
1992 183.14 6428  92.03 33945 6543 74.28 73.02 69.16
1993  180.18  64.02  90.74 33494 67.57 75.77 76.46 71.54
1994 209.64  63.73  95.58 36895 58.43 77.66 73.71 65.71
1995  226.79  69.13 100.04 39596 54.22 73.28 72.59 62.19
1996  206.66  69.75 108.31 384.72 60.07 73.55 68.29 64.83
1997 19476  71.19 109.50 37545 63.79 72.95 70.29 67.42
1998  191.60  72.28 107.80 371.68 64.90 72.34 75.70 69.48
1999  191.56 7348 113.89 37893 65.27 73.01 69.88 68.16
2000  254.08 7479 123.74 452.61 58.06 72.83 69.30 63.57
2001 31446 8391 149.05 54742 4734 66.88 57.71 53.16
2002 279.01 89.17 18549 553.67 45.67 76.76 54.87 53.76
2003  265.87  91.14 199.31 556.32 48.21 83.51 76.04 63.96
2004  236.65  93.59 206.81 537.05 54.15 86.28 76.42 68.33
2005 23370 101.87 195.20 530.77 55.24 82.83 66.00 64.49
2006 22836 100.38 197.05 525.79 56.63 79.92 64.78 64.13
2007  222.83 102.20 192.20 517.23 58.08 79.35 66.02 65.23
2008  216.61 98.78 188.31 503.70 59.78 68.47 65.79 63.73
2009 23091 105.25 19091 527.07 56.16 64.23 64.12 60.65

Note FCI Food Cooperation of India, CWC Central Warehousing Cooperation, SWCs State
Warehousing Co operations

Source Various Annual Reports of Department of Food and Public Distribution, Ministry of
Consumer Affairs, Government of India

Table A.5 Farmers’ awareness of MSP and procurement agencies

SI No States Percent of farmers aware/not Those aware of procurement
aware of MSP agency
Aware Not aware

1 Punjab 63.2 36.8 53.0

2 Haryana 66.7 333 43.6

3 Uttar Pradesh 333 66.7 21.5

4 Karnataka 29.2 70.8 234

5 Mabharashtra 27.8 72.2 21.1

6 Gujarat 26.7 73.3 14.3

7 Andhra Pradesh 29.4 70.6 16.7

8 Tamil Nadu 49.9 50.1 39.0

9 Madhya Pradesh ~ 29.4 70.6 19.7

10 Bihar 19.5 80.5 8.8

11 West Bengal 30.3 69.7 13.1

12 All-India 29.6 70.4 19.0

Source NSSO (2005), Some aspects of farming, 59th round, NSSO, P.A1
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A.1 Annexures

See Tables A.1, A.2, A3, A4, A5, A.6.
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Chapter 8
Promoting Entrepreneurship Among
Women in Agriculture

Nilabja Ghosh

Introduction

As India began to achieve unprecedented high rates of growth in the wake of
liberalization, a concern for inclusiveness of the development process became
more palpable. Among other disadvantaged groups, it was felt that women who
constituted about half of the nation’s population did not find adequate opportunity
to participate in the growth process or reap its benefits. With broader concepts of
‘well-being’” and ‘human development’ finding their place in the economics lit-
erature (Nussbaum and Sen 1993; Dasgupta 2001; Sen 2006a, b), research, and
policy started to focus on ways in which India’s development can encompass all
sections of the populace in coming times. In the later part of the 2000s decade,
when the growth process itself began to encounter various challenges both from
within the country and outside, the question of how agriculture can be made into
an engine of growth also gained importance.

It is now widely recognized that policies which leave out a sector that engages
more than half of the population and a large majority of the poor cannot generate
growth that is sustainable (Sengupta 2013). The approach to agricultural devel-
opment therefore broadened from its conventional focus on growth of output
toward diversification and value addition to agricultural products. Agriculture
began to be viewed more comprehensively as a source of income and purchasing
power rather than merely a direct source of food security (Gulati et al. 2011).
Economic policy in India favored liberalization of agricultural markets and for
promoting agro-processing, food processing in particular. The inclusiveness
implied in these approaches to development has become a major source of con-
troversy in Indian political economy today as it is felt that only the more affluent
sections and multinational companies will be benefited by this form of reform.
Agro-processing is a large sector in Indian agriculture, but as of now a large part of
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it is undertaken within the unorganized sector and any attempt to shift this activity
toward the powerful market entities could hardly benefit the disadvantaged people
in the country and may be far from equitable.

In this context, there is a case for looking at alternative ways in which the
potentials of agriculture and the human resources contained in the agriculture
sector can be utilized through the method of value addition in a broadened domain
of agriculture so that smaller farms and the women in farm households can con-
tribute to as well as benefit from the development process. In other word, a policy
toward integrating agriculture with mainstream industry and the final consumer
may be achieved by promoting a more holistic agriculture within which a part of
the processing is also embedded with, and exploits the indigenous skills, modern
training facilities, and entrepreneurial abilities of women in farm households. This
approach would strengthen the linkages between India’s growth and the devel-
opment of human resources.

In this chapter, we address the issue of promoting entrepreneurship among
women in rural India by opening up opportunities of processing agro-products and
agro-inputs. Enterprise in this context deviates from conventional practices of self-
employment among rural populace in that it connects with newer products and
activities, involves risk and negotiation and it is perceived to be ‘difficult’." The
merit of this approach lies in the easier availability of inputs within the sector and
in the traditional skills that the women often possess in these arts. We assess the
socio-economic situation of the farm women and review India’s policy directions
toward the economic empowerment of women in farm households. We also take a
view of the status of entrepreneurship among farm women using unit level sec-
ondary data collected by National Sample Survey Organization (NSSO). The
chapter is organized in the following way. The socio-economic stature of women
in Indian economy is outlined in Sect. 2, followed by a historical account of Indian
policy approach toward the development of women resources in Sect. 3. The role
of agricultural extension and an assessment of a recent flagship program National
Agricultural Technology Progress (NATP) are especially addressed. Sections 4
and 5 provide the analysis of household data to unveil the economic reality of the
livelihoods and entrepreneurship of women especially belonging to farm house-
holds. Section 6 ends with a few concluding remarks.

Economic Stature of Rural Women in India

India is one of the few countries with ‘missing women’ syndrome (Klasen and
Wink 2006) and a declining trend of the sex ratio of not only the total population

' An entrepreneur is a ‘person who organizes and operates a business or businesses, taking on
greater than normal financial risks in order to do so’ is the definition given in oxford dictionary.
Further, Oxford American dictionary describes enterprise as an undertaking that is ‘difficult’ and
also defines an entrepreneur as a person who undertakes a ‘commercial risk for profit’.
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Table 8.1 Work participation rates (%) of rural male and female from census and NSSO data

Census (Total)  Census (Main) NSSO (PS + SS)  NSSO (PS)

Years Male Female Male Female Years Male Female Male Female
1981 538 232 526 16.0 1987-1988 53.9 32.3 517 245
1991 525 26.7 51.8 18.6 1993-1994 553 32.8 53.8 234
2001  52.1 30.8 443  16.6 1999-2000 53.1 29.9 522 23.1
2011 2004-2005 54.6 32.7 53.5 242
2009-2010 54.7 26.1 53.7 202

Source Computed from Census 1981, 1991, 2001, 2011, Primary Census Abstract and NSSO,
2009-2010, NSSO, 1999-2000, NSSO 2001, Employment and Unemployment Situation in India
Note Census categorizes employment as ‘main’ and ‘Subsidiary’ status and NSSO by ‘Usual
Principal

but also of the under 6 years age group of population. Gender disparity is also
manifest in educational attainments. Property right norms show a bias against
females depriving them of all means of sustenance in case of death of or desertion
by spouse (Agarwal 1994). With agriculture, having become a relatively low
income yielding activity, off-farm opportunities are drawing rural men out of the
villages, leaving women to undertake the burden of cultivation, and leading to the
so-called ‘feminization’ of agriculture.

Work participation of women in India as recorded both by the National Sample
Survey Office (NSSO 2010) and Government of India (1981, 1991, 2001, 2005,
2008), despite mutual discrepancies, is decidedly lower than that for men
(Table 8.1) and remains confined to a few specific occupations some of which are
extension of their domestic work. The fact that a correct picture of the extent and
nature of the women’s economic participation has remained elusive to data pro-
tocols (Krishnaraj 2005) has been even more disturbing. The evolution of many
social ills like dowry can be directly associated with the degeneration of economic
roles of women, their forced dependence on men and a lack of recognition of their
role in household welfare and caregiving (Boserup 1970).

Table 8.2 however suggests that rural women are far more participative in
economic life than urban women. In 1999-2000 female work participation rate
(WPR) was nearly 30 % in rural India compared to 14 % in urban areas.

Table 8.2 Employment (%) in usual status of women in the two sectors in India

Workers Rural Urban Rural Urban Rural Urban Rural Urban Rural Urban
Time 1987-1988 1993-1994 1999-2000 2004-2005 2009-2010
Workers (PS + SS) 323 152 328 155 299 139 327 16.6 26.1 138
Workers (PS) 245 11.8 234 121 23.1 11.7 242 13,5 202 119

In agriculture (PS) 825 21.8 847 193 841 146 814 147 789 118
Self employed(PS) 549 393 513 372 500 384 564 404 503 354
Casual labor(PS) 402 265 453 273 46.1 231 389 174 442 202

Note PS = Usual Principal status, SS = Usual Subsidiary status
Source NSSO 2001 (Employment and unemployment situation in India 1999-2000, 2004-2005,
2009-2010)
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A significant part of the participation was in the subsidiary status and a large
majority of about 84 % of the women workers were occupied in agriculture. Over
time the WPR as well as the women’s engagement in agriculture declined, but
higher WPR of rural women over urban women is evident even in the 2009-2010
survey. Rural women are known to withdraw from not only the workforce but even
from the labor force when seasonal scarcity of work sets in but in reality, they are
known to face underemployment. The decline in women’s WPR in the recent
period is attributed to various social and cultural reasons including increased
engagement in higher level education but poor quality and inadequacy of
acceptable work opportunities need not be wished away.

Quality of Employment

Not only is the rural woman’s work profile highly confined to farming, even for the
women working within agriculture, it is severely limited to specific operations
only. The lack of diversity of women’s occupation is compounded by the fact that
such operations are found to be difficult, monotonous, and repetitive and are
described as drudgery. The All India Coordinated Research Project (AICRP) 1999
of the Ministry of Agriculture identified transplanting, weeding, cutting and
uprooting, sowing and storage as common female activities of farm job. While
rating the operations by their ‘difficulty scores’, these operations were assigned
relatively high values. The activities are generally manual and many of them
require awkward postures that produce body pain and injury that are sometimes
known to cause reproductive problems. They are also not conducive to human
resource development since scientific skills and decision-making have a small role
in such jobs. Farm women have little association with negotiations in market and
communication in public life and possibly there is little incentive for even edu-
cation and skill.

Mechanization which took place during the period of the green revolution has
made farm jobs easier but it is argued that the favorably affected jobs were mostly
in the male domains. Although analyses also show that mechanization was gender
neutral and created additional demand for labor through increased intensity of
cultivation (Agarwal 1994), a biased societal reaction and a misplaced belief that
women could not handle machines” could have been responsible for jobs even
customarily done by women to pass into male domain when they became mech-
anized. The government’s extension mechanism was largely answerable for this
failure and in response to such criticisms, the National Agricultural Technology
Program (NATP) and the Central sector scheme Women in Agriculture discussed
in foregoing sections were designed to address this anomaly.

2 This notion was shown to be untrue in other societies where women do operate and maintain
machines (Wasnik 2005).
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Table 8.3 Gender disparities in wage rates in agricultural operations usually done by women

(Rs.)
Operation Male Female Ratio (F/M) %
2004-2005 2007-2008 2004-2005 2007-2008 2004-2005 2007-2008

Sowing 66 79 46 57 69.7 72.2
Weeding 58 70 48 58 82.7 82.9
Transplanting 62 74 52 62 83.9 83.8
Harvesting 65 75 54 62 83.1 82.7
Winnowing 61 71 47 56 77.0 78.9
Threshing 64 73 50 59 78.0 80.8
Picking 62 72 45 58 72.6 80.6
Casual labor* 45 101 29 69 64.4 68.3
Public works* 48 98 38 86 79.2 87.8

Note *Wage rates in casual labor and public works are taken from NSSO surveys 1998 and 2010
respectively. Further wage rate in MGNRGEA public works are also reported by NSSO for 2010
as Rs. 90.93 for male and Rs. 87.20 for female

Source Employment and unemployment situation in India 1999-2000, 2009-2010, Indian Labor
Journal Vol. 46 No 11 2005, Labor Bureau Government of India (2007-2008)

The structure of employment has visibly moved away from a self-employment
base, (mostly family helpers) toward wage labor between 1993-1994 and
1999-2000 and in the most recent period 2004—2010. The shifts were accompanied
by increased ‘casualization’, more patently in the recent period. As a result, wages
earned by workers became a crucial determinant of their economic well-being
(Hirway and Roy 1999) and movements of wages became important for women’s
economic uplift. It comes out uniformly that men’s earnings have been consis-
tently above those of women’s in agriculture where women earned about 50 % or
at the most 80 % of men’s wage in 2004-2005 (Table 8.3) depending on the work
and region.> Micro studies also bring out similar disparity in wage rate (Kaur and
Goyal 1996; Sudha Rani et al. 1990). The gap has narrowed remarkably since then
although the disparity is still marked.

3 The gender disparity observed in farm wages is often attributed to the fact that men and women
perform different kinds of operations. While it is true that jobs done solely by men such as
plowing, irrigation, leveling, and transporting invariably command higher wages, it has been
pointed out that even in those jobs that are done by both men and women or perhaps better done
by women such as picking and transplanting, the wage rates given for women are less than men.
The supply factor in the rural labor market even when viewed as moderately competitive could
also be playing a significant part in creating the gulf. Household responsibilities make it difficult
for women to migrate creating abundance in the rural labor market. The concern for immediate
household sustenance sometimes makes their participation appear as distress labor.
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Shifts in India’s Policy on Women’s Development

Articles 14, 16, and 39 of the Indian Constitution made provision for gender
equality in all spheres of life and Article 15 even empowers the State to make
official discrimination in favor of women. Although India’s Five-Year plans had a
place for the special needs of women, the inadequacy of the initial approach cannot
be missed. No notion of development of women resources is visualized in the First
Five-Year Plan (1951-1956) except for the formation of the Central Social Wel-
fare Board (CSWB) and the intended Mahila Mandals as part of the Community
development approach.4 Clearly, there was no vision of women forming an
enlightened workforce of the future. The Second Plan (1956-1961) coincided with
serious reforms in agriculture. During that period the approach to rural develop-
ment was integrated with Intensive Area Development Program (IADP); however,
it is widely admitted that the subsequently Green Revolution patently suffered
from a male bias.

The initial plans addressed women’s welfare rather than development and
seemed obsessed with issues of family planning. No landmark step was envisaged
during the entire period up to the Fifth Plan to alter the gender order in the
economy and develop women as human resources, though admittedly, the welfare
approach by incorporating education and health of women and child care in its
objectives had a degree of positive but indirect implication for the development of
women.

The Fifth Plan period was important for two reasons. The submission of the
Report of the Committee on the status of women in India (CSWI) brought the much
needed consciousness of women as inputs for national development rather than as
mere targets of welfare. It was realized that the Constitutional guarantees of
equality would be meaningless unless women’s rights for economic independence
was acknowledged and their training in skills as contributors to the family and
national economy improved. The new understanding was of momentous impor-
tance. The Fifth Plan also coincided with the International Women’s Decade
organized under the UN’s behest.” In 1976, a National Plan of Action was pre-
pared providing guidelines based on UN’s World Plan. A Working Group on
Employment of Women was setup as an exercise of the Sixth Plan.

Influenced by CSWI Report and two other Reports on Women in Agriculture
and Rural development, the Sixth Plan (1980-1985), devoting a whole chapter on

* Today the precise role of the CSWB is under evaluation and there are proposals of
restructuring the Board.

5 The twentieth century has been witnessing landmark actions at the international level,
gradually and steadily changing the gender order in society, bringing women toward the
mainstream society and economy. Beginning with the UN’s first World Conference on Women in
Mexico in 1975 there were subsequent conferences in Copenhagen, Nairobi and Beijing. The UN
decade for women (1976-1985) began an epoch of self-exploration among the nations on their
internal policies. In 1990, the millennium development goals (MDG) further reinforced the
resolve of including components relating to women’s welfare and development.
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women and development, for the first time shifted the approach toward women
from welfare to development. Women’s ‘opportunities for independent employ-
ment and income’ finally found a place in the Plans. The Seventh Plan
(1985-1990) also made qualitative emphasis on inculcating confidence among
women and generating awareness of their rights and privileges and deliberated on
training them for economic activity. Other gender sensitive issues such as
women’s land and property rights (joint pattas), credit, marketing, and technology
received consideration. Women’s role in home and child care and in collecting
fuel, fodder, and water was recognized. The Plan also identified beneficiary ori-
ented programs IRDP, TRYSEM, DWCRA, and continued the externally funded
program for Women in Agriculture initiated during the previous Plan. Domestic
violence also received attention in the context of women’s social position.

In 1985 Government of India constituted a separate Department in the Ministry
of Human Resource Development to monitor and execute programs for women in
other Ministries and Departments and a perspective Plan for Women (1988-2000)
was made to provide a long term overall policy for Indian women. The National
Education Policy gave a specific direction for the education of the girl child.

The Eighth Plan (1992-1997) was the first plan in post-reform era. Marking a
departure from the past, this plan was indicative only as the role of the Planning
Commission was subject to redefinition. The Eighth Plan focused on human
resources and worked out an employment strategy based on opportunities of self-
employment, seeking to improve the bargaining power of producer groups in the
unorganized sectors. Vocational training for self-employment was an important
plank in the strategy.

The Plan viewed women as equal partners in development and demonstrated
gender sensitivity so that development programs did not bypass women. Training
of women in soil conservation, dairy, social forestry, sericulture, horticulture, and
poultry became popular. Also the formation of the Self-help Groups of women and
training them for employment were milestone of this plan. The modification of
agricultural extension to cover women beneficiaries was also a landmark initiative
of the era. Thus, the Eighth Plan was crucial in many ways for setting the stage for
future Plans to carry forward the task of empowering women in society and
economy.

The Ninth Plan (1997-2002) placed women’s empowerment among the pri-
mary objectives of national development. A National Policy for Empowerment of
Women (NPEW) was adopted in 2001 which viewed women as agents of socio-
economic change.® While the transition is yet in process, as men and women move
toward equity, one looks forward to a time when the special emphasis on women

© The NPEW seeks to create an enabling environment for women to exercise their rights both
within and outside their homes, reserve one-third of seats in Lok Sabha and State Legislative
Assemblies, ensure that at least 30 % of funds and benefits flow to women in all development
sectors by the Women Component Plan (WCP), to organize women into self-help groups and
increase credit flow to women.
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in particular may not be required.” The Tenth Plan also emphasized women’
empowerment and employment generation and 30 % allocation for women in
beneficiary oriented projects ensued.

The Eleventh Plan

Economic empowerment of women, treated as agents of development, gained
considerable importance in the ongoing Eleventh Plan which aimed at improving
allocation toward women-oriented schemes and making their implementation
more effective. The Plan has a special focus on ‘inclusion’ which implies that
Scheduled Caste and Scheduled Tribe and Muslim women would be the target
beneficiaries. Gender budgeting and Gender outcome assessments are given high
priority. Education, Training, and credit for women and ‘leadership development
for life, livelihood, and civic empowerment of minority women’ received
increased emphasis within the overall aim of gender ‘mainstreaming’.

The Place of Farm Women in the Eleventh Plan

‘Gender and Agriculture’ is an issue especially addressed by the Eleventh Five-
Year Plan. The Plan took note of the pivotal role played by women in agriculture
as farmers, co-farmers, family labor and managers, and of women’s extensive
involvement in the production of major grains, millets, in land preparation, seed
selection, seedling production, use of fertilizer and pesticide, sowing, manuring,
weeding, transplanting, and in post-harvest procedures. Besides, women’s inten-
sive participation in livestock rearing and collection of forest produce and water
are taken into account.

The policy of gender mainstreaming cutting across a number of Ministries and
departments, is the key instrument in addressing women in agriculture in the Plans.
Incorporated in the National Agricultural Policy of 2000 this means that women
have to be part of all the agenda and can participate and benefit at par with male
farmers by setting their own agenda, Empowerment remains the overarching goal
with capacity building and input access being the two main instruments. The
Eleventh Plan identified the thrust areas for agricultural development such as
increase in productivity, regional dimension, livestock, coastal and inland fishery,

7 The Tenth Plan has also emphasized women’ empowerment alongside its focus on employment
generation but unfortunately combines women with disadvantaged groups like children and
disabled devoting a chapter on ‘Women and Children’ although it is important to realize that
women’s disadvantages are more man made than natural or biological and their constraints,
concerns, and opportunities of the two groups are vastly different.
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horticulture, plantation and nursery, sustainability concerns, water use and man-
agement and storage, and emphasized the role of women in all such activities.
Access to land is a further dimension in the Eleventh Plan. The ability of
women to function effectively as farmers is constrained by their disadvantage due
to the lack of property rights despite Constitutional provisions. Recognition of this
right would also enable women to access credit and other resources and better
contribute to productivity. Amendments of law made in 2005 effected correction to
the biased and unjust land rights of women. Since 78 % of rural households own
some land, access to even small plots of land can help women improve their
bargaining power and use the same asset for productive purposes. The Plan also
dwells on training and skill development of women. Programs organized by
Universities at the door step should provide admission regardless of sex, age, and
educational qualifications. Strengthening of backward and forward linkages of the
agricultural sector with the non-agricultural sectors would provide gainful
employment to women workforce. Training in nursery raising, horticulture,
techniques in cereals productions, storage technique, seed support, biodiversity
preservation, organic farming, and manure preparation are mentioned.

Educating and Training Women Entrepreneurs

Self-employment is a dominant economic occupation of Indian rural women
according to employment survey results but rather than enterprise, it mostly sig-
nifies engagement of women in family farms. Yet, entrepreneurship for profit is
recognized as a promising form of self-employment in India’s development policy.
Many rural development programs have emphasized the promotion of entrepre-
neurship among rural men and women.

Several public programs for industrialization and self-employment have been
implemented in India for decades with disadvantaged sections, including women
intended as priority beneficiaries. The Integrated Rural Development Program
(IRDP), was possibly the largest and the most outstanding employment program
for rural people. This centrally sponsored Scheme operating since 1980 was aimed
mostly at poverty alleviation by providing self-employment to the rural poor
through acquisition of productive assets or appropriate skills to generate additional
income on a sustained basis to enable them to cross the poverty line. Assistance is
provided to families below the poverty line, largely the small and marginal
farmers, agricultural laborers and rural artisans. Associated with the IRDP were
programs like the Training of Rural Youth for Self-employment (TRYSEM) for
creating entrepreneurial competence and technical skills among the youth.
Development of Women and Children in Rural Areas (DWCRA) and Supply of
Improved Tool Kits to Rural Artisans (SITRA) are two other sub-programs
associated with the IRDP.

The success of many of these programs has been far from satisfactory. The
benefit failed to reach the poorest in the society, viability eluded the enterprises,
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investment remained at sub-critical levels and above all, given the low honorari-
ums and the lack of incentive, mobilization of the best training services proved to
be challenging. Since the IRDP involved provision of subsidized credit, the lack of
viability of the IRDP enterprises also tended to have an impact on the health and
incentive of the banking system in the country. The IRDP however exists even
today though known by Swarnjayanti Gram Swarozgar Yojana (SGSY). Perhaps a
more noteworthy direction than the government initiatives was provided by the
organization known as SEWA which is a non-government initiative. Acknowl-
edged widely for its contribution to women’s empowerment at the ground level
(Chen et al. 2005, Chen et al. 2006, Nussbaum 1999, Nussbaum 2000) the Self
Employed Women’s Association of India (SEWA) is a ‘trade union’ for poor, self
employed women workers in India that was founded® in 1972. SEWA members
are women who earn a living through their own labor or small businesses. These
women, constituting 93 % of the labor force, are unprotected by the common
social benefits available to employees in the organized sector. Operating as a non-
government agency, SEWA enjoys flexibilities as well as limitations but one
innovative and redeeming feature is the presence of a research academy embedded
in it that seeks to integrate the self employed women into the mainstream of the
knowledge world, to rationally understand the implications of macro policy on
welfare of the poor women and mitigate the adversities through grass root level
solutions and alternative strategies. The World Bank has treated SEW A as a model
to be replicated elsewhere.

Another successful program is the Khadi and Village Industries Commission
(KVIC). Associated with India’s freedom movement, it was created as a statutory
body in 1957 to provide support and organization to village artisans. Unlike the
IRDP, with its explicit emphasis on poverty alleviation, the KVIC has greater
commercial orientation with the economic objective of ‘producing saleable arti-
cles’ finding a place among the social objectives. The definition of village industry
restricts an industry to be located only in rural areas and to be producing goods and
services with or without use of power but with a ceiling on the fixed capital used
by an artisan. The products of the KVIC sector are marketed through its own sales
outlets. Interestingly, 41 % of the beneficiaries are women. The KVIC organizes
Exhibitions, Fairs, Seminars, and Public Education Programs to promote the
scheme.

A program known as the Support for Training and Employment program
(STEP) was launched’ in 1987 after a situational review was made. The STEP
program aims to increase the self-reliance and autonomy of” women by enhancing
their productivity and enabling groups of women to take up income generation
activities. It provides a package for skill up gradation through training; extension,

8 A noted Gandhian and civil rights leader Dr Ela Bhatt is associated with the founding of
SEWA. SEWASs’ main office is located in Ahmedabad, Gujarat but it works in several states of
India with a large number of members.

° This was made by the National Commission for Self Employed Women and Women in the
Informal Sector.
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and other inputs and the targets include poor, marginalized, and assetless women.
The Scheme covers traditional sectors of employment, viz., Agriculture, Small
Animal Husbandry, Dairying, Fisheries, Handlooms, Handicrafts, Khadi and
Village Industries, and Sericulture. Two more sectors, namely, Social Forestry and
Waste Land Development have been added later.

The Place of Women in India’s Agricultural Extension

With the decline of the erstwhile method known as the Training and Visit or TAV
system of extension of technology to agriculture, consensus moved toward a more
holistic form of extension which viewed agriculture in a broader form and unlike
in the TAV, gender became an essential component in extension. The Directorate
of Extension of the Department of Agriculture and Cooperation (DAC), Ministry
of Agriculture, in operation since 1958, is the nodal agency for effecting agri-
cultural extension. Dissemination of technology and training with a focus on skill
transfer are key methods in extension.

Today, the gender concern is addressed by mandating that 30 % of the
resources on developmental programs and activities be for women farmers and
women extension functionaries in major states. More interestingly, the Center also
disseminates information on gender friendly tools/technologies in crop production,
processing, post-harvest management, and other allied sector activities in a step
toward correction of the past bias and flaws in the erstwhile extension system. The
National Gender Resources Centre in Agriculture (NGRCA) located in the Pusa
campus in Delhi under the same Directorate is responsible for adding a gender
dimension to agricultural policies and programs and for rendering advisory ser-
vices for gender mainstreaming in agriculture. Gender budgeting of the DAC is
done at the NGRCA. A gender dimension is also added to the performance budget.
In fact a separate chapter on gender perspectives in agriculture is inserted in the
performance budget of the DAC.

Even when there is no specific beneficiary oriented program or any significant
allocation earmarked for women farmers, attempt is made in each scheme
implemented by the department to identify and promote the involvement of
women in areas having better potential and scope. For example, although the
schemes Technology Mission on Cotton and on Farm Water Management for
increasing crop production in Eastern India are neither gender specific nor have
any specific allocation for women, the states and the implementing agencies are
encouraged to give preference to women farmers in the distribution of inputs,
training, and demonstrations.

The Cooperative education and Development program for Women is a specific
attempt at engineering the agricultural development to promote literacy, aware-
ness, and for educating women to be organized into cooperatives. A number of
agricultural implements and hand tools suitable for women farmers have been
developed by the ICAR and in the Central Sector Scheme, the Promotion and
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Strengthening of Agricultural Mechanization through Training, and 10 % of the
funds were earmarked for women. A number of women were trained at both
institutional and on-site venues and women farmers have actively participated in
training programs.

Projects for Women in Agriculture

A few programs also explicitly address the women belonging to farm family. A
majority of these were financed by external agencies including foreign countries.
The first of all these was the DANIDA which was a Danish supported farm women
program that began with the signing of Women Youth Training and Extension
Project (WYTAP) in 1982 between the Government of India, the Government of
Karnataka, and the Royal Danish Government. It worked in different phases up to
the year 2005. The longest duration project in it was in Karnataka in which all
districts except one were covered gradually. The Tamil Nadu Women in Agri-
culture (TANWA) concluded in 2003, the Training and Extension for women in
Agriculture (TEWA) in Orissa concluded in 2003, and the Madhya Pradesh
Women in Agriculture (MAPWA) concluded in 2005 were other parts of this
holistic program that aimed at empowering women with better access to knowl-
edge. Village-based training conferences, link workers training, inter-block and
inter-district study tours for exposure, formation of ‘Mahila Goshthi’ groups, and
creation of drudgery saving technology were activities in the project.

The Dutch supported projects included training of Women in Agriculture
Andhra Pradesh (ANTWA) between 1993 and 2007 and the training of Women in
Agriculture Gujarat between 1997 and 2003. Signed between the government of
India and Government of Netherlands, the projects promoted holistic development
of small and marginal farmers and agricultural laborers by exposing them to
relevant technologies and entrepreneurial opportunities.

The Government of India and UNDP signed an agreement in 1998 for an
umbrella Food Security Program with six sub-programs. Under this, three women-
specific sub-programs were implemented with a focus on drought prone and de-
sertified agriculture in a holistic and sustainable way. The aims of the program
included providing women’s groups with access to crop land, encouraging tree-
development in fallow land, storage and distribution of locally grown subsistence
crops. Processing of food for easy cooking and marketing are also built into these
sub-programs. Clearly, the provisions underline an integration of crop cultivation
and entrepreneurship within the broad ambit of agriculture. Technology dissemi-
nation and exposure of women to best practices were also parts of the aim. State
Departments of Agriculture, State Agricultural Universities, State Department of
Women and Child Development, and NGOs as well as numerous Self-help groups
were involved.

A central scheme of Women in Agriculture financed by the Government of
India was launched on a pilot basis during the Eighth plan in one district each of
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seven selected states Punjab, Haryana, Uttar Pradesh, Himachal Pradesh, Maha-
rashtra, Kerala, and Rajasthan. It was extended to Ninth Plan and Tenth plan and
the North East hill states were later included. The scheme aimed at motivating,
mobilizing, and organizing women farmers to form groups so that agricultural
support services, such as inputs, extension, and credit could be chanalized though
the networks. A composite package of recurrent skill-based training was provided
to enable them to adopt new technology. The women farmers also got training in
managerial, entrepreneurial, and decision-making skills.

All these programs are reported to be highly successful. Income levels are
found to have markedly increased, dependence on village money lenders reduced,
and general empowerment effects significantly attained. Exposures to both intra-
state and interstate practices and experiences in setting up stalls to sell vermin,
compost, and food products were confidence inducing. The enterprises covered
related directly to agriculture such as storage by operating ‘Grain Bin’, producing
solar food processing, beekeeping diary, poultry. The main limitation was the
inadequacy of implementation.

National Agricultural Technology Project

The limitation of the erstwhile extension system could be addressed by a bottom-
up approach. The National Agricultural Technology Project (NATP), a World
Bank-aided project, implemented by the ICAR and the Department of Agriculture
and Co-operation (DAC) between November 1998 and 2005 has taken a group
approach toward farmers sensitive to location-specific requirements. The institu-
tional mechanism of NATP was the historic creation of autonomous, multi-partite,
and participatory bodies known as Agricultural Technology Management Agency
(ATMA). A major thrust was the technological empowerment of rural women for
skill development and income generation, the maximum number of trainings being
planned on post-harvest activities, and value addition mainly on fruits and vege-
tables, animal husbandry, and fishery under the NATP.

A country wide evaluation of programs (AERC, 2009-2010) for promoting
women’s entrepreneurship was conducted under the overall guidance and coor-
dination of the present author based on survey results generated in the same project
by a number of Agro-economic research centres (AERC) located in different
Universities in the country. The states covered under the study were Andhra
Pradesh, Punjab, Himachal Pradesh, Haryana, Uttaranchal (now Uttarakhand),
Rajasthan, Bihar, Assam, and Uttar Pradesh. Nearly all the ventures studied were a
result of the NATP program though not all of them were financially supported. The
enterprises identified to be common were (i) nursery raising, growing fruits,
vegetable, and pharmaceutical products using organic methods, poultry, bee
keeping, and fishery under the primary activities though dairy was more common,
(ii) Fruit and vegetable preservation including production of pickles, jam, jelly,
murabba, and potato chips was an important activity under food processing along
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with making of papad and bari from pulses, spice, and milk processing and
making of health products like dalia, (iii) other processing activities included were
quilt making, coir products, jute handicrafts, plate making, and weaving of baskets
or plates and making agarbatti out of leaves, twigs, and other forest products and
(iv) newer activities involved producing certain inputs for agriculture with envi-
ronmental value such as vermi-composting based on locally collected worms,
preparation of nutritious animal feed, mushroom culture, and crops production
using use of bio-pesticides. Although the study covered only products related with
agriculture, in practice NATP had a broader coverage of enterprises like doll
making, candle making, and shampoo making.

The primary information-based study (Ghosh 2010a, b) found all indications of
the economic potentials of the promoting enterprise among the farm women.
Enterprises like making of papad and badi in Punjab were found extremely
lucrative so much so that the diseconomy of scale became a serious limitation. A
key strength of the enterprises studied was the cheap and easy availability of inputs
that brings down cost considerably. Organizational innovations like cooperatives
in dairy and more remarkably, working in groups to reduce fixed and overhead
costs, were features that drew attention. Trainings, mostly arranged by State
Agricultural Universities (SAU) and Krishi Vigyan Kendras (KVK), were useful
especially in the new and eco-friendly ventures but were deemed redundant in
other activities of traditional practice like dairy and food processing. Finance was
sometimes availed from the NATP itself but otherwise from private sources only;
there was no role of institutional credit. Access to land was an important factor in
adoption of many enterprises. A serious limitation to the ventures was noted in the
inadequacy of marketing channels. Enterprise was found not only to generate
‘visible’ monetary earnings of women, but also to help women acquire greater
confidence, recognition, and awareness in society (Ghosh 2010a, b).

Livelihoods of the Farm Women

The livelihood of farm women and their status of entrepreneurship is studied by
analyzing the household level data collected by NSSO 54th Round in the years
1998 (NSSO, 1999), extracting the data on farm households (cultivators and
agricultural labor) only. The work force is assessed in relation to the female
population of age above 15 years reported as ‘adults’ by NSSO. A ‘self employed
in own enterprises’ group'® (SEOE) of farm women is categorized on the basis of

19 This distinction is made from the NSSO defined ‘Self-employed’ that includes also helpers in
household enterprise who ‘assisted the related person living in the household in running the
enterprise’. This assures the inclusion of only individuals who have ‘autonomy’ and ‘economic
independence’ for running the enterprise and receive ‘remunerations determined by the sales or
profits of goods and services produced’. For a unpaid family helper these specifications need not
be satisfied.
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Table 8.4 Participation in work of (adult) farm women in India

Principal status workforce (% population) 40.3
Usual (including subsidiary) status workforce (% population) 52.5
Employed in agriculture and forestry (% principal status workforce) 95.5
Casual labor and public works (% principal status workforce) 51.1
Unpaid family worker (% principal status workforce) 373
SEOE-own account, employer (% principal status workforce) 9.7

Subsidiary status SEOE (% subsidiary status workforce) 19.3
Entrepreneur (%Principal status Workforce) 3.5

Entrepreneur adjusted for tobacco workers (% principal status workforce) 3.0

Not beyond primary (% population) 86.8

Note SEOE = Self employed in own enterprises. Underemployed are employed by usual status
but unemployed by weekly status
Source Computed

information provided on the status of employment to delineate women who are self
employed but not as family help. Further the nature of enterprise is identified using
five digit coding of the National industrial Classification (NIC) used in the reports.
In particular, our focus is on the group of ‘Entrepreneurs’ who are specified as
women in the SEOE category but who engage in activities other than the con-
ventional cultivation of food crops. This group also includes tobacco workers but
due to reasons discussed below entrepreneurs working in diversified activities
excluding tobacco receive special attention in our study.

Farm women constituted about 47.9 % of Indian women and 48.9 % of farm
population.'' The work participation of farm household women is considerably
more than for women from other rural households.'” A large 95.5 % of the
workforce is employed in agriculture and forestry in various capacities. Unpaid
family workers constituted 37 % of workers and a larger share 51 % of the
workers are employed as casual labor (Table 8.4). The SEOE constitute a con-
siderable section of the subsidiary status workers but less than 10 % of those in the
principal status. The education level of the farm woman was extremely low.

"' This is an approximate figure only. A population of 230 million (1999-2000) is worked out
based on NSSO data. There is usually a discrepancy between NSSO projected and Census
population figures so that scholars usually project Census data to the survey period and make
adjustment. This is not attempted here.

12 Tt is also seen that even among non-workers 41% perform jobs that could be potentially priced
if market is created.
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Entrepreneurship

The Box below gives a summary picture of the diversified activities of enterprises
in which the farm women’s presence is observed.'> The category ‘processing’'*
covers a large number of activities all of which convey value addition to agri-
culture. Tobacco enterprise covers two different activities of ‘bidi’ production or
the making of the ‘bidi’ and collection of the raw material, i.e., ‘tendu’ leaves from
forests. In particular, although the size of this sector is equivalent to processing
sector taken together, our interest lies in activities of enterprise that exclude
tobacco, because the viability of this historic self-employment base of women in
India is questionable in the current context.'”

13 Tobacco, perfumery (including agarbatti) and craft are the activities that are found to have
high share of women entrepreneurs (96, 100 and 70% respectively).

!4 The processing group includes (i) food processing activities like Flour milling, Dal milling,
Rice milling, Processing and grinding grains, vegetable milling, flour of meal of dried
leguminous vegetables of roots and tubers of edible nuts, breakfast foods by swelling and roasting
cereal grains, starch and sago products, glucose syrup, gluten, corn oil, animal feed, bakery
products, sugar, gur, khandsari, cocoa, chocolate, confectionery, sweetmeats, macaroni, noodles,
tea, coffee, edible nuts, malted and infant foods, spices, papads, vitaminized high protein flour,
dried dal and cereals, Manufacture of Beverages (non-alcoholic); (ii) Textile-based processing
such as Spinning and weaving of cotton fiber, of silk fiber, wool, other animal hair, manmade
fibers, Durries, druggets, rugs, carpets, rugs, coverings of jute, mesta, coir, other floor coverings
of textiles, sunhemp, cordage, rope, tine, netting, thread, jute rope and cordage, coir rope and
cordage, mesta, nets, Embroidery, laces, fringes, zari, ornamental trimmings, linolium, mantles,
canvas goods, sanitary towels and tampons, metalized yarns, gimped yarn, rubber, water proof
textiles, knitted, crocheted fabrics of cotton, woolen and synthetic substances, textile garments
and accessories, raincoats, sheetings, hats, caps of waterproof textiles, leather apparels and (iii)
Crafts like Basketry, grain bins, bamboo and reeds works, wooden containers, canes, rattan,
bamboo willow, grass, leaves, wooden, industrial goods, cork products, bamboo and cane articles,
and fixtures thatching from reeds, grass, broom sticks, wooden agricultural implement, shopping
bags and ornamental boxes, costume articles, trays, table-lamps, fancy baskets, table mats, vessel
holders.

!> Bidi industry spanning most states in India may be as old as 119 years (since 1887) in India. A
number of activities such as procuring Tendu leaves, cutting leaves to specific sizes, filling with
tobacco, rolling and tying with yarns and curing in oven, and selling make up the major functions
in the industry. Factory production of bidi is known for its sub-human conditions but processing
mostly has a home-based and unorganized character managed by contractors. The flexibility of a
home-based avenue of earning possibly attracts women (and even children) constituting an
estimated 68% of total workers encompassing the whole industry. The pitiable conditions of
working in this industry, (SEWA 2005, Varma and Rehman 2005) as also the decreasing
production and consumption of beedi/tobacco, known to cause 3 million deaths per years in the
world and facing curbs from government policies raise the need for suitable alternative
livelihoods for women.
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Box: Enterprises with Women’s presence

Agricultural (Primary): Growing roots, tubers, cones, forage plants, etc.,
fruits and vegetables; seeds, nursery products, spices, nuts, animals, and
fishery; agro-services, Forestry, forest services and collection. These exclude
conventional crop-based activities.

Share in workforce: 1.9 %

Processing (PRC): Food processing; Textiles; Leather; Wood; Paper.
Share of workforce: 0.4 %

Tobacco: Tobacco products (Bidi, cigar, etc.) manufacture and collecting
Tendu leaves.

Share of workforce: 0.5 %

Trade: Retail Trade

Share of workforce: 0.2 %

Services: Hotel; health; recreation; education; washing, hairdressing, etc.,
finance and real Estate.

Share of workforce: 0.2 %

All Enterprises (Entrep)

Share of workforce: 3.5

All enterprises (Entrep-adj) except Tobacco

Share of workforce: 3.0 %

The gender share is cent percent in agarbatti (perfumery), i.e., nearly all
entrepreneurs are women, particularly high in tobacco and lowest in food pro-
cessing. Tobacco processing is an important constituent of women’s enterprises
but although categorized as such in this study it is useful to recognize that the
nature of the business lies somewhere between entrepreneurship and wage labor as
the work is assigned by the purchaser so that the element of risk is reduced. The
flexibility of a home-based avenue of earning along with assured income possibly
attracts women (and even children) constituting an estimated 68 % of total
workers encompassing the whole industry. The Textile and Crafts activities among
the entrepreneurs usually involve manual work. These jobs were also traditionally
done by women in household often as domestic chore but may have fairly good
market prospects.

Socio-Economic Profiles of Entrepreneurs

The socio-economic profiles of selected groups of households by women’s
entrepreneurship are presented in Table 8.5. Households with women in primary
activities (growing commercial crops, raising animals, etc.) turn out to be socially
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Table 8.5 Socio-economic profile of women in entrepreneur from farm households

Attributes Entrepreneur Tobacco Primary Processing Trade and
services

Household characteristics (% of sample households)

Average age of entrepreneur 38.2 29.3 41.1 36.5 41.6
(Years)

Land possessed (ha) 1.08 0.40 1.40 0.82 0.89

SC/ST (% Households) 31.0 33.5 28.0 41.3 36.5

Female headed (%) 15.4 9.8 20.5 9.0 10.7

Member not beyond primary 80.3 87.5 92.8 86.1 90.0

education (%)

Notes Entrepreneur excludes tobacco workers

and economically relatively privileged. The average farm size at 1.4 hectares is the
largest and the proportion of disadvantaged sections (scheduled castes and
scheduled tribes) is least in this group but these women have less education and are
more likely to belong to female-headed households. In contrast, average holding of
the women in processing falls short of a hectare and it is worse among tobacco
workers. The proportion of backward sections is also relatively higher in these
groups. The processing entrepreneurs followed by the tobacco workers however
seem to be more educated than the others which perhaps reflect their probable
links with the formal sector in the economy.'® The average age of the entrepreneur
is over 38 years. This is more than the average of a typical farm woman worker
estimated at 35.9 years. It is also worth noting that entrepreneurs in beedi making
and in processing activities are relatively younger compared to their counterparts
in primary activities and in trade. Perhaps the predominantly home-bound nature
of these activities draw the younger women despite their greater household
responsibility while the relatively senior women indulge in outdoor jobs like farm
work and selling products in the market, but given the relatively weaker status of
the households observed in these specific groups, their compulsion to earn may
also be stronger.

Structure of the Enterprise

Table 8.6 presents fairly archaic organizational profiles of different enterprises
including two major sub-sectors of processing enterprises, namely food processing
and textiles. Less than 7 % of the enterprises have any system of written accounts.
Only tobacco enterprises, usually tied up with more organized units, record a limited
extent of accounting practice. Most of the enterprises run primarily on family labor

16 Outsourcing of work by formal processors is not uncommon and contracts are most common
in beedi making.
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Table 8.6 Modernity of enterprises of farmwomen

Modernization indicators Entrepreneur Tobacco Processing (total) Food processing Textiles

Employer (%) 0.7 0 0.8 0 0
Worker < 6 persons 88.6 95.3 83.1 80 80.4
Keep accounts 6.7 13.6 0.1 0 0.3
Works from home 68.6 88.9 73.4 61.7 71.9
No fixed place of work 1.2 0 0 0 0
Electricity use - - 2.5 9.7 0.8

Note Electricity use is for manufacturing only
Entrepreneur excludes tobacco workers

with no hiring practice. Also nearly 70 % of the enterprises operate from home with
no separate office or work space. The picture is especially dark for manufacturing
particularly so for food processing and textile enterprises where family members are
widely found to participate. The processing organization, which is most akin to
manufacturing in the organized sector, is far from modern among the women
entrepreneurs. Majority of the groups reported in the tables however work at fixed
places though the fixed place of work is generally their home.

Spatial Distribution of Entrepreneurship

Although intuition suggests that economic development would draw more women
to participate in workforce by creating employment, the indications observed are
quite the reverse. That affluence reinforces patriarchy, a hypothesis that is often
used to explain differences in social norms that relate women’s economic status
with family honor among various classes, castes, and most notably between
northern states and other states in India (Chen 1995). The lack of education,
property rights, and the role of the plow culture (Agarwal 1994, Boserup 1970) are
other possible but related explanations why rural women are drawn to the labor
market by sheer distress rather than the urge for development.

The analysis of the data on farm households show that the agriculturally more
developed north Indian states Punjab and Haryana record the lowest WPR of farm
women. The estimated WPR is as low as 4 % in Punjab and 5.5 % in Haryana
which is far less than the estimated 40 % at the all India level seen in Table 8.4.
However, the same states rank high in women entrepreneurship measured by the
ratio of entrepreneurs to women workers (Fig. 8.1a). In contrast, southern states
Andhra Pradesh and Karnataka with WPR at 68 and 57 % lead in women’s work
participation but trail far behind in entrepreneurship. Northeastern states show
strong tendencies for women entrepreneurship. States like Tamilnadu in the south
and West Bengal in the east have moderately high tendency for entrepreneurship at
around 5 % compared to the estimated 3 % at the all India level (see Box) but as
seen in Fig. 8.1b the activity of enterprise is different from the northern states.



208 N. Ghosh
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Fig. 8.1 a Tendency for entrepreneurship of farm women in Indian states. b Tendency for
entrepreneurship in primary and processing activities of farm women in Indian states

The activity-wise spatial representation of entrepreneurship (Fig. 8.1b) signifies
specific preference among the farm women in the two north Indian states for
primary-based enterprises. Other neighboring states like Uttar Pradesh, Gujarat,
and Rajasthan too share the same trait. The observation can be related to many
factors like the economic strength of the region in agriculture and allied service,
nature of extension services availed, easier access to land, and credit and family
specialization in farming. The eastern states of West Bengal, Bihar, Orissa, Assam,
and Tripura and to an extent the southern states too are in higher positions when
ranked by processing. The active presence and priorities of self-help groups and
supporting government and non-government agencies may be possibly associated
with this specificity but more evidence is required for a firm conclusion.
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In industrialized states like Maharashtra and Gujarat the tendency toward pro-
cessing based entrepreneurship is absent and work participation as well as entre-
preneurship tendency is less visible in Madhya Pradesh.

Constraints Due to Under-Development

Low quality of employment, discrimination, poor wages, and immobility imposed
by urban housing inadequacies may be deterring rural women from joining the
economic workforce in India’s growth process. Women in the Indian society are
also said to prefer ‘home-based activities’ and a role of household ‘care givers’.
The rigidity in the nature of their work participation and household ties is however
reinforced by the antiquated technology with which domestic chores are con-
ducted, the lack of adequate power supply, lack of good transportation, and
assurance of safety that limit the mobility of women. Meager access to land is also
a severe limitation for farm women to indulge in enterprise.

Agriculture, viewed merely as growing of crops is becoming un-remunerative.
However, considered holistically to encompass diversification, processing, pres-
ervation, and other agro-services, it holds enormous potential for not only
empowering women in their households and communities but also in giving a
significant place to women in development and growth. A more balanced approach
for policy makers could be to promote policies for industrialization such that part
of the agro-processing activities is passed on to farm women by encouraging
outsourcing through fiscal incentives, mandates, and certification.
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Chapter 9

Construction and Engineering Industry
in India in PPP Regime with a Special
Focus on Airport Development

Bhaskar Chatterjee and Sarmila Banerjee

Introduction

Till the early 1990s, the general understanding that guided economic policy
framework and planning in India hinged on the paradigm that the Government is
mostly responsible for the provision of public goods/services which are by nature
indivisible and non-excludable and thus cannot be priced by the market mecha-
nism. The liberalization and globalization process that was initiated in the early
1990s catalyzed a paradigm shift in this perception. Rapid growth brought forth a
manifold increase in demand for social/civil infrastructure. The Government’s
financial status and delivery capabilities were grossly inadequate to meet this
demand. Moreover, the delivery mechanism itself was functioning quite ineffi-
ciently in the hand of the public sector authorities. So, from the demand side there
was sudden expansion in scale and from the supply side the prevailing institutional
arrangement was proved to be insufficient. It was in this backdrop that the gov-
ernment invited private participation in the public domain of social infrastructure.
The financial as well as circumstantial rationale extended to justify such a change
in paradigm in India has basically hinged on three crucial premises: (i) given the
limited wherewithal of the Government in the face of burgeoning budget deficits,
the rapid demand for social/civil infrastructure of a growing economy can only be
met through active investment and participation of the private sector; (ii) with the
involvement of private capital under global influences there would be constant
monitoring of sovereign credit worthiness by international financial institutions
and global credit rating agencies; and (iii) PPP model would raise efficiency of
both resource usage as well as the speed of delivery helping the economy to
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sustain rapid growth. The optimism regarding this arrangement derived support
from the successful adoption of this model in Europe in the 1960s, in Latin
America in the mid-1980s, and more recently in Africa and East Asia.

In 1998, under the National Highway Development Program (NHDP), the
Government of India has initiated the public—private-partnership (PPP) approach
which was aggressively extended later to other sectors. The first major diversifi-
cation out of the road sector was in the airport sector with privatization of a
number of major airports, viz., Bangalore, Hyderabad, Delhi, Mumbai involving
around Rs.19,000 crores worth of investments. The airport initiative was followed
by a deluge of PPP projects in power and urban infrastructure by the Central
Government. The State Governments subsequently entered the fray and extended
the PPP initiative to social sectors like health, education, etc. Available data till
end December 2011 show that Rs.645,000 crore of investments have been done in
India through the PPP initiative, taking into consideration both State as well as
Central Government projects (Ministry of Finance, Government of India).

The PPP initiative brought in a new set of stakeholders and led to a significant
change in the structure of the delivery market. Traditionally, the Indian construction
market was dominated by a few strong contractors doing traditional engineering,
procurement, and construction (EPC) business on a turnkey' basis. With the advent
of the PPP model a new set of market participants emerged while the existing ones
evolved into new forms. First, pure developers/concessionaires” entered the mar-
kets; second, many of the traditional EPC firms entered into the concession business
looking for leveraging the advantages of the concession—construction integration.
Third, the consortia approach was increasingly adopted and a number of global
players entered the scene. Now the infrastructure project is conceived as an inte-
grated project that would provide utility against infrastructure support and simul-
taneously provide some other direct utility bearing market goods as a part of a
package deal. For example, in providing airport infrastructure, private players are
enjoying the rent from duty free shops, land development, and provision of different
hospitality services. Infrastructure is considered as a bundle of assorted services
where one has to pay for enjoying the benefit of each service. Thus, with the adoption
of PPP model, the non-divisible and non-excludable properties of traditionally
defined public goods broke down and the role of Government changed from a direct
provider to a facilitator/regulator for ensuring adequate supply. Services from
projects developed under the PPP model are priced according to the market principle
and are excludable in nature. Such projects are developed by the private sector with
the objective of maximizing return on capital employed over a given horizon rather
than the traditional norms of social welfare maximization. However, the projects

"Ina turnkey project a private contractor is selected through a bidding process. The contractor
designs and builds a facility for a fixed fee (rate or total cost) which is one of the key criteria in
selecting the winning bid. The private party bears the risks involved in design and construction
phases, his scale of involvement is low and for a short period of time.

2 Firms that obtain PPP projects get it financed and constructed and enjoy profits from expected
income over the period of the concession.
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would still be under public ownership and there would be a compatible mixing of
social cost—benefit analysis with private * analysis. It is expected that this new
arrangement would relax pressure on Government budget and release resources for
other Government directed programs, would raise efficiency of resource usage and
delivery, connect the future of the construction and engineering activities with
financial stability of the economy through developers/concessionaire’s channel, and
help the economy of India to earn her demographic dividend from the world market
(Bloom and Williamson 1998).

Given such presuppositions for adoption of PPP model and the corresponding
change in the delivery structure of the private players, successful implementation
of such model in India would be contingent on a number of important factors:

(i) Adoption/creation of a balanced regulatory environment for right and equi-
table sharing of risk/profit amongst the major stakeholders i.e., the Private
Sector, the Government, and the ultimate Consumers;

(i) Arrangement/Availability of finances for such projects;

(iii) Capability of the domestic engineering and construction industry to deliver
quality in such large-scale complex projects;

(iv) Long-term viability of PPP as a business model for corporate players given
the high degree of leverage and uncertainty associated with the projected
income streams;

(v) Availability of feasible exit routes for private parties, given their long-term
exposure to such investments.

Given this background an attempt is made to analyze the organizational
strength of PPP institution along with its associated risks and vulnerability in the
light of other developing country experiences and the prevailing situation in India.
Section 2 discusses the definition and alternative structures of PPP model, Sect. 3
reports the experience of the developing countries in the face of global integration,
Sect. 4 talks about the state of PPP projects in India with a focus on viability in
terms of financial, institutional, and regulatory challenges faced by them, Sect. 5
presents a case study of Delhi Airport, Sect. 6 assesses the regulatory practices,
and finally, Sect. 7 presents an overall assessment. D="“Q2” Text="“Please check
that the Sect. 7 is correct, and provide link amend if necessary .”

PPP: Definition, Structure, and Operation

The term public—private partnership (PPP) does not have a legal meaning and can
be used to describe a wide variety of arrangements where the two parties share
rights and responsibilities during the duration of the contract, i.e., distribution/
sharing of risk and ownership (Edward et al. 2011). PPP is not privatization. There

3 Strength-Weakness-Opportunities-Threat (SWOT).
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is a clear difference between these two forms of private sector engagement:
privatization involves the permanent transfer of a previously publicly owned asset
to the private sector, whereas a PPP necessarily involves a continuing role for the
public sector as a “partner” in an ongoing relationship with the private sector.
Most importantly, under a PPP, accountability for provision of the service is
clearly in the hands of the public sector, while under privatization, immediate
accountability for providing the service lies with the private provider. In a PPP
arrangement, the private sector party usually agrees to undertake the following:

(1) Design and build, expand, or upgrade the public sector infrastructure;
(i) Assume substantial financial, technical, and operational risks;
(iii) Receive a financial return through payments over the life of the contract either
from the users or from the public sector or from both;
(iv) Usually return the infrastructure to public sector ownership at the end of the
contract.

The nature of the PPP is determined by what rights, obligations, and risks are
assumed by the public or private parties within the partnership (Delmon 2010). In
accordance with the share of responsibility of the private partner different con-
tractual arrangements like O&M contract, lease/affermage contract, concession,
joint venture and divestiture are observed in practice (Fig. 9.1).

(i) O&M Contract. This is mostly known as the management contract. Here the
public authority finances and builds a project and the private entities provide
operation and maintenance services against a fee for a specified period of time.
The renewal of the contract is contingent on the quality of service provided.
Popular examples in India are the management of municipal solid waste, that
of Sulabh Complex, etc.

(i1) Lease/Affermage. The private entity builds/refurbishes and operates a service
where the public authority or grantor finances any major capital expenditure.
The private entity generally collects tariff from the consumers directly. The
difference between an affermage and a lease contract is rather technical. Under
a lease, the operator retains revenue collected from customers/users of the
facility and makes a specified lease fee payment to the contracting authority.

. Management Lease / Concession
Public Se::tor & Operating Affermage v Diveastiture
undertaking contract contract SPV
BFOT
& The Indian Position
Low = + High

Extent of Private Sector Participation

Fig. 9.1 The private ownership continuum model of PPP
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defined risk
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Under an affermage, the operator and the contracting authority share revenue
on a pre-specified ratio. So, in affermage contract the risk is shared between
the contracting parties while the lease contract involves a fixed fee and,
therefore, no risk sharing (Fig. 9.2).
Concession. In this form of PPP, the government defines and grants specific rights
to an entity to build and operate a facility for a fixed period of time after which
the ownership reverts back to the public sector. Here the private partner finances,
builds, operates, and delivers a service in a leased-in-Brownfield*/Greenfield and
collects user-fee directly from the consumers.” Terms such as BOT (build,
operate, and transfer), BROT (build, rehabilitate, operate, and transfer), DBFOT
(design, build, finance, operate, and transfer), DCMFT (design, construct, man-
age, finance, and transfer) are often used to describe such schemes. In conces-
sions, payments can take place both ways: concessionaire pays to government for
the concession rights and the government may also pay the concessionaire to
meet certain specified conditions laid down in the agreement to make projects
commercially viable and/or to reduce the level of commercial risk undertaken by
the private entity, e.g., capital grants or other financial incentives. Here the risk
share and the volume of investment of the private partner are large. Often the
concessionaire is required to establish a special purpose vehicle (SPV) for

* BROWNFIELD Project refers to the modernization, extension, expansion, and remodeling of
the existing projects; i.e., to start a project based on prior work or to rebuild (engineer) a product
from an existing one. In contrast a GREENFIELD project means to start a project without the
need to consider any prior work.

5 This mode of cost realization is known as the User-fee-based approach.
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Fig. 9.3 Aeronautical and Non-aeronautical services in IGI airport, Delhi (Source GMR (2006))

implementing and operating the project. The SPV may be formed as a joint
venture company with equity participation from multiple private sector parties
and the public sector where a project or a set of projects is treated as a separate
entity from the sponsors. Funds are then borrowed solely based on the project’s
cash flows and the equity in the SPV itself. This independence allows the project
package to be separated from the equity investors’ balance sheet. Commonly
observed models of concession contracts in South Asia are toll roads, sea-ports,
airports, etc.

Divestiture. When the underlying asset is not returned to the public sector ever,
i.e., the public sector relinquishes the right of ownership of assets to the private
sector, it is sometimes referred to as a BOO (build, own, and operate) contract
also. Since the public sector is still a party to this project, hence, it is not the case
of pure privatization.

For the construction and development of road, seaport, airport, and other
infrastructure in India the concession model of DBFOT-type has been taken up
quite frequently. Figure 9.1 shows the constituents of a project company as a joint
venture involving the public authority, developer, construction contractor, oper-
ating contractor, and the financial investor to define the ownership and risk sharing
pattern of a PPP project. The sponsor/developer bids and gets a DBFOT Project
based on their assumptions of long-term projected cash flow from the project given
certain long-term assumptions regarding the state of the (macro) economy and its
structural features, sectoral and local realities, and regulatory arrangements.
A separate independent SPV is floated. It gets equity from developer and other
stakeholders and raises funds from the market (Project Finance) which is typically
70-90 % of the total investment. The project risk borne by the developer is limited
to his share of equity participation; the delivery compulsion, and the debt remains
in the books of SPV only. Since the ownership of the asset lies with the public
authority, the cash flow from the project is the only source of return for both debt
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and equity investors, with debt being the senior claimant. So, the financial insti-
tutions (as the supplier of the debt finance) have a big say in the process and they
employ agents like Consultants, Merchant Bankers, and/or Insurer to monitor the
transparency and internal efficiency of the system.

Thus, the transaction heavily relies on contractual commitments between the
project participants and, therefore, the regulatory and supervision capacity of
governments is crucial to the success of these transactions. However, project
finance is more complex than traditional corporate or public financing, typically
involving many more parties and resulting in significantly higher transaction costs.
It is not unusual for this transaction cost to exceed the magnitude of the equity
finance. The total transaction costs exceeded 7-10 % of the total project value in a
number of projects in Latin America (Guasch 2004). In that event the developer
may like to go for re-negotiation.

PPP Initiatives in Developing Countries

Chile first embarked upon its PPP project in 1974 and with a 15-year lag Argentina
adopted this model in 1989. At around the same time some of the most eco-
nomically aggressive East Asian countries started to rely on creative project
finance for many of their large infrastructure projects followed by Arica and South
Asia. The 1990s were characterized by a massive policy redirection toward private
participation in infrastructure development in developing economies where the
volume of such investment grew more or less steadily till 1997-1998 in Latin
America and till 2007 in the other part of the globe. Between 1984 and 2003, PPP
generated investment commitments of about USD790 billion. This reflected, in
part, the disappointment with ineffective state-operated utilities, the promise of
private funding, and the opportunity offered by technological, regulatory, and
political changes (Estache 2005). Table 9.1 reports the share of private partici-
pation in different public utilities across different regions of the World by the year
2002. It is observed that both electricity generation and telecommunication are
more strongly dominated by private investments than electricity distribution and in
all these services the share of participation is increasing with the increase in the
level of development. In high income countries, on an average 70 % of electricity
generation and 83 % of telecommunication services are dependent on private
capital. In terms of regional distribution of the adoption of PPP, among the
developing countries, the situation is most discouraging in the Middle East and
North Africa and most encouraging in Latin America and Caribbean. In fact, for
the latter the share of private participation in electricity distribution (57 %)
exceeds that in the developed countries (43 %).

According to the information provided in the database of Public—Private
Investment Advisory Facility (PPIAF) of the World Bank it is observed that
energy, transport, and telecommunication have attracted private investment more
successfully than water supply or sewerage management. Since the latter involves
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Table 9.1 Countries with private capital as of 2002 (% of sample)

Number of countries in sample 155 Electricity 155 Electricity 155
Generation Distribution Telecom

By income level

Low income developing 33 % 26 % 37 %

Low-Middle Income 39 % 31 % 51 %
developing 58 % 39 % 66 %

Upper-Middle Income 70 % 43 % 83 %
developing

High Income (Developed)
By World Bank-Region Classification

Sub-Saharan Africa 33 % 24 % 41 %
East Asia and Pacific 60 % 20 % 38 %
Europe and Central Asia 41 % 37 % 58 %
Latin America and Caribbean 68 % 57 % 67 %
Middle East and North Africa 7 % 6 % 23 %
South Asia 38 % 13 % 50 %
High Income (Developed) 70 % 43 % 83 %
Total 46 % 32 % 55 %

Source Estache (op.cit.)

direct tariff collection from the consumers for a common facility, the private
investors may be extra careful in getting involved in such projects due to greater
chance of political as well as regulatory interventions. In Latin American countries
transport service is a popular PPP avenue, whereas in Asian countries road, sea-
port, airport, etc., are increasingly attracting private investment. Investors in
general tended to favor Greenfield projects over projects that rehabilitate existing
assets. However, concession and joint venture (BOT contract) are most visible in
case of transport services and complete divestiture in case of energy sector.

PPP was initiated in Latin America in an environment in which the cost of
private funds was at a historical low level. Indeed, there was an unusually high
excess supply of funds on the international capital markets favoring FDI and other
forms of international capital flows. This eased PPP-type investment in politically
committed countries. The 1990s also saw a wave of ideological changes favoring
market-oriented reforms among leaders of all political sides. It may also be useful
to point out that in almost all countries, privatization and infrastructure reforms
were actually part of a wider reform agenda.

However, in Latin America private sector participation has started losing its
popular acceptance since the early years of the present century and investors’
appetites have gradually waned. About 40 % of the population expressed dis-
content with private sector participation in 1998 and in 2007 it was closer to 75 %.
Thus, public opposition has become a real constraint on Private-Public Investment
(PPD) in some countries, both politically and operationally. The anecdotal and
more formal evidence available suggests that in most countries, the direct pressure
on the government budget was relaxed in the short run but most of these projects
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were not commercially viable as the indirect pressure on government subsidy in
the form of OPEX and CAPEX concessions were exceeding the revenue earning
from tax and non-tax sources (Campos et al. 2003). The longer run story is
however much more subtle. In many regions, the concern for affordability of
public services was so clearly at the top of the politicians’ priorities that subsidies
are required to pacify sentiments. Even for regions where initially the reforms had
introduced major tariff rebalancing and subsidy cuts to ensure increased sector
autonomy, the political pressure eventually forced them to return to the subsidi-
zation of the sectors (Chong and Lopez-de-Silanes 2003). There are thus plausible
reasons for tensions between public authority, operators, and users leading to some
of the divorces in PPP relationships.

Besides this political flexibility in the regulatory commitment, with the onset of
global recession in 2008 private investment in infrastructure witnessed a sharp
retreat in developing economies with less developed credit markets. Thus, the
overall flow turned out to be cycle sensitive. This lays credence to the fact that
emerging markets with less developed domestic sources of long-term credit may
suffer disproportionately in times of global crunch. All these factors culminated
into a high rate of request for separation or divorce from this policy.

The Indian Experience

India is still a relatively new entrant into the PPP market as compared to the more
matured European and Latin American markets. The Indian bonhomie with PPP
initiative started tentatively with the adoption of the National Highway Devel-
opment Program in 1998. The Golden Quadrilateral Project required enormous
capital investments and delivery capabilities. Initially the projects were given out
on a contractual basis following the usual tendering process. The established
contractors executed such projects based on the timeline set by the NHAI. How-
ever, this traditional model of infrastructure delivery suffered from two major
drawbacks. First, the huge capital required for such infrastructure projects were to
be financed by the Government’s budgetary resources. Second, the delivery
excellence of the contractors, in terms of time and quality, were in many instances
not up to the mark. As a result, the Government decided to go for the PPP model of
infrastructure delivery with the private sector bringing in the investment funds and
optimizing its Return of Capital Employed (ROCE) through a partially regulated
pricing system. Initially, NHAI went for a mix of user fee-based and availability-
based return® with a guaranteed return to the developer with contractually agreed
timeline for revision of such returns over the lifetime of the investment. The

6 Just like user-fee based PPP the availability-based PPP also involves a private party designing,
financing, building, and operating an infrastructure but instead of collecting the fee directly from
the end-user here the public authority makes the payment.
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average project sizes were also small with a few big projects entailing an
investment of greater than Rs.500 crores.

The success of the NHAI initiative, both from the point of view of increasing
efficiency in delivery and mitigating the fiscal constraints of the Government
brought forth a deluge of PPP projects encompassing almost all the sectors of the
economy. The first major diversification out of the road sector was in the airport
sector with the privatization of four major airports, viz., Delhi, Mumbai, Hyder-
abad, and Bangalore on a concession basis (Table 9.2). The cases of Delhi and
Mumbai International Airports were instances of Brownfield projects with Lease-
Develop-Operate-Transfer (LDOT) type concession contracts and those of Hy-
derabad and Bangalore airports were fresh Greenfield projects with Built-Own-
Operate-Transfer (BOOT)-type agreements (Table 9.2).

It has already been noted that these airport initiatives were followed by other
PPP projects in power, urban infrastructure development, etc. by the Central
Government. The State Governments subsequently entered the picture and
extended the PPP initiative to social sectors like health, education, etc. Available
data till 2011 show that till date, Rs.645,000 crores of investments have been done
in India through the PPP initiative, both at the State as well as at the Central
Government levels. A preliminary study of the data (Table 9.3) highlights a few
important features. First, though late starters, the total investment under the State
Government sponsored projects has overtaken the total investments under the
Central Government sponsored projects. Second, for both center and state, road
projects are enjoying the maximum investment; however, the State Governments
are increasingly using the PPP model for delivery of social infrastructure projects
like schools, hospitals, etc., along with traditional areas like roads, ports, power,
and urban infrastructure.

State-wise breakup of the PPP projects in infrastructure development is reported
in Table 9.4. Mostly these are state-level projects; however, some inter-state
projects have been taken up by Kerala, Tamil Nadu, and Puducherry. A wide range
of variations is observed in terms of both number of projects and the total cost of
projects. States like Maharashtra, AP, and Karnataka are taking up a large number
of projects followed by Rajasthan, Gujarat, and Madhya Pradesh; among the

Table 9.2 Major Airports developed under PPP in India

Project name Cost (Rs in crores) Type

[Initial estimate]
Modernization of Delhi International Airport 8,600 Brownfield, LDOT
Modernization of Mumbai International Airport 5,800 Brownfield, LDOT
Hyderabad International Airport 2,478 Greenfield, BOOT
Bangalore International Airport 1,930 Greenfield, BOOT

Source Ministry of Finance, Gol (website)
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Table 9.3 PPP Projects taken up by the Central and State Governments in India

221

Project Type — Roads  Airports Ports Railways® Urban Industries Total cost
Project Sponsor | dev. (Rs. Cr)
Central No. 161 5 37 7
Government  Cost 98034 19111 17690 5724 140559
(Rs. Cr)
State No. 412 6 71 6 314 17
Government  Cost 134701 1630 89855 24448 109699 71626
(Rs. Cr)
Project Type — Power Tourism IT Education Health Others
State No. 47 83 16 27 16 10
Government  Cost 59093 4478 3566 2618 1821 765 504300
(Rs. Cr)
Total Cost 644859
(Rs. Cr)
? Including metro railways
Source Ministry of Finance, Gol (website)
Table 9.4 State-wise distribution of PPP projects (2011)
State Number of projects  Cost (Rs. State Number of projects  Cost (Rs.
(average cost) in cr) (average cost) in cr)
AP 178 (359) 63934 KER_TN 1.(99) 99
Assam 17 (88) 1495 MP 63 (183.5) 11562
Bihar 1(4) 4 Maharashtra 250 (248) 61992
Chandigarh 2 (37.5) 75 Orissa 22 (456) 10030
Chhattisgarh 9 (181) 1628 Puducherry 2 (1683.5) 3367
Delhi 9 (223) 2006 PUDCH_TN 1 (61) 61
Goa 1 (30) 30 Punjab 37 (74) 2756
Gujarat 78 (695) 54202 Rajasthan 96 (199) 19104
Haryana 25 (2563) 64071 Sikkim 24 (713) 17111
Jharkhand 6 (113.5) 681 Tamil Nadu 27 (447) 12069
Karnataka 117 (797) 93206 10)3 11 (6466) 71130
Kerala 18 (490) 8816 WB 30 (162) 4870
Total 1025 (492) 504300

Source Ministry of Finance, Gol (website)

remaining states nearly two-thirds have less than 20 projects. Total private
investment is the highest in Karnataka and the lowest in Bihar. The average cost of
project is the highest in UP and the lowest in Bihar. In fact, Bihar has taken up
only one project of Rs.4 crores under PPP scheme. If PPP arrangement is
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recognized by the state as an attractive market-based alternative then the number
of projects would be large and PPP option would be taken up even for low cost
projects. However, when PPP is opted to ease pressure on the government
exchequer then only large projects would be funded through this arrangement
leaving the smaller ones for direct government funding. A careful scrutiny of
Table 9.4 puts Maharashtra in the first group and Uttar Pradesh in the second
group. Hence, coincidentally, the economically better performing states are the
ones who have been the leaders in the adoption of the PPP model.

The PPP initiative in India brought in a new set of stakeholders. Traditionally,
the Indian construction market was dominated by a few strong contractors. The
structure was like a pyramid. At the top of the pyramid were a few (around 8-10)
large established listed companies with reasonable barriers to entry, pan India
presence, and delivery capability across the EPC (engineering-procurement-con-
struction) value chain across business segments. A thin middle layer comprised
upcoming firms (around 20) with weak barriers to entry, strong regional presence,
limited delivery capability with strong emphasis on JV/Consortium (mainly with
global firms) approach, and limited capability across business segments. Finally, a
multitude of small/unorganized players were at the grass-root level with no entry
barriers and strong local presence doing construction work with low value added.
They mostly worked as sub-contractors to the first two categories. However, with
the advent of the PPP model a new set of market participants developed while the
existing ones evolved into new forms. There is increasing entry of developers like
GMR, GVK PIL, IRB Infra, Lanco Infratech, etc., who are taking up PPP projects
as concessionaires. On the other hand, many existing construction companies
started integrating the concession-construction business to ensure steady and
predictable income flows that the pure construction business would fail to guar-
antee.” While some of the construction companies floated independent infra-
structure firms to manage the concession business, others developed new business
verticals within the existing company for PPP projects. Quite a large number of
new and smaller firms also entered the business by adopting the consortia
approach. Since global firms are sometimes members of these consortia, there is a
consequent linkup between small domestic firms and the giant multinational firms
through these PPP projects.

The main stakeholders in the Construction and Engineering business of India
under the PPP regime can be identified as (a) the creditors, (b) the promoters, (c)
the regulators, and (d) end users. The creditors are mostly public sector banks and
only recently 100 % FDI has also been allowed in these PPP projects; the pro-
moters are of two varieties, developers like GMR, GVK, etc., and newly evolved

7 In pure construction business the cash-flow depends on a number of statutory obligations and
clearances from the administrative office and generally, the time lag between completion of job
and receipt of the payment is unusually high, leading to a cost escalation due to unavoidable
transaction cost. However, in this market-linked concessionaire-contractor setup the cash flow is
directly tagged with the financial market, and therefore, efficient performance gets always
rewarded by timely payments.
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contractor developers like L& T, Gammon India, IVRCL Infra, Nagarjuna Con-
struction, Simplex Infrastructure, etc. For central projects regulators are specially
established institutions like the National Highway Authority of India (NHAI),
Airports Economic Regulatory Authority of India (AERAI), Telecommunication
Regulatory Authority of India (TRAI), etc., sanctioned by the Cabinet Committee
on Economic Affairs and for state projects the regulators are the respective state
ministries.

The Indian Planning Commission is talking of making USD 1 trillion invest-
ments (approximately Rs.5 million crore) in infrastructure for the 12th plan period
(much of which is to come from the private sector under the PPP approach). Add
to it planned CAPEX of industries like steel, cement etc., and real estate demands
(both commercial and residential) for 2012-2017 and we would arrive at a mind
boggling figure where the present gap between capability vis-a-vis demand is
glaring.® This raises two issues: first, how to tag up the finances and second, how to
guarantee the physical creation of infrastructure, i.e., the delivery issue. Both
physical and financial capacity of the economy needs to be assessed in terms of
resource constraint with respect to available/expected supply of key resources like
Men (workmen), Project Management Skills (supply of technically trained man-
power), Material (commodity supply), Machinery (Technology, automation/
mechanisation), and Money (finances). As the domestic availability of these key
factors is not adequate to satisfy the requirements, hence, in a globally connected
world, PPP-led infrastructure development turns out to be the only viable option.
So, the point is whether the existing regulatory framework and the stakeholders
has the capability to deliver on three fronts, viz., (a) ensure adequate return on
capital employed by the developers, (b) ensure delivery excellence in terms of
quality and timeliness for large complex infrastructure projects, and (c) ensure low
user costs.

In light of the foregoing discussion, to examine the adequacy, feasibility, and
sustainability of the institutional arrangement of the prevailing practice in India, a
case study of pure developers is presented in the following section on the basis of
the specific experience of Delhi International Airport Limited (DIAL), which is the
largest Brownfield airport development project completed under the PPP initiative
since 1998.

8 Assuming that the average construction component of the infrastructure projects is around
50 %, implies that the construction component of infrastructure projects that are to be executed in
the next 5 years would be around US Rs.2.5 million crore, which implies an average order
execution of Rs.0.5 million crore per year. Even assuming it 50 % success as the base case, it
comes to Rs.0.25 million crore worth of construction delivery per year. Now, as at end March
2012 (2011-2012), the cumulative sales of the major E&C added up to only around
Rs.0.125-0.130 million crore. Even if we account for the fact that the E&C industry in India
is highly fragmented the gap is glaring.
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Delhi International Airport Limited: A Case Study’
Background

The aviation industry in India has experienced remarkable transformation in the
last 20 years. As the economy experienced changes in policies from a highly
regulated regime to a more market-oriented structure with rising per capita
income, greater global connectivity, and stronger outward orientation there was
significant increase in the demand for mobility to meet business and personal
needs. Thus, there was an increase in demand for physical infrastructure in general
and transportation in particular. Air travel is now becoming an affordable mode of
transportation for a much broader segment of the population than before. In order
to meet the growing demand for air transport the Ministry of Civil Aviation
(MoCA) in 2006 projected a requirement of an additional Rs.405 billion to aug-
ment and modernize existing airports as also to construct new Greenfield airports.
The revenue surplus generated by Airports Authority of India (AAI) was found to
be grossly inadequate to meet this requirement. Thus, the Planning Commission of
India set a target of investing Rs.300 billion in airport infrastructure during the
11th Five Year Plan (2007-2012) through a combination of public and private
investment. The public sector is modernizing Chennai and Kolkata airport along
with 35 non-metro airports while two major metro airports, Delhi and Mumbai,
have been attempted to be modernized as Brownfield projects in the PPP mode.
Hyderabad, Bengaluru, and Cochin airports also offer good examples of Greenfield
PPP initiatives.

Formation of DIAL

In September 2003, Cabinet approved the proposal of the MoCA that restructuring
of the Delhi airport may be undertaken by the JV route by formation of a separate
company between AAI and the JV partners. Cabinet also directed the formation of
an Empowered Group of Ministers (EGoM) comprising Ministers of Law and
Justice, Finance, Disinvestments, and Civil Aviation to decide on the detailed
parameters for the initiative. In Feb 2005, the EGoM approved all the key prin-
ciples for the Request for Proposal (RFP) document along with the draft trans-
action documents, viz., (i) the Operations, Maintenance, Development Agreement
(OMDA); (ii) State Support Agreement (SSA); (iii) Shareholder Agreement
(SHA); (iv) The Lease Agreement; (V) CNS-ATM ' Agreement; and (v) the State

° The analysis largely depends on source materials like CAG Report on DIAL (2012), NCAER
report on Economic Impact Assessment of Delhi International Airport (2012), Airports Economic
Regulatory Authority (AERA) website, and Draft National PPP Policy (2011).

10 Communication, Navigation, Surveillance (CNS) and Air Traffic Management (ATM).



9 Construction and Engineering Industry of India in PPP Regime 225

Government Support Agreement (SGSA) document. Consequently, technical and
financial bids were called for from interested JV partners and after evaluation of
the technical and financial bids the EGoM forwarded their recommendation to the
cabinet which approved the proposal on Jan 1, 2006.

For Indira Gandhi International (IGI) Airport, the JV partner was identified as
M/s GMR consortium (6 partners). After the technical bid, the most important
criterion used for the financial bid was to select a JV partner which gave the best
revenue share to the AAL. GMR consortium was the highest bidder offering
45.99 % of the gross revenue share to the AAIL. The Airport Authority Limited
(AAI) incorporated on March 1, 2006 a subsidiary company as an SPV named M/s
Delhi International Airport Limited (DIAL). Consequently the OMDA was signed
on April 4, 2006 and 74 % of the equity share of DIAL was sold to GMR con-
sortium in accordance with the Shareholder’s Agreement. In terms of the Agree-
ment, issued share capital of Rs.200 crore'" was jointly held by AAI (26 %); GMR
Infrastructure Ltd (31.1 %); GMR Energy Ltd. (10.0 %); Fraport AG Frankfurt
Airport Services Worldwide (10.0 %); Malaysia Airports (Mauritius) Private
Limited (10.0 %); GVL Investments Private Ltd (9.0 %), and India Development
Fund (3.9 %). Subsequently, with the signing of other agreements, viz., SSA,
SHA, SGSA, Lease Agreement, and CNS-ATM Agreement, the IGI Airport was
handed over'? to DIAL with effect from May 3, 2006. The initial concession
period is 30 years, extendable for another 30 years, subject to satisfactory per-
formance. The total project cost was initially estimated at Rs.8,600 crore and
subsequently revised at Rs.8,975 crore.

To understand the nature of financing as well as risk and obligation sharing
through these agreements the scope of each agreement should be considered in
delivering the required services.

The OMDA Agreement

The OMDA lays down the rights and obligations of both the parties, the terms of
revenue sharing and the duration of the concession, definition of aeronautical and
non-aeronautical services, fixation of tariff for aeronautical and non-aeronautical
services, conditions for outsourcing of services, mechanism for dispute resolution,
and finally the conditions and modalities of asset transfer in the present and the
future.

"' As on March 2012, the equity capital of DIAL was Rs.2536 crore.

12 When the OMDA was signed between AAI & GMR consortium there was no single airport
regulatory authority in India. The Airport Economic Regulatory Authority (AERA) Act was
passed in December 2008 and the Act came into force in January 2009 and AERAI came into
force in September 2009.



226 B. Chatterjee and S. Banerjee

State Support Agreement

This is complementary to the OMDA and lays down the roles and responsibilities
of the Government of India and DIAL. Furthermore, it also lays down the prin-
ciples of tariff fixation for aeronautical services.

State Gover