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Preface 
 
Human beings have always been fascinated by nature and especially by biological diversity and 
their evolutionary process. This has resulted into inspirations drawn from natural or biological 
systems, and phenomenon, for problem solving and has seen an emergence of a new paradigm of 
computation known as Natural Computing with Bio-inspired Computing as its subset. The 
widely popular methods, e.g., evolutionary computation, swarm intelligence, artificial neural 
networks, artificial immune systems, are just some examples in the area. Such approaches are of 
much use when we need an imprecise, inaccurate but feasible solution in a reasonable time as 
many real-world problems are too complex to be dealt using traditional methods of finding exact 
solutions in a reasonable time. Therefore, bio-inspired approaches are gaining popularity as the 
size and complexity of the real-world problems require the development of methods which can 
give the solution within a reasonable amount of time rather than an ability to guarantee the exact 
solution. Bio-inspired Computing can provide such a rich tool-chest of approaches as it tends to 
be, just like its natural system counterpart, decentralized, adaptive and environmentally aware, 
and as a result have survivability, scalability and flexibility features necessary to deal with 
complex and intractable situations. 
 
Bio-Inspired Computing: Theories and Applications (BIC-TA) is one of the flagship conferences 
on Bio-Computing bringing together the world's leading scientists from different branches of 
Natural Computing. Since 2006 the conferences have taken place at Wuhan (2006), Zhengzhou 
(2007), Adelaide (2008), Beijing (2009), Liverpool and Changsha (2010), Penang (2011).  BIC-
TA has attracted wide ranging interest amongst researchers with different backgrounds resulting 
in a seventh edition in 2012 at Gwalior. It is our privilege to have been part of this seventh 
edition of the BIC-TA series which is being hosted for the first time in India.  
 
This volume in the AISC series contains papers presented at the Seventh International 
Conference on Bio-Inspired Computing: Theories and Applications (BIC-TA 2012) held during 
December 14–16, 2012 at ABV-Indian Institute of Information Technology and Management 
Gwalior (ABV-IIITM Gwalior), Madhya Pradesh, India. The BIC-TA 2012 provides a unique 
forum to researchers and practitioners working in the ever growing area of bio-inspired 
computing methods and their applications to solve various real-world problems. 
 
BIC-TA 2012 attracted attention of researchers from all over the globe and we received 188 
papers related to various aspects of bio-inspired computing with umpteen applications, theories, 
and techniques. After a thorough peer-review process a total of 91 thought-provoking research 
papers are selected for publication in the Proceedings, which is in two volumes (Volume 1 and 
2). This thus corresponds to an acceptance rate of 48% and is intended to maintain a high 
standard in the conference proceedings. We hope that the papers contained in this proceeding 
will serve the purpose of inspiring more and more researchers to work in the area of bio-inspired 
computing and its application. 
 
The editors would like to express their sincere gratitude to the authors, plenary speakers, invited 
speakers, reviewers, and members of international advisory committee, programme committee 
and local organizing committee. It would not have been possible to come out with the high 
quality and standard of the conference as well as this edited Proceeding without their active 
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participation and whole hearted support. It would not be fair on our part if we forget to mention 
special thanks to the ABV – Indian Institute of Information Technology and Management 
Gwalior (ABV-IIITM Gwalior) and its Director Prof. S. G. Deshmukh for providing us all the 
possible help and support including excellent infrastructure of the Institute to make this 
conference a big success. We express our gratitude to the Department of Mathematics and 
Computer Science, Liverpool Hope University, Liverpool, UK headed by Prof.  Atulya  Nagar  for  
providing us much valued and needed support and guidance. Finally, we would like to thank all 
the volunteers; their untiring efforts in meeting the deadlines and managerial skills in managing 
the resources effectively and efficiently which has ensured a smooth running of the conference. 
 
It is envisaged that the BIC-TA conference series will continue to grow and include relevant 
future research and development challenges in this exciting field of Computing.    
 
Jagdish Chand Bansal, South Asian University, New Delhi, India 
Pramod Kumar Singh, ABV-IIITM, Gwalior, India 
Kusum Deep, Indian Institute of Technology, Roorkee, India 
Millie Pant, Indian Institute of Technology, Roorkee, India 
Atulya K. Nagar, Liverpool Hope University, Liverpool, UK 
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Abstract. The observation of peak flows into river or stream system is not straight 
forward but complex function of hydrology and geology. Accurate suspended se-
diment prediction in rivers is an integral component of sustainable water resources 
and environmental systems modeling. Agricultural fields’ fertility decays, rivers 
capacity decreases and reservoirs are filled due to sedimentation. The observation 
of suspended sediment flows into river or stream system is not straight forward 
but complex function of hydrology and geology of the region.  There are statistical 
approaches to predict the suspended sediments in rivers. Development of models 
based on temporal observations may improve understanding the underlying hydro-
logical processes complex phenomena of river sedimentation.  Present work uti-
lized temporal patterns extracted from temporal observations of annual peak series 
using wavelet theory. These patterns are then utilized by an artificial neural net-
work (ANN). The wavelet-ANN conjunction model is then able to predict the dai-
ly sediment load.  The application of the proposed methodology is illustrated with 
real data. 

Keywords: Wavelet analysis, ANN, Wavelet-ANN, Time series modeling, Sus-
pended sediment event prediction.  

1   Introduction 

 Sediment amount which is carried by a river is complex functions of river’s 
flow rate, and the characteristics of the catchment. Though discharge (flow rate) 
can be measured at a site, determination of catchment characteristics accurately is 
not always an easy task. The correlation between rivers’ flow and sediment obser-
vation results and the basin’s characteristics should be determined for well plan-
ning studies on soil and water resources development [1]. In rivers, a major part of 
the sediment is transported in suspension. Recently, the importance of correct se-
diment prediction, especially in flood-prone areas, has increased significantly in 
water resources and environmental engineering. A great deal of research has been 
devoted to the simulation and prediction of river sediment yield and its dynamics 
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[2][3]. The daily suspended sediment load (S) process is among one of the most 
complex nonlinear hydrological and environmental phenomena to comprehend, 
because it usually involves a number of interconnected elements [4]. Classical 
models based on statistical approach such as multilinear regression (MLR) and se-
diment rating curve (SRC) are widely used for suspended sediment modeling [5].  
 Hydrologic time series are generally autocorrelated. Autocorrelation in time se-
ries such as streamflow usually arises from the effects of surface, soil, and 
groundwater storages Sometimes significant autocorrelation may be the result of 
trends and/or shifts in the series [6]. The application of ANN to suspended sedi-
ment estimation and prediction has been recently used [7][8]. An ANN model  
was also employed to estimate suspended sediment concentration (SSC) in rivers, 
achieved by training the ANN model to extrapolate stream data collected from re-
liable sources [9]. Bhattacharya et al. (2005) devised an algorithm for developing 
a data-driven method to forecast total sediment transport rates using ANN [10]. 
Raghuwanshi et al. (2006) proposed an ANN model for runoff and sediment yield 
modeling in the Nagwan watershed in India [11]. The ANN models performed 
better than the linear regression models in predicting both runoff and sediment 
yield on daily and weekly simulation scales. 
 Present work utilized temporal patterns extracted from temporal observations of 
daily discharge and suspended sediment observed series using wavelet theory. 
These patterns are then utilized by an artificial neural network (ANN). The wave-
let-ANN conjunction model is then utilized to predict the yearly sediment flows in 
a stream. The application of the proposed methodology is illustrated with real     
data.  

2   Artificial Neural Network 

ANN is a broad term covering a large variety of network architecture, the most 
common of which is a multilayer perceptron feedforwrd network (Fig. 1) with 
backpropogation algorithm [12]. There is no definite formula that can be used to 
calculate the number hidden layer(s) and number of nodes in the hidden layer(s) 
before the training starts, and usually determined by trial-and-error experimenta-
tion. 

The back propagation algorithm is used for training of the feed forward multi-
layer perceptron using gradient descent, applied to sum-of-squares error function. 
This algorithm involves an iterative procedure for minimization of error function, 
with adjustments to weights being in series of sequence of steps. There are two 
distinct stages at each step. In the first stage errors are propagated backwards in 
order to evaluate the derivatives of the error function with respect to weights. In 
the second stage, the derivatives are used to compute the adjustments to be made 
with weights [13] [14]. (Bishop, 1995; Singh et al., 2004). Present paper utilized 
Levenberg- Marquardt (LM) algorithm to optimize the weights and biases in the 
network. LM algorithm is more powerful and faster than the conventional gradient 
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descent technique [15] [16]. Basics and details of ANN are available in literature 
[17].  



 

 
 

Fig.1. Three layered ANN model architecture 

3   Wavelet Analysis 

Wavelets are mathematical functions that give a time-scale representation 
of the time series and their relationships to analyze time series that contain 
nonstationarities. Wavelet analysis allows the use of long-time intervals for 
low frequency information and shorter intervals for high frequency informa-
tion. Wavelet analysis is capable of revealing aspects of original data like 
trends, breakdown points, and discontinuities that other signal analysis tech-
niques might miss. Furthermore, it can often compress or denoise a signal. 
Basics of wavelets are available in literature [18] [19].  

Discrete wavelet transform (DWT) operates two sets of function (scaling and 
wavelets) viewed as high-pass and low-pass filters. The original time series are 
passed through high-pass and low-pass filters and separated at different scales. 
The time series is decomposed into one comprising its trend the approximation 
and one comprising the high frequencies and the fast events (the detail). In the 
present study, the detail coefficients (D) and approximation (A) subtime series are 
obtained using MATLAB wavelet tool box [20]. Wavelet-ANN model is assumed 
to perform satisfactory when its performance evaluation statistics is not improving 
or constant.  Developed methodology is implemented in MATLAB 7.0 platform 
(MATLAB, 2004). Model evaluations criteria are utilized to judge the predictive 
capability of the best performing ANN models. The background information about 
the wavelet transform is presented below. 

Wavelet function  is called the mother wavelet, can be defined as:   
 
                              0                  (1) 
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     Mathematically, the time-scale wavelet transform of a continuous time sig-

nal, f(t), is defined as  
 
 

                  ,  
√

∞

∞
   (2) 

 
where * corresponds to the complex conjugate of ψ; ,   = successive wavelet 
and presents a two-dimensional picture of wavelet power under a different scale;  
a=scale or frequency factor, b=position or time factor; , , 0 and R= 
domain of real number.  

 
Let a = a0 

j , b=kb0a0 
j , a0>1, ; j, k are integer numbers that control the 

wavelet dilation and translation respectively;  a0 is a specified fined dilation step 
greater then 1; and b0 is the location parameter and must be greater than zero. The 
discrete wavelet transform (DWT) of  f(t) can be written as: 

 
                    , / /∞

∞
    (3) 

 
The most common and simplest choice for the parameters a0 and b0 is two and 

one time steps, respectively. This power of two logarithmic scaling of the time and 
scale is known as dyadic grid arrangement and is the simplest and most efficient 
case for practical purposes [21]. Putting a0=2, and b0=1 in the above equation, the 
dyadic wavelet can be written in more compact notation as: 

 
                  , 2 / 2 /∞

∞
                       (4) 

 
For a discrete time series f(t), which occurs at different time t i.e., here integer 

time steps are used, the DWT for wavelet of scale a=2j, b=2jk., can be defined as: 
 

, 2 / ∑ 2 /      (5) 
 

 
Now, the original time series may be represented (reconstructed) as: 
 

∑ ∑ ,                (6)   
 
which may be further simplified as: 
 

∑             (7) 
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where   first term,  ,  is called approximation sub-signal at level J and second 
term, , are details subsignals (low scale, high frequency) at levels j = 1, 2, . . 
.,J. 

 
4 Wavelet-ANN Conjunction Model for Flood Events  

Prediction 
 
Wavelet-ANN conjunction model utilized wavelet decomposed coefficients ob-

tained from wavelet analysis to the ANN technique for daily sediment load predic-
tion as shown in Fig.2. First, the measured daily time series, Q (discharge) (m3/s) 
and/or S(suspended sediment) (mg/l) were decomposed into several multi-
frequency time series comprising of details (low scale, high frequency) - QD1(t); 
QD2(t);…; QDi(t) for discharge and SD1(t); SD2(t);…; SDi(t); and approximate (high 
scale, low frequency) – Qa(t) for discharge and Sa(t) by DWT.  The representation 
Di presents the level ‘i’ decomposed details time series and ‘a’ denotes approxi-
mation time series. The decomposed Q(t) and S(t) time series were utilized as in-
puts to the ANN model and the original time series of observed suspended sedi-
ment load at the next step S(t+1) is output to the Wavelet-ANN model. The 
schematic representation of methodology is presented in Fig. 2. 

 

 
Fig.2. Time Series Wavelet-ANN conjunction Model 

5 Model Evaluation Criteria 

 
The performances of the developed models are evaluated based on some perfor-
mance indices in both training and testing set. Varieties of performance evaluation 
criteria are available [22] [23], which could be used for evaluation and inter com-
parison of different models. Following performance indices are selected in this 
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study based on relevance to the evaluation process. There can be other criteria for 
evaluation of performance.  
 
 
5.1  Correlation Coefficient (R) 
 
The correlation coefficient measures the statistical correlation between the pre-
dicted and actual values. It is computed as:  
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where Xai and Xpi are measured and computed values of diffuse pollution concen-

tration values in streams; aiX and piX  are average values of Xai and Xpi values 

respectively; i represents index number and n is the total number of concentration 
observations. 

 
5.2 Root Mean Square Error (RMSE) 

 
The root mean squared error (RMSE) is computed as: 
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For a perfect fit, Xai = Xpi and RMSE = 0. So, the RMSE index ranges from 0 to 
infinity, with 0 corresponding to the ideal. 

 
5.3 Model Efficiency (Nash–Sutcliffe Coefficient) 

 
The model efficiency (MENash), an evaluation criterion proposed by Nash and 

Sutcliffe (1970) [22], is employed to evaluate the performance of each of the de-
veloped model. It is defined as:  
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5.4 Index of Agreement (IOA) 
 

It seeks to modify the Nash–Sutcliffe Coefficient by penalizing the differences in 
the mean of predicted and observed values. However, due to more squaring terms, 
this index is overly sensitive to outliers in the data set. It is defined as: 
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5.5    Mean Absolute Error (MAE) 
 
 It is defined as:  
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6 Application Wavelet-ANN Conjunction Model  

The developed models require uninterrupted time series data pertaining to Q 
and S at a gauging station for calibration and verification periods. The data de-
rived from the IMISSISSIPPI RIVER AT TARBERT LANDING, MS  (USGS 
Station Number 7295100; latitude: 310030; longitude: 0913725) were employed 
to train and test all the models developed in this study. The daily time series of Q 
and S for this station were downloaded from the USGS web server 
(http://co.water.usgs.gov/sediment/ seddatabase.cfm). Data from October 1, 1979 
to September 30, 1986 (seven years) and the data from October 1, 1986 to Sep-
tember 30, 1989 (three years) were used as training and testing sets, respectively. 
Fig. 3 and Fig. 4 show the time series of data related to daily Q and S respectively.  
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Fig. 3. Time series of discharge data 

 

 
Fig. 4. Time series of sediment data 

 
 Original data series is subjected to 1-level of wavelet transform comprising of its ap-
proximation and details. Fig. 5 and Fig.6 shows approximation and detail sub-signal   of 
original discharge measurement data and Fig. 7 and Fig. 8 show approximation and detail 
sub-signal  of original suspended sediment measurement data of the original series obtained 
using DWT by Haar wavelet (level 1) for the discharge and sediment series respectively. 
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Fig. 5. Approximation sub signal of daily discharge measurement values by DWT 
(Haar wavelet level 1) 

 

 
Fig. 6. Details sub signal of daily discharge measurement values by DWT (Haar 
wavelet level 1) 
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Fig. 7. Approximation sub signal of daily suspended sediment concentration mea-
surement values by DWT (Haar wavelet level 1) 

 

 
Fig. 8. Details sub signal of daily suspended sediment concentration measurement 
values by DWT (Haar wavelet level 1) 

7 Results and Discussion 
 

Wavelet-ANN conjunction model is implemented on MATLAB platform. Back 
propagation ANN training algorithm is implemented for obtaining the optimal ar-
chitecture with the internal parameters as: number of epoch=1000; momentum 
coefficient=0.8. In addition, optimum combinations of transfer functions in the 
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hidden and output layer are obtained with ‘trainlm’ function. Performance of 
Wavelet–ANN (W-ANN) conjunction model is compared with actual time series 
(without wavelet decomposition) ANN model (T-ANN). Two W-ANN models, 
W-ANN 1 and W-ANN 2 are developed. W-ANN-1 model has two inputs (wave-
let decomposition-approximation and details coefficients of discharge data at time 
t by wavelet transform DWT Haar wavelet level 1). The output for W-ANN 1 
model is suspended sediment concentration the river at time t+1. The W-ANN-2 
model has four inputs (wavelet decomposition-approximation and details coeffi-
cients of both discharge and sedimentation data at time t by wavelet transform 
DWT Haar wavelet level 1). The output is same as WANN-1 model.  Two T-ANN 
models, T-ANN 1 and T-ANN 2, are also developed. T-ANN 1 model has one in-
put i.e. actual discharge at time t and one output (sediment load at time t+1. The 
T-WANN 2 model has two inputs i.e. both actual discharge and sediment at time t. 
The output is same as T-WANN 1 model. Thus, output of all the models is same. 

Experimentation with varying number of hidden nodes and training algorithm 
are performed. The error statistics of best performing W-ANN and T-ANN models 
in training and testing are shown in Table 1.  When only discharge data is used for 
sedimentation prediction, results are not promising in case of both W-ANN 1 and 
T-ANN 1 models. When both discharge and sediment data are employed in sedi-
mentation prediction, results improve considerably for both W-ANN 2 and T-
ANN 2 models. W-ANN 2 model (4-3-1) performs considerably better than T-
ANN 2 (2-1-1) as can be seen by error statistics presented in Table 1. Use of multi 
levels of wavelet decomposition may further improve the results as more details 
components will be incorporated as inputs. Results obtained with this work may 
also be compared with wavelet Neuro-fuzzy  fuzzy model. 
 

Table 1. Training and testing errors for W-ANN conjunction model and         
T-ANN 

Models 
(Trainlm) 

 

 Errors 
Train-
ing/ 
Testing 

R RMSE E IOA MAE 

W-ANN 1  
2-1-1 
 
 

W-ANN 2  
4-3-1 
 

Training 0.578 
 

2.8E+05 
 

0.335 
 

0.706 
 

1.8E+05 

Testing 0.823 
 

1.5E+05 
 

0.464 
 

0.873 
 

1.1E+05 
 

Training 0.996  2.9E+04 0.993 0.998 1.7E+04 

Testing 0.996 1.7E+04 0.993 0.998 1.2E+04 

T-ANN 1 
1-1-1 
 
 

T-ANN 2 
    2-1-1 

Training 0.578 
 

2.8E+05 
 

0.334 
 

0.705 
 

1.8E+05 
 

Testing 0.822 1.5E+05 0.466 0.873 1.1E+05 

Training 0.990 3.3 E+04 0.991 0.997 1.8E+04 
Testing 0.996 1.9 E+04 0.991 0.997 1.2E+04 
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8 Conclusions 

 
The study presents the general framework for evaluating sedimentation in a river 
system. Methodology for wavelet-ANN conjunction model for suspended sedi-
ment prediction in rivers is demonstrated through illustrative real daily discharge 
and suspended sediment data. The values of statistical performance evaluation cri-
teria indicate the W-ANN time series model is able to simulate the complex sedi-
mentation event in rivers. Wavelet decomposition improved the results considera-
bly.  Multi levels of wavelet decomposition may further improve the testing 
results.  
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Abstract. There are a lot of uncertainties in planning and operation of electric 

power system, which is a complex, nonlinear, and non-stationary system. Ad-
vanced computational methods are required for planning and optimization, fast 
control, processing of field data, and coordination across the power system for it 
to achieve the goal to operate as an intelligent smart power grid and maintain its 
operation under steady state condition without significant deviations. State-of-the-
art Smart Grid design needs innovation in a number of dimensions: distributed and 
dynamic network with two-way information and energy transmission, seamless in-
tegration of renewable energy sources, management of intermittent power sup-
plies, real time demand response, and energy pricing strategy. One of the impor-
tant aspects for the power system to operate in such a manner is accurate and 
consistent short term load forecasting (STLF). This paper presents a methodology 
for the STLF using the similar day concept combined with fuzzy logic approach 
and swarm intelligence technique. A Euclidean distance norm with weight factors 
considering the weather variables and day type is used for finding the similar days. 
Fuzzy logic is used to modify the load curves of the selected similar days of the 
forecast by generating the correction factors for them. The input parameters for 
the fuzzy system are the average load, average temperature and average humidity 
differences of the forecasted previous day and its similar days. These correction 
factors are applied to the similar days of the forecast day. The tuning of the fuzzy 
input parameters is done using the Particle Swarm Optimization (PSO) and Evolu-
tionary Particle Swarm Optimization (EPSO) technique on the training data set of 
the considered data and tested. The results of load forecasting show that the appli-
cation of swarm intelligence for load forecasting gives very good forecasting ac-
curacy. Both the variants of Swarm Intelligence PSO and EPSO perform very well 
with EPSO an edge over the PSO with respect to forecast accuracies. 

 
Keywords: Euclidean norm, Evolutionary particle swarm optimization, Fuzzy logic 
approach, Particle swarm optimization, Short term load forecasting, Similar day me-
thod. 
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1 Introduction 

Short term load forecasting (STLF) is a time series prediction problem that ana-
lyzes the patterns of electrical loads. Basic operating functions such as unit  
 

Fig. 1 Overview of the methodology followed 

comitment, economic dispatch, fuel scheduling and maintenance can be performed 
efficiently with an accurate load forecast [1]-[3]. STLF is also very important for 
electricity trading. Therefore, establishing high accuracy models of the STLF is 
very important and this faces many difficulties. Firstly, because the load series is 
complex and exhibits several levels of seasonality. Secondly, the load at a given 
hour is dependent not only on the load at the previous hour, but also on the load at 
the same hour on the previous day and because there are many important exoge-
nous variables that must be considered, specially the weather-related variables [4].  

Traditional STLF methods include classical multiply linear regression, auto-
matic regressive moving average (ARMA), data mining models, time-series mod-
els and exponential smoothing models [5]-[13]. Similar-day approach and various 
artificial intelligence (AI) based methods have also been applied [4, 5, 7 and 14]. 
Evolutionary and behavioural random search algorithms such as genetic algorithm 
(GA) [15]-[17]-[20, 21], particle swarm optimization (PSO) [18, 19], etc. have 
been previously implemented for different problems.  

 There also exist large forecast errors using ANN method when there are rapid 
fluctuations in load and temperatures [4, 23]. In such cases, forecasting methods 
using fuzzy logic approach have been employed. S. J. Kiartzis et al [22, 24], V. 
Miranda et al [25], and S. E. Skarman et al [26] described applications of fuzzy 
logic to electric load forecasting as well as many others [27]-[29]. 

The above discussed literature aims at making an accurate STLF for helping the 
grid work efficiently. For making the distribution grid smarter it is required to 
deploy communications and leverage advanced controls that are commonplace in 
substation automation, remedial action schemes, power management systems, and 
industrial closed-loop power automation [38]-[40].  

In this paper, we propose an approach for the short term load forecasting using 
similarity and the fuzzy parameters tuned by the PSO and EPSO algorithms for 
better power generation and distribution management aiming to make the power 
system a smart grid. In this method, the similar days to the forecast day are se-
lected from the set of previous days using a Euclidean norm based on weather va-
riables and day type [30]. There may be a substantial discrepancy between the 
load on the forecast day and that on similar days, even though the selected days 
are very similar to the forecast day with regard to weather and day type. To rectify 
this problem load curves on the similar days are corrected to take them nearer to 
the load curve of the forecast day using correction factors generated by a fuzzy in-
ference system which is tuned with two techniques PSO and EPSO. This tuned 
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fuzzy inference system (FIS) is developed using the history data. The suitability of 
the proposed approach is verified by applying it to a real time data set. This paper 
contributes to the short term load forecasting by developing a PSO and EPSO 
tuned FIS for reducing the forecasting error and finally coming out with the best 
suitable technique for STLF. The overview of the methodology followed is shown 
in the Fig. 1. 

The paper is organized as follows: Section II deals with the PSO and EPSO for 
STLF and data analysis; Section III gives the overview of the proposed forecasting 
methodology; Section IV presents the tuning of fuzzy parameters using PSO; Sec-
tion V presents the tuning of fuzzy parameters using EPSO Section VI presents 
comparison of simulation results of the proposed forecasting methodology i.e. 
PSO and EPSO tuned fuzzy parameters results followed by conclusions in Section 
VII. 

2 PSO and EPSO for STLF and Variables Impacting Load Pattern 

EPSO is a general-purpose algorithm, whose roots are in Evolutions Strategies 
(ES) [31]-[33] and in Particle Swarm Optimization (PSO) [34] concepts. The PSO 
is an optimization algorithm that was introduced in 1995 and some researchers 
have tried its application in the power systems field with reported success [35, 36]. 
The EPSO technique, a new variant in the meta-heuristic set of tools, is capable of 
dealing with complex, dynamic and poorly defined problems that AI has problem 
with, has an advantage of dealing with the nonlinear parts of the forecasted load 
curves, and also has the ability to deal with the abrupt change in the weather va-
riables such as temperature, humidity and also including the impact of the day 
type. PSO has recently found application in STLF where PSO has been applied to 
identify the autoregressive moving average with exogenous variable (ARMAX) 
model of the load [37]. According to a thorough literature survey performed by 
authors, any application of EPSO to STLF has not been reported in literature as of 
today. 

The analysis on the monthly load and weather data helps in understanding the 
variables which affect load forecasting. The data analysis is carried out on data 
containing hourly values of load, temperature, and humidity of 3 years. In the 
analysis phase, the load curves are drawn and the relationship between the load 
and weather variables is established [38].  

 
2.1  Variation of Load with Day type  

The load curves for a winter test week (12th – 18th Jan, 1997) and summer 
test week (13th – 19th July, 1997) are shown in Fig 2. The observations from the 
load curves show that there exists weekly seasonality but the value of load scales 
up and down and the load curves on week days show similar trend and the load 
curves on the weekends show similar trend. It can also be seen that this weekly 
seasonality feature holds good for all the seasons of the year. The only variation is 
in the load which is more in summer than in winter due the increased temperatures 
of summer and this correlation can be seen in the Fig.2. 

Fuzzy Modeling and Similarity based Short Term Load Forecasting 17



Based on the above observations in the present study, days are classified as four 
categories. First: normal week days (Tuesday - Friday), second: Monday, third: 
Sunday and the fourth category being Saturday.  Monday is accounted to be 
different to weekdays so as to take care for the difference in the load because its 
previous day is a weekend. 

 

 

Fig. 2 Weekly Load curves of winter and summer test weeks  

2.2 Variation of Load with Temperature and Humidity 
The variation of the temperature and humidity variables results in a signifi-

cant variation in the load. Fig 3 shows a plot between the maximum temperatures 
versus average demand and average humidity. The graph shows a positive corre-
lation between the load and temperature and load and humidity i.e. demand in-
creases as the temperature and humidity increases. 

 

  

Fig. 3 Maximum Temperature Vs Average Load Curve for the month of July’97 
and Average Humidity Vs Average Load Curve for the month of July’97 

3 Short Term Load Forecasting using Fuzzy Logic 
 This section presents in detail the architecture details and implementation pro-

cedure of the fuzzy inference system for the proposed STLF. A very important ob-
servation is made from the Fig. 4 which shows the annual load curves of 1997, 
1998 and 1999 generated using their daily average loads. It can be seen that the 
similar months of different years follow a similar load curve pattern. Hence for the 
selection of similar days the previous year’s similar months will also have consid-
erable effect.The load forecasting at any given hour not only depends on the load 
at the previous hour but also on the load at the given hour on the previous day 
and also on the load of the previous day of previous years’. Assuming same 
trends of relationships between the previous forecast day and previous similar 
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days as that of the forecast day and its similar days, the similar days can thus be 
evaluated by analyzing the previous forecast day and its previous similar days. 
Also the Euclidean Norm alone is not sufficient to obtain the similar days; hence 
the evaluation of similarity between the load on the forecast day and that on the 
similar days is done using the adaptive fuzzy inference system.  

 

 

 Fig. 4 Daily Average Load curves of Year 1997, 1998, 1999 
 

In the fuzzy inference system (FIS), difference of the previous forecast day and 
its similar days’ load, temperature and humidity are fed as input, resulting in cor-
rection factors, which are used to correct the similar days of the forecast day and 
then averaged to obtain the load forecast. The parameters of the fuzzy inference 
system used for the forecast of the current month are already optimized using the 
data of previous month and its history using PSO and EPSO. 

3.1 Calculation of Weights and selection of Similar Days 
The first task in building the FIS is to identify the similar days of the forecast 

previous day and the similarity is judged on the basis of the Euclidean Distance 
Norm given by the formula: 

 

 ∆ ∆ ∆            1  

Where 
∆ , ∆   ∆  

Where,  and  are the forecast day maximum temperature and average 
humidity respectively. Also, and are the maximum  temperature and av-
erage humidity of the searched previous days ,  and  are  the day type values 
of the forecast day and the searched previous days and ,  ,  are the 
weight factors determined by least squares method based on the regression model 
constructed using historical data. 

The data available is 38 months data. For weight calculation first 26 months 
data is used. The equations when formulated using matrix algebra form: , 
where A is a [790][5] matrix, L is a [790][1] and Y is a [5][1] matrix. Y is the 
weight matrix.  
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3.2 Formulation of Fuzzy System 
The formulation of the developed Fuzzy Inference System comprises of three 

input membership functions:∆ , ∆ , ∆ , average load difference, average 
temperature difference and average humidity difference respectively of the fore-
cast day and its selected similar days and one output membership function i.e. the 
correction factor. The limits of all these membership functions are initially fixed 
and are later optimized once for the day ahead load forecasting of one month. For 
building the FIS to forecast load of a given month (we call it as the ‘current fore-
cast month’) the proposed methodology uses 120 days of history data. This history 
data comprises of two months data (60 days) prior to the current month, one 
month data (30 days) of second prior month of previous year of current month and 
one month data (30 days) of the second prior month of the second previous year of 
current month. For example if the current forecast month is July’99, the history 
data of 120 days used for building the FIS would be June’99, May’99, May’98 
and May’97.  

                

Table 1.  Fuzzy Rules of the Inference System 
 

Rule No EL ET EH Output Value 

R1 H H H PVB (Positive Very Big) 

    R7 M M H PB2 (Positive Big 2) 

         R14 M M M ZE (Zero Error) 

         R23 L L H NB1 (Negative Big 1) 

4 Optimization of Fuzzy parameters using Particle Swarm 
Optimization 

4.1 Insight into Particle Swarm Optimization 
PSO is initialized with a group of random particles (solutions) and then 

searches for optima by updating generations. In each iteration, each particle is up-
dated by following two "best" values. The first one is the best solution (fitness) it 
has achieved so far. (The fitness value is also stored.) This value is called pbest. 
Another "best" value that is tracked by the particle swarm optimizer is the best 
value, obtained so far by any particle in the population. This best value is a global 
best and called gbest. When a particle takes part of the population as its topologi-
cal neighbours, the best value is a local best and it is called lbest. 

After finding the two best values, the particle updates its velocity and positions 
with equations (2) and (3). 

1 2
                                                        2  

                                                                            3  
 is the particle velocity,  is the current particle (solution). 

 and  are defined as stated before.  is a random 
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number between (0,1). 1, 2 are learning factors. usually 1 = 2 = 2.  
 

Particles' velocities on each dimension are clamped to a maximum velocity 
Vmax. If the sum of accelerations would cause the velocity on that dimension to 
exceed Vmax, which is a parameter specified by the user then the velocity on that 
dimension is limited to Vmax. 

4.2 PSO Implementation for FIS optimization 
Optimization of the fuzzy parameters a1......a6 is done using the particle swarm 

optimization technique. For the data set considered the fuzzy inference system has 
been optimized for six parameters (maxima and minima of each of the input fuzzy 
variable EL, ET, EH), considering 49 particles. Hence each particle is a six dimen-
sional one. The initial values of the fuzzy inference system are obtained by using 
the 120 days data as discussed in Section III. These values are incorporated into 
the fuzzy inference system to obtain the forecast errors of forecast previous month 
(in the example case forecast previous month is June ’99).  

The particle swarm optimization function accepts the training data i.e. 120 
days, and the objective is to reduce the RMS MAPE error of the 30 forecast days 
(June ’99) using the 90 days history data (details given in Section III-C). The 
MAPE is taken as the fitness function and the particle swarm optimizer function is 
run for 100 iterations (by then the RMS MAPE is more or less fixed and comes 
less than 3%). After each iteration, the particle swarm optimizer updates the latest 
particle position using the optimizer equations based on the PBest and Gbest of 
the previous iteration if the fitness function value is better than the previous one. 
The parameters thus obtained after the PSO optimization are the final input pa-
rameters of the designed FIS. These fuzzy parameter values are set as the input pa-
rameter limits of the fuzzy inference system and this FIS is used to forecast the 
load of the current forecast month ( in the example case current forecast month is 
July ’99).  

4.3 Forecast of current forecast month load 
The data of the current forecast month (Example: July1 to July30) is taken as 

the testing dataset for the problem at hand. The short term load forecasting for the 
month of July is now done using the FIS optimized by the PSO i.e PSO-FIS. The 
five similar days are selected from the history 90 days (for July1 the history 90 
days are June’99, June’98, June’97) of the forecast day and the hourly correction 
factors to these similar days are obtained by the five similar days of the forecast 
previous day (for June 30 the previous 90 days are May31 to June 29 of 99, 98 and 
97) and the PSO-FIS. These five correction factors are then applied to the five 
similar days of the forecast day and the average of the corrected five values is 
considered as the load forecasting for each hour. The same procedure is done for 
all the 24 hours of the day. The same procedure is followed for all days of July i.e. 
Jul 1 to Jul 30. The MAPE is calculated for the each day of the 30 days of forecast 
of the Jul data (using the actual hourly values and the forecast hourly values). The 
FIS is formulated and optimized for every month of 1999 using the same method-
ology and is then implemented for the load forecasting of all the months of 1999 
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year. The results obtained for the STLF using PSO-FIS have been quite satisfac-
tory and further analysis and study of the performance of the PSO-FIS for STLF is 
done in Section VII. 

5 Optimization of Fuzzy parameters using Evolutionary Par-
ticle Swarm Optimization 

5.1 Insight into Evolutionary Particle Swarm Optimization 
The particle movement rule for EPSO is that given a particle , a new particle 

 results from: 
                                                                          4  

           5  
 This formulation is very similar to classical PSO – the movement rule 

keeps its terms of inertia, memory and cooperation. However, the weights, taken 
as object parameters, undergo mutation which is not the case with PSO: 

0,1                                                                     6  
 Where N (0, 1) is a random variable with Gaussian distribution, 0 mean 

and variance 1. 
The global best  is randomly disturbed to give: 

0,1                                                                     7  
The logic behind this modification from PSO is the following: a) if the current 

global best is already the global optimum, this is irrelevant; but b) if the optimum 
hasn’t yet been found, it may nevertheless be in the neighbourhood and it makes 
all sense not to aim exactly at the current global best – especially when the search 
is already focused in a certain region, at the latter stages of the process. 

The µ, µ’ are learning parameters (either fixed or treated also as strategic pa-
rameters and therefore subject to mutation-fixed in the present case).  

5.2 EPSO implementation for FIS optimization 
Same as in the case of PSO-FIS the fuzzy inference system has been optimized 

for six parameters (maxima and minima of each of the input fuzzy variable EL, ET, 
EH), considereing 49 particles. Hence each particle is a six dimensional one. The 
initial values of the fuzzy inference system are obtained by using the 120 days 
data as discussed in Section III. These values are incorporated into the fuzzy infer-
ence system to obtain the forecast errors of forecast previous month.  

5.3 Forecast of July month load 
The procedure here is same as in the case of PSO-FIS given in Section IV-C 

with the only difference that the EPSO-FIS is used instead of PSO-FIS. The 
MAPE is less than 3% for maximum days of forecast of the whole year of 1999. 
The results obtained for the STLF using EPSO-FIS have been quite satisfactory 
and further analysis and study of the performance of the EPSO-FIS for STLF is 
done in Section VII. 
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6 Simulation Results 
The performance of the proposed PSO optimized FIS and EPSO optimized FIS 

for the STLF is tested by using the 38 months data, Nov’96 to Dec’99 of a real da-
ta set. The PSO, and EPSO implementation has been done using the MATLAB 
coding and the Fuzzy Inference System has been developed using fuzzy logic 
toolbox available in MATLAB and load forecasting is done for the all days of all 
months of the year 1999. 

The parameters of the PSO and EPSO algorithms used for the tuning of fuzzy 
input variables are given in Table 2. The forecasted results of one winter week and 
one summer week are presented. These two weeks include four categories of clas-
sified days of week in the present methodology namely Saturday, Sunday, Mon-
day, and Tuesday and also the effectiveness of the technique for all seasons. 

 
Table 2.  Parameters of the PSO and EPSO algorithms 

 
Parameters  PSO EPSO 

Population Size 49 49 

Number of  Iterations 100 50 

C1/wi0
* (initial) 2.0 0.6 

C2/wi1
* (initial) 2.0 0. 1 

V(0)/wi2
* (initial) 1.0 0.3 

 µ=µ` NA 1.5 
 
The figure 5 shows the graphical representation of the comparative load fore-

casted of a winter test week for all day types by the two proposed methodologies 
in comparison with the actual load. 

 

 

Fig. 5 Winter Week load forecast of PSO-FIS and EPSO-FIS 

The forecast results deviation from the actual values are represented in the 
form of MAPE, which is defined as in the equation 8 and the MAPE plots of 
the actual hourly load, forecasted hourly load with PSO-FIS and EPSO-FIS for 
the 4 representative days of the summer test week of June ‘99 representing four 
categories of classified days of week for all the three cases are given figure 6.  
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1
100                                                                  8  

PA, PF are the actual and forecast values of the load. N is the number of the 
hours of the day i.e. 24 and i = 1, 2,.…,.24. 

 

 

Fig. 6 June 14, 18, 19 and 20 ’99 hourly MAPE comparison of PSO-FIS, EPSO-FIS  
 

 
Table 3.  Comparative MAPE of Winter and summer test weeks 

Forecast Day 
PSO-

FIS 
EPSO-

FIS
Forecast Day 

PSO-
FIS

EPSO-
FIS 

15 Feb '99(Mon) 1.858 1.8559 14 Jun  '99(Mon) 2.8487 2.8476 

16 Feb '99(Tue) 2.4176 2.4125 15 Jun '99(Tue) 2.8723 2.8001 

17 Feb '99(Wed) 0.9752 0.9747 16 Jun '99(Wed) 1.7475 1.7423 

18 Feb '99(Thur) 2.7089 2.7085 17 Jun '99(Thur) 2.4978 2.4965 

19 Feb '99(Fri) 2.6117 2.6113 18 Jun '99(Fri) 1.9928 1.9908 

20 Feb '99(Sat) 1.6188 1.61 19 Jun '99(Sat) 1.6905 1.6815 

21 Feb '99(Sun) 0.9379 0.9295 20 Jun '99(Sun) 1.2601 1.2514 

The MAPE values for the winter test week and summer test week for both the 
cases are given in Table 3. The results show that the MAPE has been low in the 
EPSO-FIS in comparison of the PSO-FIS this demonstrates the superiority of the 
EPSO tuned fuzzy algorithm. 

7 Conclusions 
This paper proposes a novel method for comparative short term load forecast-

ing using two different variants of particle swarm technique which are PSO and 
EPSO optimized fuzzy inference system. As the State-of-the-art Smart Grid de-
sign needs innovation in a number of dimensions: distributed and dynamic net-
work with two-way information and energy transmission, seamless integration 
of renewable energy sources, management of intermittent power supplies, real 
time demand response, and energy pricing strategy the proposed architecture is 
a step towards efficiently managing the real time demand and managing the in-
termittent power supplies by making a very accurate STLF and hence helping 
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the grid work smarter. Also, a new Euclidean norm including temperature and 
humidity and day type is proposed, which is used for the selection of similar 
days. For the first time the distance based fuzzy system has been optimized us-
ing the swarm intelligence and applied for the short term load forecasting. All 
the two proposed systems are used to evaluate the correction factor of the se-
lected similar days to the forecast day using the information of the previous 
forecast day and its similar days. The results clearly indicate that all the pro-
posed two systems are very robust and effective for all day’s types and all sea-
sons. Still, the fuzzy inference system with EPSO algorithm is proved to be the 
better compared to PSO-FIS as we observed during our simulation study where 
weather variables, temperature as well as humidity, are used, as it gives load fo-
recasting results with very good accuracy. The reason analyzed for the excellent 
performance of EPSO-FIS is the ability to update the object parameters, which 
are the particles to be optimized and also it updates its strategic parameters which 
helps in faster convergence and better accuracy as can be seen in the results shown 
in Table 3. The EPSO-FIS is able to produce very accurate load forecast in lesser 
number of iterations in comparison to the PSO-FIS. The use of three years of his-
torical data is also greatly responsible for the very good quality results indeed for 
both of the techniques with almost all the MAPE values very much less than 3%. 
The selection of the similar days from 90 days of history data comprising of the 
forecast previous month of the same year, of the previous year and also of the two 
years’ previous year is a novel concept which helps in getting the similar most 
load curves with respect to temperature, humidity, day type to be selected for op-
timized fuzzy correction.Authors hope that the proposed methodology will fur-
ther propagate research for short term load forecasting using swarm intelligence 
and new optimization techniques to get even more improvement in forecasting 
results. 
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Abstract. Number of people accessing the Internet daily is increasing at an 
exponential rate. The Web has become a common place for Rich Interactive 
Applications and with such improvements to the Web, authenticating users is very 
important. Having this understanding that Web is the future, this paper is focused 
on creating a safe future for the web. The model is a Universal Web 
Authentication System, which is used to authenticate people on the web with a 
Universal Web Identity (U-WI) that is generated upon genuine registration, which 
will eliminate anonymous users from the Web and also eliminate the database 
overhead of various social networking sites and other Web applications that 
require authorized access. 

 

Keywords: Web, authentication, UID, validation, identity, registration 

1   Introduction 

Universal Web Authentication System (UWAS) is mainly based on the Unique 
Web Identity (U-WI). The U-WI is used to uniquely identify users on the web. 
UWAS can authorize users and grant access to various websites. Websites can 
make use of UWAS by embedding simple APIs on their webpages. UWAS will 
have its own database that stores all the necessary information about the user. 
Websites using UWAS need not maintain their own database for authenticating 
users, hence saving additional resource overhead. With UWAS anonymous users 
and impersonating of people or profiles can be eliminated from social networking 
sites. 
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1.1   Related Work 
 
Yu Sheng and Zhu Lu [2] discuss the scheme that combines the password entered 
by the user, the password associated with private key protected by trusted platform 
module, and user certificate provided by trusted computing platform, thieving only 
the password on the web will not have an effect on user’s security. Ayu Tiwari 
and Sudip Sanyal [1] have proposed in their work a new protocol using 
multifactor authentication system that is both secure and highly usable. It uses a 
novel approach based on Transaction Identification Code and SMS to enforce 
extra security level with the traditional Login/password system, which is simple to 
use and deploy, that does not require any change in infrastructure or protocol of 
wireless networks. 
 Subhash Chander and Ashwani Kush [9] have outlined about Aadhaar 
card that provides an identity to each individual in India, which can be used to 
avail services provided at the various government centers. 
 Aadhaar is a 12-digit unique number [3] which the Unique Identification 
Authority of India (UIDAI) will issue for all residents in India. The number will 
be stored in a centralized database and linked to the basic demographic and 
biometric information – photograph, ten fingerprints and iris – of each individual. 
It is unique and robust enough to eliminate the large number of duplicate and fake 
identities in government and private databases. The unique number generated will 
be devoid of any classification based on caste, creed, religion and geography. 
 It is believed that Unique National IDs will help address the rigged state 
elections and widespread embezzlement that affects subsidies. Addressing illegal 
immigration into India and terrorist threats is another goal of the program.  
 Government distributed benefits are fragmented by purpose and region in 
India, which results in widespread bribery, denial of public services and loss of 
income, especially afflicting poor citizens. As the unique identity database comes 
into existence, the various identity databases (voter ID, passports, ration cards, 
licenses, fishing permits, border area ID cards) that already exist in India are 
planned to be linked to it. Instead, it will enroll the entire population using its 
multi-registrar enrollment model using verification processes prescribed by the 
UIDAI. This will ensure that the data collected is clean right from the beginning 
of the program. However, much of the poor and underserved population lack 
identity documents and the UID may be the first form of identification they will 
have access to. 
 Single Sign-On (SSO) which is worked out on similar lines for the 
proliferation of web applications force users to remember multiple authentication 
credentials (usernames and passwords) for each application. Faced with the 
impractical task of remembering multiple credentials, users reuse the same 
passwords, pick weak passwords, or keep a list of all usernames and passwords. 
Managing multiple authentication credentials is annoying for users and weakens 
security for the authentication system. Web Single Sign-On (Web SSO) systems 
[7] allow a single username and password to be used for different web 
applications. For the user, Web SSO systems help to create what is called a 
federated identity. 
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 Federated identity management benefits both the user and the application 
provider. Users only remember one username and password, so they do not have 
to suffer from password-amnesia. Application providers also reduce their user 
management cost. They neither need to support a redundant registration process 
nor deal with one-time users creating many orphan accounts. 

2   Architecture of the System 
 
There are various components that make up the architecture of UWAS. The 
components are as follows. 
 
 
2.1   Unique Web Identity 
 
The Unique Web Identity (U-WI), which identifies a person, will give individuals 
the means to clearly establish their identity in the web across the globe. U-WI is 
provided during the registration process where a person’s demographic and 
biometric information are collected and verified by the Government authority. 
After successful verification U-WI is issued to the person. 
 A U-WI is merely a string assigned to an entity that identifies the entity 
uniquely. Biometric identification system and checks would be used to ensure that 
each individual is assigned one and only U-WI and the process of generating a 
new U-WI would ensure that duplicates are not issued as valid U-WI numbers. 
 As shown in Figure 1, U-WI is a 14 character string. The first two characters 
i.e., U0 and U1 of the U-WI indicate the 2-Character ISO code [4] for the country 
where the person was born. The remaining part of the string (i.e., U2 - U13) is a 
12 digit random number, which is independent of the person’s demographic or 
personal information. 

 
 

Fig. 1. Structure of U-WI 
 
 
The random number is generated using the built-in function Random() of the 
System.Random [10] class available on the .NET platform. 

The 12-digit random number is split into 2 parts of 6-digits each; Part1 
and Part2. Initially the numbers 111111 and 999999 are passed as the seeds to 
Random() function of each part respectively. Using these seeds the 
corresponding Random() functions of both the parts are instantiated. The 
function Random.Next() generates a random number based on the seed value 
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passed. These random numbers from both the parts are together concatenated 
along with the 2-Character ISO country code of the user to generate the final and 
complete U-WI. 

 

 
 

 
Fig. 2. Process for generating U-WI 

 
The random numbers generated as Part1 and Part2 are stored and used as 

the seeds for generating the next set of random numbers. This cycle of generating 
a random number and reusing it as a seed for generating the next random number, 
keeps repeating. The range for generating the random numbers of each part is 
from 111111 to 999999, which can yield up to 888888 random numbers. 
Theoretically, the combination of both the parts must produce roughly around 
790,000,000,000 random numbers. 

When a person dies, one would see a need to de-activate the U-WI 
associated with the person. One simple way to deal with that is to flag U-WI 
record as inactive once one confirms the death. In a world of more than 7 billion 
people, updating U-WI records based on the death register is not easy, especially 
since a large number of cases of death are not re-ported making it difficult to 
update them at a central UWAS. 

       One way to ensure that U-WI’s are not misused by others after a person’s 
death is to inactivate the U-WI if it has not been used say in a year (timeout can be 
changed). In the case that a U-WI is inactivated of a person who has simply not 
authenticated him-self/herself in a long time, he/she can simply activate their U-
WI by a simple re-activation procedure 
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2.2   User Credentials 

The registration process requires the user’s fingerprints, to check for duplication 
of records, the same fingerprints will also be stored on the database. These 
fingerprints will act as the basic and default credentials for validation of the user 
on the web. 
 Avoiding the use of passwords seemed to be quite impossible with the 
current technology and the downside of Biometric devices, specified later in this 
document. Hence UWAS also includes the Password for validating users on the 
web. Once the user has obtained the U-WI he/she can set a password for use with 
the websites and also set up a few security questions in order to retrieve the 
password, in case they forget it.  
 
 
2.3   Authentication System 
 
Universal Web Authentication is the process wherein a person’s U-WI, along with 
other attributes, including biometrics, are submitted for validation through the 
web. Once the person’s credentials are verified then a positive response is sent 
back to the browser. 
 An initial request for a protected page causes UWAS API to redirect the 
user's browser to a central authentication server. The authentication server and the 
user interact to establish the user's identity. This normally involves the user 
providing the U-WI and credentials over a secure connection. Then the 
authentication server may set a session cookie [2] so that it can respond to future 
authentication requests without needing to ask for the credentials again. 

Fig. 3 shows how the database is organized within the server. It mainly 
consists of three tables; GeneralData, AuthenticationData and 
Address. GeneralData consists of attributes like FirstName, LastName, 
Gender etc. AuthenticationData consists of binary attributes FP_L5, 
FP_L4… for storing the ten fingerprints of the user. The Address table consists of 
attributes like City, ZipCode, State etc. to store the user’s address. 
 On a global scale the authentication system follows a distributed 
approach. There are two types of servers; Local and Central. Each country will 
have its own local server along with the database. First the central server checks 
the U-WI and determines to which locale the U-WI belongs, and then it redirects 
the request to the local server of the corresponding locale. The local server then 
verifies the credentials and then sends a response to the client browser along with 
basic information like name, date of birth and gender of the user. 
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Fig. 3. Overview of authentication process 
 

The role of the central server is to just process the U-WI, determine the first two 
characters (2-Character ISO code for the country) and transfer the request to the 
corresponding local server of that country. Then it is the job of the local server to 
compare the credentials and send a response back to the user’s browser. 

Fig.4 shows the global distributed approach of the authentication system. 
For the UWAS system to be implemented globally, all the countries must agree 
upon certain guidelines and must propose the geographical location for placing the 
Central Servers. 
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Fig. 4. Global distributed approach of UWAS 
 

 The Central servers can further be distributed across multiple locations in 
order to manage the high volume of authentication requests form the users. This 
will also ensure that the authentications systems are still working even if any one 
of the server fails. The same concept can also be used for safeguarding the local 
servers within each country. 

Fig. 5 shows the sequence of events that happen when the user and/or the 
service provider request for the authentication of the user. 
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Fig. 5. Sequence of events between the User and the Authentication System 

3   Implementation Issues 

UWAS is deployed using the .NET platform. The preferred development language 
is C-Sharp (C#) because of its simplicity and various built-in tools for 
cryptography and security. 

The application for registering the users can be a simple Windows Form 
Console application or a Web Application, which is developed using C-Sharp 
(C#). The API’s provided for developers to implement the authentication system 
can be designed in very simplistic manner as to promote easy integration with 
their applications. 

The biometric device used for implementation is SecuGen Hamster Plus. 
The fingerprints are obtained using the SDK tools provided by SecuGen. The 
extracted finger print templates are based on the SecuGen 400 [8] template, but 
can also be extracted using standard ANSI [8] template. 
 The entire UWAS model is simulated as a local scenario using just two 
computers, one acting as an authentication server and the other a client machine. 
The implementation results are provided in the later section of this document. 
  

 
3.1 Biometric Devices 
 
One major issue related to the use of biometric devices is, each device follows its 
own algorithm for feature extraction and creation of templates. Also it is not 
possible for all users to use the same biometric devices all the time. Hence it is 
difficult to perform feature extraction using a common template. 
 Until a standard toolkit is available for all biometric devices to obtain the 
templates using a standard format [6], it is difficult to force users to use biometric 
credentials over the dominant passwords. Also there may be scenarios where a 
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person (user) may not be physically enabled to use the biometric devices, in case 
of birth defect or a severe accident the person might have lost either arms or eyes, 
where the biometric devices are of no use. Hence the use of passwords cannot be 
eliminated completely. 

 
3.2 Application Compatibility 

 
Another issue for big applications is to migrate from the current authentication 
systems on which the entire core of the application is based. In some cases it 
might be required to change the entire architecture of the application to use 
UWAS, which might not be feasible. 
 
 
3.3 Geographical Discrepancies 
 
Each country follows its own set of Rules and Regulations. For the entire world to 
promote the use of UWAS, all the countries will have to agree upon some 
guidelines on which the UWAS might function.  

4   Security Analysis 
 
The proposed model poses a huge security risk. Security is a major issue in web 
based authentication system. There are various internet threats [1] which affect the 
security of the system and increase the risk of storing the user’s data on a single 
server. 
 Since not all users will be at the reach of biometric devices, passwords will 
remain predominant form of authentication. Passwords are known to have many 
problems. Passwords are vulnerable to dictionary attacks and can be easily 
phished [5] using a spoofed web site. Moreover, since users use a single U-WI and 
password for all the websites, a single server compromise can result in account 
takeover at many other sites.  
 Privacy is another matter. If a user can login from any location to access data 
and applications, it's possible the user's privacy could be compromised. One way 
to overcome this issue is to use security techniques such as SSL [7] and 
Certificates. 

5   Results and Discussions 

Based on the implementation of the local scenario, we can now successfully 
simulate the use of UWAS API to authenticate users. 
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The user registration console has a very simple user interface. It has 
various fields for obtaining information like First Name, Middle Name, Last 
Name, Date of Birth, Gender, Country, Street, City, State and Zip Code. 

The console also has tools to capture the ten fingerprints and extract the 
minutiae data from the captured fingerprints. The U-WI is generated only after all 
the information about the user is provided. A function checks the country field and 
determines the 2-Character ISO code for that country and then generates the U-
WI. 

 
 

 
 

Fig. 6. An empty form in the User Registration Console 
 
 
 

 
 

Fig. 7. Fully filled form in the User Registration Console 
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Fig. 8. API for authenticating users 
 
 

The Authentication application has three fields; the first field is the U-WI, the 
second field allows the user to choose the finger which he wishes to use for 
scanning and the third field to select the fingerprint scanning device.  

 
 

 
 
 

Fig. 9. API for authenticating users 
 
 

As shown in Fig. 9, the second field provides the user with the option to select 
finger which he/she wishes to use. When the user clicks the “Scan and 
authenticate” button (Fig. 8), the scanner scans the fingerprint and the server 
compares the scanned fingerprint with the one stored in the database. If there is a 
match then it sends a positive response to the user’s browser, else sends a negative 
response. 

6   Conclusion 

In the presented version of the model we have focused only on how to streamline 
the authentication process and how to pass the user’s information to the service 
provider.  
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Overall we have a proposed a model for authenticating users based on a 
single Unique ID, which is very effective in stopping users from providing false 
information on the websites and also avoid impersonating people on the social 
networking sites, which was the sole aim of the project. 
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Abstract: Optimization methods have evolved over the years to solve many 
water resources engineering problems of varying complexity. Today researchers 
are working on soft computing based meta heuristics for optimization as these 
are able to overcome several limitations of conventional optimization methods. 
Particle Swarm is one such swarm intelligence based optimization algorithm 
which has shown a great potential to solve practical water resources 
management problems. This paper examines the basic concepts of Particle 
Swarm Optimization (PSO) and its successful application in the different areas 
of water resources optimization. 

Keywords: Water Resources Engineering, Particle Swarm Optimization, 
Swarm Intelligence 

1 Introduction 

 
Planning, development and management of water resources falls within the 

domain of water resources engineering. Freshwater demand for domestic, 
irrigational, industrial and recreational purposes already exceeds supply in many 
parts of the world and continues to rise due to rapid urbanization and population 
growth. Proper management of the available ground water and surface water 
resources in all user sectors is of utmost importance for any nation for the best 
utilization of the available sources of water. 

One of the areas where this is more important than others is irrigation sector 
since over 80% of water in India is diverted towards agriculture. An entire 
spectrum of activities involving reservoir releases, groundwater withdrawals, 
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use of new irrigation techniques call for optimal solutions to obtain maximum 
benefits from the available water while also meeting all the demands timely. 
Similarly, to minimize floods and droughts, to ensure water quality 
considerations and for well field installations water resources management is 
necessary to meet the competing demands. In this context, the importance of 
optimization in certain specific areas of water resources is considered in this 
paper.  

2 Optimization 

 
Optimization tools are utilized to facilitate optimal decision making in the 

planning, design and operation of especially large water resources systems. The 
entire gamut of operations involved with large water resources projects are 
complex and directly influence the people. The application of optimization 
techniques is therefore necessary and also challenging in water projects, due to 
the large number of decision variables involved. This is further demanded by the 
stochastic nature of the inputs and multiple objectives such as irrigation, 
hydropower generation, flood control, industrial and drinking water demands 
which a project has to meet simultaneously. Presently certain specific cases 
where optimization practices have been used successfully are considered as 
follows: 

 Reservoir planning, design and operation 

 River water pollution control using optimal operation policy 

 Regional scale groundwater pollution and utilization management 

 Identification of unknown groundwater pollution sources 

 Estimation of unknown aquifer parameters in groundwater flow 

through inverse modelling 

 Optimal design of water distribution and waste water systems 

Fundamentally, optimization involves systematically choosing solutions from 
an allowed set of decision variables for maximizing the benefits and minimizing 
the losses. The conventional numerical optimization methods (viz. linear, 
nonlinear and dynamic programming) which were used in the past have limited 
scope in problems of water resources management where objective functions are 
often non convex, nonlinear, not continuous and non-differentiable with respect 
to the decision variables. Nonlinear programming methods have rather slow rate 
of convergence and often result in local optimal solutions since they depend 
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upon initial estimations of variables, whereas the dynamic programming 
approach suffers from the curse of dimensionality [13]. Thus the conventional 
methods which utilize gradients or higher order derivatives of objective 
functions are not suitable for many real world problems in water resources 
management. For the last two decades non-conventional, metaheuristic 
techniques have been used successfully for obtaining optimal solutions. 
Although metaheuristic techniques do not have a rigorous mathematical proof 
like the conventional numerical methods, they follow a certain logical procedure 
that allows them to deliver a near global optimum solution. 

3 Particle Swarm Optimization 

 
Evolutionary Computation is the general term for several computational 

techniques which are based to some degree on the evolution of biological life in 
the natural world. Particle swarm optimization (PSO) is an evolutionary 
computation technique based upon the behaviour of a flock of birds or a school 
of fish [24]. When a swarm looks for food, the individuals will spread in the 
environment and move around independently. Each individual has a degree of 
freedom and randomness in its movements which enables it to find food 
deposits. Sooner or later, one of them will find something digestible and being 
social, announce this to its neighbours. These can then approach the source of 
food too. 

 Like the other evolutionary computation techniques, PSO is a population-
based search algorithm and is initialized with a population of random solutions, 
called particles. Unlike in the other evolutionary computation techniques, each 
particle in PSO is also associated with a velocity. This velocity connotes an 
improvement in the solution which gets added to the initially assumed solution 
to make it move towards the optimum solution. Particles fly through the search 
space with velocities which are dynamically adjusted according to their 
historical behaviours. Therefore, the particles have a tendency to fly towards the 
better and better search area over the course of search process. Since its 
introduction by Eberhart and Kennedy [4], PSO has attracted considerable 
attention from the researchers around the world and seen gradual improvements 
with the passage of time.  
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3.1 Original PSO Algorithm 

 
The basic concept of the PSO can be technically summarized in the following 

steps: 
1. Initialize a population of random solutions on D dimensions in the search 
space. In the D dimensional search space the ith individual (assumed solution or 
a particle having a position equal to the assumed solution) of the population can 
be represented by a D dimensional vector  

  Xi = (xi1,xi2......xid)
T                                                                                        (1)  

2. Each of the above elements of the assumed solution set is modified in each 
iteration in a probabilistic manner. The improvement made to each of them in 
each iteration is referred to as velocity. Thus the velocity (position change or 
change in solution) of the particle can be represented by another D dimensional 
vector which is also initialized with some random values. 
  Vi = (vi1,vi2....vid)                                                                                              (2)  
3. For each particle (position or assumed solution) evaluate the desired 
optimization fitness function in D variables. 
4. The best previously obtained fitness value of each particle and the 
corresponding value of the particle is noted. They are stored in a D dimensional 
vector 
pid  =  (pi1,pi2....pid)

T                                                                                             (3)                                                           
5. The best fitness value obtained so far by any particle in the population space 
is noted and the value of the particle is stored as pgd 
6. Each of the initially assumed solutions (particles) is improved upon in each 
iteration through the following equation. The improvement in solution is 
denoted by vid (velocity). 

           (4)  

               (5)  
Where c1 and c2 are positive constants, and rand1and rand2 are two random 
functions in the range [0, 1], m is the number of iterations; 
7. Loop to step (2) until a criterion is met, which is either a sufficiently good 
fitness or depends upon maximum number of iterations. At the end of n 
iterations the modified xidfor which the best fitness value has been obtained in 
all these iterations is denoted by pgd (global best) and in the nth iteration the value 
of xid in the solution set which gives the best fitness value is denoted by pid. Thus 
in each iteration initially assumed solution is updated with respect to the best 
fitness value obtained among all the other members of the population set and its 
own previous best. Like other evolutionary algorithms, PSO algorithms is a 
population based search algorithm with random initialization, and interactions 
among population members. However, unlike the other evolutionary algorithms, 
in PSO, each particle flies through the solution space, and has the ability to 

   1   2      
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remember its previous best position, and survives from generation to generation 
[8].  



 

3.2 Parameters of PSO 

 
The first new parameter added into the original PSO algorithm is the inertia 

weight (Eberhart and Shi 1998a, 1998b).They modified dynamic equation (4) of 
PSO as: 

                    (6)                                             

where a new parameter, inertia weight ω is introduced. Equation (5), however 
remains unchanged. The inertia weight is introduced to balance between the 
global and local search abilities. The large inertia weight facilitates global search 
while the small inertia weight facilitates local search. A value of 0.1 – 0.9 is 
recommended in many of the research papers. The introduction of the inertia 
weight also eliminates the requirement of carefully setting the maximum 
velocity Vmaxeach time the PSO algorithm is used. The Vmaxcan be simply set to 
the value of the dynamic range of each variable and the PSO algorithm still 
performs satisfactorily. 
Another parameter - constriction coefficient was introduced to accelerate PSO 
convergence [1][2]. A simplified method of incorporating it appears in Equation 
(7), where k is a function of c1 and c2 as seen in Equation (8). 

                  (7) 

k =                                         (8) 

 
where  = c1 + c2 , >4 

Mathematically, Equation (6) and (7) are equivalent by setting inertia weight 
ω to be k, and c1 and c2 meet the condition  = c1 + c2 , > 4. The PSO algorithm 
with the constriction factor can be considered as a special case of the PSO 
algorithm with inertia weight while the three parameters are connected through 
Equation (8). As a rule of thumb a better approach is to utilize the PSO with 
constriction factor while limiting Vmaxto Xmax, the dynamic range of each 
variable on each dimension, or utilize the PSO with inertia weight while 
selecting ω, c1 and c2 according to Equation (8)[6].  

When Clerc’s constriction method is used,  is commonly set equal to 4.1 
and the constant multiplier kis approximately 0.729. This is equivalent to the 
PSO with inertia weight when ω ≈ 0.729 and c1 = c2 = 1.49445. Since the search 

  1  2  

  1  2   22 4  
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process of a PSO algorithm is nonlinear and complicated, a PSO with well-
selected parameter set can have good performance, but much better performance 
could be obtained if a dynamically changing parameter is well designed. 
Intuitively, the PSO should favour global search ability at the beginning of PSO 
while it should favour local search ability at the end of PSO. 

Shi and Eberhart [5] first introduced a linearly decreasing inertia weight to 
the PSO over the course of PSO, then they further designed fuzzy systems to 
nonlinearly change the inertia weight [7][8]. The fuzzy systems have some 
measurements of the PSO performance as the input and the new inertia weight 
as the output of the fuzzy systems. In a more recent study, an inertia weight with 
a random component [0.5 + (rand/2.0)] rather than time decreasing is utilized. 
This produces a randomly varying number between 0.5 and 1.0, with a mean of 
0.75 which is similar to Clerc's constriction factor described above [8]. 

 
 

4 Applications of PSO in Water Resources Engineering 

Researchers have attempted a wide range of problems in water resources 
engineering using PSO. Certain problems where particle swarm techniques have 
been successfully applied in water resources are examined as follows: 

4.1 Reservoir Planning Design and Operation 

 
Reservoir Operation optimization involves determining the optimum amount 

of water that should be released for flood control, irrigation, hydropower 
generation, navigation and municipal water supply. Being a complex problem it 
involves many decision variables, multiple objectives as well as considerable 
risk and uncertainty [14].  

Kumar and Reddy [13] discussed the implementation of Particle Swarm 
Optimization in multipurpose reservoir operation. They considered Bhadra 
reservoir system in India which serves irrigation and hydropower generation. It 
was required to obtain the optimum releases to the left and right bank canals 
(utilized for irrigation and hydropower generation) and to the river bed turbine 
(for hydropower generation). To handle multiple objectives of the problem, a 
weighted approach was adopted. The objective function dealt with minimizing 
the annual irrigation deficits and maximizing the annual hydropower generation 
with greater weightage for minimizing irrigation deficits. The decision variables 
were the monthly releases that should be made to the left and right bank canal 
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and the river bed turbine in a year. The optimization was carried out under a set 
of constraints which included mass balance, storage, canal capacity, power 
production and water quality requirements. 

The performance of the standard PSO algorithm was improved by 
incorporating an Elitist Mutated PSO (EMPSO) in which a certain number of the 
best performing solutions (elites) were retained with mutation during each 
successive iteration to increase population diversity and enhance the quality of 
the population. The results obtained demonstrated that EMPSO consistently 
performed better than the standard PSO and genetic algorithm techniques. They 
concluded that EMPSO is yielding better quality solutions with less number of 
function evaluations. 

4.2 Groundwater utilization 

 
Gaur et.al.[9] used Analytic Element Method and Particle Swarm 

Optimization based simulation optimization model for the solution of a 
groundwater management problem. The AEM-PSO model developed was 
applied to the Dore river basin, France to solve two groundwater hydraulic 
management problems: (1) maximum pumping from an aquifer, and (2) 
minimize the cost to develop the new pumping well system. Discharge as well 
as location of the pumping wells were taken as the decision variables. The 
influence of the piping length was examined in the total development cost for 
new wells. The optimal number of wells was also calculated by applying the 
model to different sets of wells. The constraints of the problem were identified 
with the help of water authority, stakeholders and officials which included 
maximum and minimum discharge limits for the well pumping, minimum 
allowable groundwater drawdown and water demand. 

 The AEM flow model was developed to facilitate the management model in 
particular, as in each iteration optimization model calls a simulation model to 
calculate the values of groundwater heads. The AEM-PSO model was found to 
be efficient in identifying the optimal location and discharge of the pumping 
wells. A penalty function approach was used to penalize constraint violations 
and this was found to be valuable in PSO and also acceptable for groundwater 
hydraulic management problems. 
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4.3 Groundwater Pollution Control 

 
In many parts of our country and in the world ground water is excessively 

contaminated due to various anthropogenic and industry related activities. 
Pollution of groundwater happens due to the leachate from animal and human 
waste dumped on the land, fertilizer application, industrial effluents and 
municipal waste dumped into surface water bodies. Mategaonkar and Eldho[15] 
presented a simulation optimization (SO) model for the remediation of 
contaminated groundwater using a PAT system. They developed a simulation 
model using Mesh Free Point Collocation Method (PCM) for unconfined 
groundwater flow and contaminant transport and an optimization model based 
upon PSO. These models are coupled to get an effective SO model for the 
groundwater remediation design using pump and treat mechanism. In 
groundwater pollution remediation using PAT, optimization is aimed at 
identification of cost-effective remediation designs, while satisfying the 
constraints on total dissolved solids concentration and hydraulic head values at 
all nodal points. Also, pumping rates at the pumping wells should not be more 
than a given specified rate. Only minimization of the remediation cost is 
considered as the objective function in this remediation design. The decision 
variables were the pumping or injection rates for the wells considered and the 
purpose of the design process is to identify the best combination of those 
decision variables. The cost function includes both the capital and operational 
costs of extraction and treatment. The PCM PSO model is tested for a field 
unconfined aquifer near Vadodara, Gujarat, India. 

 

4.4 Estimation of unknown aquifer parameters in groundwater 
flow through inverse modeling 

 
Jianqing and Hongfei[11] applied the PSO algorithm to the function 

optimization problem of analyzing pumping test data to estimate aquifer 
parameters of transmissivity and storage coefficient. The objective function was 
to minimize the difference between simulated and observed groundwater head 
values with transmissivity and storage coefficient as the decision variables. The 
results showed that 1) PSO algorithm may be effectively applied to solve the 
function optimization problem of analyzing pumping test data in aquifer to 
estimate transmissivity and storage coefficient, 2) the convergence of PSO 
algorithm and the computation time are influenced by the number of particles  
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and that fewer iterations are needed in computation with the larger number of 
particles and 3) the ranges of initial guessed values of transmissivity may also 
bring some effect on the convergence of PSO algorithm and the computation 
time. They found that larger the ranges are, the more number of iterations and 
longer computation time are needed for a guaranteed convergence of PSO 
algorithm. 

A few other applications of PSO are listed below in Table1. 
 

 
                                         Table 1. Applications of PSO 

Author/s  Application  Decision 
variable  

Empirical constants 
Chosen  

Mattot 
et.al [17]  

PSO is used for the cost 
minimization of a pump and 
treat optimization problem.  

Extraction and 
Injection Rates 
of the wells and 
Number of wells 
required  

 

Zhou 
et.al.  
[25]  

Training of Artificial 
Networks by PSO to classify 
and predict water quality  

Weights of the 
input and hidden 
layers of ANN  

1) ω = .9-.4 2) No of 
particles - 80 3) c1 = 
c2 = 2 4) k is not 
used5) Termination - 
1000 iterations  

Gill et.al  
[10]  

Multi Objective PSO 
(MOPSO) to calibrate the (i) 
Sacramento soil moisture 
accounting model model and 
(ii) a support vector machine 
model for soil moisture 
prediction  

Parameters of 
both the models 
(16+3)  

1) ω(linearly varying) - 
0.9 - 0.01 2) No of 
particles - (i) 100 (ii) 
50 3) c1 = c2 = 0.5  

Izquierdo 
et.al  
[12]  

design of (i) 2 water 
distribution networks, the 
Hanoi new water distribution 
network and the  
New York tunnel water 
supply system (ii) the design 
of a waste water network and 
(iii) the calibration and 
identification of leaks in a 
water distribution network  

pipe diameters 
and slopes  

1). ω= 0.5 + 1/(2(ln(k) 
+1)) ;k -iteration no 2). 
No of particles - (i) 
100 (ii) 100 (iii) 300 
3). c1 = 3 ; c2 = 2 4). 
Termination after no of 
iterations - (i) 200 (ii) 
800 (iii) 200  

Mathur et 
al  
[16]  

optimal schedule of irrigation 
from lateral canals  

no of minor 
canals(21) and 
no of days (120)  

1)ω(0.9-0.4) 2) 
particles - 200 3) 
c1=c2=1.5 4)Stop after 
200steps  
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5 Conclusions and further Scope 

 
Particle Swarm Optimization has been successfully used in various complex 

water resources engineering problems to decide water management policies.  
Some of the advantages of PSO are as follows: 
1. In comparison to other evolutionary algorithms PSO is simpler to understand 
and implement. 
2. The method does not depend on the nature of the function it maximizes or 
minimizes.  Thus approximations made in conventional techniques are avoided. 
3. It uses objective function information to guide the search in problem space. 
Therefore it can easily deal with non differentiable and non convex objective 
functions. 
4. Non Linear Programming solutions are dependent upon the initial estimation 
of solutions. Therefore different initial estimates of parameters give different 
suboptimal solutions. PSO method is not affected by the initial searching points, 
thus ensuring a quality solution with high probability of obtaining the global 
optimum for any initial solution. 
5. In PSO particle movement uses randomness in its search. Hence, it is a kind 
of stochastic optimization algorithm that can search a complicated and uncertain 
area. Thus it is more flexible and robust than conventional methods. 
6. The convergence is not affected by the inclusion of more constraints. 
7. It also has the flexibility to control the balance between the global and local 
exploration in search space. This property enhances the search capabilities of the 
PSO technique and yields better quality solutions with fewer function 
evaluations. 
8. The algorithm of PSO, demands fewer adjusted key parameters of the 
algorithm and its arithmetic process is convenient and programmable. It can be 
easily implemented, and is computationally inexpensive, since memory and 
CPU speed requirements are low. 
PSO has been highly successful and within little more than a decade hundreds of 
papers have reported successful applications of PSO. As it is a technique of 
recent origin, the number of applications of PSO in water resources engineering 
is relatively less and there is still a lot of scope for a wider application of PSO to 
solve water related problems. Therefore there is a possibility that it may emerge 
as a powerful optimization tool in water resources research. Some of the 
possible areas in water resources where further research may be done is as 
follows 

 Ground water – utilization management, detection of unknown 
groundwater pollution sources, contaminant remediation, estimation of 
unknown aquifer parameters, estimation of water table by geo physical 
methods, optimization for design of multi layered sorptive systems, 
management of salt water intrusion in coastal aquifers.  
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The decision variables are specific to the problem under study. It can 
include the location, number and discharge of pumping wells, unknown 
aquifer parameters, depth of water table etc 

 Reservoir – planning, design and operation.  
The decision variables may include the optimum discharge values for 
each time period such that the all the demands are met. 

 Hydrology – Calibration of hydrological and ecological models , Time 
Series Modelling, stream flow forecasting,  
The calibration of various models involve the estimation of the various 
parameters associated with them. It may not be possible to obtain them 
from physical observations. Hence optimization methods have a 
definite advantage. 

 Irrigation – scheduling of irrigation canals, Canal design 
 River  Stage forecasting , River Water Quality Control and Prediction 
 Design of Water Distribution Networks, Calibration and improvement 

of urban drainage systems, Detection of leaks and its rectification 
 Climate Variability and Change, Calibration of climate models 

There are efforts by many researchers to develop better variations of PSO to 
increase population diversity and ensure global convergence of the algorithm. 
These researches may make it more suitable for large scale complex 
combinatorial optimization problems. 
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Abstract. This paper presents an improved hierarchical clustering algorithm for 
land cover mapping problem using quasi-random distribution. Initially, Niche Par-
ticle Swarm Optimization (NPSO) with pseudo/quasi-random distribution is used 
for splitting the data into number of cluster centers by satisfying Bayesian Infor-
mation Criteria (BIC).The main objective is to search and locate the best possible 
number of cluster and its centers. NPSO which highly depends on the initial dis-
tribution of particles in search space is not been exploited to its full potential. In 
this study, we have compared more uniformly distributed quasi-random with 
pseudo-random distribution with NPSO for splitting data set. Here to generate qu-
asi-random distribution, Faure method has been used. Performance of previously 
proposed methods namely K-means, Mean Shift Clustering (MSC) and NPSO 
with pseudo-random is compared with the proposed approach - NPSO with quasi 
distribution(Faure).These algorithms are used on synthetic data set and multi-
spectral satellite image (Landsat 7 thematic mapper). From the result obtained we 
conclude that use of quasi-random sequence with NPSO for hierarchical clustering 
algorithm results in a more accurate data classification. 

Keywords: Niche Particle Swarm Optimization, Faure sequence, Hierarchical 
clustering. 

1   Introduction 

Nature has given a lot to mankind and land is one such resource. We need actual 
information regarding the features of land to make good use of it. Using satellite 
images, we can accurately plan and use land efficiently. Satellite images offer a 
method of extracting this temporal data that can be used in gaining  knowledge  
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regarding land use. Recent advances in the realm of computer science has allowed 
us perform “intelligent” jobs. This has established a vast research area in solving 
the automatic image clustering problem. The image clustering using satellite im-
age for land cover mapping problem is useful for auditing the land-usage and city 
planning [1]. 
   The main objective of clustering problem is to minimize the intra-cluster dis-
tance and maximize the inter-cluster distance [2].  One of the main task of cluster-
ing problem is to locate the cluster centres for a given data set; it is basically a 
problem of locating maxima of a mapped function from a discrete data set. Re-
cently researchers are interested in capturing multiple local optima of a given 
multi-modal function for this purpose nature inspired algorithms are used. Brits 
et.al [3] developed Niche PSO (NPSO) for optimization of standard benchmark 
functions, later Senthilnath et.al [2] applied the same concept for locating multiple 
centres of a data set for hierarchical clustering problem. 
   NPSO is a population based algorithm its performance has shown high depend-
ency on initial distribution of population in search space it has been observed in 
literatures that performance of particle swarm optimization has improved by using 
more uniform distribution of particle in search space [4]. Kimura et.al [5] have 
used Halton sequence for initializing the population for  Genetic Algorithms (GA)  
and have shown that a real coded GA performs much better when initialized with 
a quasi-random sequence in comparison to a GA which is initialized with a popu-
lation having uniform probability distribution (i.e. pseudo-random distribution). 
Instances where quasi-random sequences have been used for initializing the 
swarm in PSO can be found in [4, 5, 6, 7]. Nguyen et.al [7] has given a detailed 
comparison of Halton, Faure and Sobol sequences for initializing the swarm. It has 
been observed that performance of Faure sequence takes over the performance of 
Halton sequence in terms of uniformity in space. 
   In this paper, the comparison is done between pseudo and quasi based distribu-
tion for initializing NPSO to capture multiple local maxima for a given data set. In 
our study the data set used are synthetic data set and Landsat satellite image for 
hierarchical clustering. In earlier studies [4, 5, 6, 7] for optimization problem, it 
has been observed that use of quasi sequence for initializing population in PSO 
has given a better performance. The same approach has been applied in this study 
using the quasi sequence with NPSO for hierarchical clustering algorithm. NPSO 
is used to split complex large data set into number of cluster satisfying Bayesian 
Information criteria (BIC) which is commonly used in model selection [8]. These 
cluster centres are used for merging the data set to their respective group. The 
challenge is how to get better classification efficiency using quasi distribution in 
NPSO with hierarchical clustering algorithm. 

2   Random Sequences 

The clustering using population based methods require initial random distribution 
of points to extract optimal cluster centres. To generate truly random numbers 
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there is a requirement of precise, accurate, and repeatable system measurements of 
absolutely non-deterministic processes. Computers normally cannot generate truly 
random numbers, but frequently are used to generate sequences of pseudo-random 
numbers. There are two principal methods used to generate random numbers. One 
measures some physical phenomenon that is expected to be random and then 
compensates for possible biases in the measurement process. The other uses com-
putational algorithms that produce long sequences of apparently random numbers 
called pseudo-random. It may be possible to find a more uniform distribution us-
ing low-discrepancy sequence known as quasi-random numbers. Such sequences 
have a definite pattern that fills in gaps evenly, whereas pseudo-random sequence 
unevenly distributes the sequence, this leads to larger gaps in search space.  

2.1   Pseudo-random sequences 

A pseudo-random process is a process that appears to be random but is not. 
Pseudo-random sequences typically exhibit statistically randomness while being 
generated by an entirely deterministic casual process. These are generated by 
some algorithm, but appear for all practical purposes to be random. Random num-
bers are used in many applications, including population based method involving 
distribution of initial points using random numbers (pseudo number). A common 
pseudo-random number generation technique is called the linear congruential 
method [9]. The pseudo-random numbers are generated using following equation. 
   An+1=(Z * An + I) mod M    1 
where An is the previous  pseudo number generated, Z is a constant multiplier, I is 
a constant increment, and M is a constant modulus.  For example, suppose Z is 7, I 
is 5, and M is 12 if the first random number (usually called the seed) A0 is 4, then 
next pseudo number A1= (7*4+5)mod 12=9. In this way we can generate the 
pseudo-random sequence. 

2.2   Quasi random sequence  

The quasi-random numbers have the low-discrepancy (LD) property that is 
a measure of uniformity for the distribution of the point mainly for the multi-
dimensional case. The main advantage of quasi-random sequence in comparison 
to pseudo-random sequence is it distributes evenly hence there is no larger gaps 
and no cluster formation, this leads to spread the number over the entire region.  
The concept of LD is associated with the property that the successive numbers are 
added in a position as away as possible from the other numbers that is, avoiding 
clustering (grouping of numbers close to each other). The sequence is constructed 
based on some pattern such that each point is separated from the others, this leads 
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to maximal separation between the points. This process takes care of evenly dis-
tribution random numbers in the entire search space [10, 11]. 
   The most fundamental LD sequence for one dimension is generated by Van der 
corput method, further to continue random sequence in higher dimension Faure 
and Halton methods are used. 
 
2.2.1 Faure sequence 
 
Faure sequence is a method to generate LD sequence; it extends the idea of Van 
der corput sequence in higher dimension. The most basic way to generate quasi-
random sequence is Van der corput method, this method uses two basic equations  
eq.2and eq.3 to transform a number n in 1-dimensional space with base b . 
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where m is the lowest integer that makes aj(n) as 0 for all j > m. Above  equations 
are used at base b, which is a prime number in respective dimension.The Van der 
corput sequence, for the number n and base b, is generated by a three step proce-
dure: 
Step-1: The decimal base number n is expanded in the base b using eq.2  
                  210 2*12*02*03  =011 
Step-2: The number in base b is reflected. In this example it is 011 is reflected 110 
Step-3: Now the reflected number is written as fraction less than one using eq.3 
writing 011 gives  

4

3
2*02*12*13 121110    

Now let us consider n=4 length of sequence to be generated, and let n1=1, 
n2=2,n3=3 and n4=4 then quasi-random sequence in 1-dimensional space will be 
generated as follow. 
For n1=1, using eq.2 

210
1 2*02*02*1 n herea0 = 1, a1 = 0, a2 = 0

 

Now using eq.3 
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Similarly calculating for 2 and 4 gives 
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1 and 
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numbers of Van der corput sequence are
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This is basic LD sequence in one dimension, for higher dimension LD sequences 
are generated using Halton and Faure method. In Halton method the sequence 
numbers are generated using different prime base for each k-dimension. For kth-
dimension the Nth number of the sequence is obtained by 
     kbNbNbN ,.......,,, 21  where i=1…k, bi is the prime number greater 

than or equal to i. 
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Faure sequence is similar to Halton sequence with two major differences: Faure 
uses same base for all dimension and vector elements are permutated in higher 
dimension. For dimension one it uses Van der corput sequence to generate se-
quence for higher dimensions vector permutation is carried out using eq.4. 
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The base of a Faure sequence is the smallest prime number which is greater than 
or equal to the number of dimensions in the problem, say for one dimensional 
problem base 2 is taken. The sequence number is selected between [0,1), the quan-
tity of number generated to complete a cycle increases as the number of dimension 
increases. For e.g. in base two, for a cycle two numbers are picked within an in-
terval [0,1) i.e. for the first cycle (0,1/2) and for second cycle (1/4,3/4) are se-
lected, similarly for base 3 in the first cycle (0,1/3,2/3) are picked and for second 
cycle (1/9,4/9,7/9) are selected, hence long cycles have the problem of higher 
computational time. As Halton sequence uses different bases in each dimension so 
it has a problem of long cycle length, but in case of Faure this problem has been 
reduced by taking same base for each dimension. By reordering the sequence 
within each dimension, a Faure sequence prevents some problems of correlation 
for high-dimensions, whereas Halton sequence fails to minimize the correlation 
[12]. 

 
2.2.2   Illustration of Faure sequence  
 
Let us consider the same example as discussed in section 2.2.1. The Faure se-
quence in 1st dimension corresponding to first 4 numbers (n1=1, n2 =2, n3=3 and 
n4=4) will be same as that of Van der corput sequence i.e. 1/2, 1/4, 3/4 and 1/8  
now  numbers for second dimension using Faure Method will be calculated as fol-
low: 
For n1=1 representing at base b=2, a2a1a0=001, now using eq.4 for vector permuta-
tion  
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Now applying eq.3we get  
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Similarly other numbers are generated. The first four numbers of Faure sequence 
in 2-dimension are (1/2, 1/2), (1/4,3/4), (3/4,1/4), (1/8,5/8).  
 
2.2.3 Quasi and Pseudo distribution 
 
Fig-1 shows the distribution of 100 particle in the search space of [-2,2]. Two di-
mensional Faure sequence has been taken for quasi-random number. It can be seen 
that in Fig-1a quasi sequence is very uniformly distributed in space (each grid has 
at-least one point) whereas pseudo sequence as shown in Fig-1b which is gener-
ated by matlab random number generator (rand() function) is not very uniform. 
 

 
Fig-1a:Quasi-random distribution  Fig-1b:Pseudo-random distribution 

3   Cluster splitting and merging 

The cluster analysis forms the assignment of data set into cluster based on some 
similarity measures. In this study an attempt to improve the performance of previ-
ously proposed hierarchical clustering is compared with quasi-random distribution 
with NPSO. The hierarchical splitting technique uses Kernel function for mapping 
discrete data set to an objective function. This is done by using a Gaussian Kernel, 
based on Euclidian distance between two data points (r) which is given by [13] 

 
2

rerK            5 

   It is very difficult to predict how number of clusters is optimal for a given data 
set, as this is dependent on data distribution. A platform is provided using Bayes-
ian Information criteria (BIC) which is a model fitting approach that provides an 
optimal number of clusters. The splitting of data set using BIC into number of 
cluster is given by [8, 15]. 

   nkLBIC j log
2

1
                                 6 
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where L(θ) is log-like hood measure, kj is number of free parameters for specific 
number of cluster and n is no of data point for a given data set. 
   Niching techniques are modelled after a phenomenon in nature where animal 
species specialize in exploration and exploitation of different kinds of resources. 
The introduction of this specialization, or Niching, in a search algorithm allows it 
to divide the space in different areas and search them in parallel. The technique 
has proven useful when the problem domain includes multiple global and local op-
timal solutions. Brits et. al [3] implemented Niche particle swarm optimization 
(NPSO) which is a variant of PSO [14], based on flock of birds aimed to capture  
multiple optima in a multi-modal function.  
   The objective function of all the particles is calculated using Kernel function, us-
ing eq.5, if the variance in objective function value of the particle for some fixed 
number of iteration is less than some threshold value ε then it is named as sub-
swarm leader.  
   The swarm is divided into several overlapping sub-swarms in order to detect 
multiple peaks. Sub-swarms are created with all particles around the local centre 
within the swarm radius. These particles are made to converge towards the local 
best position i.e. sub-swarm leaders 
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where  – xi,,j(t)  resets the particle position towards the local best position,  ty ji ,


   

within sub-swarm radius, w*vi,j  is the search direction, and ρ(t) is the region for 
the better solution. The personal best position of particle is updated using eq.10 
where f denotes the objective function. 
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   The cluster centres generated using NPSO is grouped using agglomerative ap-
proach. These cluster centres are used for initializing K-means to perform ag-
glomerative clustering [16, 17, 18]. Here parametric method is used to group the 
data points to the closest centres using similarity metric.  
Merging data set algorithm: 
Step-1: Results obtained as cluster centres from NPSO is given to K-means clus-
tering. 
Step-2: Merge data points to closest centres. 
Step-3: Use voting method for each data points in the cluster. 
Step-4: Cluster is grouped agglomerative using labels. 
Step-5: Assign each data points to one of the class. 
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4   Results and discussion 

In this section, we discuss the cluster splitting and merging by comparing pseudo 
and quasi-random distribution. This distribution is assigned initially for n particles 
in NPSO. We evaluate the performance of NPSO on synthetic and satellite data 
sets using the classification matrix of size n x n, where n is the number of classes. 
A value Ai,j in this matrix indicates the number of samples of class i which have 
been classified into class j. For an ideal classifier, the classification matrix is di-
agonal. However, we get off-diagonal elements due to misclassification. Accuracy 
assessment of these classification techniques is done using individual (ηi), average 
(ηa) and overall efficiency (ηo) [15, 19]. 

4.1 Synthetic data set 

The above algorithm is been applied for classification of a synthetic data set, the 
original data set consists of  two classes, in each class there are 500 samples as 
shown in Fig-2a. The BIC analysis is carried out as shown in Fig-2b, the optimal 
clusters for this data set is 8. The hierarchical clustering technique using NPSO is 
used to generate the cluster centres by initializing the population based on pseudo 
and quasi-random distribution, in quasi-random Faure method is used. 

 
            Fig-2a: Synthetic data set  Fig-2b: BIC for synthetic data set 
 

     In NPSO, to set the parameter value for sub-swarm radius, inertia weight and 
weight of leader follower ( ) different runs are carried out. From Fig-3 we can ob-
serve that the optimal parameter value for weight of leader follower ( ) is 0.4. As 
it can be observed from Fig-4 that using quasi-random distribution more uniform 
variation of number of clusters with weight of leader follower ( ), hence it is easy 
to predict the parameter value. In contrast for pseudo-random distribution varia-
tion is very high which makes difficult to initialize the parameter. The other pa-
rameter values assigned are: number of population is 300, sub-swarm radius is 0.1 
and inertia weight is adaptively varied in interval [0.6, 0.7]. The 8 cluster centres 
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obtained from NPSO is merged to obtain exact number of classes using merging 
technique as discussed above. The classification matrix obtained after merging us-
ing NPSO based on quasi-random is as shown in table 1. 
   Also the same experiment is repeated using NPSO based on pseudo-random dis-
tribution by keeping all the parameter to be same. The classification matrix ob-
tained by NPSO pseudo-random to split the clusters and merging the data set to 
their class labels is as shown in table 2. 
   From table 1 and table 2 we can compare that NPSO quasi-random distribution 
performed better for all the performance measures to that of NPSO pseudo-
random distribution.  

 
Table 1: NPSO-quasi based classification 

 
 
 
 
 
 
 
 

Table 2: NPSO-pseudo based classification 
Data class Class-

1 
Class-2 Individual 

Efficiency  
class-1 (η1) 492 8 98% 

 

class-2 (η2) 
 

OE (ηo)  

50 
 

94% 

450 
 

AE (ƞa) 

90% 
 

94.2% 
 

 

 
Fig-3: Effect of weight of leader follower in NPSO with quasi and pseudo distribution re-

spectively 

DATA  
Class 

Class-1 Class-2 Individual 
efficiency 

Class-1 (η1) 500 0 100% 

Class-2 (η2) 27 473 94.6% 

OE (ηo) 97.3 AE (ηa) 97.3 
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4.2   Landsat image 

In this study, the Landsat image used is 15 X 15.75 Km2 (500 X 525 pixels) and 
has 30m spatial resolution. The aim is to classify 9 land cover region using Land-
sat image. Senthilnath et. al[15] provides a detail description of data set. There are 
9 level-2 land cover region for this image which include deciduous(C1), deciduous 
pine(C2), pine(C3), water(C4), agriculture(C5), bareground(C6), grass(C7), urban 
(C8) and shadow(C9). 

 
Fig-4 :Effect of weight of leader follower in NPSO with FAURE distribution In 

LANDSAT IMAGE 
 
Table 3: Performance measure for K-means, MSC, and NPSO using Landsat data  

Classification 
Efficiency  

K-means[2] MSC[2] NPSO[2] 
(Pseudo) 

NPSO 
(Faure) 

η1     82.1  85.9   85.0   90.39 

η2     68.0  81.0   81.3   88.78 

η3     53.9  69.3   82.6   90.99 

η4     92.3  92.4   92.4   94.93 

η5     76.3  76.2   77.9   80.46 

η6     35.6  38.6    70.7   84.35 

η7     67.3  69.2   72.2   79.76 

η8     39.9  41.7    70.8   81.84 

η9     28.4  66.8   77.8   81.16 

ηa     60.4  69.0   78.9   85.85 

ηo     70.8   78.1   81.8   88.14 

    
   Maximum cluster centres generated based on BIC for this data set should be 80 
[2]. For this data set the NPSO parameter value assigned are: number of popula-
tion is 500, sub-swarm radius is 0.1, inertia weight is adaptively varied in the in-
terval [0.7,0.6], and weight of leader follower (ρ) is equal to 0.4. Among these pa-
rameter weight of leader follower plays an important role to generate the 80 
cluster centres. The weight of leader follower for NPSO (ρ)  was observed as most 
dominant factor, Fig-4  shows the variation of number of cluster centres generated 
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with (ρ), using pseudo-random distribution abrupt variation is observed due to 
high degree of randomness, whereas when Faure sequence is used as initial distri-
bution as expected a more smooth curve is obtained. These cluster centres ob-
tained from NPSO is merged to obtain exact number of classes using merging 
technique as discussed in section 3. The classification matrix obtained after merg-
ing is as shown in table 3. 
   From Table 3 we can observe that performance measure in all aspect using 
NPSO with Faure distribution based hierarchical clustering and classification is 
better in comparison to NPSO with pseudo based clustering for Landsat data.  Fig-
5 shows the classification results obtained for Landsat image using NPSO with 
Faure distribution. 
 

 
Fig-5: Classification using NPSO with Faure distribution 

5   Conclusions and discussion 

In this paper, we have presented an improved hierarchical clustering algorithm 
based on quasi-random distribution using NPSO. Initially NPSO with pseudo and 
quasi-random distribution is used to initialize the search space to split the data set 
into cluster centres by satisfying BIC. Here to generate the quasi-random sequence 
Faure method is used. Since by using the quasi-random sequence particles are dis-
tributed in the search space more uniformly, resulting in the accurate convergence 
of the particle to the centres. 
     An effect of weight of leader follower parameter has been analysed, it is ob-
served that using quasi-random sequence to initialize weight of random compo-
nent parameter of NPSO minimizes the random behaviour of the algorithm. This 
is useful to select a weight of leader follower value more accurately. The perform-
ance is measured using classification efficiency - individual, average and overall 
of the proposed algorithm. We observed that use of quasi-random sequence as ini-
tial distribution with NPSO results in better efficiency of classification for syn-
thetic and Landsat data set.  

Quasi-based hierarchical clustering for land cover mapping 63



References 

[1] David, L.: Hyperspectral image data analysis as a high dimensional signal processing problem.  
IEEE Signal processing Mag. 19 (1), 17–28 (2002) 

[2] Senthilnath, J., Omkar, S.N., Mani, V., Tejovanth, N., Diwakar, P.G., Shenoy, A.B.: Hierar-
chical clustering algorithm for land cover mapping  using satellite images. IEEE journal of se-
lected topics in applied earth observations and remote sensing. 5 (3), 762-768 (2012) 

[3] Brits, R., Engelbrecht, A.P., van den Bergh, F.: A niching Particle Swarm Optimizer. In pro-
ceedings of the fourth Asia Pacific Conference on Simulated Evolution and learning. 692 –696 
(2002) 

[4] Parsopoulos, K.E., Vrahatis, M.N.: Particle swarm optimization in noisy and continuously 
changing environments. in Proceedings of International Conference on Artificial Intelligence 
and soft computing. 289-294 (2002) 

[5] Kimura, S., Matsumura, K.: Genetic Algorithms using low discrepancy sequences. in proc of 
GEECO. 1341 –1346 (2005) 

[6] Brits, R., Engelbrecht, A.P., van den Bergh, F.: Solving systems of unconstrained equations 
using particle swarm optimization. in proceedings of the IEEE Conference on Systems. Man 
and Cybernetics. 3, 102 – 107 (2002) 

[7] Nguyen, X.H., Mckay, R.I., Tuan, P.M.: Initializing PSO with Randomized Low-Discrepancy 
Sequences: The Comparative Results, In Proc. of IEEE Congress on Evolutionary Algorithms.  
1985 – 1992 (2007) 

[8] Schwarz, G.: Estimating the dimension of a model. the Annals of statistics. 6 (2), 461-464 
(1978) 

[9] Donald, K.: Chapter 3 – Random Numbers". The Art of Computer Programming. Seminumeri-
cal algorithms (3 ed.) (1997)  

[10] Niederreiter, H.: Quasi-Monte Carlo Methods and Pseudo Random Numbers. Bulletin of 
American Mathematical Society. 84(6) 957-1041 (1978) 

[11] Marco A.G.D.: Quasi-Monte Carlo Simulation.  
http://www.puc-rio.br/marco.ind/quasi_mc2.html 

[12] Galanti, S., Jung, A.: Low-Discrepancy Sequences: Monte Carlo Simulation of Option Prices. 
Journal of Derivatives. 63-83 (1997) 

[13] Comaniciu, D., Meer, P.: Mean shift :a robust approach towards feature space analysis. IEEE 
Trans .pattern Anal .machIntell. 24 (5), 603-619 (2002) 

[14]  Kennedy, J.,  Eberhart, R.C.: Particle swarm optimization. Proceedings of the IEEE  
International Conference on Neural Networks, IV (Piscataway, NJ), IEEE Service Center. 
1942–1948 (1995) 

[15] Senthilnath, J., Omkar, S.N., Mani, V., Tejovanth, N., Diwakar, P.G., Archana, S.B.: Multi-
spectral satellite image classification using glowwarm swarm optimization. in proc. IEEE int. 
Geoscience and Remote Sensing Symp (IGARSS).47-50 (2011) 

[16] Li, H., Zang, K., Jiang ,T.: The regularized EM algorithm. in proc.20thNat.conf.Artificial In-
telligence. 807-8 (2005) 

[17] MacQueen ,J.: Some methods for classification and analysis of multi-variate observations. in 
proc .5th BerkeleySymp. 281-297 (1967) 

[18] Senthilnath, J., Omkar, S. N., Mani, V.: Clustering using firefly algorithm – Performance 
study. Swarm and Evolutionary Computation. 1 (3), 164-171 (2011) 

[19] Suresh, S., Sundararajan, N., Saratchandran, P.: A sequential multi-category classifier using 
radial basis function networks. Neurocomputing. 71, 1345-1358 (2008)           

64 J. Senthilnatha et al.



Computing: Theories and Applications (BIC-TA 2012), Advances in Intelligent Systems
and Computing 202, DOI: 10.1007/978-81-322-1041-2 Ó Springer India 2013

65

Clustering using Levy Flight Cuckoo Search 

J. Senthilnatha1, Vipul Dasb2, S.N. Omkara3, V. Mania4 

 

a Department of Aerospace Engineering, Indian Institute of Science, Bangalore, India  

b Department of Information technology, National Institute of Technology, Karnataka, India 

{1snrj@aero.iisc.ernet.in; 2vipulramdas@gmail.com; 3omkar@aero.iisc.ernet.in; 
4mani@aero.iisc.ernet.in} 

Abstract. In this paper, a comparative study is carried using three nature-inspired 
algorithms namely Genetic Algorithm (GA), Particle Swarm Optimization (PSO) 
and Cuckoo Search (CS) on clustering problem. Cuckoo search is used with levy 
flight. The heavy-tail property of levy flight is exploited here. These algorithms 
are used on three standard benchmark datasets and one real-time multi-spectral sa-
tellite dataset. The results are tabulated and analysed using various techniques. Fi-
nally we conclude that under the given set of parameters, cuckoo search works ef-
ficiently for majority of the dataset and levy flight plays an important role. 

Keywords: Genetic algorithm, Particle swarm optimization, Cuckoo search, Levy 
flight, Clustering. 

1   Introduction 

Clustering is an unsupervised learning method where objects with closer resem-
blance are grouped together to form a cluster based on a similarity measure. The 
objective of clustering is to minimize intra-cluster distance while inter-cluster dis-
tance is maximized [1]. Clustering has various applications which include data 
analysis, machine learning, image analysis and other engineering applications.  
   Clustering can be classified into two types: hierarchical and partition. In hierar-
chical clustering, objects belong to more than one cluster forming a hierarchical 
pattern. Hierarchical clustering is carried out by splitting and merging the dataset. 
In splitting the number of cluster centres generated would be greater than the 
number of classes while merging is to group the dataset to exact number of 
classes. In partition clustering, objects are clustered into disjoint groups without 
forming a hierarchy. In both methods, similarity measure is used to generate clus-
ter centres. 
   Previously, the most popularly used and tested partition based algorithm is k-
means clustering. The main disadvantage of k-means clustering is convergence to 
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the local minima [2]. In literature, nature inspired algorithms are used effectively 
in clustering problem as it converges to global minima [2, 3]. These algorithms are 
based on the exploration and exploitation behaviour observed in nature and is ef-
fectively used in optimization problems.  
   In this paper, a comparative performance study is carried out based on the re-
sults obtained using three nature inspired algorithms namely genetic algorithm 
(GA), particle swarm optimization (PSO) and cuckoo search algorithm (CS) on 
clustering problem. The standard benchmark clustering data used in our study are 
the same that is available in the (UCI machine learning repository) literature [4] 
and a real-time multi-spectral satellite image for crop type classification. Xin-She 
et.al [5] has implemented and analyzed CS algorithm by comparing with GA and 
PSO using standard benchmark functions. In their study, CS algorithm is used 
with levy flight and is found to be performing better compared to the other two 
methods. In literature, CS has been used without levy distribution for clustering 
problem on satellite image [3]. In our study, we use CS with levy flight as used in 
[5], on clustering data set by comparing with GA and PSO. The important prop-
erty of levy flight is it makes sure that the whole search space is covered, which is 
due to the heavy-tailed property of levy distribution [6-10]. In our study, we split 
the data into training and testing samples. The cluster centres are determined using 
the algorithms on the training dataset and the testing dataset is used to determine 
the classification error percentage (CEP).  
   The remaining sections are in the following order: in section 2 the problem for-
mulation for clustering is discussed, in section 3 a brief discussion of the algo-
rithms is presented, in section 4 and section 5 we discuss analysis of the results 
obtained and conclusion respectively..  

2   Problem Formulation 

The clustering is done based on unsupervised learning. Here the data is divided 
into training set and testing set. The training set data is used to generate the cluster 
centres. The aim of clustering is to minimize the objective function [2]. 
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where k=1,2,...K is the number of clusters,  xi , i=1,2,...nk  are the patterns in the 
kth cluster, ck  is centre of the kth cluster. Here the cluster centres are represented by  

                            



kn

i
i

k
k x

n
c

1

1                                                                            2   

    In this study, the nature-inspired algorithms are used to find the cluster centers 
from the training data set. This is done by placing each object to their respective 
cluster centers using the distance measure. The testing data set is used to calculate 
percentage error using classification matrix. 
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3   Methodology 

This section gives brief introduction about the algorithms used in our study, the 
way it has been applied for clustering problem and also the pseudo-code for the 
algorithms are discussed.       

3.1   Genetic algorithm 

This algorithm is based on the natural selection process seen in nature [11, 12]. 
The best fit organism of the current generation carries on the genes to the next 
generation. The concept of genetic operators (cross-over and mutation) is included 
in the algorithm wherein a change in the gene structure is introduced that produces 
an entirely different trait. The main idea behind genetic algorithm is the operators 
used namely reproduction, crossover and mutation.  
   This algorithm takes a predetermined number of random solutions (population) 
in the search space called chromosomes. Here the convergence criterion is used to 
terminate the algorithm. At each iteration the chromosomes are made to crossover 
using single point crossover and the fitness of each chromosomes is calculated us-
ing 
                                  fi = f(xi)    i=1,2,...,n                                                            3            
where f(xi) is the fitness function given by Eq. 1 considering the clusters individu-
ally and n is the population size. 
   The fittest chromosomes (solutions) among the entire population are considered 
for the next generation (iteration). At any random point the chromosomes undergo 
mutation based on the mutation rate. The fitness is calculated and the best solu-
tions carryon till termination criteria is reached. Thus the cluster centres are gen-
erated using the training data set. 
Pseudo-code 
             1. Initialize population of n chromosomes 
             2. Repeat till stopping criteria 

a) Calculate fitness using Eq. 3  
b) Apply elitism by sorting the fitness value of the popula-

tion 
c) Retain the best fit solutions (reproduction) 
d) Crossover the adjacent chromosomes at a random posi-

tion using single point crossover  
e) Mutate randomly selected point within a chromosome 

        3. Cluster centre will be the best fit solution from the population 
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3.2   Particle Swarm Optimization 

This is a population based method which iteratively improves the solution by 
moving the solutions closer to the optimal solution. Here each particle moves to-
wards the optimal solution with a velocity vi at each iteration. Eventually all parti-
cles converge to an optimal position [13]. 
   Initially n particles are created and randomly distributed in the search space. The 
fitness of each particle is evaluated using Eq.3 and Eq.1, considering the classes 
individually. All the particles are made to move one step towards the fittest parti-
cle (global best solution) as well as towards its personal best position with a veloc-
ity vi given by 
                                vi(t+1)=w*vi(t)+bp*rand*(pi-ci)+bg*rand*(g-ci)                     4 
   where pi is the personal best position of the particle, ci is the current position of 
the particle, g is the global best of the entire particle, w is the inertial constant, bp 
is the personal best constant and bg is the global best constant, i=1, 2,..., n. Each 
particle moves using 
                                 ci(t+1)=ci(t)+vi                                                                       5 
   The fitness of each particle is calculated and the personal best position and the 
global best are determined. This process is repeated until stopping criteria is met. 
The global best position will be the cluster centre to the given data set.  
Pseudo-code 

1. Initialize n particles 
2. Repeat till stopping criteria met  

a) Calculate fitness of each particle using Eq.3  
b) global best position is the best fit particle 
c) move all the particles towards the global best position using Eq.4 

and Eq.5 
d) for each particle if (fitness of current position < fitness of personal 

best) then personalbest = current position 
e) update personal best position for each particle 
f) global best fitness value is retained 

3. Cluster centre is the global best position  

3.3   Cuckoo Search 

This algorithm is based on the breeding pattern of parasitic cuckoos [3, 5, 14]. 
Some species of cuckoo namely ani and Guira lay their eggs in the nest of other 
birds. The possibility of occurrence of such act leads to i) the host birds’ eggs be-
ing destroyed by the cuckoo itself or the cuckoo chick upon hatching; ii) the host 
birds may realise the presence of a foreign egg in its nest and may throw away 
these eggs or abandon the nest altogether and build a new nest elsewhere [5].  
   These are the processes in nature that this algorithm inculcates. The basic as-
sumptions made are: 1) At a time each cuckoo lays one egg and dumps it into ran-
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domly chosen nest; 2) The best nest with high quality eggs will carry over to the 
next generation; 3) Each nest contains only one egg and the number of host nests 
are fixed and; 4) The probability that the host bird discovers the cuckoo egg is pa. . 
This implies that the fraction pa of n nests is replaced by new nests (with new ran-
dom solutions) [5].  
   Each nest represents a solution and a cuckoo egg represents a new solution. The 
aim is to use the new and potentially better solutions (cuckoo eggs). An initial 
population of host nest is generated randomly. The algorithm runs till the conver-
gence is reached. At each iteration a cuckoo is selected at random using levy flight 
as given [5] 
                           xi(t+1)=xi(t) + α*L                                                                       6 
   where α is the step-size, L is a value from the Levy distribution, i=1,2,...,n, n is 
the number of nests considered. The fitness of the cuckoo is calculated using Eq.3 
and Eq.1, considering the classes individually. 
   Choose a random nest from the given population of nests and evaluate its fitness 
from Eq.6. If the fitness of the new solution is better than the older one then re-
place the older one with the new one. A fraction pa of the total number of nests is 
replaced by new nests with new random solution. The best nests with the fittest 
egg (solution) are carried-on to the next generation.  
   This is continued till the termination criteria is reached and the best nest with fit-
test egg is taken as the optimal value. Thus the cluster centres can be generated us-
ing this optimal value.  
Pseudo-code 

1. Initialise n nests 
2. Repeat till stopping criteria is met 

a) Randomly select a cuckoo using levy flight using Eq.6 
b) Calculate its fitness using Eq.3 (Fc) 
c) Randomly select a nest 
d) Calculate its fitness using Eq.3 (Fn) 
e) If (Fc < Fn) then Replace the nest with the cuckoo 
f) A fraction pa of nest are replaced by new nests 
g) Calculate fitness and keep best nests  
h) Store the best nest as optimal fitness value 

3. Cluster centre will be the best nest position 

4   Results and discussion 

In this section the results and the performance evaluation are discussed. The speci-
fications of the clustering data used in this study are given in Table 1. The training 
data are randomly picked from the dataset for vehicle dataset and glass dataset. 
The training data for image segmentation dataset are as in the UCI repository.  
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Table 1.  Specifications of the clustering dataset used 
 Dataset Total 

data 
Training 

data 
Test 
data 

Attributes Classes 

Image    
segmentation 

2310 210 2100  19 7 

Vehicle 846 635 211 18 4 
Glass 214 162 52 9 6* 

Crop Type  5416 2601 2815 4 6 
*Glass dataset has 7 classes. The data for the fourth class is unavailable. 

    
The performance measures used in this paper are classification error percentage 

[2], Statistical significance test [4], Receiver operating characteristic [15, 16] and 
time complexity analyses. 

4.1. Classification error percentage  

The result of application of the algorithms on clustering data is given in terms of 
classification error percentage. This is the measure of misclassification of the 
given dataset using the particular algorithm. Let n be the total number of elements 
in the dataset and m be the number of elements misclassified after finding out the 
cluster centre using the above algorithms, then classification error percentage is 
given by  

                             CEP = 
n

m *100                                                                      7   

Table 2.  Classification error percentage 
Dataset \ Algorithms GA PSO CS 

Image segmentation 32.6857 32.45716 30.56188 
Vehicle 61.61138 60.18956 58.76636 
Glass 61.15386 55.76924 45.76926 

Crop type 19.3677 20.0710 20.0355 
                                                                                

   The algorithms are run five times and the average of the results is as shown in 
Table 2. The values are obtained using the testing dataset. The parameters such as 
the maximum generation and the number of initial random solution are kept the 
same for all the algorithms. Each algorithm is run till it converged to a point with 
a tolerance of 0.01. In GA, the best 40% of the parent generation and the best 60% 
of the offspring generation are carried on to the next generation. In PSO, the iner-
tial constant (w), the personal best constant (bp) and the global best constant (bg) 
are all set to 1. In CS algorithm, the probability factor pa is set to 0.25. 
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4.2. Statistical significance test 

 Statistical significance is done to ascertain that the results are obtained consis-
tently. No matter where the initial random solutions are picked up from, they 
would always converge to the global optimum position (cluster centre). This 
would imply that an algorithm which performed better than the other algorithms 
will always perform better when run under similar initial conditions. In this study 
a binomial test is conducted [3] between CS and GA and also CS and PSO based 
on the result obtained on image segmentation dataset.  
   Assume the test is carried between CS and GA. Here the total number of test-
runs is N, i.e., the result of CS and GA differ in N places. Let S (success) is the 
number of times CS gave correct result and F (failure) is the number times GA 
gave correct result. Now, calculating the p-value (probability of S successes out of 
N trials) using the binomial distribution as 
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   Here p and q are the probability that the algorithms CS and GA will succeed. Let 
p and q value be set to 0.5, assuming each algorithm to behave the same. The re-
sults of comparison of CS with GA and CS with PSO are as shown in Table 3. 
With a low value of P, we can say that cuckoo search gives better result than GA 
and PSO, the chance has nothing to do with the better performance of CS algo-
rithm.  

Table 3. Binomial Test on image segmentation dataset 
 

                                      

4.3. Receiver Operating Characteristics  

Receiver operating characteristics [15, 16] are used to evaluate the performance of 
a binary classifier. An experiment will have actual values and prediction values. If 
the prediction value is P and the actual value is also P, then it is called true posi-
tive (TP). If prediction value is P and the actual value is N, then it is called false 
positive (FP). Likewise, true negative (TN) if prediction value is N and actual 
value is N and false negative (FN) when the prediction value is N and actual value 
is P. The above can be shown using a 2×2 contingency matrix given in Table 4. 
   With the above statements, we define three parameters namely – sensitivity or 
true positive rate (TPR), false positive rate (FPR) and accuracy (ACC) given by 

FNTP

TP
TPR
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  N      S       F     P 

 GA 255   153   102 8.44e-04 

PSO 62    35    27 0.1871 

CS   -     -     -   - 
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   Sensitivity defines how many correct positive results occur among all the posi-
tive samples available during the test i.e., in our case the number of elements that 
have been correctly clustered amongst all the elements that belonged to the par-
ticular class. FPR defines how many incorrect positive results occur among all 
negative samples available during the test i.e., the number of misclassified ele-
ments amongst all the other elements that does not belong to the particular class. 
Accuracy defines how many samples have been correctly classified to their re-
spective classes.   
    

Table 4.  ROC Contingency matrix 
 
 

                  Predicted value 

 
 
 
 Actual 
  Value 

 True  False 

True True 
Positive 
 

False 
Negative 

False False 
Positive 

True 
Negative 

                                
   In our case, we analyse on the image segmentation dataset. We give an example 
of the analyses using cuckoo search. The classification matrix obtained after ap-
plying cuckoo search algorithm on image segmentation data is given in Table 5. 
                                                                                               
Table 5. Classification matrix of image segmentation dataset using CS algorithm 

      
   In the above representation, row indicates the class the element belongs to 

and the column indicates the class the elements are classified into after using the 
cluster centre based on the CS algorithm. The principal diagonal elements 
represent correctly classified elements. Consider class 1, from Table 4, we have 
TP=126, FN= 174, FP=168, TN=1632. From this data, we calculate the true posi-

 Class1 Class 2 Class 3 Class 4 Class 5 Class 6 Class 7 

Class 1 126 0 91 14 69 0 0 

Class 2 0 294 0 6 0 0 0 

Class 3 60 1 171 14 54 0 0 

Class 4 69 12 10 183 9 14 3 

Class 5 30 0 50 21 195 0 4 

Class 6 9 0 9 0 0 249 33 

Class 7 0 0 17 0 41 4 238 
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tive rate, false positive rate and the accuracy of the given algorithm on class 1 of 
the given clustering dataset. From Eq. 9, Eq. 10 and Eq. 11, TPR is 0.4200, FPR is 
0.0933 and ACC is 0.8371. This implies that 42% of what actually belonged to 
class 1 was correctly classified and 9% of the data which did not belong to class 1 
were added to class 1. The overall efficiency of the algorithm with respect to class 
1 is 83%. Similarly the ROC analyses for all the classes of image segmentation 
dataset for the above three algorithms are given in Table 6.  

 
Table 6. ROC analyses for image segmentation data using CS, GA and PSO 

Class           CS 
TPR       FPR          ACC  

          GA 
TPR      FPR        ACC 

      PSO 
TPR       FPR      ACC   

 1 42% 9.3% 83% 73% 21% 77% 46% 21% 77% 

 2 98% 0.7% 99% 99% 0.8% 99% 98% 0.8% 99% 

 3 57% 9.8% 85% 6% 0.3% 86% 46% 0.3% 86% 

 4 61% 3.0% 92% 56% 2.8% 91% 61% 2.8% 91% 

 5 65% 9.6% 86% 63% 9.7% 86% 67% 9.7% 86% 

 6 83% 1.0% 96% 87% 2.1% 96% 84% 2.1% 96% 

 7 79% 2.2% 95% 82% 1.2% 96% 78% 1.2% 96% 

 4.4. Time complexity analysis 

The pseudo-codes of the algorithms are discussed in section 3. The time complex-
ity of each algorithm can be derived from the pseudo-code. The time complexity 
analysis gives us an insight into the complexity of calculation involved in the al-
gorithm, in order to know the time taken to produce the output. The time com-
plexities of the algorithms are given in Table 7.  
                                 

Table 7. Time complexity 
 
 
 
 
 
 
 
 

   The algorithm is run till the stopping condition is met which in this case is till 
the solutions converge to a point with a tolerance of 0.01. Let the total number of 
iterations be gen and the number of clusters is clnum. Thus the total number of 
outer iterations is clnum* gen. Let m be the population size and n be the number of 
fitness evaluation to generate each cluster center. Thus in each iteration, fitness is 

Algorithm Time complexity 

GA O(clnum*gen*(comp_fit + sort_inb + m)) 

PSO O(clnum*gen*(comp_fit * m)) 

CS O(clnum*gen*(comp_fit * m)) 
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calculated with a time complexity of O(n). Let this O(n) be called comp_fit. In 
GA, additional operation is performend by sorting the population using m fitness 
values. This is done using a Matlab inbuilt function. Let the complexity of this 
function be sort_inb. Crossover and mutation takes (m/2) and m run respectively. 
Thus in each iteration, the overall operations executed will be of the order 
(comp_fit + sort_inb + m/2 + m + C). Thus the overall order is 
(clnum*gen*(comp_fit + sort_inb + m/2 + m + C)). Thus the time complexity of 
GA used in this paper is O(clnum*gen*(comp_fit + sort_inb + m)). Similarly for 
PSO and CS, clnum, gen, m and comp_fit implies the same as in GA. 
   The algorithms are run on a system with core i-5 processor, 4 GB memory on 
Matlab version 7.12.0.635. The execution time in secs taken by these algorithms 
to converge to the solution on glass dataset is given in Table 8. 
 

Table 8. Time taken by the algorithms on glass dataset (in seconds) 
 Algorithms   Trial 1  Trial 2 Trial 3 Trial 4 Trial 5 

GA 47.8299 62.7020 58.2859 33.6453 41.2319 

PSO 760.5055 661.8087 1051.3 676.1566 695.6928 

CS 163.95 147.8284 141.5073 159.0653 141.6662 

5   Conclusion and Discussions 

In this paper, we have implemented and analyzed three nature inspired techniques 
for clustering problem. Here we observe that the average classification error per-
centage of clustering dataset using cuckoo search with levy flight algorithm is less 
than GA and PSO for the benchmark problems and is at par with GA and PSO for 
crop type dataset. The statistical significance test proves that the cuckoo search 
was not better by chance. The obtained p-value being very small implies that the 
cuckoo search is better than GA and PSO with a high confidence level. The ROC 
analyses further gives us an insight into the efficiency of cuckoo search.  
   In cuckoo search, the levy flight factor plays a major role here. The fact that levy 
flights are heavy-tailed is used here. This helps in covering the output domain ef-
ficiently. Looking into the time complexity measure, we see that GA has one addi-
tional computation compared to the other two i.e., sorting of the population (solu-
tions) according to the fitness values. But this takes negligible time as the number 
of agents or the population size is only 20. Thus GA takes less time as expected 
but CS takes a far lesser time compared to PSO. This can be attributed to the fact 
that CS algorithm uses levy flight. Thus we can clearly observe that the heavy-
tailed property of levy flights helps to converge to the solution fast thereby in-
creasing the efficiency.  
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Abstract. In this paper, a new VLSI architecture is provided for the application of 
quad-input and dual-output Fuzzy Logic Controller (FLC) with maximum seven 
fuzzy membership functions. Our approach is based on classical three stage im-
plementation process – fuzzification, rule inference and defuzzification cores. An 
innovative design methodology is proposed by splitting the process between DSP 
processor and FPGA to implement run time configurable FLC. Since the target 
application takes a maximum of 4 inputs and 7 membership functions, the rule 
base comprises of 2401 (74) rules. It increases the complexity of the overall sys-
tem. To minimize this effect, rule reduction VLSI architecture is suggested to bind 
the no of rules to 16 (24). The Rule inference is designed for seeking the maximum 
frequency of operation for targeted Virtex 5 LX110T FPGA. The simulation re-
sults obtained with Modelsim 6.3g show satisfactory results for all test vectors. 

Keywords: FPGA, FLC, FSM, VERILOG, VLSI, hardware  implementation. 

1   Introduction 

In recent times fuzzy logic is addressing complex control problems such as ro-
botic arm movement, chemical or manufacturing control process and automatic 
transmission control with more precision than conventional control techniques. 
The important principles inside the FLC  have been broadly covered in the litera-
ture [1] [2].  Fuzzy logic is a methodology for expressing operation laws of a sys-
tem in linguistic terms instead of mathematical operations. Fuzzy logic linguistic 
terms provide a useful method to define the operation characteristic of a system 
which is too complex to model accurately even with complex mathematical equa-
tions. The field of fuzzy systems and control has been making rapid progress in 
recent years. Due to practical success in consumer-product and industrial process 
control there has been rigorous research and development and theoretical studies. 
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This has led to a tremendous increase in the amount of work in the field of fuzzy 
systems and fuzzy control. Due to the increased complexity level of the plant, the 
demand for controllers in the market is increasing day by day. In order to meet the 
market demand, controllers have to be designed according to the market needs. 
Some of the market needs highlighted are increasing in computational speed, de-
crease in computational complexity, ease of know-how of the product, easy work-
ing with the product and less turnaround time in terms of design. One of the best 
solutions to meet the above market demand is to switch over to a digital domain. 
The lookout for such a device, where thousands of gates can be incorporated 
ended up in Field Programmable Gate Arrays (FPGA). The application specific 
FPGA based architectures for FLC [3] [4] [5] show the maximum implementation 
efficiency in terms of silicon utilization and processing speed. 

In general, fuzzy logic is implemented in 3 phases. They are Fuzzification 
(Crisp input to fuzzy set mapping), Inference (fuzzy rule generation) and Defuzzi-
fication (fuzzy to crisp out transformation). This paper gives Very Large Scale In-
tegration (VLSI) Architecture for general purpose Inference module suitable for 
all applications where as fuzzification and defuzzification are performed in DSP 
processor. The architecture includes the design for rule base reduction and the in-
terface between the DSP and the FPGA to read and write the fuzzified and infe-
rence output data. This paper provides the design of all modules with its module 
level verification and FPGA implementation. The processor interface register in-
formation is provided for software programming.  

This paper is organized as follows: in section 2 provides a brief introduction to 
the specification of the generalized FLC. Section 3 describes the VLSI architec-
ture of the rule base reduction module or inference module. Section 4 lists design 
choices we have made. Section 5 outlines the test bench and test vector genera-
tion. The developed model is simulated and synthesized as sketched in section 6. 
Finally, conclusions are presented in section 7. 

FPGA
DSP

Processor

Input Channels

Output Channels

Control Signal

Data Bus  

Fig. 1.  System Platform to implement general purpose fuzzy logic controller. 
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2   Specification Of Fuzzy Logic Controller 

The fuzzy logic controller proposed in this paper is standalone, configurable 
and generalized for any control application or requirement. Here the idea is to im-
plement a run time configurable algorithm which can be configured according to 
requirement and can tune the parameters at any point of time. The main parame-
ters and their limitations are given as follows: 

1) No of inputs  : maximum 4 (configurable) 
2) No of outputs: maximum 2 (configurable) 
3) Shape of membership function : Triangular 
4) No of membership function for each input and output : maximum 7 (con-

figurable) 
5) Implication model: Mamdani 
6) Aggregation model: Mamdani 
7) Inference rules should be field programmable 
8) For each input variable, the overlapping degree of its membership func-

tion is a maximum of two. 

Since the standalone configurable FLC hardware takes maximum four inputs, 
each with maximum seven membership functions. The rule base comprises of 
2401 (74) rules and the fuzzification and defuzzification algorithms need more 
complex mathematical operations. Hence the complexity of the algorithm increas-
es if the FLC is implemented in FPGA alone [6] [7] [8]. It is proposed in this pa-
per that the data acquiring, fuzzification and defuzzification can accommodate by 
the DSP processor because of its proficiency in handling complex mathematical 
functions. The FPGA is selected to generate Rule Base and inference. The sug-
gested platform for this model is shown in Fig. 1. 

3   VLSI Architecture of reduced rule base module 

Once membership functions are defined for input and output variables a control 
rule base can be developed to relate the output actions of the controller to the ob-
served inputs. This phase is known as the inference or a rule definition portion of 
the fuzzy logic. There are Nm (where N= No of Inputs and m= No of Membership 
functions) rules can be created to define the actions of fuzzy logic controller. This 
section gives VLSI Architecture of the rule base module for a generalized fuzzy 
logic controller with the specifications defined in the earlier section.  

The architecture also includes the interface between DSP and FPGA to pro-
gram or to tune FLC parameters. Inside the inference we can observe that the de-
sign of rule base consists of 2401 (with Maximum of 4 inputs and 7 membership 
functions) rules and consuming much gate count in the FPGA, to reduce the de-
vice utilization one way is to reduce the no of rules in the rule base. 

VLSI Architecture of Reduced Rule Base Inference 79



                      

Fuzzifier

µ0

µ1
µ2
µ3
µ4
µ5
µ6

}At most two
are Non-Zero
   values

w

 
 

Fig. 2. The Fuzzification Unit 

From limitation number 8 in specification mentioned in the previous section 
the fuzzifier gives two non-zero fuzzy term sets at most as seen in figure 2. Hence 
the no of rules will be reduced to 42 (for 4 inputs and 2 membership functions), 
Results in a reduction in logic utilization and improves the overall system perfor-
mance, in our design we have achieved maximum frequency of operation as 
175.809MHz. The rule selector unit outputs these two fuzzified values with its In-
dex number and its fuzzy value. The index number is used by the address genera-
tor to generate activated rule with respect to linguistic variables. Fuzzy value is 
used by the inference engine with Mamdani max-min inference rule.  

The proposed VLSI architecture (see Fig. 3) for a rule base module with rule 
reduction includes five principal units: 

1) Rule selector unit to select non zero fuzzy term set; 

2) An address generator unit which generates an address to read the appro-
priate active rule;  

3) Rule base memory unit to store the user defined rules, provision is pro-
vided to program at any interval of time. 

4) An inference engine unit which performs approximate reasoning by asso-
ciating input variables with fuzzy rules. 

5) The CPU registers unit is memory with 32 bit data width is used to store 
fuzzified values for  four input variables, inference output values and Reg-
ister to program no of inputs and no of membership functions (Tuning pa-
rameters). 

6) Here the inference engine involves in another sub-block which performs 
Mamdani min-max implication operation and calculates the degree of ap-
plicability of all active rules selected from the rule base memory by ad-
dress generator. The results are stored in the CPU registers for defuzzifica-
tion process. Typically the DSP processor and FPGA runs in different 
clock frequencies interrupt handler is used here as a status flag to tell in-
ternal state machine that new data is available. Subsequently a Finite State 
Machine (FSM) within the FPGA can use the interrupt handler to generate 
an interrupt to DSP Processor. The architecture specifies 32 bit memory 
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space is in Table I. The rule reduction algorithm used in this architecture 
is given in Fig. 4. 
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Fig. 3. VLSI Architecture of the Reduced Rule Base 

 4   Design Choices of Internal Modules  

As we have discussed from previous section the rule base is filled with 2401, 
the software fills this data with address from 0 to 2400. To read the appropriate 
rule for non-zero fuzzified values it needs to generate matching addresses with its 
index numbers. For example if non-zero value of input 1 is with index numbers 1 
and 2, input 2 is 2 and 3, input 3 is 4 and 5, input 4 is 5 and 6, it needs to read the 
rule addresses as shown in Fig. 5.  

The module rule address generator from Fig. 3 arranges index numbers to ad-
dress shown in Fig. 5 with the programming value of no of inputs, if no of inputs 
are 4 the rules are 16 and to 3 inputs rules become 8 and to 2 inputs rules become 4. 
The address generator module does the mapping of the rule index with the rule base 
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address (filled by the software). Part of the VERILOG code to evaluate rule address 
to match with rule base memory addresses is provided in Fig. 6. 
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Fig. 4. Rule Reduction Algorithm for VLSI Implementation 

                   

001010100101        1  3  4  5     2  3  4  5
  1   2    4   5          1  3  4  6     2  3  4  6
001010100110        1  3  5  5     2  3  5  5
  1   2    4   6          1  3  5  6     2  3  5  6
001010101101        2  2  4  5
  1   2    5   5          2  2  4  6
001010101110        2  2  5  5
  1   2    5    6         2  2  5  6

 

Fig. 5.  Addresses of rules  

The module rule address generator from Fig. 3 arranges index numbers to ad-
dress shown in Fig. 5 with the programming value of no of inputs, if no of inputs 
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are 4 the rules are 16 and to 3 inputs rules become 8 and to 2 inputs rules become 4. 
The address generator module does the mapping of the rule index with the rule base 
address (filled by the software). Part of the VERILOG code to evaluate rule address 
to match with rule base memory addresses is provided in Fig. 6. 

 
Table 1.  Memory Space 

 
SI.
No 

 
Memory Information 

 Address Access Name Description 

1 
0X00H 
to 012D 

Read 
NRULE 

2401 Rules are filled in this 
Memory 

2 
012E to 
0137 

Read/
Write 

FUZZYV 
28 fuzzified values, inference 
output values  

3 0138 
Read 

CONTROL
REG 

No of Inputs, No Of Member-
ship functions for input and 
output  

4 0139 Read ISR Interrupt status register 

5 013A 
Read/
Write 

IMR Interrupt Mask Register 

 
 
The block model of the rule evaluator along with index values is shown in the 

Fig. 7. Based on the inputs the decision of which output is to be chosen is decided 
here. This module consists of the two memories one memory is used to read the re-
duced rules continuously to find maximum values. Another memory is stored with 
minimum values of corresponding Index values of rule selector. In this design 
memories have been chosen to utilize the memory blocks in the FPGA and to re-
duce the logic count and corresponding delay and power dissipation. Provision is 
provided for all parameters in the design unit using `define and ìfdef compiler di-
rectives provided by VERILOG [7].  

           if (RuleIndex[11:3] == 0)
RuleAddress <= RuleIndex;

    else if (RuleIndex[11:6] == 0)
RuleAddress <= RuleIndex - {3'h0,RuleIndex[11:3]};

    else if (RuleIndex[11:9] == 0)
RuleAddress <= RuleIndex - (RuleIndex[8:6] * 7 + RuleIndex[5:3]

                                                     + RuleIndex[8:6]*8 );
    else

RuleAddress <= RuleIndex - (RuleIndex[11:9] * 169 + RuleIndex[8:6] * 15
                                                                       + RuleIndex[5:3]  );

 

             Fig.6. Part of VERILOG Description for Address generation to read reduced Rules. 
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Fig.7. The Block Model of Mamdani Inference engine 

5  Test Bench and Test Vector Generation 

The fundamental verification principle is an implementation of Register Trans-
fer Level (RTL) code. RTL code must follow the completion of specification to 
avoid unnecessary complex and unverifiable designs. Testbench usually refers to 
simulation code used to create a predetermined input sequence to test the response 
of the output. Fig. 8 shows the interaction of test bench with its DUT (Design un-
der test). The verification of the designed modules has gone through three stages: 

1) Unit level verification 

2) Block and core verification 

3) FPGA verification 

The verification plan (Test Cases) in Table II included features that are to be 
verified from the specification. Some of the important test cases that are covered 
with this paper are described here: 

 Different range of values 

 Sequence of transactions 

 Relevant interactions between one module to another module 

 Synchronization of all module table type styles 
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DUT

Test Bench

 

Fig.8. Generic model of a testbench and design under test. 

Table 2.  The Verification Plan 

Sl . 
No 

Test Plan 

 Name Description Result 

1 
Fuz4In7Mf8
bit.v 

Test case with no inputs =4, No of 
membership functions =7, data width 
=8 

Passed 

2 
Fuz3In7Mf8
bit.v 

Test case with no inputs =3, No of 
membership functions =7, data width 
=8 

Passed 

3 
Fuz3In6Mf8
bit.v 

Test case with no inputs =3, No of 
membership functions =6, data width 
=8 

Passed 

4 
Fuz2In7Mf8
bit.v 
    

Test case with no inputs =2, No of 
membership functions =7, data width 
=8 

Passed 
 

5 
Fuz2In6Mf8
bit.v 

Test case with no inputs =2, No of 
membership functions =6, data width 
=8 

Passed 

6 
Fuz4In7Mf1
6bit.v 

Test case with no inputs =4, No of 
membership functions =7, data width 
=16 

Passed 

7 
Fuz4In5Mf1
6bit.v 

Test case with no inputs =4, No of 
membership functions =5, data width 
=16 

Passed 

8 
Fuz4In4Mf1
6bit.v 

Test case with no inputs =4, No of 
membership functions =5, data width 
=16 

Passed 

9 
Fuz4In3Mf1
6bit.v 

Test case with no inputs =4, No of 
membership functions =3, data width 
=16 

Passed 

10 
Fuz3In7Mf1
6bit.v 

Test case with no inputs =3, No of 
membership functions =7, data width 
=16 

Passed 

11 
Fuz2In7Mf1
6bit.v 

Test case with no inputs =2, No of 
membership functions =7, data width 
=16 

Passed 

12 
Fuz2In5Mf1
6bit.v 

Test case with no inputs =2, No of 
membership functions =5, data width 
=16 

Passed 
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6  Results and discussion 
The implementation of the proposed architecture is straightforward by coding 

all modules in VERILOG [7] hardware description language implemented by Xi-
linx foundation 13.3 tools [8], where Modelsim 6.3g is directed as an integrated 
tool for the purpose of simulation. The design of the rule base is highly flexible and 
configurable as the no of inputs and membership functions can be easily changed. 
Simulation waveforms obtained for different test case scenarios with varied number 
of system inputs and membership functions are presented in Fig.9 to Fig11. 

 

Fig.9. CPU Register Writing and Reading 

                 

Fig.10. Index values, index numbers of rule selectors and their inference output for no of 
inputs 2. 

                  

              

Fig.11. Index values, index numbers of rule selectors and their inference output for no of 
inputs 4. 

                        
Fig.12. RTL Schematic of the interface between Rule Selectors and Rule base Module. 
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Fig.13. RTL View of the Address Generator. 

                                   
 

Fig.14. Implemented Physical design in FPGA (device xc5vlx110t). 
 

Table 3.  Device Utilization Summary 
 

Selected Device xc5vlx110tff1136-1 
Number of Slices registers 1039  out of  69120     1% 
Number of Slice LUTs 1456  out of  69120     2% 
Number of Bonded IOBs 51  out of    640     7% 
Number of Block RAMs 1  out of    148     0%
Number of GCLKs 1  out of     32     3%
Maximum Frequency 175.809MHz 

 
This implemented FPGA chip is largely efficient to all the constituents of FLC 

addressed in this paper. This was possible since the chip contains 2495 slices and 
4990 logic cells as well three 3×8 multipliers and etc. The RTL view of the re-
duced rule base module is illustrated in Fig 12 and Fig. 13. Table III shows the 
FPGA logic resources used to develop the same. Implemented physical design 
with logic power consumption of 0.17 mw is illustrated in Fig 14. 

VLSI Architecture of Reduced Rule Base Inference 87



7   Conclusion 

  The development of the inference engine in FPGA for FLC opens up with a 
line of approach to several explorations. We can build DSP development software 
to define the parameters mentioned in this paper and then can download them into 
the FPGA through parallel port, hence we can make universal FLC where parame-
ters can be programmed from a PC. The work presents the FPGA implementation 
of the reduced rule inference module for the targeted family Virtex 5 LX110T. 
Which shows less logic utilization and achieved a maximum speed of operation. 
Test cases are provided in this paper for full chip verification. The proposed me-
thod can be applied for real time control application because of its options run time 
configurablilty and speed of rule evaluation. 
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Abstract. FinFET are more versatile than traditional single-gate field effect 
transistors because it has two gates that can be controlled independently. Usually, 
the second gate of FinFET is used to dynamically control the threshold voltage of 
the first gate in order to improve circuit performance and reduce leakage power 
[1]. A self-controllable-voltage-level (SVL) circuit which can supply a maximum 
DC voltage to an active-load circuit on request or can decrease the DC voltage 
supplied to a load circuit in standby mode was developed. This SVL circuit can 
drastically reduce standby leakage power of CMOS logic circuits with minimal 
overheads in terms of chip area and speed [2]. In this paper we propose new 
leakage power reduction techniques namely series LSVL (lower self controlled 
voltage level) and after using it, leakage power reduces 20% for every increment 
of series transistor in lower ground connection. Leakage is found to contribute 
more amount of total power consumption in power-optimized FinFET logic 
circuits. This paper mainly deal with the various logic design styles to obtain the 
Leakage power savings through the judicious use of FinFET logic styles using 
NOR based design at 45 nm technolgy [3]. FinFET circuits are superior in 
performance and produce less static power when compared to 32nm circuits [4]. 
FinFET can be designed at 32nm. Finally, implementation of the schematics in 
CMOS NOR MODE, SG MODE, IG MODE, IG/LP MODE, LP MODE of NOR 
based FINFET is simulated by cadence virtuoso tools version 6.1 to obtain 
Leakage Power and Power Dissipation. By applying this we obtain 88% Leakage 
power savings through the judicious use of FinFET logic styles having NOR based 
design at 45 nm technology. 

Keywords: CMOS scaling, low power, FinFET, DG devices, Series LSVL. 
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1. Introduction 

Steady miniaturization of transistors with each new generation of bulk CMOS 
technology has yielded continual improvement in the performance of digital 
circuits. The scaling of bulk CMOS, however, faces significant challenges in the 
future due to fundamental material and process technology limits [5]. Primary 
obstacles to the scaling of bulk CMOS to sub-45nm gate lengths include short 
channel effects, sub-threshold leakage, gate-dielectric leakage and device-to-
device variations [6]. It is expected that the use of FinFETs, which provide better 
control of short-channel effects, lower leakage and better yield in aggressively 
scaled CMOS process, will be required to overcome these obstacles to scaling [7, 
8]. It was estimated that active-mode leakage power might account for as much as 
40% of the total power consumption in CMOS circuits at the 70nm technology 
node [9] and by using 45nm technology node 62.56% of the total power 
consumption in CMOS circuits. The widespread use of Fin-FETs will somewhat 
mitigate this problem. In order to avoid this problem, we are using independent 
control of FinFETs (i.e.) DG devices. Here independent control of front and back 
gate in DG devices (FinFET) can be effectively used to improve performance and 
reduce power consumption. Independent gate control can be used to merge 
parallel transistors (source and drain terminals tied together) in non-critical paths 
[10]. FinFETs have been shown to provide much lower sub-threshold leakage 
currents than bulk CMOS transistors at the same gate length [11].  

 

Fig. 1.  Cross section of a 15nm FinFET model designed in Taurus. 
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Table 1.  Device parameters of the Taurus FinFET model 

DEVICE PARAMETERS VALUES 

Drawn Channel Length L drawn 17nm 
Effective Channel Length Leff 15nm 

Oxide Thickness Tox 1nm 
Body Thickness  TSi 2nm 

Device Height H 22nm 

Vdd 0.7V 

VT 0.12V 
 

2. FinFET Transistor with double Gate 

Double-gate devices have been used in a variety of innovative ways in digital and 
analog circuit designs. DG devices with independent gates (separate contacts to 
back and front gates) have been recently developed. In the context of digital logic 
design, the ability to independently control the two gates of a DG-FET has been 
utilized chiefly in two ways: by merging pairs of parallel transistors to reduce 
circuit area and capacitance, and the next way through the use of a back-gate 
voltage bias to modulate transistor threshold voltage. A parallel transistor pair 
consists of two transistors with their source and drain terminals tied together. In 
Double-gate (DG) FinFETs, the second gate [12] is added opposite the traditional 
(first) gate, which have been recognized for their potential to better control short-
channel effects (SCEs) and as well as to control leakage current. The structure of 
the FinFET is shown in the Fig.1. The two gates for FinFET provide effective 
control of the short-channel effects without aggressively scaling down the gate-
oxide thickness and increasing the channel doping density. The separate biasing in 
DG device easily provides multiple threshold voltages. It can also be exploited to 
reduce the number of transistors for implementing logic functions [13]. 

    

Fig.2.  FinFET structure [12] Fig. 3.  Schematic of a double gate device [1]. 
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The goal of this paper is to explore FinFET logic design styles (layout) and study 
their implications for low-power design. It was estimated that leakage power 
might account for as much as half of the of the total power consumption in CMOS 
circuits. Leakage power consumption was observed to remain around more 
amount of the total power [8] on an average we explore methods to efficiently 
overcome this challenge through a combination of circuit design techniques and 
logic-level optimization. It considers the use of IDDG-FETs in digital CMOS 
design, focusing on the use of independent-gate FinFET [12]. 

3. Methodology: 

In this paper, four modes of FinFET operation are identified, such as the shorted-
gate (SG) mode with transistor gates tied together, the independent gate (IG) mode 
where independent digital signals are used to drive the two device gates, the low-
power (LP) mode where the back-gate is tied to a reverse-bias voltage to reduce 
leakage power and the hybrid (IG/LP) mode, which employs a combination of LP 
and IG modes [10] . This paper has considered four design styles for digital logic 
structures using FinFETs. In the interest of brevity, this section presented data 
only for two-input NOR gates. To evaluate the utility of the different FinFET 
modes, this paper has constructed layout design for the four modes of NOR gates 
using CADENCE VIRTUOSO TOOLS version IC 6.1. The circuit diagram of 
different FinFET-based NOR gate designs along with the ordinary CMOS is 
shown in the Fig 4-8. 

 

Fig.4. Ordinary CMOS NOR 
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Fig.5.  SG-mode NOR   Fig.6.  IG-mode NOR 

   

Fig.7.  LP-mode NOR   Fig.8.  IG/LP-mode NOR 
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4. Layout 

As layout dimensions continue to be reduced, lithographic considerations will 
impose additional constraints on the layout of future nanoscale SRAM layout. 
Sources of mismatch in dense nanoscale SRAM devices due to variations in 
channel doping (both random and systematic) may be attributed to the use of 
pushed  design rules and alignment sensitive doping variation sources such as halo 
shadowing, lateral implant straggle [14]. The general subject of non-random 
variation in dense SRAM devices may be further expanded to include the 
geometric sources of mismatch. These arise from the non-ideal environment 
associated with pushed design rules, variation in alignment and additional 
lithography effects such as corner rounding and line end foreshortening. These 
effects are layout topology dependent and can also contribute to the overall 
mismatch in the dense bit cell devices. Fig 9,10,11,12 shows different mode 
FinFET 

     

Fig.9.  SG-mode NOR   Fig.10. IG-MODE NOR 
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Fig.11. LP-mode NOR   Fig.12.  IG/LP-mode NOR 

5. Proposed Work 

There are two well-known techniques for reducing stand-by power (Pst). One is to 
use a multi-threshold-voltage CMOS (MTCMOS). It has serious drawbacks such 
as the need for additional fabrication processes for higher Vth and the fact that 
storage circuits based on this technique cannot retain data. The other technique 
involves using a variable threshold-voltage CMOS (VTCMOS ). Which reduces 
leakage current by increasing substrate-bias (Vsub).This technique also faces 
some serious problems, such as very slow substrate-bias controlling operation, 
large area penalty, and large power penalty due to substrate-bias supply circuits. 
To solve the above-mentioned drawbacks, a self-controllable-voltage-level (SVL) 
circuit, which can significantly decrease Pst while maintaining high-speed 
performance, has been developed.  While the load circuits are in the active mode, 
the developed SVL circuit supplies the maximum DC voltages [2]. 
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Fig .13. Series LSVL Techniques for leakage reduction [12] 

Now new proposed techniques namely series LSVL improved leakage reduction 
drastically with respect to SVL technique. It reduces leakage power approximately 
20% at every increment of transistor in lower ground and after the implementation 
in circuit at different mode approximately 80% reduces the leakage power after 
using 10 NMOS in series.  

The four different modes of FinFET based NOR gate logic styles such as SG, IG, 
LP and hybrid (IG/LP) modes have been analyzed using the CADENCE 
VIRTUOSO IC 6.1 TOOLS. The table 1 shows the performance evaluation in 
which power dissipated values are obtained for the supply voltage from 0 to 0.7 
volt respectively for various FinFET based NOR gate logic styles along with that 
of ordinary CMOS NOR gate at the time when 10 NMOS transistor using in series 
at the lower ground terminal.  

With the growing use of portable and wireless electronic systems, reduction in  
power consumption has become one of the main concerns in  today's  VLSI circuit 
and system design. For a CMOS digital circuit, power dissipation includes three 
components [15]: switching power dissipation (Pswitching) ,short-circuit power 
dissipation ( P Short Circuit ), and static  leakage power dissipation (P leakage) 
.The average power dissipation can be expressed by, 
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P average = P switching + P short-circuit + P leakage 

= αCL V2DD fclk + Isc VDD + I leakage VDD 

where CY  is the switching  activity (average number  of switching  per  clock  
period) , C L is the load capacitance, fclk  is the clock frequency, Is, is the 
directpath  short circuit  current, lleakage  is the leakage  current, and VDD is  the 
supply voltage. Lowering supply voltage  is  obviously  the most effective way to 
reduce the  power  consumption. With the scaling of the  supply voltage, the 
transistor threshold voltages should also be scaled in order to satisfy the  
performance requirements Unfortunately, such scaling  leads to the increase of the 
leakage current through a transistor[15]. Therefore, the leakage power cannot be 
ignored for low voltage low power circuit designs.  

The obtained results are shown in table 2. 

Table 2. Comparisons of normal CMOS NOR with various modes of FinFET 

V O L T A G
E  

C M O S  
N O R   

S G  M O D E  I G  M O D E  I G / L P  
M O D E  

L P  M O D E  

Vdd 
(v) 

Leakage 
Power(µw) 

Leakage 
Power(µw) 

Leakage 
Power(µw) 

Leakage 
Power(µw) 

Leakage 
Power(µw) 

NS S NS S NS S NS S NS S 

 LSV
L 

LSVL LSVL LSVL LSVL LSVL LSVL LSVL LSVL LSVL 

0.25 22.4 17.92 22.2 17.76 22.5 18.00 22.6 18.08 22.8 18.24 

0.30 25.1 20.08 25.6 20.48 25.4 20.32 25.7 20.56 25.2 20.16 

0.35 26.8 21.44 26.3 21.04 26.4 21.12 26.9 21.52 26.1 20.88 

0.40 31.6 25.28 31.1 24.88 31.4 25.12 31.8 25.44 31.9 25.52 

0.45 32.4 25.92 32.2 25.76 32.7 26.16 32.9 26.32 32.1 25.68 

0.50 35.7 28.56 35.2 28.16 35.5 28.40 35.3 28.24 35.9 28.72 

0.55 36.2 28.96 36.5 29.20 36.8 29.44 36.7 29.36 36.9 29.52 

0.60 37.1 29.68 37.3 29.84 37.5 30.00 37.7 30.16 37.9 30.32 

0.65 38.8 31.04 38.2 30.56 38.4 30.72 38.6 30.88 38.1 30.48 

0.70 39.2 31.36 39.3 31.44 39.4 31.52 39.5 31.60 39.7 31.76 
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6. Different modes of FinFET- based NOR gate design: 

The I-V characteristics are also obtained for the four different modes of FinFET 
based NOR gate logic styles along with ordinary NOR gate. From the obtained I-
V characteristics graph we can calculate the ON current for the four different 
modes. The ION current obtained is suited best for IG mode. Similarly the off 
current is low in IG mode since the ION is increased. Thus the power dissipation 
is decreased. The ION current has been calculated by setting the parameters (i.e) 
threshold voltage as 0.12V, body thickness as 0.2 nm, mobility of electrons as 
0.03 eV respectively. Hence power consumption is found to be low in IG mode. 
The ION current for the four different modes of FinFET based NOR gate logic 
styles along with ordinary NOR gate is shown below in terms of a tabular column 
in table 4. By placing a second gate on the opposite side of the device, the gate 
capacitance of the channel is doubled and the channel potential is better controlled 
by the gate electrode, thus limiting Ioff. Reducing the body thickness further 
decreases Ioff. As a result the leakage current is further reduced, this in turn causes 
reduction in power dissipation. The Percentage of Power Dissipation reduced at 
different modes is shown in Table 3. 

Table 3. Comparisons of Different modes of FinFET- based NOR gate design 

MODES POWER DISSIPATION 

  

CMOS NOR 45% 
SG MODE 76% 
IG MODE 36% 

IG/LP MODE 80% 
LP MODE 58% 
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Table 4. Different modes of FinFET- based NOR gate design and its ION  Current 
at different power supply 

MODE
S 

I O N  CURRENT(µA)  

  

0.25
V 

0.30
V 

0.35
V 

0.40
V 

0.45
V 

0.50
V 

0.55
V 

0.60
V 

0.65
V 

0.70
V 

           

CMOS 
NOR 

89.6 83.6
6 

76.5
7 

79.0
0 

72.0
0 

71.4 65.8
1 

61.8
3 

59.6
9 

56.0
0 

SG 
MODE 

88.8 85.3
3 

75.1
4 

77.7
5 

71.5
5 

70.4 66.3
6 

62.1
6 

58.7
6 

56.1
4 

IG 
MODE 

90.0 84.6
6 

75.4
2 

78.5
0 

72.6
6 

71.0 66.9
0 

62.5
0 

59.0
7 

56.2
8 

IG/LP 
MODE 

90.4 85.6
6 

76.8
5 

79.5
0 

73.1
1 

70.6 66.7
2 

62.8
3 

59.3
8 

56.4
2 

LP 
MODE 

91.2 84.0
0 

74.5
7 

79.7
5 

71.3
3 

71.8 67.0
9 

63.1
6 

58.6
1 

56.7
1 

 

7. Conclusion 

In conclusion, we have discussed various logic styles for low-power FinFET 
circuits. We demonstrated that the rich diversity of design styles, made possible by 
independent control of FinFET gates, can be used effectively to reduce total active 
power consumption in digital circuits. Four modes are investigated using 
CADENCE VIRTUOSO IC 6.1 TOOLS. Our results indicate that on an average, 
76% of the total active power dissipation  is obtained in IG mode, 36% in SG 
mode,80% in LP mode and 58% in hybrid (IG/LP) mode circuits. From the above 
results obtained we would like to conclude that IG mode dissipates less power 
compared to all other modes. On comparing with ordinary CMOS NOR gate logic, 
the leakage power will be less in IG mode. Hence the power consumption in IG 
mode will be less compared to that of all other modes. As a result independent 
control of double gate transistors based on NOR gate logic styles, can be used 
effectively to reduce total power consumption in digital circuits. The comparison 
of different modes of FinFET based NOR gate design is shown in table 2. 
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Abstract. RC4 is the most widely used stream cipher in many applications. 
Many Distinguishing Attacks on RC4 system have been published which are 
based on statistical approaches. These statistical Distinguishing Attacks ex-
ploit distribution of bytes, diagraphs & trigraphs in RC4 generated output key 
stream with respect to random key stream. This paper presents an Artificial 
Neural Network (ANN) based approach to distinguish RC4 key stream from 
random key stream. The Joint Mutual Information (JMI) criterion has been 
used in effective feature selection. The prominent features are used in Back-
propagation learning of Multilayer Perceptron (MLP) network to distinguish 
RC4 system.  

Keywords: RC4 Stream Cipher, Distinguishing Attack, Joint Mutual Information, 
Multilayer Perceptron Network, Back-Propagation Learning. 

1   Introduction 

In cryptography, RC4 is the most widely-used software based stream cipher 
and is used in popular protocols such as Secure Sockets Layer (SSL) to protect In-
ternet traffic  and WEP to secure wireless networks. RC4 was created by Rivest 
for RSA Securities Inc in 1987. Its key size varies from 40 to 256 bits.  It has two 
parts namely Key Scheduling Algorithm (KSA) and a Pseudo-Random Generator 
Algorithm (PRGA). KSA turns a random key into an initial permutation S of     
{0,1,, N-1}, where N is the size of the RC4 permutation. PRGA uses this per-
mutation to generate a pseudo-random output sequence. 

RC4 [2, 10] has weaknesses that argue against its use in new systems although 
it is remarkable for its simplicity and speed in software. It is especially vulnerable 
when the beginning of the output key-stream is not discarded, nonrandom or re-
lated keys are used, or a single key stream is used twice. Some ways of using RC4 
can lead to very insecure cryptosystems such as WEP. Mantin (2005) mentioned 
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Diagraph Repetition Bias Attack on this cipher. According to this attack for small 
strings T (<16), the pattern ABTAB occurs with the approximate probability    
(1/N 2+1/N 3). For this 229 sample are required for a success probability 0.9 when N 
is 256. 

The rest of the paper has been organized in the following way: In section 2 we 
describe RC4. In section 3 we present previous distinguishing attacks on RC4. The 
details of data preparation and prominent feature selection based on Joint Mutual 
Information (JMI) criterion is discussed in section 4.  The Back-propagation learn-
ing of MLP network is described briefly in section 5. The simulation details of 
ANN based distinguishing attack along with the results obtained is mentioned in 
section 6. The results are analyzed and concluded in section 7. 

2   RC4 Stream Cipher 

RC4 Stream Cipher [10] is a variable key size stream cipher with byte oriented 
operations. In the RC4 algorithm, there are two stages process during encryption 
as well as decryption. The algorithm is dividing into the two parts KSA (Key 
scheduling Algorithm) and PRGA (Pseudo Random Generator Algorithm). KSA 
as the first stage of algorithm also knows as initialization of permutation vector S 
and PRGA known as stream generation in the RC4.   

2.1   The key-scheduling algorithm (KSA) 

The key scheduling algorithm generates initial permutation S of {0, ···, N-1} 
from a (random) key of length l bytes. Typically l lies in the range between 5 and 
32. The key length N may have maximum value 256 bits. The array S of size N, is 
initialized to the identity permutation and then mixes bytes of the key within it. 
  
 for i from 0 to N - 1 
             S[i] = i 
 end 
 j = 0 
 for i from 0 to N - 1 
            j = (j + S[i] + key[i mod keylength]) mod N  
            swap(S[i], S[j]) 
 end 
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2.2   The pseudo-random generation algorithm (PRGA) 

 
PRGA uses the permutation S generated by KSA, to generate a pseudo-random 

output sequence. The output byte is selected by looking up the values of S(i) and 
S(j), adding them together modulo N, and then looking up the sum in S; S(S(i) + 
S(j)) is used as a byte of the key stream. 
 
 i = j = 0 
 while loop Generating_Output key stream 
              i = (i + 1) mod N 
              j = (j + S[i]) mod N 
              Swap (S[i], S[j]) 
              Output = S[(S[i] + S[j]) mod N]   
      end while loop 

Many stream ciphers are based on linear feedback shift registers (LFSRs), 
which are efficient in hardware but less efficient in software. The design of RC4 
avoids the use of LFSRs, and is ideal for software implementation, as it requires 
only byte manipulations. It uses 256 bytes (for N = 256) of memory for the array, 
S[0] through S[255], l bytes of memory for the key, key[0] through key[l-1], and 
integer variables, i, j. Performing a modulus 256 can be done with a bitwise AND 
with 255 (or on most platforms, simple addition of bytes ignoring overflow).  

3   Distinguishing Attacks  

The idea behind the Distinguishing Attack [10] on a Stream Cipher is to distin-
guish its key-stream from a random bit stream. Similarly in case of Block Cipher, 
output of the Block Cipher is distinguished with respect to random permutation.  
Distinguishing Attacks employ techniques from tests of randomness on a specific 
event of the concerned cipher. 

Cryptanalysis of RC4 is divided into two main parts [10], analysis of the initia-
lization of RC4 and analysis of the key-stream generation. The first part focuses 
on the KSA, the PRGA initialization and the integration of both, whereas the last 
focuses on the internal state and the round operation of the PRGA. The simplicity 
of the initialization part and the key-stream generation part attracted a lot of atten-
tion in the cryptographic community and indeed various significant weakness dis-
covered like classes of weak keys, patterns that appears twice and thrice the ex-
pected probability, propagation of key patterns through the KSA to the initial 
permutation and through the PRGA initialization to the prefix of the stream and 
modes of operation that allow related key attacks.  
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In 1995, A. Roos [1] observed that the first byte of the key-stream is correlated 
to the first three bytes of the key and the first few bytes of the permutation after 
the KSA are correlated to some linear combination of the key bytes. The key-
stream generated by the RC4 is biased in varying degrees towards certain se-
quences. The best such attack is due to Itsik Mantin and Adi Shamir [2] who 
showed that the second output byte of the cipher was biased toward zero with 
probability 1/128 (instead of 1/256). This is because if the third byte of the origi-
nal state is zero, and the second byte is not equal to 2, then the second output byte 
is always zero. 

In 2005, Andreas Klein [5] presented an analysis of the RC4 Stream Cipher 
showing more correlations between the RC4 key-stream and the key. S. Paul and 
Preneel [3] mentioned in their attack that the probability of the first two bytes is 
same and equal to 1/N (1-1/N), Where N is number of states in S-Permutation used 
in RC4 Stream Cipher. The number of outputs required to reliably distinguish 
RC4 outputs from random strings using this bias is 226 bytes.  After the first N 
bytes are thrown, the bias reduces to   1/N (1-1/N 2). Similar kind of Distinguishing 
Attack based on two consecutive bytes of RC4 key-stream was developed by Ba-
su, Ganguly, Maitra & G. Paul (2008), but it require 242 bytes for a success proba-
bility 0.9772 and N = 256. 

We have proposed Artificial Neural Network (Bio-Inspired) based Distinguish-
ing Attack on RC4 by selecting only the prominent features to reduce required 
number of key-stream bytes and to reduce the computing time.  

4   Data Preparation and Feature Selection  

The output key-stream was generated for both RC4 crypto system and Perfect 
Random System. Total 600 frames (each frame of 10, 00,000 bytes) were generat-
ed based on different key seeds. The 300 frames were generated from each sys-
tem. Then 60 normalized features (20 high frequent monograms, 20 high frequent 
digraphs & 20 high frequent differences of digraphs and corresponding reversed 
digraphs of bytes) were computed for each frame. These selected features were 
further reduced to 10 features based on Joint Mutual Information (JMI) criterion. 
The achieved prominent features were used in training and testing of ANN, which 
also save computational time. The network was trained on 400 feature vectors us-
ing Back-propagation Learning Technique. Remaining 200 feature vectors were 
used for testing the network. 

4.1   Effective Feature Selection   

High dimensional data sets pose significant challenges for machine learning. In 
some of the most difficult problems, such as Crypto System Classification, selec-

104 A. K. Bhateja and M. Din



  

tion of discriminating features is also a challenge. Input feature selection [4] is the 
most important part of classification modeling process, because it interprets the 
data modeling problem by specifying those explanatory features most relevant to 
the target variables. There are various methods of prominent feature selection ac-
cording to their distinguishing/classifying power. 

Feature selection techniques [7] can be broadly grouped into approaches that 
are classifier-dependent (‘Wrapper’ and ‘embedded’ techniques), and classifier-
independent (‘Filter’   techniques). Wrapper techniques search the space of feature 
subsets using training accuracy of a particular classifier. In contrast, filter tech-
niques (Duch, 2006) separate the classification and feature selection components. 
In general, filters are faster than embedded techniques. A primary advantage of fil-
ters is that they are relatively cheap in terms of computational expense. The defin-
ing component of Filter technique is the relevance index (selection score), quanti-
fying the utility of including a particular feature in the set. 

4.2   Entropy and Mutual Information   

The fundamental unit of information is the ‘entropy’ of a random variable; it is 
denoted by H(X) for variable ‘X’. The ‘entropy’ is low when there is a little uncer-
tainty over the outcome. If all the events are equally likely, that is maximum un-
certainty over the outcome, then ‘entropy’ is maximal. It is defined as: 

 

log  

Here, x denotes a possible value that the variable X can adopt. The entropy can be 
conditioned on other events. The conditional entropy of X given Y is denoted, as 
 

/  /  /  

This can be thought of as the amount of uncertainty remaining in X after we 
learn the outcome of Y. Mutual Information [Shanon, 1948] between X and Y, that 
is the amount of information shared by X and Y, as follows: 

I(X;Y)    =  H(X) – H(X/Y) 

                 

This is the difference of two entropies- the uncertainty before Y is known, 
H(X), and the uncertainty after Y is known, H(X/Y). This can also be interpreted as 
the amount of  uncertainty  in X  which is  removed  by  knowing Y. So ‘Mutual 
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Information’ is the amount of information that one variable provides about anoth-
er. The ‘Mutual Information’ is symmetric, that is, I(X;Y) = I(Y;X). It is zero if and 
only if the variables are statistically independent i.e. p(xy) = p(x)p(y). 

The ‘Mutual Information’ can also be conditioned; the ‘Conditional Informa-
tion’ [7] is defined as,  

 
I(X;Y/Z)    =  H(X/Z) – H(X/Y.Z) 
 

                        /
/

/ /
 

 
This can be thought of as the information still shared between X and Y after the 

value of a third variable, Z is revealed.   

 
4.3   Joint Mutual Information   

 
Filter techniques [7] are defined by a criterion ‘Relevance Index’ denoted by J 
which is intended to measure how potentially useful a feature may be when used 
in a classifier. An intuitive J would be some measure of correlation between the 
feature and the class label i.e. the intuition being that a stronger correlation be-
tween these should imply a greater predictive ability when using the feature. For a 
class label Y, the ‘Mutual Information’ index for a feature Xk is as follows: 

 
Jmim(Xk) = I(Xk;Y) 
 

Here, ‘mim’ stands for Mutual Information Maximization. An important limitation 
is that this assumes that each feature is independent of all other features and effec-
tively ranks the features in descending order of their individual mutual informa-
tion content. However, where features may be interdependent, this is known to be 
suboptimal. In general, it is widely accepted that a useful and parsimonious set of 
features should not only be individually relevant, but also should not be redundant 
with respect to each other features should not be highly correlated. 

Battiti (1994) presented the ‘Mutual Information Feature selection (MIFS) cri-
terion: 

 

, ,  

Here, S is the set of currently selected features. This includes the I(Xk;Y) term to 
ensure feature relevance, but introduces a penalty to enforce low correlations with 
features already selected in S. The  in the MIFS criterion is a configurable para-
meter, which must be set experimentally. Using  = 0 would be equivalent to 
Jmim(Xk), selecting features independently, while a larger value will place more 
emphasis on reducing inter-feature dependencies. In experiments, Battiti found 
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that  = 1 is often optimal, though with no strong theory to explain why. The 
MIFS criterion focuses on reducing redundancy; an alternative approach was pro-
posed by Yang and Moody (1999), and also later by Meyer et al. (2008) using the 
Joint Mutual Information (JMI), to focus on increasing complementary informa-
tion between features. 

The JMI index for feature Xk  is defined as:  
 

;  

This is the information between the targets and a joint random variable Xk Xj, 

defined by paring the candidate Xk with each previously selected feature. The idea 
is that if the candidate feature is complementary with existing features, it should 
be included. The JMI criterion is used to reduce initial 60 features to 10 prominent 
features applied for training of the MLP network. 

5   Back-Propagation Learning based ANN 

An artificial neural network (ANN), usually called neural network (NN), is a 
mathematical model or computational model that is inspired by the structure 
and/or functional aspects of biological neural networks. A neural network consists 
of an interconnected group of artificial neurons, and it processes information using 
a connectionist approach to computation. In most cases an ANN is an adaptive 
system that changes its structure based on external or internal information that 
flows through the network during the learning phase. Modern neural networks are 
non-linear statistical data modeling tools. They are usually used to model complex 
relationships between inputs and outputs or to find patterns in data. 

A Multilayer Perceptron (MLP) Network [8] is a feed-forward artificial neural 
network model that maps sets of input data onto a set of appropriate output. An 
MLP consists of multiple layers of nodes in a directed graph, with each layer fully 
connected to the next one. Except for the input nodes, each node is a neuron (or 
processing element) with a nonlinear activation function. MLP utilizes 
a supervised learning technique called Back-propagation for training the network. 
MLP is a modification of the standard linear perceptron, which can distinguish da-
ta that is not linearly separable. 

An ANN having multi layers (Input layer, Hidden layers and Output layers) is 
called Multilayer ANN [9] as shown in the Fig. 1. 

Back-propagation algorithm [8] can be used to train the network.  It uses a gra-
dient search technique to minimize cost function equal to least mean square error 
between desired and actual net outputs. 

 
 
 

ANN Based Distinguishing Attack on RC4 Stream Cipher 107



    

 
 
 
 
 
 
 
 
 

Fig. 1:  Multilayer Artificial Neural Network 

6   ANN based Distinguishing Attack 

An ANN based Distinguishing Attack has been developed to distinguish RC4 
key-stream with respect to Random key-stream. In this attack Joint Mutual Infor-
mation (JMI) criterion is applied in effective feature selection. The reduced 10 
prominent features are used in Back-propagation learning of Multilayer Percep-
tron (MLP) network having 3 layers. The no. of neurons used in the network lay-
ers were 10, 5, 2 (Input layer to output layer respectively) based on Sigmoid Acti-
vation Function. 

The network was trained on 400 feature vectors (200 of RC4 and 200 of Ran-
dom key-streams) each having 10 effective features. The variable learning rate 
used was in the range 1.5 to 0.75 for achieving required error threshold value. The 
achieved distinguishing score was 78% on training data. The network was tested 
on 100 feature vectors of each class and achieved distinguishing score was 69%. 

7   Conclusion 

In this paper, an Artificial Neural Network (ANN) based approach to distin-
guish RC4 key stream from Random Key Stream is presented. This ANN based 
attack requires 220 bytes. The Joint Mutual Information (JMI) criterion is applied 
in effective feature selection. The reduced 10 prominent features are used in Back-
propagation learning of Multilayer Perceptron (MLP) network to distinguish RC4 
system. The achieved distinguishing score was 69%. 
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Abstract. There is an increasing concern by environmental managers and planners to 
follow a sustainable approach to municipal solid waste management (SWM) and to 
integrate strategies that will produce the comprehensive optimal practicable option. 
The selection of a suitable SWM process is driven by the type of waste source and 
quality of waste produced.  This study demonstrates application of optimization based 
methodology that would facilitate optimal management of collection and 
transportation of solid waste in urban cities. Uncertainty in solid waste management 
due to uncertain amount of solid wastes is characterized using fuzzy logic. Uncertainty 
analysis result shows that uncertainty in the optimal waste management (in terms of 
total optimal cost) is approximately 1.5 times uncertainty in waste amount. 

Keywords: Municipal solid waste (MSW), optimization formulation, landfills, fuzzy 
logic  and uncertainty characterization. 

1 Introduction 

Solid wastes are the result of urbanization and development, and have emerged a 
serious threat to environment. Improper disposal of solid wastes may adversely affect 
environment and human health. Solid waste management (SWM) is needed for the 
solution of the problem of solid waste concerning protection of the environment and 
conservation of natural resources. Solid waste essentially managed by municipal 
authorities in India to keep net and clean a city [1]. The consideration of complex 
interactions among collection and transportation systems and the facilities for waste 
management (waste reduction and disposal) is required for solid waste management. 

J. C. Bansal et al. (eds.), Proceedings of Seventh International Conference on Bio-Inspired



Land use patterns, and urban growth and development patterns must also be taken into 
account in response to local waste management needs. Municipal solid waste 
management (MSWM) is one of the major environmental problems of Indian cities 
[2]. The order of preference in terms of solid waste management strategies may be 
source reduction (selection of optimized waste source centers), reuse, or recycling, 
incineration with energy recovery or without energy recovery, and landfill disposal 
[3]. Many factors must be evaluated in the planning of an integrated waste 
management, the system is generally structured into the four phase of collection, 
transportation, processing and disposal [4; 5; 6]. Uncertainty plays an important role in 
most solid waste management problems. Fuzziness is one type of random character, 
which is linguistic in nature and generally cannot be described by traditional 
probability distributions. Such impreciseness refers to the absence of sharp boundaries 
in information and frequently exists in the decision marking process. Koo’s [7] 
proposed a frame work using Waste Resources Allocation Program (WRAP) and 
fuzzy set theory to address the trade-off among the objectives of economic efficiency, 
environmental quality, and administrative efficiency, such that the optimal site for a 
hazardous waste treatment facility could be determined [8;9;10] 
 
In recent years, many works have been presented with the aim of providing useful and 
comprehensive decision models [11;12; 13; 14; 15] which should be both significantly 
close to reality and computationally tractable in order to help planners in managing 
solid waste disposal and treatment in urban areas, taking into account multidisciplinary 
aspects involving economic, technical, normative, and environmental sustainability 
issues. Specifically, considerable efforts have been directed towards the development 
of economic-based optimization models for MSW flow allocation. [16; 17; 18 and 19]. 
Recent advances in solid waste management can be seen in Minciardi’s [20]; and 
Papachristou’s [21]. Rawal’s [22] presents comprehensive MSW application using 
integer linear model. 
 
This paper presents a detailed of the mixed integer MSW model that can be used as 
tools for decision makers of a municipality in the day to day planning and 
management of comprehensive programs of solid waste collection, incineration, 
recycling, treatment, and disposal. The main focus of this study is performance 
evaluation results of optimization models for the MSW. The mathematical formulation 
of the optimization model was solved using commercially available optimization 
software Lingo 10.0 [23]. Uncertainty in solid waste management due to uncertain 
amount of solid wastes is characterized using fuzzy logic. Uncertain waste amount is 
represented as fuzzy numbers. Optimization formulation with fuzzified waste amount 
is then solved to characterize uncertainty is cost. The results in this work establish 
potential application of the methodology for solid waste management and uncertainty 
characterization in urban areas. 
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2 Mixed Integer Linear Optimization Model for Municipal 
Solid Waste Management  

The methodologies first address the issue of collection of municipal solid waste by 
minimization of the vehicle routes. The optimized collection points are further utilized 
in the development optimization model of MSW. Thus, the present work proposed 
methodology to address the issues of MSW in a comprehensive manner. In addition 
the model proposed in this paper has been formulated taking conditions of typical city 
in Asian countries.  
 
The physical components of the MSW optimization model are shown in Fig. 1.  The 
optimization model essential consists of total cost owing to investment and 
management costs, transportation costs, and operational costs from the use of repairing 
of trucks. The benefits from energy generation, RDF production, compost, and 
recycling is to be subtracted from the overall cost. 
 

 
Fig. 1 The physical component of MSW model 

The constraints include waste flow constraints; facility availability; capacity of 
available facilities; site selection; environmental; landfill saturation constraints etc. It 
is being assumed that waste source are located at one point of an individual areas; and 
MSW separation is done at the waste source locations (collection points). MSW 
operations proposed in the model are on daily basis. The optimization model is 
presented as a mixed integer linear program where the transportation cost is the actual 
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amount of waste transported by each truck. The description of new variables and the 
models are presented below. 
 
Following are the indices used in this paper 
i = 1, 2, . . . , :location of waste sources (collection points); j = 1, 2, . . . , : location of 
incinerators; k = 1, 2. . ., : location of sanitary landfills; r = 1, 2, . . . , :location of 
replacement trucks depots; l = 1, 2, . . , : truck type; and g = 1, 2, . . . ,: waste type. 
 
Here are variables of the problems 

βlijg,  βlikg, : respectively amount of waste (in tons) of type g collected 
everyday by trucks of type l from a waste source i to an incinerator at j, 
and a landfill at k. 

λljkg, λlhkg : respectively amount of waste (in tons) of type g collected 
everyday by trucks of type l from an incinerator at j,  to a landfill at k. 

lg
ijX , lg

ijx : the total number of trips and total no of truck of type l used 

every day to carry waste of type g from waste source i to an incinerator 
at j.  

lg
ijY , lg

ijy  : total number of trips and total no of truck of type l used every 

day to carry waste of type g from an incinerator at j  to a landfill at k.  
zj, zk, zr : Boolean variables indicating respectively, the presence of an 
incinerator at j, a landfill at k, and a trucks depot at r.  
wj, wk : amount of waste transported everyday respectively, to an 
incinerator at j, and a sanitary landfill at k.  
Tl : The number of trucks of type l used everyday.  
T : The total number of trucks (excluding replacement trucks) used 
everyday.  
Zl : The number of replacement trucks of type l required everyday.  

 
2.1 Input data  
 

l
ija , l

ika : The expected number of trips a truck of type l can make 

respectively, per day between waste source at i and an incinerator at j, 
and a landfill at k. 

l
ikb : The expected number of trips a truck of type l can make 

respectively, per day between an incinerator at j, and a landfill at k. 
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αl: capacity (in tonnes) of a truck of type l. 
ρl : probability that a truck of type l breaks down in a day.  

l
ijv  , l

ikv : the transportation cost per unit of waste carried by a truck of 

type l from a waste source at i to an incinerator at j, and a landfill at k. 
elrk, elrj,  elri: respectively the cost of moving a truck of type l from a 
replacement trucks depot at r to a landfill at k, an incinerator at j, and a 
waste source at i. 

l
jkd : the transportation cost per unit of waste carried by a truck of type l 

from an incinerator at j, to a landfill at k. 

vj,: revenue generated per unit of waste at an incinerator at j. 
fcl : the cost of repairing of truck of type l, l = 1 . . . , L. 
Wi : amount of waste at source i. 
γj, : fraction (%) of unrecovered waste respectively, at an incinerator at j 
that requires disposal to a landfill. 
Qj, Qk, Qr  : capacity per day respectively, for an incinerator at j, a 
landfill at k, and a replacement trucks depot at r. 
Cj, Ck, Cr : respectively fixed cost incurred in opening an incinerator at j, 
an a landfill at k, and a replacement trucks depot at r. 
cj,  ck,   : respectively variable cost incurred in handling a unit of waste at 
an incinerator at j, , and a landfill at k.  
 

2.2 Objective Function 
 
Minimized    IMI = (I1 + I2 + I3)MI − AMI      (1) 
 
I1 (z,w,X,Y) = { Part I (Investment and management expenses) + part II (Transportation 
cost) 

        (2) 
 
         (3) 
 
The component I2 gives expenses owing to the use of replacement trucks,  
       I2 (n,z) =          (4) 
 
 
Component I3 gives the total cost for repairing of all trucks required in the daily 
management of waste.  
         (5) 
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Component A gives the benefits at the plants owing to the production of electric 
energy, compost  and refuse derived fuel. 
          
A(w) =          (6) 
 
 
2.3 Constraints 
 
In general, the constraints are the capacity, site selection, facility availability, 
environmental, and landfill saturation constraints. In constraint, we make sure that the 
total waste moved from each waste collection point i is at least be equal to the amount 
of waste found at that point. 
         (7)
  
         
   
In this constraints, we guarantee that the amount of waste carried away from every 
plant to a landfill, is at least be equal to the amount of waste found at that plant. 
         (8) 
 
Next constraints, the maximum capacities for the processing plants are accounted for. 
These constraints mean that the amount of waste taken to these plants should not 
exceed the plant capacities.  
         (9) 
 
 In constraint the same thing is done for sanitary landfills 
        (10) 
 
This Constraint means that the total number of replacement trucks of type l cannot be 
less than the expected number of daily truck breakdowns of the type l. With constraint, 
we ensure that there is at least one depot for the replacement trucks.  
 
        (11) 
 
        (12) 
 
In constraint, we codify that the number of trucks in a depot cannot exceed its capacity 
and other constraint means that the total number of replacement trucks is not too big 
compared to the total number of trucks used per day.   
                                     (13)
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        (14) 
 
Constraints mean that once the flow to either plant or sanitary landfill is positive, that 
plant or landfill must actually exist.      
        (15) 
 
Constraints can be referred to as waste flow fixing constraints. The reason is that when 
there are benefits at some node there is a tendency to move as much waste as possible 
to that node as long as there is space on the truck. In such a case, what is “carried” on 
the truck, that includes false waste, may go beyond the amount at a waste source; this 
is undesirable because the interest is in the precise amount of waste picked from the 
source.  
        (16)
      
   
2.4        Variables Conditions 
 
The variables in constraints are defined as non-negative; these give the amount of 
waste that flows between various nodes. 
        (17)
  
The variables in constraints are defined as non-negative integers. These give the 
number of trucks used between two nodes in the model per day, excluding 
replacement trucks. 
 
        (18) 

 
The variables in constraints are defined as non-negative integers. These give the 
number of replacement trucks required everyday in the waste management program. 
We note that the breakdown of a truck can occur anywhere in the road network 
followed by the trucks. For purposes of locating the truck depots, it is assumed that 
these breakdowns occur at either a waste collection point or at a plant or at a landfill. 
         (19) 
 
The variables in are defined as boolean. These are used to determine the existence of 
either a plant or a landfill. 

        (20)
  
 
In this constraints, we guarantee that the amount of waste carried away from every 
plant to a landfill, is at least be equal to the amount of waste found at that plant.  
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3 Illustrative Application of the Optimization Model  

The usefulness of the optimization model represented by equations (1) to (20) in real 
field situation, data for the performance evaluation are taken according to the situation 
in Allahabad city in India shown in Figure 2. Allahabad, one of the holy cities of India 
lies at the confluence of Ganga, Yamuna and hidden Saraswati River. It is located at 
25o25'N latitude and 80o58'E longitude and 81o58'E longitude at the height of 98.0 
metres above the Mean Sea Level.. As per information provided by Allahabad Nagar 
Nigam (ANN)  [24], the entire city is divided into 80 municipal wards within 20 
sanitary wards and generated 430 gram per capita per day. For the purpose of solid 
waste management, the Allahabad city is divided into 5 zones as shown in Figure 2. In 
this study, the major Zone 3 is considered the schematic representation of is shown in 
Figure 3 which comprises of 1 Source, 1 Incinerator, 1 Landfill and 1 Depot and 
covers 16 wards out of 80 wards. At the moment city does not have existing waste 
management component, so some of the parameters value is subjective.  
 

 
Fig: 2 Study Area 

It is assumed that there is number of waste source (wards) in a zone. The waste 
specified generated in a particular ward is as termed as waste sources. The capacity of 
vehicle starts at a first waste source as a common collection point and visit to nearest 
waste source and pick up the waste, when a vehicle not full, it needs to go to the 
closest available waste source. When a vehicle full, it needs to return to the first waste 
source. 
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4  Uncertainty Characterization in the Solid Waste 
Management Model 

In the presence of limited, inaccurate or imprecise information, simulation with fuzzy 
numbers represents an alternative to statistical tool to handle parametric uncertainty. 
Fuzzy sets offer an alternate and simple way to address uncertainties even for limited 
exploration data sets. In the present work, the optimal design is first obtained 
assuming a deterministic value of total waste amount in optimization model. 
Uncertainty in optimization is then characterized using fuzzy numbers for waste 
amount in the waste management model.  Uncertainty characterization is based on 
Zadeh’s extension principle [25]. In this study only total waste amount produced is 
considered to be imprecise. Waste amount as imprecise parameter, is represented by 
triangular fuzzy numbers with different α-cuts. The reduced TM [26] is used in the 
present study. The measure of uncertainty used is the ratio of the 0.1-level support to 
the value of which the membership function is equal to 1 [27].   

5 Results and Discussion 

The Vehicle routing model is able to solve optimality modest-sized zone 3 consisting 
of 16 wards for location of waste source. Rawal et al (2010) gives the total distance 
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travelled for collection of all waste from ward to common collection point and w24 
(66302.07 m) is the minimum distance wards which represent optimized waste source 
location. These optimized waste sources are utilized in waste management model. 
Schematic representation of Scenario is presented in Figure 3. Here, we considered 
one waste source (collection point) at ward 24, one incinerator at ward 53, one truck 
depot  at ward 10 and one landfill site at ward 21. It is assuming that all the truck used 
to carry waste is of same capacity i.e 4.5 tons. 
 
5.1 Variables  
 
 u12, u14 : respectively represent the amount of waste (in tons) collected everyday by 
trucks of capacity 4.5  tons from a waste source at 1 to an incinerator at 2, and a 
landfill at 4; v24 : represents the amount of waste (in tons) collected everyday by 
trucks of capacity 4.5 tons from an incinerator at 2 to a landfill at 4; x12, x14 : 
respectively represent the number of trucks of capacity 4.5 tons used everyday to carry 
waste from a waste source at 1 to an incinerator at 2, and to a landfill at 4; y24 : 
number of trucks of capacity 4.5 tons used everyday to carry waste from an incinerator 
at 2 to a landfill at 4; n31, n32, n34 : respectively represent the number of trucks of 
capacity 4.5 tons used everyday from a replacement trucks bank at 3 to a waste source 
at 1, an incinerator at 2, and a landfill at 4; w2 (= u12), t4 : respectively represent the 
amount of waste transported everyday to an incinerator at 2, and a landfill at 4. 
 
5.2 Input data/Parameters used  
 
10, 6 respectively are the expected number of trips (single trips) a truck of capacity 4.5 
tons can make everyday from a waste source at 1 to an incinerator at 2, and a landfill 
at 4; 6  is the expected number of trips a truck of capacity 4.5 tons can make everyday 
between and incinerator at 2, and a landfill at 4; 0.28, 5.39 respectively are the 
transportation costs per ton of waste transported from a waste source at 1 to an 
incinerator at 2, and a landfill at 4; 5.36 is the transportation per ton of waste moved 
from an incinerator at 2 to a landfill at 4; 2.53, 2.83 and 5.56 respectively are the costs 
of moving a replacement truck of capacity 4.5 tons from a replacement trucks depot at 
3 to a waste source at 1, an incinerator at 2, and a landfill at 4; 1500  is the revenue per 
unit of waste from an incinerator at 2; 108.04  is the amount of waste (in tons) at a 
waste source at 1; 0.30 is the fraction (%) of unrecovered waste at an incinerator at 
2;75, 3, and 200  are the respective capacities for an incinerator at 2, a repairing of 
trucks depot at 3, and a landfill at 4; 800 and 44.56 are the respective costs of handling 
a ton of waste at an incinerator at 2, and a landfill at 4; 10000 is cost of repairing 
truck; 0.13 : probability that a truck breaks down in a day. 
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The result obtained by model runs for 0.3 fraction (%) of un-recovered waste is treated 
as base case model runs for both models. The objective function value of minimum 
cost is 43987.59 for MIL model with above input. The feasible solution obtained by 
MIL model is.  x12 is 2 numbers,  x14 is 2 numbers and   y24 is 1 numbers  
respectively. Difference is only the solution obtained by MIL model  u12 is 75 tons, 
u14 is 31.4  tons and of v24 is 23 tons of waste respectively.  
 
5.3 Sensitivity Analysis  
 
In order to demonstrate sensitivity of total cost with respect to fraction (%) of un-
recovered waste (γ) at an incinerator at 2. Detail sensitivity analysis is performed by 
varying un-recovered waste γ varies over the different intervals from (0.0, 0.8) as 
shows in Figure 4. It is observed that the total cost falls with lower values of γ; this is 
because the lower the value of γ, the more efficient the plant is, and consequently the 
more benefits will be obtained.  In other word increase in cost as fraction of un-
recovered waste were found to increase in both the models.  After the value of  γ = 0.4 
a constant cost of Rs. 55314.68 is obtained by mixed integer linear model. As the % of 
un-recovered waste increases, benefits from incinerator decreases and transportation 
cost from incinerator to landfill also increases. This cause overall increase in the cost.  
 

 
 

Fig. 4. Results of sensitivity analysis 
 
5.4 Uncertainty Results 
 
Fuzzy representation of waste amount is shown in Figure 5 with different α-cuts. The 
central value of triangular representation is 108 ton. The resulting output i.e. minimum 
cost obtained by the solution of optimization model is also fuzzy numbers 
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characterized by their membership functions (Figure 6). It is found that for 15 percent 
uncertainty in waste amount, uncertainty is cost (for 0.3 % of unrecovered waste) is 26 
percent.  
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Fig.ure  5.  Fuzzy representation of waste amount 
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Fig. 6. Fuzzy cost values at different α-cuts 

6 Conclusions 

The mixed integer linear programming model presented in this work is suitable for 
MSW management for Indian cities like Allahabad in India. The route optimization is 
embedded in MSW management.  In this way, the methodology presented here, 
demonstrate a comprehensive framework of MSW management. The sensitivity 
analysis indicated that the total cost lowered with high quality of incinerators (with 
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lesser unrecovered wastes) in given case. The work certainly has advantages over 
previous approaches which uses a deterministic value of waste amount.  Results of 
uncertainty analysis show that uncertainty in the optimal waste management (in terms 
of total optimal cost) is more than (approximately 1.5 times) uncertainty in waste 
amount. The application of the methodology to urban city like Allahabd shows the 
applicability of the methodology to other urban cities. 
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Abstract. Brain-computer Interface (BCI) has widespread use in Neuro-
rehabilitation engineering.  Electroencephalograph (EEG) based BCI research 
aims to decode the various movement related data generated from the motor areas 
of the brain. One of the issues in BCI research is the presence of redundant data in 
the features of a given dataset, which not only increases the dimensions but also 
reduces the accuracy of the classifiers. In this paper, we aim to reduce the redun-
dant features of a dataset to improve the accuracy of classification. For this, we 
have employed Artificial Bee Colony (ABC) cluster algorithm to reduce the fea-
tures and have acquired their corresponding accuracy. It is seen that for a reduced 
features of 200, the highest accuracy of 64.29%. The results in this paper validate 
our claim.     

Keywords: Brain-computer Interface, Electroencephalography, Motor Imagery, 
Feature Selection, Power Spectral Density, Artificial Bee Colony. 

1   Introduction 

Brain-computer interface (BCI) is the fastest emerging trend in neuro-
rehabilitation [1]. Their functions are to decode the bio-potential signals obtained 
from the different region of the brain for various applications, like in robotics, 
communication, and gaming [2, 3]. It finds its greatest use in the rehabilitation of 
persons suffering from paralysis, Amyotropic Lateral Sceloris (ALS), loss of limb 
and like [4], [5]. These bio-potential signals are extracted, decoded and studied 
with the help of various brain measures like Magnetoencephaography (MEG), 
functional Magnetic Resonance Imaging (fMRI), Electro-oculography (ECoG) 
and Electroencephalography (EEG) [6]. 
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The brain signals recorded using EEG are non-linear, non-stationary, complex 
and non-Gaussian. EEG recording is preferred to other modalities as it is portable, 
easy to use, inexpensive, and has a higher temporal resolution. EEG acquired dur-
ing motor imagery from the motor cortex area of the brain can be used to drive as-
sistive devices. Motor imagery signals are obtained when a person has an intention 
for any sort of action in form of movement, which is found in the alpha (8-12 Hz) 
and central Beta (16-25 Hz) band [7]. Thus, motor imagery data are obtained from 
the C3 and C4 electrodes whose locations are directly above the motor cortex area 
of the brain [8]. The basic BCI module consists of the following steps: Pre-
processing of the signal, Feature Extraction and Classification. The classified re-
sults lead to the generation of the control signals required to drive an assistive de-
vice. The main concern in BCI research has been the high dimensionality of the 
features and the selection of relevant features, such that they have the highest dis-
criminability[9-11]. Often it is observed that due to the presence of a large number 
of redundant features in the feature set, the accuracy of the classifier is greatly re-
duced.  In this regard, another module is added along with the Feature Extraction 
module, which is known as Feature Selection. Commonly, used Feature Selection 
techniques are Principal Component Analysis [12], Singular Value Decomposition 
[13], and Independent Component Analysis [14].  

In this study, we aim to reduce the size of the features from their original sizes 
with an aim to improve the accuracy of the features to correctly differentiate 
among the various data-points of the complete dataset to their respective classes. 
For this task we have employed the use of Artificial Bee Colony Algorithm. It is 
shown that Artificial Bee Colony (ABC) [15], inspired from stochastic behavior of 
foraging in bees, with a modification of food source representation scheme, can 
give very promising results if applied to the clustering problem. We here apply the 
algorithm to the clustering problem. Although any stochastic optimization algo-
rithm, such as genetic algorithm (GA), particle swarm optimization technique 
(PSO), differential evolution (DE) and the like could have been used for the prob-
lem, we have selected ABC because of its faster convergence and qualitative time-
optimal solution [16]. 

In the proposed evolutionary learning framework, a number of trial solutions 
come up with different pre-defined number of features as well as cluster center 
coordinates for the same data set. Correctness of each possible grouping is quanti-
tatively evaluated with a global validity index (e.g., the CS measure [17]). Then, 
through a mechanism of mutation and natural selection, eventually, the best solu-
tions start dominating the population, whereas the bad ones are eliminated. Ulti-
mately, the evolution of solutions comes to a halt (i.e., converges) when the fittest 
solution represents a near-optimal partitioning of the data set with respect to the 
employed validity index. In this way, the optimal pre-defined number of features 
along with the accurate cluster center coordinates can be located in one run of the 
evolutionary optimization algorithm. 

The rest of this paper is organized as follows. Section 2 defines the clustering 
problem in a formal language. Section 3 outlines the proposed ABC-based cluster-
ing algorithm. Section 4 describes the real data sets used for experiments and 
gives a detail of the filtering and feature extraction technique applied. Results of 
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clustering over real-life data sets are presented in Section 5. Conclusions are pro-
vided in Section 6. 

2   Formulation of the Problem 

2.1 Problem Definition 

A pattern is a physical or abstract structure of objects. It is distinguished from 
others by a collective set of attributes called features, which together represent a 

pattern [18, 19]. Let  N21DN X,...,X,XX


  be a set of N patterns or data points, 

each having D features. Given such DNX  matrix, a partitional clustering algo-

rithm tries to find out a partition  K21 C,...,C,CC   of K classes, such that the 

similarity of the patterns in the same cluster is maximum and patterns from differ-
ent clusters differ as far as possible. The partitions should maintain three proper-
ties 

 Each cluster should have at least one pattern assigned, i.e., 

 K,...,2,1i,Ci  . 

 Two different clusters should have no pattern in common, i.e., 

ji,CC ji  and  K,...,2,1j.i  . 

 Each pattern should definitely be attached to a cluster i.e., XCi
K

1i  . 

2.2 Similarity Measure 

Clustering is the process of recognizing clusters in multidimensional data based 
on some similarity measures [18, 19]. The most popular way to evaluate similarity 
between two patters amounts to the use of a distance measure. The most widely 
used distance measure is the Euclidean distance, which between any two d-

dimensional patterns iX


and jX


is given by 

 

  


D

1p

2
p,jp,ijiji XXXX)X,X(d


                                 (1) 

2.3 Clustering Validity Index: CS Measure 

Clustering validity index corresponds to the statistical-mathematical functions 
used to evaluate the results of a clustering-algorithm on a quantitative basis [18]. It 
should take care of two aspects of partitioning. 

 Cohesion: The patterns in one cluster should be as similar to each other as 
possible. 

 Separation: Clusters should be well-separated. 
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Recently, Chou et al. have proposed the CS measure [17] for evaluating the va-
lidity of a clustering scheme. Let im


be the centroid of i-th data cluster. The CS 

measure is then defined as 
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                                      (2) 

 
As can be easily be perceived, this measure is a function of the ratio of the sum 

of within-cluster-scatter to between-cluster separation. 

3   Artificial Bee Colony (ABC)-Based Clustering 

3.1   Artificial Bee Colony Algorithm 

In ABC algorithm, the colony of artificial bees contains three groups of bees: 
 A bee waiting on a dance area for making decision to choose a food source 

is called an onlooker bee.  

 A bee going to the food source visited by it previously is named as em-
ployed bee. 

 A bee carrying out random search is called a scout bee. 

In ABC algorithm, the position of a food source represents a possible solution 
of the optimization problem and the nectar amount of a food source corresponds to 
the fitness of the associated solution. The number of employed bees and onlooker 
bees is equal to the number of solutions in the population. 

ABC consists of following steps. 

A. Initialization 
ABC generates a randomly distributed initial population P (g=0) of NP so-

lutions (food source position) where NP denotes the size of population. Each 

solution iZ


(i= 0, 1, 2… NP-1) is a “dim” dimensional vector.  

B. Placement of employed bees on the food sources in memory 
An employed bee produces a modification on the position (solution) in her 

memory depending on the local information (visual information) as stated by 
equation (4) and tests the nectar amount of the new source. Provided that the 
nectar amount of the new one is higher than that of the previous one, the bee 
memorizes the new position and forgets the old one. Otherwise, she keeps the 
position of the previous one in her memory. 
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C. Placement of onlooker bees on the food sources in memory 
After all employed bees complete the search process; an onlooker bee eva-

luates the nectar information from all employed bees and chooses a food 
source depending on the probability value associated with that food source, pi, 
calculated by the following expression: 

 








1NP

0j
j

i
i

fit

fit
p                                                           (3) 

 
Here fiti is the fitness value of the solution i evaluated by its employed bee. 

After that, onlooker bee produces a modification on the position in her memo-
ry and checks the nectar amount of the candidate source. Providing that its fit-
ness is better than that of the previous one, bee memorizes the new position. 

A new food source  )1(dimi)1j(iij)1j(i1i0ii z,...,z,z,z,...,z,zZ  


 in the 

neighborhood of food source iZ


=  )1(dimi1i0i z,...,z,z  has being generated by 

altering the value of one randomly chosen solution parameter j and keeping 

other parameters unchanged. The value of ijz parameter in iZ


solution is com-

puted using the following expression: 
 

)zz(uzz kjijijij                                               (4) 

 
Here u is a uniform variable in [-1, 1] and k is any number between 0 to NP-

1 but not equal to i. If a parameter produced by this operation exceeds its pre-
determined limit, the parameter can be set to an acceptable   value. 

 
D. Send scout bee to search food source in memory 
In the ABC algorithm, if a position cannot be improved further through a pre-

defined number of cycles called ‘limit’, the food source is abandoned. This aban-
doned food source is replaced by the scouts by randomly producing a position. 
   After that again steps (B), (C) and (D) will be repeated until the stopping criteria 
is met. 

3.2   Food Source Representation 

In the proposed method, for N data points, each D dimensional, and user-
specified maximum number of features ]D,1[d , a food source is a vector of real 

numbers of dimension Kdd  for K number of clusters. The first d entries of 
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iZ


 are positive integers numbers in [1, D]. The value of Zi,j=p ( ]D,1[p ) indi-

cates that the p-th feature is activated i.e., to be really used for classifying the data. 
The remaining entries are reserved for K cluster centers, each d dimensional. For 

example, the food source iZ


 is shown in the following equation. 

 

Zi,1 Zi,2 … Zi,d mi,1,1 mi,1,2 … mi,K,d … mi,K,1 mi,K,2 … mi,K,d 
 

 
Selected d features              1st cluster centre                         Kth cluster centre 
Fig. 1. Representation of a food source for ABC-based clustering 

3.3   Fitness Function Evaluation 

In the proposed clustering method using ABC, CS clustering validity measure 
is used for fitness function evaluation.  The CS-measure based fitness function for 
i-th food source with K clusters can be described as 

 

eps)K(CS

1
)Z(fit

i
i 



                                                (5) 

 
Here, eps is very small positive integer constant. 

3.4   Pseudo Code 

Input: A set of N patterns each with D features DNX  , maximum number of acti-

vated features d, number of clusters K and algorithm parameter “limit”. 
Output: A set of d features selected from given D number of features and the 
class level of N patterns belong_to_cluster. 
 
Procedure ABC_cluster ( DNX  ) 

For i=1to NP 

Initialize iZ


to contain d number of randomly selected features and K randomly 

chosen cluster centroids as shown in Fig. 1. 
Set triali=0. 

fit ( iZ


)= Evaluate_cost ( iZ


). 

End For. 
For g=1 to Gmax 

For each i-th employed bee 

Produce a new food source iZ


 as n (4). 

fit ( iZ


)= Evaluate_cost ( iZ


). 

If fit ( iZ


)>fit ( iZ


) 
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iZ


= iZ


. 

fit ( iZ


)= fit ( iZ


). 

Set triali=0. 
Else 

Set triali= triali+1. 
End If. 

End For. 
For each t-th onlooker bee 

Select a food source iZ


to be modified based on its probability as given in (3). 

Produce a new food source iZ


 as n (4). 

fit ( iZ


)= Evaluate_cost ( iZ


). 

If fit ( iZ


)>fit ( iZ


) 

iZ


= iZ


. 

fit ( iZ


)= fit ( iZ


). 

Set triali=0. 
Else 

Set triali= triali+1. 
End If.  

End For. 

))).Z(fit),...,Z(fit),Z(fitx(arg(arg(maZ NP21best


  

Set maxtrial=arg(max(trial1, trail2, …, trial NP)). 
Set maxtrial_index=arg(arg(max(trial1, trail2, …, trial NP))). 
If maxtrial>limit 

Reinitialize the food source index_trialmaxZ


by scout bee. 

End If. 
End For. 

For each data vector pX


calculate its distance metric ]K,1[j),m,X(d j,bestp 


from all K cluster centres represented by food source bestZ


using the selected d 

features. 
Set

  NP]. [1,p  )m,Xd(min)m,Xd( ifk  )p(cluster_to_belong j,bestp
]K,1[j

k,bestp 




Return belong_to_cluster. 
 

Procedure Evaluate_cost ( iZ


) 

For each data vector pX


calculate its distance metric ]K,1[j),m,X(d j,ip 


from all K cluster centres represented by food source iZ


using the selected d 

features. 
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Set 

  NP]. [1,p  )m,Xd(min)m,Xd( ifk  )p(cluster_to_belong j,ip
]K,1[j

k,ip 



 

Evaluate the value of CS measure of the clusters represented by food source iZ


as in (2). 

Determine )Z(fit i


as in (5). 

Return )Z(fit i


. 

4   Data Analysis 

4.1   The Dataset  

This dataset was provided by Fraunhofer FIRST, Intelligent Data Analysis 
Group and Campus Benjamin Franklin of the Charité-Univeristy Medicine Berlin, 
Department of Neurology, and Neurophysics Group [20]. We have used the data 
given from subject aa for our study. This dataset contains only data from the 4 ini-
tial sessions without feedback. Visual Cues indicated for 3.5 seconds which of the 
two motor imageries the subject should perform: Right hand (Class 1) and Right 
Foot (Class 2). The presentation of target cues was followed by periods of relaxa-
tion of random length, 1.75 to 2.25 seconds.  

4.2   Experimental Setup 

The recording of the EEG signal has been done using BrainAmp Amplifiers 
and a 128 Ag/AgCl electrode cap from ECI. 118 channels were used for the mea-
surement of the EEG signals at positions of the international 10/20 electrode sys-
tem. Signals were bandpass filtered between 0.05 and 200Hz and digitized at 
1000Hz with 16bit accuracy, which was further down sampled to 100Hz to obtain 
the final dataset [20].  

4.3   Preprocessing 

For our study, C3 and C4 electrodes are taken. Before the signals are fed to 
the feature extraction algorithms, data from C3 and C4 were filtered using Laplace 
Filtering, as shown in (6). In this technique, the average of the neighborhood elec-
trodes are subtracted from each individual channels. 

)5FCC5C5CCP3CP3CCP1C3FC5FCC(
8

1
3C3C 

  (6)
 

)4FCC2C4CCP4CP6CCP6C6FCC4FC4FCC(
8

1
4C4C 
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4.4   Power Spectral Density 

In this study, we have used Welch based Power Spectrum Density Technique 
[21], [22], to prepare the initial feature set. Spectrum estimation describes the 
power distribution contained in a signal over frequency based on a finite set of da-
ta. For our study, we have used the Welch’s Periodogram for the spectral estima-
tion of the EEG data. Here, the data segments are overlapped and windowed prior 
to the calculation of the periodogram. 
Let the j-th data segment be denoted as 

S.,1,........j and M,1,....... t:)1k)1j((y)t(y j     

(j-1)k  is the starting point for the j-th sequence of data.  

The windowed periodogram corresponding to yj(t)  given by 
2

ti
j

M

1t
j e)t(y)t(v

MP

1
)(ˆ 


                             (7) 

Here P denotes the power of the temporal window {v(t)} 
2M

1t
)t(v

M

1
P




                        
                   (8) 

The Welch estimate of PSD is determined by averaging the windowed peri-
odogram in (8) 

)(ˆ
S

1
)(ˆ

j

S

1j
W 


                                     (9) 

Welch method allows the overlap between data segments gets more periodo-
grams to be arranged in (9); thus decreases the variance of the estimated PSD. 
More control over the bias/resolution properties of the estimated PSD is obtained 
by introducing the window in the periodogram computation. Welch method is 
more effective in reduction of variance via averaging in (9). The windowed peri-
odograms in Welch method offer more flexibility in controlling the bias properties 
of the estimated spectrum. These characteristics make this method highly suitable 
for analysis of a non-stationary signal.  

Here, the frequency range was taken from 8Hz to 25Hz, to include the mu-
rhythm and central beta rhythm. The PSD was obtained separately for both the 
electrodes C3 and C4.  The total number of estimates obtained for each electrode 
was 350. Thus, the total size of the feature set was 350 × 2=700.  

5   Results 

The features extracted in the previous section are used as inputs to the ABC 
clustering algorithm. The target of the clustering algorithm is to differentiate 
among the various data-points correctly to their respective classes, that is, Right 
hand (Class 1) and Right Foot (Class 2). As per the requirements of our problem, 
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we have reduced the feature set from its original dimension of 700 to various di-
mensions smaller than 700 (as shown in Table 1). Table 1 shows that the average 
accuracy for d=50 to d=300 is more than d=700, but the accuracy from d= 350 to 
d=650 is lower than d=700 in most cases. It clearly signifies that from d=350 on-
wards, the feature set contains more redundant features which affects the accuracy 
of the dataset. Thus, it is observed that there is an improvement of accuracy for d 
< N/2, where N is the original size of the feature set, where it can be stated that 
ABC has increased the number of differentiable (relevant) features and reduced 
the number of redundant features in the complete feature set.  It is observed that 
for d=200, the algorithm gives the best average accuracy of 64.29% and has ob-
tained the highest accuracy of 68.67% in its 20 run. 

We have also compared our result with Harmonic Search (HS) based clustering 
and the comparative results are shown in Table 2. It is observed that ABC has a 
significantly higher accuracy compared to that of HS. HS has obtained a highest 
accuracy of 55.17% while ABC has obtained a 64.29% in this regard.   

 
 

Table 1.  Accuracy level obtained using ABC-based clustering 

Dimension d 
Best Accuracy 

(in %)
Average Accuracy over 20 

Runs (in %) 
50 64.71 63.22 

100 63.86 62.14 

150 65.50 60.17 

200 68.67 64.29 

250 64.64 62.11 

300 62.36 61.82 

350 59.29 55.95 

400 58.57 56.39 

450 60.00 53.18 

500 61.79 60.22 

550 59.64 58.25 

600 58.93 55.43 

650 62.07 57.33 

700 62.07 57.58 

 
 

Table 2.1.  Accuracy level obtained using ABC and HS-based clustering for 
d=50-150 

Dimension d 
Best Accuracy 

(in %) 
Best Accuracy 

(in %) 
50 64.71 44.28 

100 63.86 55.71 

150 65.50 55.71 
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Table 2.2.  Accuracy level obtained using ABC and HS-based clustering for 
d=200-650 

Dimension d 
Best Accuracy 

(in %) 
Best Accuracy 

(in %) 
200 68.67 44.28 

250 64.64 44.28 

300 62.36 44.28 

350 59.29 44.28 

400 58.57 44.28 

450 60.00 44.28 

500 61.79 44.28 

550 59.64 55.71 

600 58.93 55.71 

650 62.07 44.28 

 
We have also compared our result with Harmonic Search (HS) based clustering 

and the comparative results are shown in Tables 2.1 and 2.2. It is observed that 
ABC has a significantly higher accuracy compared to that of HS. HS has obtained 
a highest accuracy of 55.17% while ABC has obtained a 64.29% in this regard.   

6   Conclusion 

This paper proposes a novel technique for feature selection technique based on 
a clustering algorithm. Our proposed approach is validated on a dataset using 
Power Spectral Density as the feature and Artificial Bee Colony as the clustering 
algorithm. The results thus obtained have justified our claim that an improvement 
of accuracy is observed when the dataset is reduced to half of its original size, 
containing mostly the relevant features. Simultaneously the computational com-
plexity has also been reduced. Further study in this direction will aim to optimize 
the feature selection, extraction and classification techniques to be implemented in 
the online classification of the EEG data for BCI research, and thus to ultimately 
develop a complete stand-alone system for an EEG driven neuro-prosthetic control 
for rehabilitation purpose. 
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Abstract. This paper describes the influence of leakage reduction techniques on 
4:1 Multiplexer. The techniques investigated in this paper include multi-threshold 
(MTCMOS) and variable-threshold (VTCMOS). Impact of temperature sensitivity 
on power consumption is also evaluated. The CMOS transmission gate logic 
(TGL) is used to design a new 4:1 MUX, based on this design, it removes the de-
graded output, the NMOS and PMOS are combined together for strong output lev-
el with the gain in area is a central result of proposed MUX. The designed circuit 
is realized in 45 nm technology, with the power dissipation of 1.35pW from a 
0.7V supply voltage. The MUX can operate well up to 200 Gb/s.  

Keywords: Multiplexers, Low Power, transmission gate, Leakage Current, 
MTCMOS, VTCMOS 

1   Introduction 

A data multiplexer (MUX) is a key block in high-speed data communication 
systems. The acronym used for Multiplexer is MUX. The MUX is the heart of 
arithmetic circuit. MUX are a common building block for data paths and data-
switching structures, and are used effectively in a number of applications includ-
ing processors [2], processor buses, network switches, and DSPs with resource 
sharing. Several MUX circuits have been reported in technologies such as SiGe, 
GaAs and InP at speeds of 10 Gb/s or higher [6]-[8].Multiplexer (MUX) has be-
come the bottleneck of speed. The speed of MUX determines the performance of 
the whole optic-fiber transceiver. DG-CNTFET structure uses specific properties, 
with  structures  based  on conventional CMOS circuit design techniques. [3]  
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Star-junction topology with a resonating junction is proposed for multiplexer cir-
cuit. [1]. The high-speed MUX is designed, and CMOS technology has been veri-
fied to be feasible for high speed MUX with a date rate far beyond 10 Gb/s[10], 
[11]. However, the power consumption is a bothering problem along with the op-
erating rate rising, since current-model logic (CML) has to be used mostly. The 
reported MUX with a data rate below 5 Gb/s [3], [4] also has low power efficien-
cy, even though CMOS logic was applied.  A well-known tree-type architecture 
[5] is adopted for the 4:1 MUX, and high-speed with low-power dissipation can be 
achieved through applying dynamic CMOS logic and eliminating dispensable im-
pedance matching.  

With successive technology scaling, device feature sizes and supply voltage 
have shrunk to recover manufacturing cost and power of VLSI circuits. Whereas 
dynamic power has been recede due to the supply voltage decrease, leakage cur-
rent has extremely intensified due to threshold voltage (shortly Vt) and feature 
size scaling down. Hence, leakage current is acquired as a major source in total 
power dissipation [19], and it is a key to achieve low power design, especially for 
mobile applications. The various approaches have been proposed to reduce power 
consumption of MUX trees. Some of the papers contract it at the algorithm level 
[13]-[15] and some at the circuit level [16]-[17]. Instantly, a new functional 
CMOS device called Variable Threshold Voltage MOSFET (VTCMOS) has af-
firmed to be, throughout the next generation of ultra-low power devices operating 
at low supply voltage [12][20-21]. 

2   MULTIPLEXER 

Multiplexers are used as one method of reducing the number of integrated cir-
cuit packages required by a particular circuit design. This in turn reduces the cost 
of the system. 

 

Fig. 1. Graphical Symbol 4:1 MUX. 
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Output=X0. 0C . 1C +X1. 0C .C1+X2.C0. 1C +X3.C0.C1 …..(1) 

Output of 4:1 MUX can be calculated from equation 1.Assume that we have 
four lines, X0, X1,X2 and X3,which are to be multiplexed on a single line, Output 
The four input lines are also known as the Data Inputs. Since there are four inputs, 
we will need two additional inputs to multiplexer, known as the Select Inputs, to 
select which of the X inputs is to appear at the output, called as select lines C0 and 
C1. The graphical symbol (a) and truth table (b) of 4:1 MUX is shown in fig.1. 
Output of 4:1 can be calculated from equation 1. A multiplexer performs the func-
tion of selecting the input on any one of ‘n’ input lines and feeding this input to 
one output line.  

2.1   Operation of Transmission Gate  

This section describes the purpose and basic operation of a transmission gate. A 
transmission gate is defined as an electronic element that will selectively block or 
pass a signal level from the input to the output. The solid-state-switch is com-
prised of parallel connection of a PMOS transistor and NMOS transistor. The con-
trol gates are biased in a complementary manner so that both transistors are either 
ON or OFF. 

 

Fig. 2. Transmission gate graphical symbol (a) ,truth table (b) 

When the voltage on node A is a Logic 1, the complementary Logic 0 is ap-
plied to node active-low A, allowing both transistors to conduct and pass the sig-
nal at IN to OUT. When the voltage on node active-low A is a Logic 0,the com-
plementary Logic 1 is applied to node A., turning both transistors off and forcing a 
high-impedance condition on both the IN and OUT nodes. The schematic diagram 
(Fig.2) Includes the arbitrary labels for IN and OUT, as the circuit will operate in 
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an identical manner if those labels were reversed. The Transmission Gate graphi-
cal symbol and truth table is shown in figure 2. 

2.2   Transmission CMOS logic 4:1 MUX 

The transmission gate based 4:1 MUX is designed in Fig. 3.This design is the 
transmission gate type of MUX structure implemented with very minimum transis-
tors compare to conventional CMOS based design. The design is implemented with 
minimum number of transistor. The back to back connected PMOS and NMOS ar-
rangement acts as a switch is so called Transmission Gate. NMOS devices pass a 
strong 0, but a weak 1, while PMOS pass a strong 1, but a weak 0.  

 

Fig. 3. Transmission gate Logic for 4:1 MUX. 

The transmission gate combines the best of both the properties by placing 
NMOS in parallel with the PMOS device. Four transmission gates are connected as 
in Fig. 2 to form a MUX structure. Each transmission gate acts as an AND switch 
to replace the AND logic gate which is used in a conventional gate design of MUX. 
Hence the device count is reduced. The Transmission gate based 4:1 MUX is 
shown in figure 3.An advantage of the new MUX design is the remarkable gain in 
terms of transistors count. To the best of our knowledge, no 4:1 MUX has been rea-
lized with so few devices. Hence the gain in area is a central result for the proposed 
MUX. 
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2.3   Temperature effect on Power Consumption 

Temperature dependence of leakage power is important, since digital very large 
scale integration circuits generally operate at elevated temperatures due to the 
power dissipation of the circuit. The power consumption increases with the rise in 
temperature. The effect of temperature on power consumption in TGL based 4:1 
MUX is shown in Fig.4. 

 

Fig. 4 .Effect of Temperature on TGL based 4:1 MUX. 

3   LEAKAGE REDUCTION TECHNIQUES 

In this section, two major circuit design techniques namely, MTCMOS, 
VTCMOS for leakage reduction in digital circuits are described: 

3.1   MTCMOS (Multi-threshold CMOS) 

Multi-Threshold CMOS (MTCMOS) is a popular power gating approach that 
uses high Vth devices for power switches [23]. Fig. 5 shows the basic MTCMOS 
structure, where a low Vth computational block uses high Vth switches for power 
gating. Low Vth transistor in the logic gate provides a high performance opera-
tion. However, by introducing a series device to the power supplies, MTCMOS 
circuits incur a performance penalty compared to CMOS circuits. The basic 
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MTCMOS structure is shown in fig.5, where a low Vth computation block is gated 
with high Vth power switches.  

A specialized case of dual Vth technology that is more effective at reducing lea-
kage currents in the standby mode is MTCMOS (Multi-Threshold CMOS). 
Though, by introducing an extra series device to the power supplies, MTCMOS 
circuits will provoke a performance penalty compared to CMOS circuits, which 
declines if the devices are not sized large enough. When the high Vth transistors 
are turned on, the low Vth logic gates are connected to virtual ground and power, 
and switching is performed through fast devices [22]. When the circuit enters the 
sleep mode, the high Vth gating transistors are turned off, resulting in a very low 
sub threshold leakage current from VCC to ground. MTCMOS is only effective at 
reducing standby leakage currents and therefore is most effective in burst mode 
type application, where reducing standby power is a major benefit. 

 

Fig. 5. MTCMOS. 

3.2   VTCMOS (Variable Threshold CMOS) 

Variable threshold CMOS is a body biasing based design technique Fig. 6 illu-
strates the VTCMOS scheme. To achieve different threshold voltages, it uses a 
self-substrate bias circuit to control the body bias. Regarding the speed perfor-
mance of VTCMOS circuits the gate delay is the vital factor. In CMOS digital cir-
cuits, the gate delay time (tpd) is given by equation 2. 
 

  ….. (2) 
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α- power law model 
The operating principle of VTCMOS is that its threshold voltage (Vth) is con-
trolled by the applied substrate bias (-│Vbs│), leading to lower stand-by off cur-
rent or higher active on-current. The Vth shift is given by: ∆Vth = γ│Vbs│ where γ 
is the body effect factor [4]. Variable Threshold CMOS or (VTCMOS) is the 
another technique that has been developed to reduce standby leakage currents, rel-
atively than apply multiple threshold voltage options, VTCMOS relies on a triple 
well process where the device Vt  is dynamically is adjusted by biasing the body 
terminal. 

 

Fig. 6. VTCMOS. 

4   SIMULATION RESULTS 

The Simulation result is measured by CADENCE VIRTUOSO Tool.  
The Simulation Conditions for 4:1 MUX circuit is summarized in TABLE I and 
the effect of Leakage reduction techniques (MTCMOS and VTCMOS) for 4:1 
MUX is figure out in TABLE II. 

4.1   Input Output Pattern for TGL 4:1 MUX 

The simulation waveform of proposed 4:1 MUX is shown in Fig. 7.The resul-
tant waveform attains a single output during power supply of 0.7v although the 
rise and fall time of simulation is 100 fs. The output pattern is shown in the fig.7, 
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S0 and S1 are the select lines for the 4:1 multiplexer and, S0bar (S0b) and S1bar 
(S1b) are the opposite signal of S0 and S1 respectively. Z is the output of 4:1 
MUX. 

 

Fig. 7. Simulation Input output pattern. 

4.2   Power and Current Consumption 

Digital CMOS circuit may have three major sources of power dissipation 
namely dynamic, short and leakage power. Hence the total power consumed by 
every MUX style can be evaluated using the following equation 3. 

 
Ptot = Pdyn + Psc + P leak 

= CLVddVƒclk + ISCVdd + I leakVdd ……. (3) 
 

Thus for low-power design the important task is to minimize CL Vdd V ƒClk while 
retaining required functionality. The first term Pdyn represents the switching com-
ponent of power, the next component Psc is the short circuit power and Pleak is the 
leakage power. Where, CL is the loading capacitance, ƒClk is the clock frequency 
which is actually the probability of logic 0 to 1 transition occurs (the activity fac-
tor). Vdd is the supply voltage; V is the output voltage swing which is equal to 
Vdd. The current ISC is due to the direct path short circuit current. Finally, leakage 
current I leak, which can arise from substrate injection and sub-threshold effects, 
is primarily determined by fabrication technology considerations. The Leakage 
Current of TGL based MUX is shown in fig. 8. 

Select 
Line S0

Select  
Line S1

OUTPUT  

146 M. Mishra et al.



 

 

 

Fig. 8. Leakage current of TGL based 4:1 MUX. 

4.3   Eye Diagram 

Eye diagram of the output signal at a data rate of 200Gb/s. The measured 
eye diagram is shown in Fig.9. 

 

Fig. 9. Measured Eye diagrams of MUX Output at 200 Gb/s. 

 

Leakage Current (398.5pA) 
at 1.25ns

Eye Diagram 
at 200 Gb/s 
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Table 1.  Simulation Conditions of TGL based 4:1 MUX 

   
   Technology   45nm 
     
   Function    4:1 MUX 
    
   Lgate(nm)   45 
 
   Width(nm)   120 
 
   │Vth│ (V)   0.16 
 
  Vdd(V)    0.7 
   
  Temp.(°C)   27 
         
 

Table 2.  Simulation of TGL based 4:1 MUX with MTCMOS and VTCMOS 
 

4:1 MUX Parameters 

Leakage Current Leakage Power Delay 

Earlier work[5] 29.6 mA 53.3 mW - 

 
TGL 

 
398.5pA 

 
1.35pW 

 
1.25ns 

 
MTCMOS 

 
182.8pA 

 
1.23pW 

 
1.45ns 

 
VTCMOS 

 
355.4pA 

 
1.31pW 

 
1.31ns 

6   Conclusions 

The techniques investigated in this paper include multi-threshold (MTCMOS) 
and variable-threshold (VTCMOS). Impact of temperature sensitivity on power 
consumption is also evaluated. The transmission gate logic results to be the effi-
cient design styles for MUX design [18] Transistors are reduced to great extent, so 
that the overall area is minimized. The designed circuit is realized in 45 nm tech-
nologies, with the power consumption of 1.35 pW from a 0.7 V supply voltage at 
27°C. Leakage current is also reduced to 398.5 pA. MTCMOS is only effective at 
reducing standby leakage currents and therefore is most effective in burst mode 
type application, where reducing standby power is a major benefit, while delay 
gets increases. For VTCMOS slightly forward substrate bias can be used to in-
crease the circuit speed. Finally, the impact of Leakage reduction techniques 
(MTCMOS and VTCMOS) is analyzed in this paper; VTCMOS impart circuit  
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designer’s complete flexibility to set both VDD and Vth during active modes to per-
fect balance between performance and Leakage power. 
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Abstract. —This paper proposes a Transmission gate based 2:1 MUX using 
FINFET (Fin Shaped Field Effect Transistor) using 45nm CMOS technology .The 
mobility was enhanced in devices with taller fins due to increase tensile stress. We 
have estimated the Optimum Power, Optimum Current, Leakage Power, Leakage 
Current, Operating Power and Operating Current in different voltage supply 0.3V, 
0.5V and 0.7V at different temperature such as 10oC, 27oC and 50oC respectively. 
We have also calculated Duty cycle are 67.41%, 54.48% and 10.96%, 45.99%, 
rise time are 0.277ps, 0.0013ps and 0.534ps, 0.003ps, Bandwidth are 3.502GHz, 
0.03THz and 3.505GHz, 0.07THz, Frequency jitter are 5.24GHz, 1.73THz and 
21.51GHz, 1.199THz Period jitter are 3.424ps, 38.89ps and 21.51ps, 1.707ps in 
0.7V and 0.5V supply at 27oC of FINFET as well as Transmission gate 2:1 MUX.   

Keywords: MUX; CMOS; Leakage Power; Leakage Current; Frequency; 
FINFET; Optimum Power; Operating Current  

1   Introduction 

In silicon n-channel field-effect transistors (n-FETs) silicon-carbon (Si: C) 
source/drain (S/D) stressors may be adopted for attractive the electron mobility 
and drive current [1].These values are extensively higher than the doping extracted 
by electrical categorization, signifying doping loss in fins and/or partial activation 
[2]. Doped-channel FINFETs are appropriate for system-on-chip applications re-
quire various threshold voltages on the same die. For an unusual device structure 
for replacing the planer CMOS device structure, FINFET technology is one of the 
most proficient candidates [3]. In the operation of planar MOSFET scaling down 
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of CMOS technology leads severe short channel effects. However increase in 
short channel effects will lead to degrade the performance. Another device struc-
ture is essential, to attain superior control over gate. They have an intrinsic force 
against the SCE. Therefore, many studies have focused on the FINFET SRAM 
cells to overcome the rapid decrease in the conventional bulk SRAM performance 
[4]. The effect of FINFET variability on the 2:1 MUX has been also studied [5] In 
sub-22-nm CMOS technology nodes due to their superior electrostatic integrity as 
compared to the conventional planar bulk MOSFET, .three-dimensional transistor 
structures such as double gate FINFET and tri gate FET are slated for adoption 
[6]. Even when the fin width is reduced to ~4 nm to enable gate length (Lg) scal-
ing down to 10 nm, recent experimental results show that the FINFET performs 
well [7]. The process simulator within the Sentaurus technology computer-aided-
design software suite [8], which uses the finite-element method, was used to per-
form 3-D simulations of stress within FINFETs with (100) top and (110) sidewall 
surfaces and [110] channel direction. Since the bulk-silicon substrate provides a 
pattern for epitaxial growth, so that the entire S/D regions are anxious for bulk 
FINFETs, the fin S/D regions are implicit to be etched away earlier to the discri-
minating epitaxial, [9] a gate-last (i.e., replacement metal gate) process flow, in 
which a dummy gate is formed earlier to the S/D epitaxial and then replaced by 
the metal gate [10].  

2   Transmission Gate Based 2:1 MUX 

This is the Transmission Gate based 2:1 MUX structure implemented with very 
minimum transistors (4 MOS transistors) compare to the CMOS based 2:1 MUX 
which has 20 CMOS devices. The back to back connected PMOS & NMOS tran-
sistors arrangement acts as a switch is so called Transmission Gate. In Transmis-
sion Gate NMOS transistor pass a strong 0, but a weak 1, while PMOS transistor 
pass a strong 1, but a weak 0. The CMOS based 2:1 MUX use NMOS transistor 
act as pull down network and PMOS transistor act as pull up network. Whereas in 
the transmission gate, combines the both properties by placing NMOS transistor in 
parallel with the PMOS transistor. Two transmission gates are connected as shows 
the schematic of Transmission based 2:1 MUX  in Figure 1 to form a MUX struc-
ture and output waveform is shown in figure 2. Each the Transmission Gate acts 
as an AND switch to replace the AND logic gate which is used in a CMOS Based 
design of MUX. Hence the transistor count is reduced to 4 it shows that it occu-
pies less area as compared to CMOS Based MUX. One more change when com-
pared to CMOS Based 2:1 MUX is that there is no supply voltage applied to the 
circuit. It results in less operating power. It has lower gate delay and the circuit 
propagates faster than that of the CMOS Based 2:1 MUX. The gate delay as men-
tioned can be calculated as 

tpd  CL Vdd / Ids 
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Where, tpd is the propagation delay, CL is the load Capacitance, Vdd is the 

supply voltage and IDS is the drain saturation current. 
 

 

Fig. 1.Schematic of Transmission gate 2:1 MUX 

 

Fig. 2.Output Waveform of Transmission gate 2:1 MUX 

3   Transmission gate Based 2:1 MUX using FINFET 

    In due to its base material the uninterrupted down in scaling of bulk CMOS 
creates key issues. The crucial obstacles to the scaling of bulk CMOS to 45nm 
gate lengths include short channel effects, optimum current, gate-dielectric lea-
kage, and device to device variations. But FINFET based designs offers the supe-
rior control over short channel effects, low leakage and better yield [11] in 45nm 
helps to overcome the obstacles in scaling. Preliminary results capturing the con-
sequence of defects manifested as cuts on the back gate were presented, demon-
strating a redoubtable challenge toward the improvement of a consistent fault 
model [12]. However, FINFET performance is exaggerated by numerous factors, 
such as parasitic resistance Rp, channel stress due to the Multi Gate [13]. The au-
thor in optimizes the compensate spacer and initiate under lap on source and drain 
side which leads to decrease in  on  current [14]. In  addition, for use in  future 

Analyzing and minimization effect of Temperature Variation 153



one-transistor (1T) capacitor less memory devices bulk FINFETs are also investi-
gated. While expectant results have been obtained so far, there are some excep-
tional issues [15], such as the hot-carrier deprivation induced by the indoctrina-
tion, either relying on the gate induced drain leakage or the bipolar junction 
transistor mode [16].The gate oxide thickness is not scaled too insistently to re-
duce the gate leakage current and its prospective contact on retention in 1T memo-
ry applications. Both p-well and ground-plane implantations have been performed 
earlier to gate stack processing [17]. 
A parallel transistor pair consists of two transistors with their source and drain 
terminals tied together. The second gate is added opposite to the conventional gate 
in Double-Gate (DG) FINFETS, which has been predictable for their prospective 
to superior control short channel effects, as well as to control leakage current. The 
operations of FINFET is recognized as short gate (SG) mode with transistor gates 
attached together, the independent gate (IG) mode where self-determining digital 
signals are used to drive the two device gates, the low-power and optimum power 
mode where the back gate is attached to a reverse-bias voltage to reduce leakage 
power and the hybrid mode, which employs a arrangement of low power and self-
determining gate modes. The schematic of transmission gate based 2:1 MUX us-
ing FINFET is shown in figure 3 and Output waveform of 2:1 MUX using 
FINFET is shown in figure 4. 

 

 

Fig. 3.Schematic of Transmission gate 2:1 MUX using FINFET 

 
Fig. 4.Output Waveform of Transmission gate 2:1 MUX using FINFET. 
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4.   Design parameters of 2:1 MUX 

We have estimated the different design parameters of Transmission Gate as 
well as FINFET. Design parameters are Duty cycle, Bandwidth, Rise time, Fre-
quency, Frequency jitter and Period jitter.    

4.1.   Duty Cycle 

In a periodic event, duty cycle is the ratio of the duration of the event to the to-
tal period of signal [18]. 

 
Duty Cycle (D) = τ / T   

Where τ is the duration that functions is active. T is the period of the function. 
 

4.1. a   Duty Cycle for Transmission Gate 
 

The Duty Cycle of Transmission Gate is 54.48% and 45.99% in 0.7V and 0.5V 
at 27oC temperature respectively. From figure5 shows that at 1ns the duty cycle is 
45.99% and rise in time i.e. 2ns the duty cycle become 54.48%. After 54.48% the 
MUX is fully saturate therefore after 3ns,4ns and 5ns the duty cycle remains con-
stant. 

 

Fig.5. Duty Cycle of Transmission gate 2:1 MUX 

4.1. b Duty Cycle for FINFET 
 

The Duty Cycle of Transmission Gate is 67.41% and 10.96% in 0.7V and 0.5V 
at 27oC temperature respectively. The eye diagram of transmission gate based 2:1 
MUX using FINFET is shown in figure 7, it shows that the wide opened eye dur-
ing transmission data rates of the signal .From figure 6 shows that at 1ns the duty 
cycle are 50% and rise in time i.e. 10ns the duty cycle becomes 67.41%.  
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Fig.6.Duty Cycle of Transmission gate 2:1 MUX using FINFET 

 

 

Fig.7.Eye Diagram of Transmission gate 2:1 MUX using FINFET 

4.2 Jitter 

Jitter is the undesired deviation from the true periodicity of an assumed periodic 
signal in electronics and telecommunications, often in relation to a reference clock 
source. Jitter may be observed in characteristics such as the frequency of succes-
sive pulses, the signal amplitude, or phase of periodic signal. Jitter can be classi-
fied in two types such as period jitter and frequency jitter. 

4.2. a   Period Jitter 

 
Period Jitter is the interval between two times of maximum effect (or minimum ef-
fect) of a signal characteristic that varies regular with time. 
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4.2. a. 1 Period Jitter for Transmission gate 
 
The Period Jitter of Transmission Gate is 38.89ps and 1.707ps in 0.7V and 

0.5V at 27oC temperature respectively. The Output waveform is shown in figure 
8.From figure 8 it shows that at 1 to 1.9ns the period jitter raises 38.89ps and at 
2ns it fall and again rises 2.1 to 2.9 ns it become maximum value and at 3ns it fall. 
After 2ns the period jitter becomes 1.707ps and at 3ns, 4ns remains constant. 

 

 
 

Fig.8. Period Jitter of Transmission gate 2:1 MUX 

4.2. a. 2 Period Jitter for FINFET 
 
The Period Jitter of FINFET is 3.424ps and 21.51ps in 0.7V and 0.5V at 27oC 

temperature respectively. The Output waveform is shown in figure 9. From figure 
9 it shows that at 1ns it rises and fall, again at 3ns it becomes maximum value of 
period jitter is 3.424ps and remains constant with rise in time. 

 
 

Fig.9.Peroid Jitter of Transmission gate 2:1 MUX using FINFET 
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4.2.b   Frequency Jitter 

     Frequency Jitter, the more commonly quoted figure, is it inverse. Jitter fre-
quencies below 10 Hz as wander and frequencies at or above 10Hz as Jitter. 

4.2.b. 1   Frequency Jitter for Transmission Gate 

      The Frequency Jitter of Transmission Gate is 1.734THz and 1.199 THz in 
0.7V and 0.5V at 27oC temperature respectively. The Output waveform is shown 
in figure 10. From figure 10 it shows that at 1ns the frequency jitter rises is 
1.734THz and fall, till 1ns to 2ns the frequency jitter becomes constant and re-
mains same.  
 

 

Fig.10.Frequency Jitter of Transmission gate 2:1 MUX 

4.2.b. 2   Frequency Jitter for FINFET 

       The Frequency Jitter of FINFET is 5.24 GHz and 21.51 GHz in 0.7V and 
0.5V at 27oC temperature respectively. The Output waveform is shown in figure 
11. From figure 11 it shows that at 2.5 ns it rises and falls till 7.5ns. At 7.5ns it 
reaches its maximum value is 5.24 GHz and fall.   
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Fig.11.Frequency Jitter of Transmission gate 2:1 MUX using FINFET 

5 Simulated Result Summary 

     To evaluate the parameters of FINFET in different power supply at various 
temperatures and design parameter of transmission gate and FINFET, which is 
shown in TABLE 1 and TABLE 2. Furthermore, accuracy of the circuit is vali-
dated by measurements in [19]. It is shown that the measured energy is in the near 
locality of the simulated energy dissipation. The MUX circuit often limits the op-
eration speed of the whole system. Simulation result is calculated by CANDENCE 
VIRTUOSO Tool. 
 

Table 1.  Summary of 2:1 MUX using FINFET 
Parameters                    2:1 MUX using FINFET 

Supply 
Voltage 

      0.7V         0.5V        0.3V 

Temperatu
re 

10
oC 

27
oC 

50
oC 

10
oC 

27
oC 

50o

C 
10o

C 
27oC 50oC 

Operating 
Current 

58
.0
9µ
A 

13.
45 
µA 

59.
03 
µA 

30.
39 
µA 

27.
67 
µA 

32.4
1 
µA 

15.4
3 
µA 

56.8
1 µA 

15.8
1 µA 

Operating 
Power 

25
.5
4n
W 

1.1
45
n
W 

26.
05
n
W 

30.
69
n
W 

16.
02
n
W 

12.4
5n
W 

841.
2n
W 

33.9
1nW 

1.50
nW 

Leakage 
Current 

87
3.
71
n
A 

50.
21
nA 

59
9.7
nA 

10
8.1
nA 

10
3.6
nA 

87.7
6nA 

49.1
nA 

702.
1nA 

90.1
7nA 

Leakage 21 0.1 12. 2.5 1.0 1.80 1.01 5.75 1.08
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Power .6
5p
W 

48
p
W 

19
p
W 

37
p
W 

22
p
W 

2p
W 

pW 5pW pW 

Optimum 
Current 

17
.5
4µ
A 

3.7
7 
µA 

17.
34 
µA 

9.3
1 
µA 

9.0
4 
µA 

9.39 
µA 

4.05 
µA 

17.0
4 µA 

3.91 
µA 

Optimum 
Power 

15
.1
6p
W 

32.
51
p
W 

6.9
4p
W 

10.
28
p
W 

.30
3p
W 

15.3
pW 

36.3
0p
W 

7.58
2pW 

30.2
7pW 

 
 

Table 2.  Computational result of transmission gate and FINFET 
Parameters   Transmission Gate          FINFET 
Supply Vol-

tage 
0.7V 0.5V 0.7V 0.5V 

Temperature 27oC 27oC 27oC 27oC 
Duty Cycle 54.48% 45.99% 67.41% 10.96%
Bandwidth 30.0THz 70.7THz 3.502GHz 3.505GHz 
Rise Time 0.0013ps 0.0036ps 0.277ps 0.534ps 
Frequency 250.1MHz 270.3MHz 142.9MHz 287.9MHz 
Frequency 
Jitter 

1.73THz 1.19THz 5.24GHz 21.51GHz 

Period Jitter 38.89ps 1.707ps 3.424ps 21.51ps 
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6   Conclusion 

     We have experimentally investigated the device performance and parameters 
such as operating current, operating power, leakage current, leakage power, 
optimum current and optimum power of transmission gate based 2:1 MUX using 
FINFETs with different power supply 0.3V, 0.5V and 0.7V at various 
temperatures such as 10oC, 27oC and 50oC respectively. Mobility was enhanced in 
the tall-fin devices due to increased tensile stress. We have also calculated Duty 
cycle are 67.41%, 54.48% and 10.96%, 45.99%, rise time are 0.277ps, 0.0013ps 
and 0.534ps, 0.003ps, Bandwidth are 3.502GHz, 0.03THz and 3.505GHz, 
0.07THz,Frequency are 142.9MHz, 287.9MHz and 270.1MHz, 270.3MHz, 
Frequency jitter are 5.24GHz, 1.73THz and 21.51GHz, 1.199THz Period jitter are 
3.424ps, 38.89ps and 21.51ps, 1.707ps in 0.7V and 0.5V supply at 27oC  of 
FINFET as well as Transmission gate 2:1 MUX. 
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Abstract. This paper discusses an approach for river mapping and flood 
evaluation based on multi-temporal time-series analysis of satellite images 
utilizing pixel spectral information for image clustering and region based 
segmentation for extracting water covered regions. MODIS satellite images are 
analyzed at two stages: before flood and during flood. Multi-temporal MODIS 
images are processed in two steps. In the first step, clustering algorithms such as 
Genetic Algorithm (GA) and Particle Swarm Optimization (PSO) are used to 
distinguish the water regions from the non-water based on spectral information. 
These algorithms are chosen since they are quite efficient in solving multi-modal 
optimization problems. These classified images are then segmented using spatial 
features of the water region to extract the river. From the results obtained, we 
evaluate the performance of the methods and conclude that incorporating region 
based image segmentation along with clustering algorithms provides accurate and 
reliable approach for the extraction of water covered region. 

Keywords: MODIS image, Flood assessment, Genetic algorithm, Particle swarm 
optimization, Shape index, Density index. 

1   Introduction 

Over the past decades, many regions around the globe have witnessed many 
natural hazards, flood being the most destructive one. Flood accounts for nearly 
1/3rd of the worldwide disaster damage [1]. There is also huge monetary loss 
involved in such natural calamity because of the unwary flood management 
system. Hence there is a need for efficient flood disaster management tool to 
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endure the aftermath of flooding. Now a day, most prominent tool for evaluating 
the flood extent is satellite imagery because of its easy data acquisition and 
development of robust image processing techniques for gauging the flood map.  
   There has been lot of research during past decades towards the flood extent 
evaluation using optical imagery. One such optical image is MODIS which has 
attracted many researchers to work towards optical image based flood assessment 
because of their easy availability and cost-effectiveness. Islam et.al [1] presented a 
flood inundation mapping based on Normalized Difference Water Index (NDWI). 
Zhan et.al [2] proposed vegetative cover conversion algorithm for land cover 
analysis. Khan et.al [3] employed ISODATA algorithm for the classification of 
flooded and non-flooded regions using MODIS image.  
   However, there are several other algorithms which are more accurate compared 
to above conventional techniques. Genetic Algorithms (GA) are one such family 
of adaptive search methods and hence found its application in image segmentation 
in the past decades. Bosco [4] formulated image segmentation as global 
optimization problem used a genetic approach to solve. Particle Swarm 
Optimization (PSO) is one more technique which is also a population based. Many 
researchers have explored wide areas of applications of PSO [5, 6, 7]. PSO has 
been quite efficient in optimizing multi-modal problems. Nagesh et.al [5] 
presented multi-purpose reservoir system operation using PSO. Huang et.al [6] 
proposed flood disaster classification based on multi co-operative PSO. Also, 
Omran et.al [7] made use of PSO algorithm and spectral un-mixing for image 
classification. In their study, remote sensing data and MRI images were classified 
based on spectral features. 
   In this paper, we propose a flood extent evaluation method based on MODIS 
image using unsupervised techniques such as GA and PSO. In our study, the 
above two algorithms are used for clustering the image region into flooded and 
non-flooded regions based on spectral features.  Time-series data for the automatic 
extraction of river regions (using before flood image) and for evaluating floods 
(using during flood image) is presented in this paper. Since GA and PSO are based 
on spectral features, sometimes it is unreliable for the reason that some of the non-
water particles may be misclassified as water because of similar spectral 
information. Hence, flood inundation evaluation based on spatial features like 
Shape Index (SI) and Density Index (DI) is also considered. Spatial information of 
before flood and during flood images can be effectively analysed using the above 
parameters. These parameters were first proposed by Mingjun et.al [8] for road 
extraction using satellite image. Finally, the performance of these methods is 
evaluated by comparison with ground truth data. 

2   Problem Formulation 

The optimization problems often involve finding the optimal solution for a given 
problem. Normally clustering algorithms involve global optimization [7] and local 
optimization [9] to partition the given data set into n groups. In terms of image 
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clustering, the data points within a group share similar spectral characteristics. 
Pixel values refer to each pattern in a group and image region corresponds to a 
cluster. The concept of fitness function is used for finding out the best solution. 
   A particle x is defined by its cluster centers as xi = {mi1, mi2….. mij……miN}, 
where N is the number of clusters, mij refers to jth cluster centre of ith particle. For 
each particle xi, fitness function is described as follows [7],  

))((),(),( minmax2max1 iiiii xdzwxZdwZxf 
 (1) 

where Zi is a matrix comprising the assignment of the pixels to clusters of ith 

particle. Zmax is 2s-1 for an s-bit image, w1 and w2 are the inertia factors set by the 
user. Also, 

}/)(max{),(
, , ,,max  


jip jiCz jimpii CZdZxd

  (2) 
describes the maximum Euclidean distance of particles to their associated clusters. 
Here, Ci,j is nothing but jth cluster of ith particle. 

)},({min)(
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(3) 

where d is the minimum average Euclidean distance between any pair of clusters. 
   However, the problem associated with image clustering algorithms based on 
spectral features is that sometimes it leads to misinterpretation of image segments 
because of spectral similarities. Hence, some of the researchers have adopted 
region based segmentation to extract geometrical features.  To extract spatial 
features of roads or river networks, Shape Index (SI) and Density Index (DI) are 
used [8, 10]. 

A

P
SI

4


      

(4) 

where P is the perimeter of the image object and A is an area of the segmented 
region (or total number of pixels in the segmented image object). 

)(var)var(1 YX

N
DI


     (5)  

where N is the number of pixels inside the region, Var(X) is the variance of X co-
ordinates of all the pixels in the region and Var(Y) is the variance of Y co-
ordinates of all the pixels in the region. )(var)var( YX  gives the value of 

approximate radius of the image object. Suitable thresholds of SI and DI are 
employed to classify the regions into water and non-water region.  

2.1. Illustrative Example 

Though there are several clustering algorithms which help in solving multi-modal 
optimization problems, in case of flood mapping, some of the non-water regions 
are also classified as water region due to similar spectral features. Hence, adopting 
SI and DI would effectively distinguish between water and non-water region. 
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   Here, we present an illustrative example taking a sample portion of before flood 
MODIS image shown in fig. 1 (a) which is classified as river and non-river 
regions using a clustering algorithm (fig. 1 (b)). Fig. 1(c) shows the improvement 
over a spectrally clustered image using spatial information (SI and DI). The 
extracted river is shown in fig. 1(d). The following matrix is a 12x10 image 
portion with grayscale intensities. 

 
Pixel-co 
ordinates 

49 50 51 52 53 54 55 56 57 58 59 60 

345 179 169 112 76 135 154 163 157 144 141 143 143 

345 196 215 110 74 145 159 139 127 133 138 138 132 

346 233 209 107 88 150 168 142 126 124 119 113 108 
347 241 185 93 99 149 172 147 127 126 111 103 103 
348 209 166 89 117 152 166 156 142 134 118 111 113 

349 195 165 99 147 174 165 160 151 144 132 126 123 

350 208 54 101 164 195 175 156 138 143 138 129 120 

351 196 119 110 165 185 180 158 141 139 143 130 118 
352 161 88 132 168 160 175 168 169 156 163 148 134 

353 125 108 143 176 162 149 149 150 149 153 149 148 

 
   A clustering algorithm is applied on an image using the fitness function 
according to eqn (1). Regions clustered as river are represented by 1 and non-river 
regions are represented by 2. Consequentially, clustered matrix of above image 
matrix as follows: 
 

Pixel-co 
ordinates 

49 50 51 52 53 54 55 56 57 58 59 60 

345 2 2 1 1 1 2 2 2 2 2 2 2 
345 2 2 1 1 2 2 1 1 1 1 1 1 
346 2 2 1 1 2 2 2 1 1 1 1 1 
347 2 2 1 1 2 2 2 1 1 1 1 1 
348 2 2 1 1 2 2 2 2 1 1 1 1 
349 2 2 1 2 2 2 2 2 2 1 1 1 
350 2 2 1 2 2 2 2 1 2 1 1 1 
351 2 1 1 2 2 2 2 2 1 2 1 1 
352 2 1 1 2 2 2 2 2 2 2 2 1 
353 1 1 2 2 2 2 2 2 2 2 2 2 
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From the above image matrix, we can see that some portion is marked in red, 
which is misclassified as river region. To avoid the discrepancies due to similar 
spectral features, SI and DI as mentioned in eqn (4 and 5) are applied on clustered 
image. SI and DI being spatial parameters resolve the issue with spectral 
inconsistency. The resulting image matrix is as follows, 

Pixel-co 
ordinates 

49 50 51 52 53 54 55 56 57 58 59 60 

345 2 2 1 1 1 2 2 2 2 2 2 2 
345 2 2 1 1 2 2 2 2 2 2 2 2 
346 2 2 1 1 2 2 2 2 2 2 2 2 
347 2 2 1 1 2 2 2 2 2 2 2 2 
348 2 2 1 1 2 2 2 2 2 2 2 2 
349 2 2 1 2 2 2 2 2 2 2 2 2 
350 2 2 1 2 2 2 2 2 2 2 2 2 
351 2 1 1 2 2 2 2 2 2 2 2 2 
352 2 1 1 2 2 2 2 2 2 2 2 2 
353 1 1 2 2 2 2 2 2 2 2 2 2 

 
   SI and DI are chosen as spatial parameters for image segmentation because of 
their contrasting property in identifying a river.  From the above clustered image 
matrix and final result image matrix, we can see that some of the non-water region 
pixels are also classified as water pixels because of similar spectral information. 
   From the above two matrices, we can see that in clustered image matrix, there 
are 31 misclassified water region pixels out of which, 19 pixels constitute for the 
perimeter. SI is calculated using the eqn (4) and it turned out to be 0.8531. Upon 
computing DI using eqn (5), we get DI as 1.5384. However, if we look at the 
region which is properly classified as water region; it has area of 19 pixels and 
also perimeter of 19 pixels. Hence, SI of this region is 1.0897 and DI equal to 
1.0131. From the above illustration, it is evident that river regions have higher SI 
because of the longer perimeter and less area. Similarly, DI is lesser for river 
regions because of large distance coverage. Thus, suitable ratio (SI/DI) is set as 
threshold for classifying river and non-river regions. 
 

 
Fig. 1 (a) Original MODIS image (b) Clustered Image (c) Subset employed for the 

spatial analysis of flood extraction & (d) River extracted using region based segmentation. 
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3   Methodology  

In this section, we present a flood detection and mapping in two stages: At 
spectral level, image clustering is done by Genetic Algorithm (GA) and Particle 
Swarm Optimization(PSO) and at spatial level, Shape Index (SI) and Density 
Index (DI) are used to classify flooded and non-flooded regions. Our proposed 
methodology is depicted in fig. 2 

 
 

Fig. 2 Flow chart of proposed methodology 

3.1   Genetic algorithm 

Genetic Algorithms is a population based stochastic search and optimization 
techniques with inherent parallelism. For clustering, the cluster centers are 
encoded in the form of strings (called chromosomes). A collection of such strings 
is called a population. Initially, a random population of different points is created 
within the search space. The fitness value for each chromosome of the population 
is evaluated. These chromosomes are then subjected to genetic operators – 
reproduction, crossover and mutation to yield a better population for a fixed 
number of generations. The chromosomes converged to the least fitness value is 
the solution to the given problem. 

3.2   Particle Swarm Optimization 

Particle Swarm Optimization (PSO) is also a population based method, inspired by 
the social behaviour of bird flocks. It was first developed by Kennedy et.al [11]. It 
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was then proposed by Omran et.al. [7] for image segmentation. Their results show 
that PSO outperformed K-means, Fuzzy C-means and other clustering algorithms. 
   Similar to the bird flock in search of its nutrition, each particle flies through the 
search space to find out the best solution with a velocity adjusted dynamically. 
There are two types of solutions are associated with each particle, one is personal 
best and the other is global best. Personal best is the best solution that each 
particle visited so far in the search space. Global best is the overall best solution 
found by the swarm of particles. Each particle is evaluated based on the fitness 
function as mentioned earlier in section 2. The main characteristics associated 
with each particle in the swarm are current position of the particle, current velocity 
of the particle and personal best position of the particle. For each iteration, particle 
tries to find the most optimal solution (personal best) with the dynamic adjustment 
of velocity. Fitness function evaluates the personal best position [7]. Global best 
solution takes into account all the personal best solutions [11] and it is the best 
solution of the entire swarm. 

4   Results and discussions 

In this section, we present the results obtained from image clustering done by 
genetic algorithm and particle swarm optimization. Accuracy assessment of the 
above two methods is done in terms of root mean square error (RMSE) [10] for 
before flood image and Receiver operating characteristics (ROC) [12] for 
evaluating the result of during flood image. Also, the above algorithms are 
compared with the two of the existing conventional unsupervised techniques. 

4.1   Study area and data description 

Region surrounding Krishna river near Manthralaya, Andhra Pradesh is taken as 
study area which is located between 160 38’ 00”N-77009’00”W and 150 26’ 00’’S-
780 26’ 00’’E. The dataset obtained from MODIS (MOD09Q1) Terra surface 
reflectance 8-Day L3 Global 250m2 satellite images are used for this purpose. This 
dataset comprises of 2 bands. Band 1 (visible red region) lies between 620-670 
mm and Band 2 (Near Infra-Red region) is centred between 841-876 mm.  Band1 
is more sensitive for the detection of land/cloud boundaries and NIR band is more 
efficient in detecting water region since water has significant low reflectance in 
NIR region [13].  
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4.2   Genetic Algorithm 

All the images used for validation are clustered by GA. The pixels comprising this 
cluster are eventually clustered as water and those not present in the cluster are 
clustered as non-water. In GA, each generation has 20 chromosomes and the 
maximum number of generations allowed to find the best solution to the problem 
is 30. 
   The crossover operator tries to optimize the solution globally while the mutation 
operator searches locally. So we use the variable rates of crossover and mutation 
to aid swift optimization. The chromosome with best fitness value is used to 
cluster the image. The clustering result of the Krishna River before flood i.e. 
March 2009 by the GA technique is shown in Fig. 3(b). During flood 
classification result is depicted in fig. 4(b). As it can be seen from the results of 
clustering, many non-water segments have also been clustered as water because of 
their spectral resemblance with water. These non-water features are further 
removed by region based segmentation. 

4.3   Particle Swarm Optimization 

In case of PSO, each iteration has 20 particles and the maximum number of 
iterations allowed to find the best solution to the problem is 30. The best particle 
fitness value is used to cluster the image. The clustering result of the Krishna 
River before flood i.e. March 2009 by the PSO technique is shown in fig. 3(c), the 
clustering result of the Krishna River during flood i.e. September 2009 by the PSO 
technique is shown in fig. 4(c). Here also many non-water segments have also 
been clustered as water. These non-water features are further removed by region 
based segmentation. 

4.4   Region based image segmentation 

The failure of spectral based image clustering to extract water features is 
overcome by region based segmentation. For segmentation purpose, we use the 
geometrical features of the linear segments. As mentioned earlier, we use two 
indices- SI and DI with suitable thresholding to differentiate linear segments from 
non-linear segments.  
   For the image of Krishna river before the flood (March 2009), we use SI 
threshold of 2.0 and a DI threshold of 0.9 to extract the river course. The result of 
region based segmentation of the March 2009 image classified by GA is shown in 
fig. 3(d). Similarly, PSO classified image is segmented based on geometrical 
parameters whose result is shown in fig. 3(e). However, in the case of Krishna 
river system image during the flood i.e. September 2009, to extract flood, we use 
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SI threshold of 2.0 and DI threshold of 1.4. The reason behind this change in DI 
threshold value is that due to flood, the segment to be extracted is not perfectly 
linear anymore; instead it is spread on a larger area. Thus to accommodate the 
flooded parts, a relaxation in the DI threshold is provided. Thus, region based 
geometrical segmentation eventually extracts the linear features from images to a 
reliable extent. In case of before flood image of Krishna River 2009, the final 
segmented images as a result of clustering by GA are shown on a backdrop of the 
original image in fig. 3(f) and that of PSO is shown in fig. 3(g). In these images, 
river course is represented by white pixels.  
   Fig. 4(a) indicates the ground truth in which flooded cities are white discs and 
non-flooded ones have black centre. The cities flooded according to the clustering 
by GA and PSO are shown as white dots in the fig. 4(b) and fig. 4(c) respectively. 
The result images shown in fig. 4 (b) and fig. 4 (c) are evaluated in terms of true 
positive (TP), False positive (FP), True Negative (TN) and False negative (FN). 
These ROC parameters are TPA, TNR, FPR and ACC [12]. Result interpretation 
of cities picked by GA and PSO are presented in table 1. The ROC parameters are 
evaluated for accuracy assessment which is depicted in table 2. 
 

Table 1.ROC parameters comparison for flooded cities shown in Figure 4 
Terms GA PSO 

True positive 10 11 

False positive 1 1 

True negative 15 15 
False negative 2 1 

 
Table 2. Evaluating features based on ROC parameters in Table 1. 

Terms GA PSO 

True positive Rate (Sensitivity) 0.83 0.92 

True negative Rate (specificity) 0.94 0.94 
False positive rate 0.06 0.06 
Accuracy (ACC) 0.89 0.92 

4.5   Comparison of unsupervised techniques 

In the literature, the methods such as k-means [14] and Mean shift segmentation 
(MSS) [15] are widely used for image segmentation. In our study, we applied 
these methods to segment before flood (March 2009) image. 
   K-means is a parametric clustering method; here 2 clusters are generated for 
both classes (water and non-water) to cluster before flood image. After clustering, 
we have used a SI threshold value of 2.0 and a DI threshold value of 0.9 to 
segment the image. RMSE value for k-means to segment pre-flood image is 0.45.  
   One more method for image segmentation is Mean shift segmentation which is a 
popular non-parametric method based on kernel density estimation [15]. This 
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method helps in identifying river network feature in the image. Initially, arbitrary 
point is chosen in the feature space and move towards the locally maximal density. 
It is an iterative procedure, where the modes of the density are the convergence 
points. It has been observed that RMSE value for MSS to segment before flood 
image is 0.26. In comparison with these two methods, RMSE value of GA is 0.18 
and that of PSO is 0.15. From this result, we conclude that the approaches used in 
the paper are reliable techniques for linear segment extraction and thus can be 
successfully be used to map river courses and evaluate the flood extent in a river. 

 
Fig. 3(a) Original MODIS image (before flood) (b) Image clustering using GA (c) Image 
clustering using PSO (d) Segmented image of GA clustered image  (e) Segmented image of 
PSO clustered image (f) GA based river extraction overlaid on original image and (g) PSO 
based river extraction overlaid on original image 
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Fig.  4(a) MODIS during flood image with ground truth information – flooded (white discs) 
and non-flooded cities (black discs at the centre) (b) Segmented image using GA (White 
pts. are flooded cities) (c) Segmented image using PSO (White pts. are flooded cities) 

5   Conclusions 

The task of river mapping and flood extraction is accomplished successfully by 
the procedure of pixel based spectral information for clustering and shape 
information for region based segmentation as discussed above. In the clustering 
stage of extracting water and non-water groups, the GA and PSO are used. Results 
of clustering using spectral information are improved through region growing 
image segmentation based on geometrical features using similarity criteria 
resulting in effective water-covered regions. 
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Abstract. In this paper, we study and evaluate fault-tolerant technology for use in the 
parallel acceleration of evolutionary computation on many-core processors. 
Specifically, we show running evolutionary computation in parallel on a GPU results 
in a system that not only performs better as the number of processor cores increases, 
but is also robust against any physical faults (e.g., stuck-at faults) and transient faults 
(e.g., faults caused by noise), and makes it less likely that the application program 
will be interrupted while running. That is, we show that this approach is beneficial for 
the implementation of systems with sustainability. 

Keywords: Genetic Algorithm, Many-core Processors, Fault-tolerance, Sustainability 

1 Introduction 

As an approach to speeding up evolutionary computation, the use of evolutionary 
computation methods that run on massively parallel computers has been actively 
researched since the 1990s [1, 2]. On the other hand, a recent trend has been towards 
the growing use of ordinary PCs with inexpensive multi-core processors aimed at 
small-scale parallelization using several cores or several tens of cores [3–5]. Research 
has also started on accelerating ordinary programs by using graphics processing units 
(GPUs) developed for the purpose of accelerating the processing of computer 
graphics. Against this background, the study of parallelizing evolutionary 
computation through the use of multi-core processors and many-core processors such 
as GPUs is getting under way [6–10]. A many-core processor contains multiple core 
processors of the same specifications. It should therefore be possible to achieve 
improved fault tolerance and reliability by effectively exploiting this feature. A 
number of fault-tolerant and enhanced reliability technologies have hitherto been 
proposed, principally for applications such as computers and LSIs, and there are also 
a good number of practical examples such as using multiplexing techniques to make 
computers more reliable, or using redundancy techniques to improve the yield of 
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semiconductor memory devices. Of these conventional techniques, most of the ones 
that use redundancy are centered on techniques that presume a multiple module 
configuration, and are considered suitable for installation on many-core environments 
comprising multiple core processors.  

On the other hand, while conventional redundant technology presumes a structure 
with a regular arrangement of modules with identical specifications, a many-core 
processor has a hierarchical structure and is configured as a system with a different 
architecture at each level. For example, a GPU consists of multiple streaming multi-
processors (SMs), each comprising a number of core processors. This results in a 
hierarchical structure where the architecture inside an SM differs from the 
architecture between SMs. Also, for example, the GPU GTX590 consist of two GPU 
(GTX580) are networked together. Accordingly, there is thought to be a need for new 
fault-tolerant techniques for many-core processors to replace these existing 
techniques. 

In section 2 of this paper, we present some typical conventional fault-tolerant 
techniques. In section 3, we investigate the relationship between fault-tolerant 
techniques and the parallelization of evolutionary computation on a GPU. In section 
4, we experimentally evaluate situations where stuck-at faults and transient faults are 
assumed to occur, and finally we conclude with a summary. 

2 Typical Fault-tolerant Techniques 

2.1 Multiplexing 

Static redundancy [11] involves using additional components to allow the effects of 
faults to be completely hidden (this is called "fault masking"). Typical techniques of 
this sort are module multiplexing and error correcting schemes, but when a fault can 
cause arbitrary errors to appear at the output, the fault can only be masked by a 
multiplexing scheme. We will consider an example of a multiplexing scheme here. To 
illustrate the basic concept of a multiplexing scheme, Fig. 1 shows the basic 
configuration of an N-Modular Redundancy (NMR) scheme. In this figure, the boxes 
labeled with M represent identical modules, from which the final output is produced 
via a majority voting element V. 
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Fig. 1. Basic configuration of the multiplexing scheme 

 
In an NMR scheme, it is possible to mask faults in up to n = (N−1)/2 modules. 

Thus, if the system reliability R(t) is defined as the probability that no fault will occur 
before time t on condition that there are no faults in the system at time 0, then the 
reliability Rnmr of the NMR system is as follows: 

 Rnmr  Rv

N

i











i0

(N 1)/ 2

 1 Rm  i
Rm

N  i  (1) 

Here, Rm and Rv represent the reliability of a single module and the reliability of 
the voting element, respectively. For example, when it is assumed that there is no 
fault in the voting element, the reliability R3mr of triple modular redundancy is given 
by the following formula: 

 R3mr  3Rm
2 2Rm

3
 (2) 

For each constituent module of an NMR system, if it is assumed that the early 
failure period has elapsed and the system has entered the period of fixed failure rate, 
then the failure rate Rm of a single module is given by Rm=e− λ, where λ is the fixed 
failure rate. Substituting this value of Rm into Equation (2) yields the following 
formula: 

 R3mr  3e2t 2e3t
 (3) 

2.2  Stand-by redundancy 

In static redundancy schemes such as multiplexing, faults are masked by using 
redundancy, and the faults themselves continue to exist within the system. Therefore, 
the number of hidden faults gradually increases as the system continues to operate for 
a longer period of time. When the number of faults exceeds (N − 1)/2, errors will 
occur in the voting output and the system will fail. To deal with this problem, 
dynamic redundant systems [11] have been proposed. These consist of a fault 
detection means and a system reconfiguration means. For example, Fig. 2 shows a 
conceptual diagram of a stand-by redundancy system with a similar configuration to 
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that of the above multiplex system. The system in this figure comprises a single 
operating module, N − 1 spare modules, a fault detection means, and a switching 
function. When a fault is detected in the operating module, it is replaced with one of 
the spare modules on stand-by.  

Here, assuming the ideal case of a 100% fault detection rate, the reliability Rsb of a 
stand-by redundancy system can be expressed in terms of the reliability Rm of a single 
module and the reliability Rs of the switching circuit as follows: 

 Rsb  1 1 Rm N R s  (4) 

 

 
Fig. 2. Conceptual diagram of a stand-by redundancy system 

3 Parallelization and Fault-tolerant Technology for EC 

3.1  The problems of conventional methods 

In general, multiplexing and stand-by redundancy incur costs that rise in proportion 
with the number of modules, so the application of these methods to real systems has 
chiefly involved duplex or triplex architectures. For example, the 3B20D processor 
developed by AT&T for electronic exchange networks [12] used duplex technology 
for the CPU, memory and I/O disk system. Another example is the Tandem 16 system 
developed by Tandem Computers for processing online transactions by organizations 
such as banks [13]. This was a reconfigurable multiprocessor system that achieved 
greater reliability by duplexing the disk devices and the buses between processors. 
C.vmp [14] was a multiprocessor system that could function correctly even with a 
mixture of permanent faults and temporary faults in the hardware. It achieved this by 
using a triplex configuration. These technologies are all geared towards architectures 
where identical modules are connected according to fixed rules. For example, if an 
SM is regarded as a single module, then it is suitable for implementation on a GPU.  

On the other hand, in multiplexing schemes, the slowness of communication via 
global memory causes problems when voting circuits are implemented at the CPU 
end in consideration of regularity, and it is necessary to investigate how to implement 
voting circuits. Furthermore, it is not possible to guarantee correct results when there 
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are faults in more than half the SMs. A problem with implementing stand-by 
redundancy on a GPU is the low utilization rate of the SMs that occurs as a result. 
Complex technology is needed to implement online processing of switching with 
redundant parts. When implemented with offline processing, this raises the problem 
of having to temporarily halt the execution of application programs. Extra hardware 
is needed to perform switching with redundant parts, and it is also conceivable that 
faults may occur in the fault detector circuits or switching circuits. Also, since a GPU 
has a hierarchical structure while an SM internally comprises multiple multi-core 
processors, the architectures inside SMs and between SMs are configured differently. 
We can also consider large-scale systems where multiple GPUs are networked 
together. Accordingly, in large-scale systems based on many-core architectures, it 
may become necessary to investigate new fault-tolerant technology as an alternative 
to conventional schemes. 

3.2 Proposal of fault-tolerant technology based on parallelization 
of EC 

The purpose of this study is to propose technology for improving the performance of 
active application programs and achieve greater fault tolerance by performing 
evolutionary computation in parallel on a GPU. As a first step, we investigate an 
example where the evolutionary computation of earlier studies is implemented on a 
GPU. Figure 3 illustrates the basic architecture of Nvidia's GTX460 GPU, and the 
method used to implement the parallel evolutionary computation model. 

 
Fig. 3. GTX460 architecture and implementation of the parallel evolutionary 
computation model 
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The GTX460 consists of 7 SMs and a large (1 GB) global memory. Each SM has 

48 core processors and a small (48 KB) shared memory. In each SM, it is possible to 
define up to 1536 threads. Communication inside the SMs can be performed at high 
speed. But communication between SMs is performed via the global memory and is 
about 100 times slower. We therefore consider a model where the same GA is run 
independently in each SM by changing the random initial value, and the program is 
terminated when an SM that has obtained a solution is found. We will refer to this as 
an "independent competition model".  

The procedure of the parallel GA model for GPU computation is as follows. 
(1) In the host machine, all individuals (population size/SM × #SM) are randomly 

generated and then sent to the global memory of the GPU. 
(2) Each SM copies the corresponding individuals from global memory to its 

shared memory, and the genetic manipulation process is repeated until the termination 
criteria are satisfied. 

(3) Finally, each SM copies the evolved individuals from its shared memory to 
global memory. 

Since there is only a small amount of shared memory inside the SM, the number of 
individuals that can be stored inside the SM is limited. Also, since the number of core 
processors in an SM is at most a dozen or so, the search performance of a single SM 
is not necessarily very high. However, the total population size per GPU is same as 
the number in the host, therefore the number of generations required to get a feasible 
solution will be maintained. In an independent competition model, acceleration is 
achieved due to the effects of parallelization. 

In conventional design, the date stored in memory is the date for the fixed 
calculation or transaction, so the date at a faulty location will cause errors to appear at 
the output. Therefore, multiplexing and stand-by redundancy will be effective for the 
fault masking. On the other hand, in evolutionary computation, most of the data 
stored in memory is the genetic information of individuals, so although a gene stored 
at a faulty location will no longer search effectively for a solution, the populations in 
SMs where there are no faults will still be able to search for a solution. Therefore, 
since a solution can be found as long as there is one SM still operating normally, the 
reliability Rp of the independent competitive model is given by the following formula, 
where Rm is the reliability of the SM when considered as a module: 

 Rp  1 1 Rm N    (5) 

Compared with conventional multiplexing where it is impossible to guarantee 
correct results when there are faults in half or more of the SMs, this approach has 
higher fault tolerance and can find a solution even if there is only one SM functioning 
normally. Also, compared with a stand-by redundancy system, there is no need for 
equipment for the switching of redundant parts, thereby increasing the reliability by a 
factor of 1/Rs. There is also no need for extra hardware such as voting circuits, fault 
detectors or switching circuits. 
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4   Evaluation Experiments 

4.1 Evaluation method 

We performed an evaluation in which stuck-at faults and transient faults were 
assumed to occur. For stuck-at faults, the GTX460 was used to simulate a physical 
fault such as a fault in the shared memory inside the SM or in the path connecting a 
core processor to the shared memory. In the SM where a fault has occurred, it is 
considered that correct genetic operations are prevented from running, and a correct 
solution cannot be found. With an SM regarded as a single module, we investigated 
the reliability and performance (execution time needed to obtain a correct solution) of 
three methods — multiplexing, stand-by redundancy, and parallel evolutionary 
computing. The reliability comparisons were performed by comparing the 
relationships between time and reliability based on Equations (1), (4) and (5), with 
the number of modules fixed at 7. The performance comparisons were made by 
investigating the execution time taken to obtain a correct solution while varying the 
number of SMs used in the experiment from 1 to 7 (i.e., while varying the number of 
faulty SMs from 6 down to 0). The evaluation was performed using a Sudoku solver 
program based on evolutionary computation. 

For transient faults, it is assumed that the faults consist of temporary non-repeating 
changes to data values inside each SM due to the effects of noise and the like. In the 
evaluation, these faults were assumed to manifest as errors whereby the IDs of parent 
individuals are randomly switched during the selection phase. The experiment was 
performed using an Intel Core i7 processor, with the error frequency varied as a 
parameter. Evaluations were performed using the knapsack problem which restricts 
the number 40 and Equation (6) below, which was chosen from the five types of 
function minimization problems shown by De Jong. 

    2
1

2

2
2
12 1100 xxxF    (6) 

 
We used the tournament selection and the parameters used for genetic manipulation 
in these evaluation tests are shown in Tables 1. 
 

Table 1. The parameters for genetic manipulation 
Population 

size 
Maximum 
generation 

Tournament 
size 

Crossover rate Mutation rate 

100 30,000 4 0.7 0.01 

4.2 Experimental results and discussion 

4.2.1 Evaluation of results for stuck-at faults 

Comparative evaluation of reliability. Figure 4 shows the relationship between 
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reliability and time t for a single module, multiplexing, stand-by redundancy and the 
evolutionary computation model. Although this figure shows the results for a single 
module failure rate of λ=0.001, there is no change in the overall trends for different 
values of λ.  

From this figure, it can be seen that the reliability Rnmr of multiplexing is larger 
than the reliability Rm of a single module up to a certain time T. The value of Rm has 
been observed to reverse for sufficiently large values of t, but since the reliability 
after a sufficiently long time had elapsed is not of major importance, it can be 
considered that multiplexing is effective for practical purposes. The reliability Rsb of 
stand-by redundancy is calculated by assuming a fixed value of 0.9 for the switching 
circuit reliability Rs. In fact, the initial value of Rs is closer to 1, but considering that 
there is the possibility of a fault occurring in the fault detector circuit and that the 
value of Rs also decays over time, we performed these calculations with a fixed value 
of 0.9 for the sake of convenience. The value of Rsb starts off close to 1, and although 
there is slight degradation in the reliability Rnmr of the multiplexing scheme during the 
initial stage, the reliability greater than Rnmr tends to be maintained as the system 
operation time becomes longer and the number of hidden faults gradually increases. 
The reliability Rp of the parallelized evolutionary computation model maintains the 
highest value throughout the entire period, and in terms of reliability it seems that this 
is an effective approach to achieving fault-tolerance in many-core architectures such 
as GPUs. It also has the advantage of making it unnecessary to add extra hardware 
such as voting circuits and switching circuits. 
 

 
Fig. 4. Variation of the reliability of fault-tolerant techniques with time t. 

Comparative evaluation of performance. Table 1 shows the relationship between 
the number of SMs and the performance achieved when evolutionary computation for 
solving Sudoku puzzles is performed in parallel on a GTX460 GPU. In Table 1, while 
varying the number of SMs used, we calculated the number of times a correct 
solution was obtained out of 100 attempts where the processes truncated at 100,000 
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generations (Count), the average number of generations needed to obtain a correct 
solution, and the computation time. However, with no set truncation point, a correct 
answer would have been obtained in all cases, even with just one SM.  

Also, Fig. 5 shows how the execution time varies with the number of SMs in the 
multiplexing scheme and the parallelized evolutionary computation model. The 
execution times of the evolutionary computation model are the measured values 
shown in Table 2, and the execution times of the multiplexing scheme are the 
theoretical (lower bound) values for the ideal case where the time taken up by the 
voting logic is ignored. The execution time of the stand-by redundancy scheme was 
more or less the same as for the multiplexing scheme, and was constant as expected. 
The difference in execution times between the multiplexing and stand-by redundancy 
schemes corresponds to the difference in time needed to perform fault detection and 
switching and the time needed for the voting logic, and their relative merits depend 
on how they are implemented. In the multiplexing and stand-by redundancy schemes, 
the execution time is constant regardless of the number of SMs, whereas the 
parallelized evolutionary computation model has the advantage that the execution 
time needed to search for a solution decreases as the number of SMs increases. 
 
Table 2. The number of generations until the correct solution was obtained, the 
execution time, and the rate of correct answers (SD1, Givens: 24) 

 Count [%] Average Gen. Execution time 

#SM: 1 62 57,687 16s 728 

#SM: 2 80 40,820 11s 845 

#SM: 4 98 19,020 5s 527 

#SM: 7 100 10,014 2s 906 
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Fig. 5. Variation of execution time with number of SMs 
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4.2.2  Evaluation of results for transient faults 

Figure 6 shows how the average number of generations needed to search for the 
minimum value of the function shown in Equation (6) varies with the number of 
threads. Figure 7 shows how the average number of generations needed to search for 
the solution of the knapsack problem which restricts the number 40.  

Here, it can be seen that the average number of generations it takes to find a 
solution tends to increase gradually as the transient fault probability increases, 
regardless of how many threads are being used. However, in each case a solution was 
still obtained despite the addition of transient faults. Transient faults can also be 
thought to play a role in increasing diversity in the GA search process, and GA is 
thought to be intrinsically less susceptible to the adverse effects of transient errors. 

Also, regardless of the probability of transient errors, it can be seen that the 
number of generations needed to find a solution decreases as the number of threads is 
increased (i.e., with increasing parallelism). It can thus be seen that parallelization of 
evolutionary computation in a many-core environment is not only robust against 
stuck-at faults but also against transient faults. 

 
Fig. 6. Average number of generations needed to find the minimum value of a 
function shown in eq. (6). 
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Fig. 7. Average number of generations needed to find the solution of the knapsack 
problem. 
 

From the above, when parallel evolutionary computation is performed in many-
core processors using a scheme based on independent competition, it seems that 
benefits such as higher reliability and lower susceptibility to transient errors can be 
achieved compared with when using conventional fault-tolerant techniques. There is 
also no need for extra hardware such as voting circuits or switching circuits. It is also 
thought to be effective at improving the performance as the degree of multiplicity or 
redundancy is increased. Although the performance decreases as the number of faulty 
physical SMs increases, a correct result can still be obtained even when there is only 
one functioning SM remaining, so it is though that this approach offers enhanced 
sustainability by increasing the performance of application programs running on the 
GPU and allowing application programs to continue running due to the increased 
fault tolerance. 

In the future, it will be necessary to investigate the fault-tolerant performance in 
island models where modules communicate with each other as a parallelized 
evolutionary computation method using many-core processors. With regard to 
transient errors, it will be necessary to investigate in more detail whether there are 
any differences in trends due to the type of transient error or the problem 
dependencies. There is also a need for further research on the fault tolerance achieved 
when core processors inside the SMs are regarded as separate modules or when 
working with modules of two different types (core processors and SMs), and the fault 
tolerance of large-scale systems with multiple GPUs connected by a network.  
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5 Conclusion 

In this paper, we have studied and evaluated fault-tolerant technology for use in 
the parallel acceleration of evolutionary computation in a many-core environment. 
This not only offers the benefits of parallel execution, but also acts as a fault-tolerant 
technology. Specifically, we compared the “independent competition model” with 
two conventional models, “multiplexing” and “stand-by redundancy”. As the number 
of physical fault locations increases, the performance declines but the functionality is 
maintained. Accordingly, there is less likelihood that running applications will be 
halted when a physical fault occurs, which is advantageous for the realization of 
systems with sustainability.  
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Abstract.  The intention of this paper is to reduce leakage power and leakage 
current of 1-bit Full Adder while maintaining the competitive performance with 
few transistors are used (transistors count 10). A new high performance 1-bit Full 
Adder based on new logic approach is presented in this paper. MTCMOS 
technique which decreases the process variation on 1-bit Full Adder, the key of 
MTCMOS technique is applied on 1-bit Full Adder is to reduce the operating 
power, leakage power and leakage current. We investigate the use Multi-threshold 
CMOS (MTCMOS) technology provides low leakage and high performance 
operation by utilizing high speed, low Vth transistors for logic cells and low 
leakage, high Vth of transistor and show that it is particularly effective in sub 
threshold circuits and can eliminate performance variations with Low power. A 
20ns access time and frequency 0.05GHz provide 45nm CMOS process 
technology with 0.7V power supply is employed to carry out 1-bit Full Adder.  

Keywords: 1-bit Full Adder; MTCMOS; CMOS; Leakage Power; Leakage 
Current; Frequency. 

1   Introduction 

Adder is one of the most vital components of a CPU (central processing unit), 
Arithmetic logic unit (ALU), floating point unit and address generation like cache 
or memory access unit. On the other hand, increasing demand for portable 
equipments such as cellular phones, personal digital assistant (PDA), and 
notebook personal computer, arise the need of using area and Power efficient 
VLSI circuits. Low-power and high-speed adder cells are used in battery-
operation based devices. As a result, design of a high-performance full-adder is 
very useful and vital [1] 
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One of the most well known full adders is the standard CMOS full adder that uses 
28 transistors as shown in Fig.1. In this paper, we present a 1-bit full-adder circuit, 
which uses 10 transistor count with suitable power consumption, delay 
performance. The basic advantage of 10 transistors full adders are-low area 
compared to higher gate count full adders [2], lower power consumption, and 
lower operating voltage. It becomes more and more difficult and even outmoded 
to keep full voltage move backward and forward operation as the designs with 
fewer transistor count and lower power consumption are pursued [3]. In pass 
transistor logic, the output voltage move backward and forward may be de-graded 
due to the threshold loss problem Thus, attractive its presentation is significant for 
enhancing the overall module performance [4]-[5]. To implement probabilistic 
Boolean logic[6], a probabilistic gate produces a preferred value as an output that 
is 0 or 1 with probability p, and, hence, can produce the wrong output value with a 
probability (1 - p) [7].  It is supposed that probabilistic computing has potential for 
multimedia applications [8]. The basic disadvantage of the 10 transistors full 
adders are suffering from the threshold- voltage loss of the pass transistors. They 
all have double threshold losses in full adder output terminals [9] 

 

 

Fig.1. Schematic of conventional full adder 

 
 Multi-threshold CMOS (MTCMOS) technology provides low leakage and high 
performance operation by utilizing high speed, low Vth transistors for logic cells 
and low leakage, high Vth devices as sleep transistors. To reduce the leakage in 
sleep mode, sleep transistors disconnect logic cells from the power supply and/or. 
In this technology, also called power gating, wake up latency and power plane 
integrity are key concerns. The schematic of power gating technique using 
MTCMOS is shown in Fig. 2.The transistors having low threshold voltage are 
used to implement the logic. The transistors having high threshold voltage are 
used to isolate the low threshold voltage transistors from supply and ground 
during standby (sleep) mode to prevent leakage dissipation [10].  
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Fig.2. Power gating using MTCMOS technique 

 
To determine the overall performance of the integrated circuits, the interconnect 
delay becomes the dominant factor. Since the delay of an interconnect is quadratic 
in its length, repeater insertion has been widely used to reduce the delay. As 
shown in [11] the repeaters can be optimally sized and divided to minimize the 
interconnect delay. The size of an optimal repeater is typically much larger than a 
minimum-sized repeater. To drive global interconnects, since millions of repeaters 
will be inserted, significant power will be consumed by these repeaters, 
predominantly if delay-optimal repeaters are used [12]. Several works used the 
extra acceptable delay for power saving in interconnects. Authors are provided 
investigative methods to calculate unit length power optimal repeater sizes and 
distances [13]. The power investigation should consider switching, leakage and 
short circuit correctly. This in turn increases the capacitive coupling noise on the 
interconnection lines, as the technology scales down wires are laid out closer to 
each other. This will have an effect on both delay and power consumption in 
interconnects. In addition to switching power on the coupling capacitances, the 
authors of [14] showed that the short circuit power consumption is increased 
indicate cantly in the being there of crosstalk noise. Therefore, one should also 
consider this effect in the design of power optimal repeaters. Moreover, the 
technology scaling has resulted in large increase in leakage current. Leakage 
power has grown exponentially to become a important fraction of the total chip 
power consumption [15]. Authors in [16] studied the applicability of MTCMOS to 
repeater design for leakage power saving, however they did not provide a 
mathematical explanation for the instantaneous optimal sizing of the sleep 
transistors and repeaters and the insertion length. In addition the effect of crosstalk 
on delay and power has not been taken into description for the optimal design. 
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2   1-Bit Full Adder 

In this paper, we present a 1-bit full-adder circuit, with suitable power 
consumption, delay performance. We have simulated a 1-bit Full-adders circuit 
along with various 10 transistors and compared the Power dissipation, propagation 
delay, and other parameters. The basic advantage of 10 transistors full adders are-
low area compared to higher gate count full adders, lower power consumption, 
and lower operating voltage. It becomes more and more difficult and even 
obsolete to keep full voltage move backward and forward operation as the designs 
with fewer transistor count and lower power consumption are pursued. In pass 
transistor logic the output voltage swing may be de-graded due to the threshold 
loss problem. That is, the output high (or low) voltage is deviated from the VDD 
(or ground) by a multiple of threshold voltage Vth. The reduction in voltage 
swing, on one hand, is beneficial to power consumption. On the other hand, this 
may lead to slow switching in the case of cascaded operation such as ripple carry 
adder. At low VDD operation, the degraded output may even cause malfunction of 
circuit [17]. Therefore, for designs using reduced voltage swing, special 
consideration must be paid to stability the power consumption and the speed.  
[18]. For the implementation of various 10 transistors full adder circuits we 
required either 4 transistors XOR circuit or 4 transistor XNOR circuit and 2-to-1 
multiplexer. The schematic of 1- bit Full Adder is shown in figure 4, the output 
waveform is shown in figure 5.  
This uses a total of 10 transistors for the implementation of following logic 
expressions. 
Consider a 1-bit full adder. This circuit has two operands, A and B, and an input 
carry, Cin. It generates the sum 
 
             S = A B  Cin                          (1) 
 
and the output carry 

 
           Cout = AB + BC + AC                 (2) 

 

 

Fig.3. Symbol Diagram of 1Bit full adder 
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Fig.4. Schematic of 1-bit Full Adder 

 
 

 
Fig.5. Output Waveform of 1-bit Full Adder 
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3   MTCMOS Technique Applied On 1-bit Full Adder 

 
MTCMOS technique is applied on 1-bit Full Adder in which we uses a high Vth 
PMOS  connected to the Vdc terminal of 1-bit Full Adder and a high Vth NMOS 
is connected to the ground terminal of 1-bit Full Adder. The schematic of 
MTCMOS applied on 1-bit Full Adder is shown in figure 5. MTCMOS is a 
variation of CMOS chip technology which has transistors with multiple threshold 
voltage (Vth) in order to optimize delay or power. The Vth of a MOSFET is the 
gate voltage where an inversion layer forms at interface between insulating layer 
(oxide) and the substrate (body) of the transistor. Low Vth devices switch faster, 
and are therefore useful on critical delay paths to minimize clock period. The 
penalty is that low Vth devices have substantially higher static leakage power. 
High Vth devices are used on non-critical path to reduce static leakage power 
without incurring the delay penalty. Typical high Vth devices reduce the static 
noise  by 10 times compared with low Vth devices [19].The output waveform of 
1-bit Full Adder using MTCMOS technique is shown in figure 6, the output 
waveform is shown in figure 7 ,and operating current waveform is shown in figure 
8. 

 

 
 

Fig.6. Schematic of 1-bit Full Adder using MTCMOS technique 
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Fig.7. Output Waveform of 1-bit Full Adder with MTCMOS technique 

 
Digital CMOS circuit may have three major sources of power dissipation namely 
dynamic, short and leakage power. Hence the total power consumed by every Full 
Adder  can be evaluated using the equation 3. 
 
Ptot   = Pdyn + Psc + P leak 
 
        = CLVddVƒclk + ISCVdd + I leakVdd                (3) 
 

Thus for low-power design the important task is to minimize CL Vdd V ƒClk 
while retaining required functionality. The first term Pdyn represents the switching 
component of power, the next component Psc is the short circuit power and Pleak is 
the leakage power. Where, CL is the loading capacitance, ƒClk is the clock 
frequency which is actually the probability of logic 0 to 1 transition occurs (the 
activity factor). Vdd is the supply voltage, V is the output voltage swing which is 
equal to Vdd; but, in some logic circuits the voltage swing on some internal nodes 
may be slightly less. The current ISC in the second term is due to the direct path 
short circuit current  which arises when both the NMOS and PMOS transistors are 
simultaneously active, conducting  current directly from supply to ground. Finally, 
leakage current Ileak, which can arise from substrate injection and sub-threshold 
effects, is primarily determined by fabrication technology considerations. Duty 
cycle is also calculated in this paper for single bit full adder cell .In a periodic 
event, duty cycle is the ratio of the duration of the event to the total period of 
signal [20]. 

 
Duty Cycle (D) = τ / T   
Where τ is the duration that functions is active. And T is the period of the 

function. 
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Fig.8. Operating current waveform of 1-bit Full Adder with MTCMOS 

 

4   Simulation Result 

A 1-Bit Full Adder  based on MTCMOS technique have been proposed. The 
analysis of the simulated results confirms the feasibility of the MTCMOS 
technique in full adder design and shows that there is reduction of 40 to 43 percent 
in the value of power dissipation parameter as compared to CMOS technique at 
supply voltage of 0.7V. MTCMOS adders have a marginal increase in area 
compared to the CMOS adders; overall, we achieved the lowest power dissipation. 
Simulation result is measured by CANDENCE VIRTUOSO Tool .The Simulation 
result is summarized in TABLE 1. 
 

 
Table 1.  Simulated Result summary 

Parameters 1-bit Full Adder MTCMOS 
Technology 

Used 
45nm 45nm 

Supply 
Voltage 

0.7V 0.7V 

Frequency 
Used 

0.05GHz 0.05GHz 

Access 
Time 

20ns 20ns 
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Delay 3.94ns 2.05ns 

Duty cycle 52.3 % 68.08 % 

Leakage 
Power 

1.594pW 0. 4pW 

Leakage 
Current 

652.4nA 230pA 

Optimum 
Current 

4.84 µA 73.3 nA 
 

Optimum 
Power 

0.53nW 2.3mW 

Dynamic 
Current 

18.02µA 1.52µA 

Dynamic 
Power 

2.086pW 1.766pW 

Operating 
Power 

51.63nW 20.03nW 

Operating 
Current 

1.804µA 2.35µA 

5   Conclusion 

In our investigation the 1-bit Full Adder and full adder using MTCMOS 
technique, we have estimated the design parameters such as operating current, 
operating power, leakage current, leakage power, optimum current, optimum 
power, dynamic current, dynamic power, delay and Efficiencies with the help of 
cadence virtuoso at 45nm technology. The advantage of having the same 
functionality with very few transistors will be beneficial in 1-bit Full Adder 
realization. Low Vth devices switch faster and are therefore useful on critical 
delay paths to minimize clock period. The penalty is that low Vth devices have 
substantially higher static leakage power. High Vth devices are used on non-
critical path to reduce static leakage power without incurring the delay penalty. 
Typical high Vth devices reduce the static power by 10 times compared with low 
Vth devices. 
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Abstract:Computational theory of visual information processing suggest that the 
initial stages information processing consists of in part representation of zero 
crossing in the visual scene filtered through a suitable second order differential 
operator (centre-surround receptive field). These zero crossings often correspond 
to sharp intensity changes in the visual scene and are rich in information. We 
report here our investigation, through simulation study, on the role of zero 
crossings in orientational selectivity measurement. We show that the perceptive 
contrast sensitivity of zero-crossing of sub-threshold noise contaminated grating 
image exhibit stochastic resonance. We also show that the contrast sensitivity of 
test grating, in the presence of a masking grating, decreases with the increase of 
masking contrast.The qualitative nature of the contrast sensitivity variations are 
in agreement with the results of various phychophysical experiments. 

 

Keywords: zero-crossing, contrast sensitivity, stochastic resonance, receptive 
field, LoG 

1   Introduction 

It has been demonstrated in many experiments that the addition of external 
noise to a weak signal can enhance its detectability by the peripheral nervous sys-
tem of crayfish [1], cricket [2] and also human [3-7]. Direct evidences of perfor-
mance enhancement for noise contaminated visual inputs have been demonstrated 
through psychophysical experiments [5-8]. It has been shown [7, 8] that the brain 
is capable of extracting detail in a stationary image masked with noise. The per-
ceived image quality is strongly dependent on noise intensity. It has been observed 
that the detection of sub-threshold images, mediated by threshold crossing1 (dif-
ferent from zero-crossing) events in the presence of noise improves non-
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monotonically with noise power. For all the experiments involving visual input 
the retinal computational network does the basic information processing which 
can be explained by center-surround receptive field [9, 10], Computational theory 
of visual information processing suggest [10-12] that the information processing, 
in the initial stages, consists of in part representation of zero crossings in the visu-
al scene filtered through a suitable second order differential operator (usually 

2G∇ of different sizes where G is Gaussian). The prime motivation behind this 
suggestion is that the zero crossings often correspond to sharp intensity changes in 
the visual scene usually referred to as edges. These edges often correspond to sur-
face discontinuities or surface reflectance or illumination boundaries of the visual 
environment. It has been also observed in speech experiment [13] that with only 
the zero-crossing information much of the information content of the speech could 
be retained. Studies in visual information processing [11, 14] also stresses the im-
portance of the information content of zero-crossings in classifying visual scene. 

 
Zero crossings (ZC) are, therefore, play an important role in the information re-

trieval but very little is known about its role in visual information processing that 
leads to noise induced performance enhancement. We investigate here the role of 
ZCs of sub-threshold image filtered through centre-surround receptive field in 
perceptive contrast sensitivity (PCS) enhancement in the presence of noise. We 
show that the PCS of ZC image is strongly dependent on the external noise 
strength and PCS attains a maximum for an optimal amount of noise via stochastic 
resonance (SR). We also show that the contrast sensitivity of ZCs test grating, in 
the presence of a masking grating, decreases in direct proportion to the masking 
contrast. Some important observations are that the qualitative nature of the con-
trast sensitivity variations is in agreement with the results of psychophysical ex-
periment [7, 15].  

2 Theoretical considerations 

The very first stage of vision involves detection of intensity changes or ZC of 
the visual scene for the formation of the “raw primal sketch” [9, 10, 16, 17]. It is, 
therefore, expected that the ZC has a considerable role in visual information 
processing that leads to noise induced performance enhancement via a phenome-
non called SR [18]. In natural image intensity changes occur over wide range of 
scales. At any given scale it can be detected, for an image I(x,y), by finding zero 

values of 
2 ( , ) ( , );G x y t I x y∇ ⊗ where ( , ; )G x y t is Gaussian function in two di-

mension with variance t, 2∇ is the Laplacian and ⊗ represent convolution. For our 
analysis we revisit the proposition of Ernst Mach [19, 20] which states that the 
brightness sensation at any retinal point is the combined effect of the original il-
lumination and its second differential quotient. The corresponding spatial filter 
function for a given scale t can then be written as 
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2( , ; ) ( , ) )( , ;h x y t x y G tm x yδ= − ∇    (1) 
 
Where ( , )x yδ is Kronecker delta function, m is a constant factor, and 

( , ; )G x y t is the Gaussian defined by 
2 2( )

2
1

( , ; )
2

x y
t

t
G x y t eπ

− +
=

   (2) 
 

Fig. 1 This is a visual illustration of ZC, in the presence of additive noise, of a natural 
image S (infant portrait in the bottom row) digitized on a 0 to 1 gray scale. First the 
image S is pushed below threshold (defined by gray value 0), such that its mean lies Δ
below the threshold resulting in the image

SS μ− Δ − where the mean intensity of S is

Sμ . After adding a random number ξ , from a zero-mean Gaussian distribution with 

standard deviation nσ , to the original gray value S of every pixel, the image is con-

volved with filter mask (Equation (1)) resulting in ) ( )( , ;S x y tS hξμΔ − ⊗− + . ZCs 

are then detected according to the following rule: if 

) ( , ; ))(( S h x y tsgn S ξμ ⊗+Δ −−  of any two consecutive pixels, either in the hori-

zontal or in the vertical direction, is opposite, the gray value of the pixel with negative 
sign is made 0 (black), and the gray value of the other one is made 1 (white). For all 
other pixels the gray value is replaced with 0 (black). Three such cases are shown for

2.1t = , 0 0.15σ = − , 0.2m = , 0.18nσ = and for contrast=0.1, 0.6 and 0.9 from left 

to right in the upper row. 
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Fig. 2 (a) The sinusoidal grating image I with a spatial resolution of 512 by 512 pixels 
used for our experiment was generated by the spatial function 0.5 sin(2 ) 0.5fxA π + , 

where A is Michelson contrast3,  f is the spatial frequency in cycles/pixel and x is the ho-
rizontal coordinate in pixel. For the sake of illustration the image, with reduced spatial 
resolution of 400 by 64 pixels, is displayed with maximum contrast A=1. (b) The intensi-
ty variation along horizontal directions shown here. (c) After setting A=0.3, image is 
then pushed below the threshold (gray value 0), as depicted by the intensity profile in the 

figure, such that its mean lies 0.25Δ =  below the threshold resulting in the image

(0. )5I − + Δ . (d) This is the resultant profile obtained after the addition of Gaussian 

noise of appropriate amount to the sub-threshold image, (e) The noise contaminated im-

age is then convolved with the filer function ( , ; )h x y t . The resultant effect is visually 

represented in this figure. And in (f) the corresponding ZCs are depicted by a vertical 
line of equal height. (g) The resultant ZC image is shown where black dots (gray value 
of 0) represent ZC and the white dots (gray value of 1) represent absence of ZC. And in 
(h) similar ZC images with A= 0.05, 0.1, 0.2 0.3, 0.5 are shown.  

b 

c 
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e 

f 

a 
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and t is its variance. This kind of representation is well suited for linear scale 
space theory of early visual operations [21-23]. This theory shows that Gaussian 
and its derivatives form a complete set of operators for multi-scale representation 
of an image. Additionally this computational paradigm is also in agreement with 
the biological visual computation. Studies [24, 25] have shown that superposition 
of Gaussian and its derivatives can be used to model the receptive field profiles of 
mammalian retina and visual cortex. Our focus is to study the behavior of ZC (fil-
tered through )( , ;h x y t ) of sub-threshold images with additive noise contamina-
tion in contrast sensitivity measurement.   

 
3 Methods 

The necessary components are a filter function that mimics image enhancement 
in retina, a threshold (gray value 0), a threshold crossing detector, an image and an 
additive Gaussian noise. For demonstration a natural image of a face ( , )S x y , as 
shown in Figure 1, and a sampled version2 of the continuous filter function (Equa-
tion (1)), is used for the experiment. ZCs computed from the filtered images and 
the resultant output images for three cases with increasing contrast (left to 
right)are displayed. Though these are basically binary images containing pixels 
whose gray values are either 1 or 0, we could still perceive shading effect because 
the original intensity variation is mapped to ZC density variation through the 
process of ZC image formation thereby producing halftone like effect. Visually 
the first image, which is of lower contrast, is devoid of all shadow details. The 
third image, with much higher contrast, could retain comparatively better shadow 
details of the original face image. The middle ZC image, with intermediate con-
trast, on the other hand could retain best shadow detail. This simple experiment il-
lustrates that the best representation of the original image can be achieved for an 
intermediate contrast level for a given amount of additive Gaussian noise conta-
mination. We will study this phenomenon in more detail in all our experiments de-
scribed below. In all the experiments, we have expressed the frequency f in cy-
cles/pixel to avoid the explicit dependence of the visual angle. This can be 
converted to cycles/degree by the multiplication of an appropriate constant vK , in 
pixel/degree, which is a function of the angle the image subtends at the viewer’s 
eye. 

 

4 Experiment 1 
For a quantitative study, we choose a sinusoidal grating image generated by a 

function as shown in Figure 2(a) where a full contrast noise free grating image, 
without threshold filtering, is displayed. Its intensity variation along horizontal di-
rection is shown in Figure 2(b).The resulting image profile, after contrast modifi-
cation followed by threshold filtering by an amount Δ , will look like as shown in 
Figure 2(c). After the addition of  a  zero mean Gaussian noise a typical image 
profile will look like as shown in Fig. 2(d). This noise contaminated image is then 
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convolved with the filter function given by Equation (1) resulting in the image de-
termined by 0.5 )( ( , ; )I h x y tξΔ − +− ⊗ . A typical profile of this image is shown 
in Figure 2(e). Clearly, noise of appropriate amount helps in mediating threshold 
(gray value of 0) crossing events. These zero crossings (ZCs) are represented by a 
vertical line of unit length as depicted in Figure 2(f).The final ZC image, a binary 
image consisting of gray value 0 and 1, is illustrated in Figure 2(g). Here black 
dots (gray value of 0) represent ZC and the white dots (gray value of 1) represent 
absence of ZC. Starting from the grayscale pattern (Figure 2(a)) we arrive at the 
binary image, as in Figure 2(f), where only one bit of information marking ZC 
events, computed by our experimental system as described in Figure 2, is retained 
in every pixel. Varying only the contrast the whole process is repeated to compute 
the corresponding ZC image. Five such images are shown in Figure 2(h), with in-

creasing (bottom to top) contrast values.  Visual inspection reveal that for low 
contrast the image looks devoid of any features and as the contrast is increased, 
the grating specific features begin to appear. With further increase in contrast, the 
images begin to look like square grating (loss of contrast detail). We can, there-
fore, visually identify an intermediate contrast for which the ZC images attain 
closest resemblance with the original sinusoidal grating. We mark this contrast as 

optA (optimal one) for the given noise. Numerically this is performed by inspecting 

the ZC images in the Fourier domain and looking for the maximum contrast for 
which the second harmonic does not appear. Similarly, by varying the noise 

Fig. 3 Typical image that is used for studying the contrast sensitivity variation in the 
presence of a mask is displayed. The background is the mask of spatial resolution 
512x512 and the test grating is placed at the center of the mask.  The sinusoidal grat-
ing image,with a spatial resolution of 256 by 256 pixels,is generated by the spatial 
function 0.5 sin(2 ) 0.5fxA π + , where A is Michelson contrast3, fis the spatial frequen-

cy in cycles/pixel and x is the horizontal coordinate in pixel. The background is an 
oriented sinusoidal grating with frequency equal to that of the test grating at the cen-
ter.  
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strength and repeating the whole process we can identify an optimal contrast value 
for each of the noise strengths.   
 

5 Experiment 2 
This experiment is designed as follows. A test sinusoidal grating of resolution 
256x256 pixels is placed at the center of a mask of resolution 512x512 pixels (Fig. 
3). The mask is composed of another grating of the same spatial frequency but 

oriented at angle with the test grating. By performing the experiment 1 with this 
image, as shown in Fig. 3, we will get an optimal contrast value for the test grat-
ing. When the experiment 1 is repeated by varying the contrast for a fixed orienta-
tion angle of the masking grating, we will get the variation of contrast sensitivity 
of the test grating as a function of the masking contrast. Again by repeating the 
experiment for different orientation angels, contrast variation for different orienta-
tion is obtained.  
 
 

Fig. 4 Plots of optimal contrast optA versus the noise strengths nσ for 

and frequency  cycles/pixelis shown. Each of the contrast value was 
computed for twenty times for twenty noise intensities. The error bars are the 

standard deviations of twenty values at each of the noise strength.  The varia-

tion of optimal contrast as a function of noise strength is shown for 2m = ,

0.3164Δ = , 0.8193K = and 0 0.15σ = − .  The solid curve (red) is given by Equ-

ation (3) where the parameters K and 0σ are obtained from nonlinear least square 

fit to the data (in blue) obtained in the experiment described in Fig 2. 

2.1268t =

0.10547f =

optA
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6 Results and discussion 

The results of the study described in Fig. 2 and Fig. 3 are presented in Fig. 4 
and Fig. 5. Results of Experiment 1 are summarised in Fig. 4 where the variation 
of optA with noise strength is plotted.  The solid curve (red) given by  

2
0 0

2( )exp( / 2( )opt n nA K σ σ σ σΔ= + +
  

  (3) 

is the power spectrum of a pulse train, as shown in Fig. 2(e) and Fig. 3(g),  and is 
taken from the threshold SR theory [7, 26]. The left hand side is the signal ampli-
tude and K on the right hand side is proportional to signal power density. We have 
introduced an additional fitting parameter 0σ in equation (3). The equation is fit to 

the data (blue) using K and 0σ  as the adjustable parameters. The quality of the fit 
to the simulated data is very encouraging. The good quality of the fit reveals that 
optimal contrast is proportional to the power contained in the signal (image) and 
therefore K can be regarded as a quantitative measure of the sensitivity to the 
power contained in the signal. K can also be regarded as a quantitative measure of 
the ability to distinguish details in images in the presence of additive Gaussian 
noise because  optA in equation (3) is the optimal contrast value necessary for 

matching a ZC image with its original counterpart (as described in Fig. 2). Impor-
tant findings are the following. (a) From the distribution of the data points in Fig. 
4 it is evident that the optimal contrast varies non-monotonically with noise power 
and attains a minimum for an intermediate noise power which is a typical signa-
ture of SR. (b) The good quality fit of equation (3) (solid red curve) in Fig. 4 im-
plies that the optimal contrast is proportional to the power contained in the image 

Fig. 5Contrast sensitivity (1 / optA ) of test gratings, as shown in Fig. 3, are plotted as a 

function of the masking contrasts at different orientation angels: 10o, 20o, 40o and 90o.  

For the whole experiment 4.2536t =  and frequency of the test grating is kept at
0.0527f = cycles/pixel. Each of the contrast value is computed for ten times. 
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which is in line with the results obtained in [7]. (c) The fitted K value can be re-
garded as a quantitative measure of the ability to distinguish fine details in a sub-
threshold visual scene in the presence of additive Gaussian noise.  
In Fig. 5contrast sensitivity of the test grating is plotted as a function of masking 
contrast at different orientation angles. For each of orientations angles, we get op-
timal contrast values, obtained via stochastic resonance, as a function of masking 
contrast. Inverse of measured contrast values, which is contrast sensitivity,  are 
plotted in Fig. 5 as a function of masking contrast. It is evident from the figure that 
the contrast sensitivity decreases with the increase in the masking contrast. Our 
observation also shows that the masking effect is the maximum for the lowest 
orientation angle and the effect decreases with the increase of the angle. An im-
portant point to note is that the qualitative nature of these variations produced with 
the help of zero-crossings only, is also in agreement with the psychophysical stu-
dies [15].  

 
7 Conclusions 

Results of Experiment 1 & 2 show that the optimal contrast (contrast threshold) 
of images, formed from ZCs points alone, varies non-monotonically with noise 
power and attains a minimum, which signifies maximum contrast sensitivity, for 
an intermediate noise power, which is a typical signature of SR. These results are 
in agreement with the results of psychophysical experiments, which are evident 
from the goodness of fit of equation (3) to the simulated data. In other words, in-
formation content of ZCs alone can demonstrate the qualitative features of a sub-
ject’s ability to distinguish fine details in noisy sub-threshold scenes via stochastic 
resonance. Our study also show that the measured (simulated) contrast sensitivity 
decreases with the increase of masking contrast and the masking effect decreases 
with the increase of masking angle. This behavior is qualitatively similar to the 
one observed in psychophysical studies [15]. An important point to note is that 
equation (3), which is fit to our simulated data obtained from ZCs points, is de-
rived from the Fourier Transform of identical pulse trains similar to the neuron ac-
tion potentials [26-28]. This essentially indicates that human brain may make use 
of similar ZC computation while processing noisy sub-threshold images. Though 
we do not advocate that ZCs can explain everything but all these results may pro-
vide some clues to ZC computation in our brain. These results are, therefore, may 
also be useful to study and analyze visual information processing. 

 

Footnotes 
1In case of threshold crossing all the events for which a function crosses a 

threshold is considered. On the contrary, for zero-crossing, only those events for 
which the function changes sign are considered. 

2Use of sampled kernel can lead to implementation problems because the  
discrete version may not have the discrete analogs of the properties of the 
continuous function. For Gaussian function , truncated to give finite ( , )G n t
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impulse response, the support is generally chosen large enough such that 

3If minI  and maxI are the minimum and maximum intensity respectively in an 

image then the Michelson contrast is defined as ( ) / ( )max min max minI I I I− +  
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Abstract- In this paper, a non-dominated sorting based multi objective EA (MOEA), called Elitist non dominated 
sorting genetic algorithm (Elitist NSGA) has been presented for solving the fault section estimation problem in 
automated distribution systems, which alleviates the difficulties associated with conventional techniques of fault 
section estimation. Due to the presence of various conflicting objective functions, the fault location task is a multi-
objective, optimization problem .The considered FSE problem should be handled using Multi objective Optimization 
techniques since its solution requires a compromise between different criteria. In contrast to the conventional Genetic 
algorithm (GA) based approach; Elitist NSGA does not require weighting factors for conversion of such a multi-
objective optimization problem into an equivalent single objective optimization problem and also algorithm is also 
equipped with elitism approach. Based on the simulation results on the test distribution system, the performance of 
the Elitist NSGA based scheme has been found significantly better than that of a conventional GA based method and 
particle swarm optimization based FSE algorithm. Multi Objective fault section estimation problem have been 
formulated based on operator experience, customer calls, substation & recloser data.  Results are used to reduce the 
possible number of potential fault location which helps and equipped the operators to locate the fault accurately. 

Keywords- Automatic distribution systems, Fault section estimation, Genetic Algorithms, Elitist NSGA, Particle 
Swarm Optimization. 

1. Introduction 

For estimation of fault section, the maintenance crews rely mainly on phone calls by customers and trial and 
error methods [1], [2]. But in this process, it takes several hours to identify the exact location of fault. Over the last 
three decades, due to technological progress in computers and electronics, power system has been equipped with 
digital relays. Traditionally, fault diagnosis is performed off line by experienced engineers. However, software tools 
for fault location have emerged in recent years. To improve the accuracy and speed of fault location the information is 
stored in a database and intelligent systems in a control centre and can be accessed for diagnosis of a fault event. Data 
recorded by recorders at substation, customer phone calls location and status of reclosers are used [2]. The protection 
system is a part of the power system responsible for fault detection and execution of automatic remedial 
actions. When fault appears different devices that comprise protection system are triggered. Protection system  
consisting of  protection relays  and  circuit  breakers  (CBs)  will  operate  in  order  to  de-energize  faulted  line. 
Different Intelligent Electronic Devices (IEDs) and EMS located in substations for the purpose of monitoring will be 
automatically triggered by the fault and will record corresponding current, voltage and status signals. Those records 
are later used by different user groups for fault investigation. The  goal of power system  fault  analysis is to  
provide  enough  information  to  utility  staff to  be able to  understand the proper reasons  for the  
interruption,   and  provide an action as quick as possible to restore  the  power supply. The analysis should also 
provide enough understanding of the status of protection system components so that a preventive set of measures 
can be implemented to reduce the likelihood of service interruption and damages to equipment [3]. 

The scope of power system fault analysis can be generally classified into two categories:   
 Fault event analysis and, 
 Protection system performance evaluation. 

Fault event analysis focuses on determination of faulted section, fault type and fault inception angle. Protection 
system performance evaluation is to check whether  a  protection   system  has  operated  as  expected,  and  if not, 
what are the causes. The first step in restoring systems after a fault is detected, is determining the fault location. The 
large number of candidate locations for the fault makes this a complex process. If the fault is not detected or cleared 
in time, it may cause cascaded events leading to major outages. Knowledge based methods have the capability to 
accomplish this quickly and reliably.  

When a fault occurs, protection equipment initiates operation of breakers, to de- energize faulted part. This must be 
done before excessive currents and voltages caused by the fault inflict damage to the connected equipment. CBs have 
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the purpose to automatically connect or disconnect different parts of the power system in order to isolate the faults 
and/or re-route the power flow. In order to open all circuits that supply fault current, more than one CB typically 
reacts. Various bus arrangements are used to minimize the number of circuits that must be opened in a case of a 
fault [4]. Depending on a bus arrangement and status of available breakers, different breakers will automatically react 
in case of different faults. 
Artificial Neural networks (ANN) is a solution technique with a great potential for this problem, as a demonstrated in 
[5]. Fuzzy logic (FL) [6] is flexible and suitable for modelling inaccuracies. Its major drawbacks is choosing the 
membership function, commonly define by historical data, experience or trial and error. Expert System (ES) [7], [8] 
are not capable of generalizing and present difficulties when validating and maintaining large knowledge bases. To 
solve the above mentioned limitations, GA based techniques have been proposed in the literature [9], [10]. Zhengyou 
He et.al. [12] proposed Binary Particle Swarm Optimization(BPSO) which takes the failure of protective relays or 
Circuit Breakers into account. Numerical results reveal that BPSO is superior to GA for the convergence speed and 
accurate estimation results. Fabio Bertequini Leao et.al. [13] proposed Unconstrained Binary Programming (UBP) 
model for estimating fault sections in automated distribution substations. The UBP model, established by using the 
parsimonious set covering theory looks for the match between the relays’ protective alarms informed by the SCADA 
system and their expected states 
In this paper, a technique is proposed which includes various rules with an optimization method called Elitist NSGA 
[11] developed by K.Deb. Data recorded by recorders at substation, customer phone calls location and status of 
reclosers are used to estimate the exact location of fault in automated distribution systems.  
In this approach, initially the multi-objective optimization problem is converted into a single objective optimization 
without using weighting factors and subsequently, Elitist NSGA is used to solve this single objective optimization 
problem. As a result, the proposed methodology is generalized enough to be applicable to any power distribution 
network. The applicability of the proposed methodology has been demonstrated through detail simulation studies in 
different test systems. 
 

2.  Fault Section Estimation 

When a fault occurs in a distribution system, to clear the fault, the automatic tripping-reclosing sequence of the 
recloser is triggered. A popular operation sequence is two fast operations followed by two delayed operations [4] .The 
fast operations attempt to clear temporary faults and the delayed operations allow downstream fuses to clear 
permanent faults. If the fault is not cleared after this sequence, which is usually the case for permanent faults lying 
between the fuse and the recloser, the recloser opens and locks out. An alarm is sent to the operator to inform him 
about this event. Substations may have recording devices that can record current and voltage values and recloser 
status. Analog quantities such as voltage and current waveforms may also be captured by some devices. Using 
customer phone calls is a widely used method for locating faults on distribution systems. Based on the call location 
and the configuration of the distribution system, the maintenance personnel can roughly determine the area in which 
the fault has occurred. In some circuits parts of these data may be absent. Hence heuristic rules are applied to make 
use of the date that is available to predict the fault location. In general if more data are available, then the predicted 
number of potential fault locations can be reduced. 

 

3. Fault Detection 

When a fault occurs in a distribution system, in an attempt to clear the fault, the automatic tripping-reclosing sequence 
of the recloser is triggered. A popular operation sequence is two fast operations followed by two delayed operation. 
The fast operations attempt to clear temporary faults and the delayed operations allow downstream fuses to clear 
permanent faults. If the fault is not cleared after this sequence, which is usually the case for permanent faults lying 
between the fuse and the recloser, the recloser opens and locks out. An alarm is sent to the operator to inform him 
about this event. 

 
A. Fault Analysis 

Traditionally, the computation of short circuit for unbalanced faults in a normally balanced system has been 
accomplished by the application of the symmetrical components method. But this method is not well suited to a 
distribution feeder, which is inherently unbalanced. 
Thus, the Thevenin equivalent three-phase circuit is computed at the short-circuit point in order to compute the short-
circuit current [2].Given the one phase and three phase circuit MVA magnitude and angle, the zero and positive 
sequence equivalent system impedances can be calculated as follows. 

 

                                                  … (1) 
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  2                                                  ... (2) 

 
where, 
kVLL is the nominal line-to-line voltage (in kV) of the system 
MVA1-phase is the one phase short circuit MVA 
MVA3-phase is the three-phase short circuit MVA 
Z+ is the positive sequence equivalent system impedance in ohms (Ω) 
Z0 is the zero sequence equivalent system impedance in ohms (Ω) 
The computed positive and zero sequence impedances can then be converted into the phase impedance matrix, ZT. The 
Thevenin equivalent phase impedance matrix is the sum of the phase impedance matrices of each device in between 
the circuit voltage source and the fault location. 
Voltage regulators are assumed to be in neutral position so they can be neglected in the short-circuit analysis. 
Additional complications arise if transformers are encountered. In this case, the Thevenin equivalent circuit needs to 
be determined at the secondary node of the transformer bank. 
To calculate the short-circuit currents at all components; the fault analysis routine of commercial available modelling 
and simulation packages can be used [14]. 
 
5. Distribution Network Simulation Using PSCAD 

 

A. PSCAD Simulation 
 

 
 

Figure 1:  PSCAD simulation of a 5 bus distribution network 
 

A PSCAD model of the distribution network develop based on circuit available. The model consist a large number of 
element. It is not necessary to model all the elements in PSCAD for transient   simulation   purposes. Components 
such as station poles and fuses are ignored. The substation bus is modelled as a voltage source behind 
equivalent impedance.  Transformers are modelled with their leakage reactance. Saturation has been disabled; 
however an option is available to enable it with default parameters. This is not relevant at this point as most of the 
faulted scenarios are creating under voltage conditions. Feeders are modelled with equivalent RL branches 
between load buses. Loads are modelled as fixed impedance loads.  Only three phase circuits are modelled. Single 
phase circuits are modelled as lumped single phase loads at the branch-off point. The model has  been  set  up  
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such  that  any  one  of  the  faults  can  be selected  at  a  time  during  a  transient  simulation.  This is currently 
done by moving a custom fault module to the desired fault location when performing the simulation.The case is 
automated to perform various fault types at a given location. The fault duration can be varied. For each fault, 
voltage and current waveforms and RMS values are recorded at the fault location, substation as well as at all 
circuit re - closers. The record length consists of pre -fault duration, fault duration and post-fault duration. There 
are 7 fault types which are A-G, B-G, C-G, AB, BC, CA, and ABC. From which in this simulation only one type of 
fault B-G is simulated. Fig. 1 shows a custom simulation of a network in PSCAD. 
 

B. .PSCAD Simulation Result 
 

A simulated distribution power system network is shown in fig. 1. After compile the network using PSCAD 
simulation the value of instantaneous and RMS value of Current and voltage at different points in analog form are 
obtained, which are showing in figure. 

 

              

Figure 2:  Graph of Instantaneous value of voltage at Bus2.              Figure 3:  Graph of Instantaneous value of current at Bus2. 

          

Figure 4:  Graph of RMS value of voltage at Bus2                            Figure 5:  Graph of RMS value of current at Bus2 

      

Figure 6: Graph of Instantaneous value of Phase Current.           Figure 7: Graph of RMS value of Phase Current. 
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   Figure 8: Graph of Instantaneous value of fault current. 

Fig. 2 shows the graph of instantaneous voltage at bus 2. As a fault occur at bus 2 at time= 0.3 sec, the instantaneous 
value of the voltage is dropped to lower value and when this fault removed at time = 0.4 sec system will restore as 
previous condition. Fig. 3 shows the graph of instantaneous current at bus 2. At time = 0.3 sec during the fault current 
goes to a higher value as show in figure 2 and after removing the fault current flow through circuit as previous value. 
Fig 4 and fig 5 shows the RMS value of voltage and current at bus 2 during the fault in time 0.3 sec to 0.4 sec and pre-
fault and post-fault condition. Fig 6 shows the phase current in which fault is occurred as in simulation diagram fault 
is occurred in phase B. So this figure show current through phase B. Fig 7 show the RMS value of this phase current. 
Fig 8 shows the fault current during the fault which is flow through the fault section. 

6. Formulation of Fault Section Estimation Problem with Elitist NSGA 

 Based on operator experience a set of objective functions are formulated to predict the location of the fault. This set 
of objective functions will use the data collected, such as current measurements, recloser status and customer phone 
calls to create a list of potential fault locations.  

6.1 Objective functions: 
 
(1) Minimization of difference of measured and calculated fault current 

1
1 1

( )
N NF

M C
n l

f I I
 

                                                      ... (3) 

The first objective function compares the calculated fault currents with the measured fault current value. Note 
that the pre-fault load current must be added to fault currents calculated by the fault analysis routine. Locations 
where the calculated fault current is within a specified range of the measured current are listed as potential fault 
locations. It is assumed that the difference between the calculated and measured values were within 10%. 

(2) Minimization of distance between customer fault location and predicted fault location            

2
1 1 1

N NC NF

CC F
n m l

f L 
  

                                                   ... (4)  

The third objective function minimizes the distance between the location of customer phone call and existing 
fault to further reduce the list of potential fault locations. 

(3) Minimization of difference between sending end pre-fault voltage and Voltage during fault or fault location 
Voltage  

3
1 1

( )
N NF

sp fl
n l

f V V
 

                         ... (5)     

where, 
f1, f2, f3 : the defined fitness function, 
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N  : number of buses 
NF  : number of faults 
NC  : number of customer calls 
IM   : measured fault current 
IC   : predicted fault current 
LCC-F : distance between customer call location and predicted fault locations.  

s pV       : sending end pre fault voltage 

flV  : Voltage during fault or fault location Voltage  

       The minima of this function correspond to the most likely fault locations. The optimization method and the 
fitness function are described in detail in the following section. By decreasing the search area for the maintenance 
crew the time required to find the exact location of the fault can be largely reduced. 
Also if we start with only the critical components rather than all the components in the circuit we can get a much 
smaller number of potential fault locations. The critical components are defined as the ones that are the most likely to 
fail, based on the historical observations by the distribution utility.  
The component numbers in the distribution network are coded as binary strings. For example component number 50 
is [1 1 0 0 1 1].  
The GA accounts for noise and errors in measurements. As stated earlier, between the measured value and the 
calculated values of fault currents, a difference of 10% and 20% in other case have been assumed,  
Parameters selected for Elitist NSGA-II based algorithm are as follows:  

population size    : 30 
crossover probability   : 0.6 
mutation probability  : 0.001 
generations   : 20 
number of crossover points  : 1 

The mechanisms related to the initialization, selection of parents, crossover and mutation are standard GA steps 
covered in [15]. 
 
7. Brief Description of Elitist NSGA 
 

Elitist Non-dominated sorting genetic algorithm is essentially a modified form of conventional GA [11]. 
However, while conventional genetic algorithm converts the multi-objective multi-constraints optimization problem 
into single objective optimization problem with help of weighting factors, NSGA-II retains the multi-objective nature 
of the problem at hand. On the other hand, like conventional GA, NSGA-II also uses selection, crossover and 
mutation operator to create mating pool and offspring population. The detail philosophy and technique of Elitist 
NSGA is already described in great detail in [11] and hence is not repeated here. However, the step-by-step procedure 
of Elitist NSGA for one generation is described here for ready reference and completeness of the paper. The basic 
algorithm of Elitist NSGA is as follows. 
Step 1: Initially a random parent population Po of size N is created (i.e. N is the number of strings or solutions in Po). 

The length of each string is LS (i.e. LS is the number of bits in each string). 
Step 2: Create offspring population Qo of size N by applying usual GA operators (i.e. selection, crossover, mutation) 

on Po.  
Step 3: Assign Pt = Po and Qt = Qo, where Pt and Qt denote the parent and offspring population at any general‘t th’ 

generation respectively.  
Step 4: Create a combined population Rt = PtQt. Thus, the size of Rt is 2N.  
Step 5: Perform non-dominated sorting on Rt. Non-dominated sorting divides the population in different fronts. The 

solutions in Rt, which do not constrained-dominate each other but constrained-dominate all the other solutions 
of Rt, are kept in the first front or best front (called set F1). Among the solutions not in F = F1, the solutions 
which do not constrained-dominate each other but constrained-dominate all the other solutions, are kept in the 
second front (called set F2). Similarly, among the solutions not belonging to F = F1 F2, the solutions which do 
not constrained-dominate each other but constrained-dominate all the other solutions, are kept in the third front 
(called set F3). This process is repeated until there is no solution in Rt without having its own front. 
Subsequently, these generated fronts are assigned their corresponding ranks. Thus, F1 is assigned rank 1; F2 is 
assigned rank 2 and so on. 

Step 6: To create Pt+1, i.e. the parent population in the next or ‘(t+1) th’ generation, the following procedure is adopted. 
Initially, the solutions belonging to the set F1 are considered. If size of F1 is smaller than N, then all the 
solutions in F1 are included in Pt+1. The remaining solutions in Pt+1 are filled up from the rest of the non-
dominated fronts in order of their ranks. Thus, if after including all the solutions in F1, the size of Pt+1 (let it be 
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denoted by ‘n’) is less than N, the solutions belonging to F2 are included in Pt+1. If the size of Pt+1 is still less 
than N, the solutions belonging to F3 are included in Pt+1. This process is repeated till the total number of 
solutions (i.e. n) in Pt+1 is greater than N. To make the size of Pt+1 exactly equal to N, (n-N) solutions from the 
last included non-dominated front are discarded from Pt+1. To choose the solutions to be discarded, initially the 
solutions of the last included non-dominated front are sorted according to their crowding distances and 
subsequently, the solutions having least (n-N) crowding distances are discarded from Pt+1.  

Step 7: Create the offspring population Qt+1 by application of crowded tournament selection, crossover and mutation 
operator on Pt+1.  

Step 8: Test for convergence. If the algorithm has converged then stop and report the results. Else, t← (t+1), Pt←Pt+1, 
Qt←Qt+1 and go back to step 4.  

 
7.1 Algorithmic Steps for implementation of Elitist NSGA based Fault Section Estimation 
 
7.1.1 Steps for fitness function calculation: 
 
Step .1: Compare calculated fault currents with measured /recorded fault currents (from the substation, DFRs, etc.) 

Step .2: Recloser status (open/close) 
Step .3: Recloser V&I rms values (if available) 
Step .4: Customer (trouble) call input file (if available) 
Step .5: Time synchronized phase angles and waveforms as well as transient RMS current and voltage values (if 

available)  

7.1.2 Steps for implementation of Elitist NSGA to find the accurate location of fault and its distance 
from substation: 

Step 1: The information available to the algorithm are, i) system data, ii) pre fault current and sending end voltages 
and iii) post fault configuration.  

Step 2: Generate initial population, Po randomly and code the component numbers as binary strings, for example 
component number 50 is [1 1 0 0 1 1].  

Step 3: Check the radiality of the solutions in Po and modify them, if necessary. 

Step 4: Evaluate the strings in Po and assign Pt = Po. 

Step 5: Generate the offspring population Qo as described in [11]  

Step 6: Evaluate the strings in Qo as described in [11] and assign Qt = Qo. 

Step 7: Follow steps 4-7 of Elitist NSGA-II as described in [6] to obtain Pt+1 and Qt+1.  

Step 8: In all the solutions of Qt+1, the faulted zone is isolated and the root switch is always made ‘closed’  

Step 9: Check the radiality of the solutions in Qt+1 and modify them, if necessary 

Step 10: Check for convergence as conventional NSGA, if the algorithm has converged, find the final solution. 
Otherwise go to step 11. 

 Step 11: Evaluate the strings in Qt+1 as described in [11]. 

Step 12: Update Pt←Pt+1, Qt←Qt+1 and go back to step 7.  

 

8. Implementation of Elitist NSGA Based Fault Section Estimation 

To solve the Fault Section Estimation problem, Elitist NSGA is applied on test distribution systems and results 
have been compared with Binary PSO and conventional GA based approaches. The proposed approach is tested on 4 
test radial distribution systems as described in Table.1.The data of IEEE 13-bus test system has been used from [16]. 

Table.1. A brief summary of the test systems 

S. No.           Description      No. of         No. of Switches         System nominal                     Total System Load 
                                            Buses                                               voltage(kV)                     KW                  KVAR 

1 System-1 13 10 11 2652 866 
2 System-2 10 14 13.8 5600 4080 
3 
4 

System-3 
System-4 

33 
173 

37 
75 

12.66 
33 

3715 2300 
169476 16421 
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Fig 9: Component number assignment in test distribution system-1. 

As shown in fig.9., every section or part of the distribution system under test have been assigned a component number 
and distance of the components is measured in meters from substation and transmission lines have been further 
divided into subcomponents at a distance of 2-3 meters. This is done to locate the accurate distance of fault location 
from substation. 

7. Results 

It is assumed that the fault has occurred between bus 4 and bus 8 and this location falls in zone 4. One of the 
reclosers, corresponding to the area in which the fault lies, is locked open. The distance of component C12, where the 
fault has occurred, is 480-604 meters. 

As given in Table.2 and 3, in the first case, all 50 circuit components have been selected to start with. In the second 
case, only 20 critical components have been selected, in both the cases, the actual fault location was captured in this 
list of potential fault locations. Due to limitation of space, the results of this algorithm tested on System-I are only 
illustrated.  
The step by step results of this algorithm, assuming that the differences between the calculated and measured currents 
are within 10% are presented in Table 2. 
Additionally, 20% difference between the calculated and measured fault current values has been used. As seen from 
the results shown in Table.3, even with a large error the software tool is able to capture the exact potential fault 
location. It is clearly seen in the results that component C12 is faulty and the exact location of the fault is at a distance 
of 517 meters. It is also observed from Table.2 and Table.3 that the run time of the algorithm is lesser in the proposed 
method compared to Binary PSO [12] and Refined GA [10]. To develop the algorithm for optimization technique Elitist 
NSGA and Integer PSO, MATLAB 7.11 has been used. 

Table. 2. Potential Fault Location Using Elitist NSGA (10%Difference in currents) 

Technique Number of 
System 

Number of 
Components 

Potential 
fault 

Distance from Fault 
location to 

Run Time of 
Algorithm(sec) 

Elitist 
NSGA[Proposed] 

50 50 C12 510 11.26 

50 20 C12 517 11.04 

Binary PSO[11] 50 50 C12 510 19.68 

50 20 C12 518 19.26 

Refined GA[14] 50 50 C12 512 23.81 

50 20 C12 521 22.46 
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Table.3. Potential Fault Location Using Elitist NSGA (20% Difference in currents) 

Technique Number of 
System 

Components 

Number of 
Components 

Selected 

Potential 
fault 

location 

Distance from Fault 
location to 

substation(Meters) 

Run Time of 
Algorithm(sec) 

      

Elitist 
NSGA[Proposed] 

50 50 C12 509 11.29 

50 20 C12 516 11.14 

Binary PSO[11] 50 50 C12 508 19.78 

50 20 C12 521 19.39 

Refined GA[14] 50 50 C12 515 24.13 

50 20 C12 527 22.67 

                                                                      

8. Conclusion  

In this paper, Elitist NSGA based fault section estimation algorithm has been presented .Test results demonstrate 
the accurate and robust fault location technique. The software tool developed should enable utility personnel to locate 
faults faster and thus reduce restoration time. It will aid in improved fault diagnosis for operation and planning. The 
proposed Elitist NSGA for FSE problem is tuned to increase the computational efficiency, ensuring robustness, 
accuracy and reduction of the algorithm’s processing time. It is seen that for all the cases, the Elitist NSGA based 
approach is able to pinpoint the fault location quite faster and accurately irrespective of the fault type as compared to 
conventional techniques.  Results show the potentiality and efficiency of the methodology for estimating fault section 
in Radial Distribution Systems. Fast and accurate fault section estimation will assist the maintenance crew for 
enhancing the restoration process. 

In the future, use of other stochastic optimization methods will be used to find the optimal solution. Use of other 
intelligent methods such as fuzzy logic, neural networks, hybrid algorithms and latest swarm intelligence techniques 
will be investigated. 
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Abstract: 

 

Steel is the most important material and it has several applications, and positions second to cement in its 

consumption in the world. The mechanical properties of steels are very important and vary significantly due to heat 

treatment, mechanical treatment, processing and alloying elements. The relationships between these parameters are 

complex, and nonlinear in nature. An artificial neural networks (ANN) model has been used for the prediction of 

mechanical properties of low alloy steels. The input parameters of the model consist of alloy composition (Al, Al 

soluble, C, Cr, Cu, Mn, Mo, Nb, Ni, P, S, Si, Ti, V and Nitrogen in ppm) and process parameters (coil target 

temperature, finish rolling temperature) and the outputs are ultimate tensile strength, yield strength, and percentage 

elongation. The model can be used to calculate properties of low alloy steels as a function of alloy composition and 

process parameters at new instances. The influence of inputs on properties of steels is simulated using the model. 

The results are in agreement with existing experimental knowledge. The developed model can be used as a guide for 

further alloy development.  

 

Keywords: Artificial Neural Networks, Low carbon steels, Mechanical properties, Process parameters. 

 

1 Introduction 

Microstructure of steels determines the properties of steels and the microstructural features depend on 

alloying elements, process parameters, and heat treatment variables. As the relationships between these are nonlinear 

and complex in nature, it is difficult to develop them in the form of conventional mathematical equations [1-3]. 

Linear regression techniques are not suitable for accurate modelling of steels data with noise which is typically the 

case. Regression analysis to model non-linear data necessitates the use of an equation to attempt to transform the 

data into a linear form. This represents an approximation that inevitably introduces a significant degree of error. 

Similarly, it is not easy to use statistical methods to relate multiple inputs to multiple outputs. The method using 

Artificial Neural Networks (ANN), on the other hand, has been identified as a suitable way for overcoming these 

difficulties [4-7]. ANN is mathematical models and algorithms that imitate certain aspects of the information-
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processing and knowledge-gathering methods of the human nervous system. Although several network architectures 

and training algorithms are available, the feed-forward neural network with the back-propagation (BP) learning 

algorithm is more commonly used. Therefore, within the last decade, the application of neural networks in the 

materials science research has steadily increased. A number of reviews carried out recently have identified the 

application of neural networks to a diverse range of materials science applications[4]. The objectives of the present 

work are to investigate its suitability for modeling complex hot rolled steel system, to predict properties for unseen 

data, and to examine the effect of individual input variables on the output parameters while keeping other variables 

constant. 

 

 Several ANN architectures and training algorithms are available; the feed-forward neural network (FFNN) 

with the back-propagation (BP) learning algorithm is more commonly used. The conceptual basis of back-

propagation was first presented in 1974 by Paul Werbos  then independently reinvented by David Parker in 1982, 

and presented to a wide readership in 1986 by Rumelhart and McClelland [8-12]. Back propagation is a tremendous 

step forward compared to its predecessor, the perceptron. The power of back-propagation lies in its ability to train 

hidden layers and their bye escape the restricted capabilities of single layer networks. When two or more layers of 

weights are adjusted, the network has hidden layers of processing units. Each hidden layer acts as a layer of “feature 

detectors”-units that responds to specific features in the input pattern. These feature detectors organize as learning 

takes place, and are developed in such a way that they accomplish the specific learning task presented to the 

network[10]. Thus, a fundamental step toward solving pattern recognition problems has been taken with back-

propagation. At present, the most common type of ANN used in materials science is FFNN with back propagation 

learning algorithm. 

 

2 Experimental data details: 

Finish rolling temperature and coil target temperature apart from chemical composition play an important 

role in the mechanical properties hot rolled steel strip. The hot rolled steel strip data of three days has been collected 

from an industry and modelled to study the effect of the said temperatures on mechanical properties. The data 

consists of chemical composition (Al, Al soluble, C, Cr, Cu, Mn, Mo, Nb, Ni, P, S, Si, Ti, V and Nitrogen in ppm, 

i.e. 15 inputs), finish rolling temperature (FRT), coil target temperature (CTT), and respective mechanical properties, 

namely, YS, UTS and EL. The range of the hot rolled steel strip data used for the present study is shown in the 

Table 1. Total 435 data sets with 17 input parameters were available and 335 sets were used for training. The best 

results were achieved at a learning rate of 0.7 and momentum rate of 0.6 with 2 hidden layers consisting of 34 

hidden neurons in each layer. The predicted results of optimum trained NN model are within 4% of experimental 

values in most of the cases. 
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Table 1 The range of the Hot rolled steel strip data  

 

Comp. Al ALS C Cr Cu Mn Mo N Nb Ni 

Min. 0.021 0.02 0.02 0.014 0.005 0.17 0.001 26 0 0.008 

Max. 0.065 0.063 0.06 0.039 0.012 0.38 0.003 58 0.004 0.0179 

 

Comp. P S Si Ti V FRT CTT 

Mechanical Properties 

LYS UTS EL 

Min. 0.007 0.003 0.004 0 0.001 850.23 570 242 317 34 

Max. 0.024 0.02 0.028 0.003 0.002 901.14 650 338 397 46 

 

 

 

3 Model development and Graphical user interface design  

 A graphical model plays a crucial role in easy understanding and analysis of any complex systems. The 

present model development involves in two phases, training phase and representation of results phase. Object 

oriented programming language Java has been used to develop the training and representation of results phases. 

Training phase consists of collection of the training data, normalizing the data, selection of inputs and outputs, 

selection of neural networks parameters. In the training phase each of the systems are trained with various 

configurations and an optimum configuration is chosen which, satisfies the permissible error and minimal usage of 

the system resources. The final configuration is saved to files. Thus generated data is passed on to the representation 

phase for the further processing. The training phase takes a considerable amount of time for each process and often 

requires a trial and error mode of selection of hidden layers and the number of hidden neurons and the choice of 

learning rate, momentum rate and permissible error level is dependent on the complexity as well as the precision 

requirements of the system. The training phase is coded in such a manner, that the application module can be used in 

various technical applications and hence requires no knowledge of metallurgy to understand the software source. 

 Considering the time constraints and the added uncertainty in the choice of the configuration, the content 

generation phase is separated from the content representation. In addition, the representation phase includes the 

analysis of the system, which forces extensive knowledge in metallurgy; henceforth the layered structure of the 

isolation of the content generation and the representation is an objectified approach satisfies the principles of 

software development.  

 The required models are trained during the training phase and the network description files, the weight file 

along with the other required files are placed in a proper location accessible by the model. The representation phase 

is where model is tested for its precision, sensitivity of various inputs and outputs are determined and some inputs 

are plotted against the outputs and to determine outputs for the custom inputs. The model is represented as an 

application where each of the plots or the features is presented in separate tabs. Whenever the basic model is 
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changed the new serialized model, which has the trained weights, is read as the current model and this will update 

all the plots in the tabs in turn. For the Sensitivity analysis of the input/output parameters of the lower end is send to 

the model to retrieve the outputs and again the inputs/output parameters of the upper end is passed onto the model to 

retrieve the upper limits of the outputs. From these the slope is determined and plotted in the form of blocks.   

 Various systems are currently under study, while these can be categorized, there are primarily two types of 

categories, and one is based on the type of metal being studied and other by the type of the process being used to 

study the system. Hence the representation is done in an application frame, which constitutes a menu bar, tool bar, 

status bar in addition to the actual plots for switching between various models and to have inline status help.  The 

use of technical terms is discouraged to make the model understandable even for non-metallurgists who are not 

experts in process concepts or the domain knowledge. On the base of the designed FFNN model, various graphical 

user interfaces were created for a better and easy understanding of the system.  

 

4   Results and Discussions 

4.1 FFNN model Predictions with Test data 

 

 

 Fig. 1. FFNN model prediction for test data of Hot rolled steel strip  

Total data sets available for FFNN Model training are 435. First 335 data sets have been used for training and 

remaining 100 data sets, which are randomly chosen from the total data sets, is used for testing. As it is difficult to 

represent the complete predictions, the predictions of randomly selected fifteen test data sets are shown in Fig.1. The 

comparison between actual and predicted properties for the 15 testing data sets of hot rolled steel strips is shown in 
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Fig. 1. It was observed that most of the outputs predicted by the model are within 5% of the error band (indicated in 

(b), (d) & (f)). For the testing data never seen by the model, the FFNN Model gives a reasonably accurate prediction. 

The mean percentage error in the case of YS, EL and hardness are 4.44, 3.54 and 4.84 respectively. In most of the 

cases the deviations are less than 5%. 

 

4.2  Hypothetical Alloys for FRT and CTT 

 Sensitivity analysis studies the effects of parameter variations on the behavior of complex systems. The 

concept of sensitivity analysis can be extended to all essential parameters of continuous, discrete, or continuous-

discrete systems. The sensitivity analysis of the trained FFNN models evolved and its application is explained in the 

earlier [1-3, 13-15]. The effect of chemical composition and two process parameters namely coil target temperature, 

finish rolling temperature individually and together on mechanical properties has been presented in the case of low 

carbon hot rolled steel strip.  In the steels studied so far the chemical composition and heat treatment variable on 

properties are considered [1-3, 16-18]. However, the mechanical properties also depend on the process parameters 

like coil target temperature, finish rolling temperature and the forces applied during rolling of the hot rolled steel 

strip. In the present section, the effect of coil target temperature and finish rolling temperature variations on 

mechanical properties of hot roll steel strip are studied. Fig. 2 shows the variations of coil target temperature and 

finish rolling temperature simultaneously and their effect on mechanical properties. The figure indicates that the 

influence of finish roll temperature on the mechanical properties is more complex than that with coil target 

temperature. This is expected as the finish roll temperature (ranging between 850-910oC) influences a number of 

parameters such as volume fraction of proeutectoid ferrite, grain size of ferrite and the texture developed during 

rolling, precipitation of various carbides, etc. While the coil target temperature being in the range of 570-650oC, is 

much below the eutectoid temperature and hence only brings in smaller variation in microstructure and hence 

smaller variation in the properties. The effect of combined variation of finish rolling temperature and coil target 

temperature on mechanical properties is presented in Fig. 3. Table 2 shows the two temperatures for one data set and 

the respective properties and the model predicted properties with different input variations. The model predictions of 

test data are well within 5%.  

 

 Increase in coil target temperature increases strength around 605oC and then the grain size increases with 

further increase in temperature and the corresponding strength decreases and the respective rise in ductility. The 

grain growth restriction will takes place at higher coil target temperature and there-by-there is no change in the 

strength and ductility. The model predicted this phenomenon very well.  As finish rolling temperature increases 

initially strength increases owing to plastic deformation and very little amount of precipitation. At the same time 

elongation falls drastically. This happens for increase in precipitate later with increase in temperature grain growth 

will takes place, which increases ductility and decreases strength. And at 890oC, strength decreases at lower value 

for larger grain size. Then ductility falls due to the starting of precipitation again. Thereafter precipitation and grain 

growth takes place simultaneously increase at a same time which results increase in strength and ductility. Table 2 

shows the model predictions are well in agreement with the actual values.  
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 Fig 2 Effect of the variation of Finish Rolling Temperature and coil target temperature on Mechanical properties 

 

Table 2 Comparison of actual and predicted properties of hot rolled steel strip with respective hypothetical alloys 

 

System LYS UTS EL 

Actual 302 356 42 

HA based on Finish Rolling  

Temperature (867.95oC) 313 365 41.8 

HA based on Coil Target  

Temperature (570oC) 303 358 42.5 
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Fig 3 Combined effect of the variation of coil target temperature (a) and finish rolling temperature (b) on 

Mechanical properties 

 

5   CONCLUSIONS 

 

Neural networks model for prediction and analysis of the hot rolled steel strip data has been developed. The 

results demonstrated that the model can be used to examine the effects of individual inputs (Coil target 

temperature and finish rolling temperature) on the output parameters (mechanical properties), which is incredibly 

difficult to do experimentally.  The present model will be helpful in reducing the experiments required for new 

alloys with desired properties. The user-friendly screens of the present model can make even a layman use it 

conveniently without the knowledge of any programming. 
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Abstract.  The Lennard-Jones (L-J) Potential Problem is a challenging global op-
timization problem, due to the presence of a large number of local optima that in-
creases exponentially with problem size. The problem is ‘NP-hard’, i.e., it is not 
possible to design an algorithm which can solve it on a time scale growing linearly 
with the problem size. For this challenging complexity, a lot of research has been 
done, to design algorithms to solve it. In this paper, an attempt is made to solve it 
by incorporating a recently designed multi-orbit (MO) dynamic neighborhood to-
pology in Particle Swarm Optimization (PSO) which is one of the most popular 
natural computing paradigms. The MO topology is inspired from the cohesive in-
terconnection network of molecules in a drop of liquid. In this topology, the 
swarm has heterogeneous connectivity with some subsets of the swarm strongly 
connected while with the others relatively isolated. This heterogeneity of connec-
tions balances the exploration-exploitation trade-off in the swarm. Further, it uses 
dynamic neighborhoods, in order to avoid entrapment in local optima. Simulations 
are performed with this new PSO on 14 instances of the L-J Problem, and the re-
sults are compared with those obtained by commonly used ring topology in con-
junction with two adaptive inertia weight variants of PSO, namely Globally adap-
tive inertia weight and Locally adaptive inertia weight PSO. The results indicate 
that the L-J problem can be solved more efficiently, by the use of MO topology 
than the ring topology, with PSO. 

Keywords: Particle swarm optimization, neighborhood topologies, liquid-drop-
like topology, multi-orbit topology. 

1   Introduction 

Determining the most stable configuration of atomic clusters is one of the most 
studied problems of cluster dynamics. The minimization of potential energy of 
clusters plays an important role in it, as the minimum energy usually corresponds 
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to maximum stability for atomic clusters (Doye 1996). Among the most common-
ly used potential energy functions, the simplest one is the Lennard-Jones potential. 
With it, the mathematical model of cluster structure determination problem comes 
out to be a highly complex non-linear global optimization problem. Its complexity 
increases with the increase in number of atoms as the number of local minima in-
creases with an increase in the size of the problem (Hoare 1979). Various ap-
proaches have been successfully applied to solve this problem. The earliest effi-
cient and successful approaches to Lennard-Jones (L-J) cluster optimization were 
demonstrated in (Northby 1987) and later in (Xue 1994).  Thereafter, many heuris-
tic approaches such as Particle Swarm Optimization (PSO) (Hodgson, 2002), dif-
ferential evolution (Moloi and Ali 2005), genetic algorithms (Hartke 2006) etc 
have also been used due to their well established reputation for efficiently han-
dling complex optimization problems. Also, hybridization of GA with Monte Car-
lo approach (Dugan and Erkoc 2009) is being used for geometry optimization of 
atomic clusters. Evolutionary algorithms (Marques and Pereira 2010, Guocheng 
2011, Deep et al. 2011) have also been used for finding the global minima of 
atomic clusters.   

This paper attempts to solve the L-J Problem using one of the most popular 
global optimization techniques, namely, PSO by incorporating a newly designed 
multi-orbit dynamic neighborhood topology in it. This topology is inspired from 
the network structure of cohesive interconnections of molecules in a drop of liq-
uid. The MO topology with two inertia weight variants of PSO, namely, Globally 
Adaptive Inertia weight (GAIW) and Locally Adaptive Inertia weight (LAIW) 
PSO (Deep et al. 2011), is used to solve 14 instances of L-J Problem. The results 
have been compared with those obtained by ring topology with GAIW and LAIW 
PSOs. As a result there are 4 algorithms in all, namely, GAIW PSO with MO to-
pology (GMO), GAIW PSO with ring topology (GR), LAIW PSO with MO to-
pology (LMO), and LAIW PSO with ring topology (LR), which are used for simu-
lations.  

 
Rest of the paper is organized as follows: Section 2 gives mathematical de-

scription of L-J Problem. Section 3 describes PSO variants used. Experimental re-
sults and discussions are presented in section 4 and the paper is concluded in sec-
tion 5. 

2   Lennard-Jones Problem 

The L-J potential is an important part of most empirical energy models.  A system 
containing more than one atom, whose Vander Waals interaction can be described 
by L-J potential, where the Vander Waals potential characterizes the contribution 
of the non-bonded pair wise interactions among atoms, is called an L-J cluster. 
The L-J potential function for a single pair of neutral atoms is a unimodal func-
tion. The minimum of this function can be found, but in a more complex system, 
many atoms interact with one another. Hence the potential energy for each pair of 

230 K. Deep and Madhuri



atoms in a cluster has to be summed up. This gives rise to a complicated landscape 
with numerous local minima. The potential energy surface for an atomic cluster 
consisting of 8 atoms is shown in Fig. 1.  

In its simplest form the potential energy of an L-J cluster is defined by the sum 
of pair-wise interactions (i.e., L-J potential) among its atoms. For an n atoms clus-
ter, this potential energy, V, is given by the following equation:  

  (1)2
1

1 1

612


 

 
N

i

N

ij
ijij rrV  

where rij is the Euclidean distance between atom i and atom j. The L-J Problem 
for an N atoms cluster, consists of determining the 3-D positions t1, t2 , … tN of 
atoms that will minimize its potential energy function V given by equation (1). 
Since each atom’s position has three real numbers x, y and z, representing its Car-
tesian coordinates, associated with it, so the number of variables, to be deter-
mined, is three times the number of atoms. The problem turns out to be an uncon-
strained nonlinear, continuous global optimization problem, whose objective 
function is non-convex and highly nonlinear in nature.   The number of local mi-
nima increases exponentially with the size of cluster. The problem has been stated 
as a real life benchmark for testing the performance of evolutionary computation 
algorithms by Das and Suganthan (2010).   

 

 
Fig. 1. The landscape of the L-J potential energy surface for a cluster of 8 atoms 

3   Particle Swarm Optimization (PSO) 

Particle Swarm Optimization (PSO) is a swarm intelligence paradigm (Kenne-
dy and Eberhart 1995), which is found to be increasingly popular due to its ease of 
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implementation, simple mathematical operations, quick convergence and a small 
number of parameters to fine-tune. It mimics the social intelligence of birds in 
flocks and fish in schools. The search for global optimum is performed by a 
swarm of individuals, called particles. 

3.1   Basic PSO  

 
In PSO a swarm of n particles, each of which is represented by a d-dimensional 

vector  )(),...(),()( 211 txtxtxtX idiii   in search space and also, each has a d-

dimensional velocity vector  )(),...(),()( 211 tvtvtvtV idiii  ,
 (i=1,2,…n) is randomly gen-

erated initially. Then, it searches for the optimum in the search space, and while 
searching, each particle keeps track of the best position it has visited so far, called 
the particle’s personal best position (pbest), and also of the best position visited so 
far by any particle in its neighborhood, called the local best position (lbest). At 
each iteration, the swarm moves in a way that it is accelerated towards the pbest 
and the lbest. In the inertia weight version each particle updates its position and 
velocity using the following two equations: 

))()()(())()()(()()1( 2211 txtptrctxtptrctvtv idlididididid      (2)
)1()()1(  tvtxtx ididid                                                          (3)

 

This process is then iterated until a predefined stopping criterion is satisfied. 
Here  )(),...(),()( 21 tptptptP idiibesti   is ith particle’s pbest position,  

 )(),...(),()( 21 tptptptP lidlililbesti   is the ith (i=1,2,…n) particle’s lbest position at iteration t 

(t=1,2,…, tmax). The first term of equation (2) provides inertia to the swarm and 
hence called the inertia component. It serves as the memory of previous flight di-
rection. The second term determines the effect of the personal experience of the 
particle on its search, so it is called the cognition component. And, the third term 
called the social component represents the cooperation among particles. Accelera-
tion constants c1 and c2 are used to weigh the contribution of cognition and coop-
eration terms and are usually fixed. Further, r1 and r2 are random numbers drawn 
from a uniform distribution in the range [0,1], and provide stochastic nature to the 
algorithm. 

The inertia weight w, in the PSO variants GAIW and LAIW (Deep et al. 2011), 
used here, is defined by  
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Where f (t) is global (personal) best fitness of the swarm (particle) at iteration t in 
the GAIW (LAIW) PSO, wstart is the initial value of the inertia weight, and wend is 
its value at iteration tmax, and t is the current iteration of the algorithm while tmax is 
the maximum number of iterations, fixed a priori by the user. 

In order to keep the particles within the search space their velocities are 
clamped as follows: 

max max

max max

id d id d

id d id d

v V if v V

v V if v V

    
    

Where Vdmax is the maximum allowed velocity in dimension d.  

3.2   The liquid-drop-like Topology 

The sharing of social information is crucial to the search in PSO, and it is deter-
mined by the swarm topology, which assigns to each particle, a subset of the 
swarm (called its neighborhood) which consists of the particles that will have di-
rect communication with it. Swarm topology greatly affects the search perfor-
mance of PSO (Kennedy 1999). Though a large number of topologies have been 
proposed and investigated in literature, the most traditional topologies, namely, 
gbest (star) and the ring topology are the most widely used ones. The two most 
important characteristics of swarm topologies are the degree of connectivity of 
particles (Watts 1998), and the dynamism of neighborhoods.  

In gbest topology each particle has the entire swarm as its neighborhood i.e., it 
is fully connected, and due to this connectivity the flow of information is very fast 
which causes the swarm to converge quickly. But it may sometimes lead to prema-
ture convergence. On the other hand, in the ring topology, each particle is con-
nected to two particles which are immediately next to it - one on either side - when 
all the particles in the swarm are arranged in a ring (Fig. 2(a)). Due to this low 
connectivity, the information processing is slow in ring topology. It helps in main-
taining the diversity of swarm for longer and gives it the ability to flow around lo-
cal optima (Kennedy and Eberhart 2001). But it suffers from the disadvantage of 
very slow convergence.  

The dynamism of neighborhoods plays a key role in avoiding entrapment in 
local optima and makes the search more effective resulting in reduced computa-
tional cost. 

It may be inferred that by developing a dynamic neighborhood topology that 
provides a heterogeneous network of particles with some parts of the swarm 
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tightly connected while the others relatively isolated, may combine the advantages 
of both the gbest and the ring topologies. In nature, a network with these desired 
characteristics, is formed by cohesive interconnections among molecules in a liq-
uid-drop. It is found that in a liquid-drop the molecules on the surface feel cohe-
sive force only inwards the drop, while the molecules inside the drop are attracted 
by others from all directions, in this way giving rise to a heterogeneous cohesive 
network (Fig. 2 (b)). Inspired from this structure, a multi-orbit (MO) topology 
with dynamic neighborhoods has been proposed (Deep and Madhuri 2012). This 
topology is conceptualized as a set of virtual concentric spherical orbits with 2r 

particles in the rth orbit (r=0,1,2,...nr-1), having a total of )()1(2 nrn  particles in 

the entire swarm, where nr is the total number of orbits (Fig. 2(c)). The neighbor-
hoods of the particles are defined as follows: 

(1) For the inner most orbit r=0, there is only one particle ( 120  ) and its 
neighborhood consists of particles 0,1,2. 

(2) For the orbits r=1,2,… nr-2, the neighborhood of each particle i consists 
of 6 particles, namely,  the particle itself, two particles adjacent to it- one 
on either side in its own orbit, one particle in the consecutive inner orbit 
and two particles in the consecutive outer orbit. 

(3) For the outer most orbit r=nr-1, the neighborhood of each particle i con-
sist of 4 particles namely the particle itself, two particles adjacent to it- 
one on either side in its own orbit, one particle in the consecutive inner 
orbit. 
 

 
 
      
          (a)          
   
 
 
 
 
                 (c)      
         
    
 
                                               
                                                                
           (b) 
                             
    
 
 

Fig. 2. (a) Ring topology, (b) Cohesive interconnection network in a drop of liquid, (c) 
Multi-orbit structure with 5 orbits 

                                         A single particle  
          constituting the

    inner most     
            orbit 

                                          A single particle  
          constituting the

    inner most     
            orbit 
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Clearly, the particles in the outermost orbit have no connections outwards and 

so have low degree of connectivity, whereas the particles in the inner orbits have 
connections inwards, as well as outwards and so are tightly connected, hence giv-
ing rise to heterogeneous interconnections among particles in the swarm. Initially 
the neighborhoods are assigned to all the particles as described above and the dy-
namism is then introduced viz. if at any iteration, the neighborhood best fitness for 
the ith particle does not improve, its neighborhood is replaced by the neighborhood 
of the particle with index ni )%1(  . 

The effect of a topology on the performance of PSO is problem dependent 
(Kennedy 1999) i.e., some topology may perform better than the other for the 
problem at hand. So, the performance of PSO with MO and ring topologies is 
compared for L-J Problem. 

4   Simulations  

For comparing the performance of MO topology and ring topology, in PSO, simu-
lations have been performed with 14 instances of L-J Problem for clusters contain-
ing 3 to 20 atoms, using GAIW and LAIW PSOs. So, there are 4 algorithms in all. 
The known global minima and search space for this problem is available in the 
Cambridge Cluster Database (http://www.wales.ch.cam.ac.uk/CCD.html). 

4.1   PSO Parameters used 

c1= c2=2, M=25 (Deep et al. 2011) are used here. The algorithm is terminated if 
any one of the following three criteria is satisfied: (i) Maximum number of itera-
tions (tmax=20000), (ii) The absolute difference between the known minimum fit-
ness (fmin) and the global best fitness obtained by the algorithm, becomes smaller 
than the maximum admissible error (0.000001), and (iii) There is no significant 
improvement in the global best fitness value for a prefixed number (600 here) of 
iterations. As the swarm size for MO is to be taken so as to comply with

12  rnn ; 31 particles have been used for problems upto 7 atoms (21 variables) 
and 63 particles for all others. For each problem instance, the same swarm size is 
taken for all the four algorithms.   

4.2 Computational Results and Discussions 

This section presents the results of 100 runs for each problem-algorithm pair and 
compares them on the basis of the following performance evaluation criteria: 
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(1) Proportion of runs that reached the tolerance limit of the known global optima 
i.e., Success Rate (SR). 
(2) Best function value obtained after maximum number of iterations. It is particu-
larly important for those problem instances for which tolerance limit of the known 
global minima could not be attained, even in the maximum number of iterations in 
any of the 100 runs. 
(3) Average number of Function evaluations (AFE) for successful runs. 
(4) Average error (AE) i.e., the absolute difference between obtained and known 
optimum, and Standard Deviation (SD) of function value, of successful runs. 

1Table 1.  Minimum potential energy obtained  
 

N GMO GR LMO LR 

3 -3 -3 -3 -3 

4 -6 -6 -6 -5.9951 

5 -9.10385 -9.10385 -9.10385 -9.01114 

6 -12.7121 -12.7121 -12.7121 -12.003 

7 -16.5054 -16.5054 -16.5054 -13.8759 

8 -19.8215 -19.8215 -19.8215 -16.0366 

9 -24.1134 -24.1134 -24.1134 -14.1853 

10 -27.5452 -27.6645 -27.5547 -15.6188 

11 -32.6843 -31.7794 -30.7267 -20.5428 

12 -35.8374 -35.091 -33.6998 -21.7622 

13 -38.4703 -38.7069 -38.5118 -23.1675 

14 -43.0016 -44.389 -41.5151 -23.3953 

15 -45.2224 -44.4407 -43.5066 -22.8961 

20 -60.6132 -61.7846 -56.0512 -30.8103 

 
Table 2.  Success rate (%) 

 
N GMO GR LMO LR 

3 100 100 100 100 

4 93 96 84 7 

5 90 82 84 0 

6 12 7 10 0 

7 5 9 9 0 

8 20 15 8 0 

9 8 4 3 0 

                                                            
1  GMO- GAIW PSO with MO topology,  GR- GAIW PSO with ring topology 
 LMO- LAIW PSO with MO topology,  LR- LAIW PSO with ring topology 
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The values for all these performance measures have been recorded and ana-

lyzed statistically. For this purpose, paired t-test has been applied to the minimum 
potential energy obtained (Table 1), and box-plots have been drawn for all other 
performance measures (Fig. 3,4,5,6). When two tailed t-test is applied, for GAIW, 
the p-value (=0.8439) at 5% level of significance shows that there is no significant 
difference between the minimum energy values obtained by ring and MO topolo-
gies, whereas that for LAIW gives a p-value of 0.0011, which is highly significant 
at 1% level of significance and consequently shows (in view of Table 1) that MO 
topology gives significantly better minima than the ring topology with LAIW. Ta-
ble 2 shows the success rate of all the 4 algorithms for 3 to 9 atom clusters, 
beyond which none of the simulations could produce a solution within the admiss-
ible range of known minimum. 

 

     

 

Fig. 3. Box-plot showing comparison of all 4 PSOs with respect to Success Rate 
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Fig. 4. Box-plot showing comparison of all 4 PSOs with respect to Average Function 
Evaluations 

       
Fig. 5. Box-plot showing comparison of all 4 PSOs with respect to average Error 
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Fig. 6. Box-plot showing comparison of all 4 PSOs with respect to Standard deviation. 

Box-plots have been drawn for each algorithm, taking all the problem instances 
at a time. In Fig. 3, 4, 5 and 6, the area of boxes for MO topology is significantly 
smaller than that for corresponding ring topology, for all performance measures 
except SR. It clearly shows that MO topology performs better than ring topology 
in terms of accuracy (measured by AE and SD) and computational cost (measured 
by AFE). LAIW PSO with ring topology could not solve the L-J problem for more 
than 4 atoms, whereas the use of MO topology made it to solve problems upto 9 
atoms. It is a big gain. 

To study the combined effect of SR, AFE and AE on all the four algorithms 
simultaneously, Performance Index (PI) analysis as given by Bharti (1994) and 
used by (Bansal and Deep, 2012), has been applied. This index gives prescribed 
weighted importance to SR, AFE and AE. For each of the algorithms, the value of 
PI is computed as follows: 
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Sri  is the number of successful runs of ith problem. 
Tri  is the total number of runs of ith problem. 
Mei is the minimum of the average error produced by an algorithm in obtaining 

the solution of ith problem. 
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Aei is the average error produced by all algorithms in obtaining the solution of 
ith problem. 

Mfi is the minimum of average number of functional evaluations used by all the 
algorithms in obtaining the solution of ith problem. 

Afi is the average number of functional evaluations used by an algorithm in ob-
taining the solution of ith problem. 

Np is the total number of problems considered. 

Further,  , k, kk 321 such that 1321  k kk  and 1,,0 321  kkk , are the 

weights assigned by the user to the percentage of success, average number of 
function evaluations, and average error respectively. By assigning equal values to 
two of these terms ( 321 , kandkk ) at a time, PI can be made a function of one vari-

able only. This leads to the following cases: 
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PI in all these cases have been plotted for all the four algorithms (Fig. 7, 8, 9).  
 

 
Fig. 7. Performance index plots when variable weight k1 is assigned to SR 
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Fig. 8. Performance index plots when variable weight k2 is assigned to AFE 

 
 

Fig. 9. Performance index plots when variable weight k3 is assigned to AE. 
 

It may be observed from these plots that for both GAIW and LAIW PSOs, MO 
topology gives higher PI than ring topology. So, the better performance of MO 
over ring topology is confirmed by PI analysis also. 
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5   Conclusions  

In this paper a recently designed multi-orbit (MO) topology in PSO is used to 
solve the challenging global optimization problem of L-J potential minimization 
for 3 to 20 atoms clusters, and the respective results are compared with those ob-
tained by using the generic ring topology in conjunction with two inertia weight 
variants of PSO. The MO topology successfully reproduced the known global mi-
nima for clusters upto 9 atoms. Also, for the other problem instances, it produced 
the minimum values comparable with those obtained by ring topology, in much 
smaller computational cost than the ring topology, with both the variants of PSO, 
considered here. Not only this, the most important thing to be noted is that, with 
LAIW PSO, it gives much higher success rate than the ring topology. Also, the 
analysis of AE, SD and AFE, confirms that MO topology requires much less com-
putational effort than the ring topology, for producing solutions of similar or 
somewhat higher accuracy. It may be concluded that the MO topology performs 
better than the ring topology (which is the most widely used one) with PSO, in 
terms of accuracy and computational effort, as far as L-J problem is concerned, 
hence showing its suitability for solving L-J problem.  

In future, our effort would be to improve the performance of MO topology, so 
that other instances of L-J problem for bigger clusters may be solved with it. 
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Abstract. SRAM cells are known for their high speed operation and low power 
consumption, and have got considerable attention in research works. Different cell 
topologies have been developed and proposed to improve various important para-
meters of the cell to make them favorable for practical operations. These parame-
ters include power consumption, leakage current, stability and speed of response. 
The paper here describes new 8T SRAM cell which is quite different from recent-
ly proposed 8T cells. The modification has been done to increase the speed of cell 
by reducing the write access time. The other parameters especially power con-
sumption of cell has also been kept in consideration. 

Keywords: 8T SRAM, High Speed, SRAM cell, Power consumption. 

1   Introduction 

SRAM cells are the memory cells used to achieve high speed data access (read 
or write) and are the fastest among other categories of memory. SRAM cells have 
got considerable attention over improvement of power consumption of the cell, sta-
bility, packaging density and other parameters. Since SRAM cell imparts signifi-
cant effect on the performance of digital electronic devices like microprocessors 
and microcontrollers [2] [3], it is necessary to improve the performance of the cell 
to make these circuits reliable to be employed practically. 

In conventional 6T structure the cell employs only one access transistor for 
each bit line for accessing the latch. The transistors supply current to the gates of 
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the respective inverter to switch the status of the cell (during write operation) and to 
read the status of the cell (during read operation). 

The innovative approach in this paper is to design the SRAM cell with the aim 
of improvement of speed [4] [5]. This paper will introduce, in brief, about conven-
tional 6T SRAM cell followed by detailed analysis of proposed 8T SRAM cell, 
waveform produced and comments on the speed of the cell. The cell proposed in 
this paper has been simulated at 45nm Technology using Cadence Virtuoso tool.  

2   The 6T SRAM Cell 

The conventional 6T SRAM cell has been illustrated in fig.1. The cell consists 
of two access transistors and the cross-coupled inverters as the basic memory ele-
ment. The gates of the two access transistors are connected to the word line and 
the source to bit and bit-bar line respectively. Whenever the memory element is to 
be accessed for read or write operation the access transistors must be switched on. 
The write and read operation in 6T SRAM is discussed in brief as under. 

 
 

 

Fig. 1. The conventional 6T SRAM cell. 

2.1   Write Operation 

The word line is pulled high to activate the access transistors. This enables the 
memory element to be accessed for read or write. Now required bit ‘1’ or ‘0’ is 
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written by the bit line (BL) and its complement is written in the bit bar line (BBar) 
and the word line is pulled low. This confirms to the write operation. 

2.2   Read Operation 

The bit and bit bar lines are pre-charged, and the word line is pulled high to ac-
tivate the access transistors. At this moment one of the lines remain high and other 
will go low as the state of the memory element may be. Now the bit and bit bar 
line is fed to difference amplifier which amplifies the output of the cell to a signif-
icant value. This confirms to the read operation. 

3   The 8T SRAM Cell 

The proposed 8T cell structure is quite different from the conventional 8T cells 
proposed [1]. It consists of 2 extra nMOS transistors in parallel with each access 
transistor as shown in fig.2. This modification has been done in order to reduce the 
write access time [6]. All the access transistors commonly share the same word 
line as was the case with 6T SRAM cell. However only difference here is that 
there are two access transistors placed in parallel on each side of the memory ele-
ment. 

It may seem that the new 8T SRAM structure may increase the size of SRAM 
cell, but at the same time one should notice the most appreciable advantage of the 
structure that we are achieving writing speed as fast as 80ps/bit. This means if we 
make an array of 8 bit with independent sources for each bit, we can write 1 byte 
at the same speed that means 80ps/byte. 

 

 
 

Fig. 2. Proposed 8T SRAM Schematic. 
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3.1   Role of Parallel Access Transistors 

We know that nMOS transistors are faster as compared to the pMOS transistors 
and that is the reason why most of us prefer to employ nMOS transistors as access 
transistors. In conventional 6T cell there is only one nMOS transistor used to 
access the latch. However in case of proposed cell, we have used two nMOS tran-
sistors in parallel. We may express the drain source current for nMOS transistor as 
shown below: 

   

Where,  K = constant 

           = Width to length ratio 

             VD = Drain Voltage 
             VT = Threshold Voltage of nMOS 

 
The switching speed of the MOSFET depends on the rate of charging and dis-

charging of the gate capacitance [7]. The gate current is described as the function 
of charge of gate capacitance and the charge time, also termed as switching time, 
as follows: 

 

 

 
Here , represents the gate current, Qg denotes gate capacitance charge and ts 

is the switching time of the MOSFET. 
The above equation can be written as, 
 

             (1) 

 
From equation (1), it may be noted that to reduce the switching time of the 

MOSFET, gate current IG must be increased. To achieve this situation we use an 
identical nMOS in parallel with the access transistor. The drain current contributed 
by the parallel pair will be twice the current contributed by a single nMOS. The 
increased gate current would help to charge or discharge the gate capacitance of 
the driven transistors more quickly and the result is reduction in switching time. 
Thus writing to SRAM cell would become more fast. 

3.2   The 8T SRAM write waveform 

Fig.3 shows the waveform for write operation in proposed 8T SRAM cell. In 
the waveform net023 and net019 refer to bit and bit bar lines respectively. The 
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voltage level on every source has been kept at 700mV. All the MOSFETs have 
been configured to have W/L ratio of 2 for optimum power consumption. Clearly 
we notice when word line is high the states of Q and Qb change according to the 
bit and bit bar lines and when word line goes low the SRAM retains the data. 

The pulse width of word line is only 250ps, which means the cell is accessed 
only for the time of 250ps the bit required to store in the cell is successfully writ-
ten within this period and when the word line is pulled low, the SRAM retains the 
data. 

 

 
Fig. 3. Proposed 8T SRAM write waveform with high frequency Word Line. 

 
Conversely to test whether the cell can hold the data when bit and bit bar lines 

change with this frequency, we have simulated the cell by interchanging the tim-
ings of word line and bit lines. Fig. 4 shows this situation. Here the word line is set 
high for 1 ns while bit and bit bar lines have pulse width of 250ps. The waveform 
clearly shows that cell states Q and Qb change according to the bit and bit bar 
lines till the word line is pulled high, while they retain their states when word line 
is low. 

 
Fig. 4. Proposed 8T SRAM write waveform with high frequency Bit Lines. 
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4   Result 

The proposed SRAM cell has been simulated using Cadence Virtuoso Tool, all 
the waveforms have been generated on Cadence SPECTRE simulator. Clearly we 
see that the proposed 8T cell shows good performance efficiency in terms of write 
speed of the cell as compared to the conventional 6T cell. The results obtained 
from the simulator have been summarized in the table 1.  
 

Table 1.  8T SRAM Simulation Results. 
Parameter Value (6T Cell) Value (8T Cell) 

Technology 45nm 45nm 

Supply 700mV 700mV 

Leakage Current (A) 2.684 x 10-9 1.5727 x 10-12 

Power (W) 19 x 10-9 7.7025 x 10-12 

Write Speed 138 ps 80ps 

5   Conclusion 

The 8T SRAM cell proposed in this paper has been simulated with an innova-
tive approach with the aim of increasing the write speed of the cell. The wave-
forms generated show the results clearly. The idea may be utilized to increase the 
speed of the cell incredibly just by introducing to more transistors in practical 
SRAMs. The overhead of size of the cell and packaging density can be compro-
mised against such a high speed and low voltage cell to work with. 
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Abstract. This paper presents a method to select the optimum design of turbo-
alternator (TA) using modified elitist non-dominated sorting genetic algorithm 
(NSGA-II). In this paper, a real-life TA used in an industry is considered. The 
probability distribution of simulated binary crossover (SBX-A) operator, used in 
NSGA-II algorithm, is modified with different probability distributions. The 
NSGA-II algorithm with lognormal probability distribution (SBX-LN) performed 
well for the TA design. It found more number of optimal solutions with better di-
versity for the real-life TA design. 

Keywords: Convergence, design optimization, diversity, genetic algorithm, turbo-
alternator. 

1   Introduction 

The turbo-alternator (TA) runs at high speeds and is directly connected to a 
prime mover like steam turbine, diesel engine etc. An efficient TA design im-
proves its performance with a reduction in its cost. This is useful to meet the extra 
demand of electrical load. The TA design includes stator-design, rotor-design, air-
gap and cooling. A classical TA design methodology is used as a first step [1, 2]. 
The computer-aided design (CAD) program is developed to obtain the TA design. 
In this design power rating, operating voltage, current delivered by the machine, 
operating power factor, operating frequency, operating speed, number of phases, 
and type of stator winding connection are taken as input. The CAD program gives 
efficiency and cost (normalized) of TA from the input data. In this paper, a real-
life TA working in industry is considered to optimize its design.  

Due to high rotating speeds of TA, two types of rotor designs, radial slot-slot 
type and parallel-slot type are used. Washing of air gives clean and cool air for 
ventilation. Mica is used on buried parts of the coil against high temperature and 
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insulation. Subdividing the conductors into a number of conductors in each indi-
vidual slot, or providing parallel conductors in two halves of a complete coil re-
duces the eddy current losses [3]. In large TA having superconducting field wind-
ings, the damping and natural frequencies of rotor oscillations are affected by the 
different parameters. The parameters having significant effect on the damping are 
inertia constant, rotor screen time constant, synchronous reactance, transformer 
and transmission line reactance, coupling between stator and rotor screen, and en-
vironmental screen [4]. A computationally efficient and easily tunable multi-
objective optimization process is obtained for the axial flux permanent magnet 
synchronous generator (AFPMSG). Firstly, a design analytical mode which is 
based on a coupled electromagnetic, thermal and mechanical model is obtained. 
Later, the multi-objective optimization method is used for optimization [5].  

The classical optimization techniques are used to optimize the multi-objective 
optimization problems (MOOPs). Most of the classical multi-objective optimiza-
tion algorithms convert the MOOP into single-objective optimization problem us-
ing different procedures like weighted sum optimization etc. [6]. These algorithms 
may have to be used many times, each time finding a different Pareto-optimal so-
lution (POS). They also involve guessing initial solutions besides having high 
computational time and hence not used nowadays. The genetic algorithms (GAs) 
are optimization algorithms based on the mechanics of natural genetics and natural 
selection. The GA gives near global population of optimal solutions. It works with 
a population of solutions and gives multiple optimal solutions in one simulation 
run. It has two distinct operations – selection and search. It is flexible enough to 
be used in a wide variety of problem domains. The operators use stochastic prin-
ciples [7].  

The elitist non-dominated sorting GA (NSGA-II) used an elite preservation 
strategy along with an explicit diversity preservation mechanism [8]. This allows a 
global non-dominated check among the offspring and parent solutions. The diver-
sity among non-dominated solutions is introduced by using the crowding compari-
son procedure which is used in the tournament selection and during the population 
reduction phase. Since, solutions compete with their crowding distance; no extra 
niching parameter is required here. Although the crowding distance is calculated 
in the objective function space, it can also be implemented in the parameter space, 
if so desired [9]. However, in all simulations performed in this study, the objective 
function space niching is used. The elitism mechanism does not allow an already 
found POS to be deleted [7, 8, 10]. In GA, reproduction operator makes duplicates 
of good solutions while crossover and mutation operators create new solutions by 
recombination [7, 11]. The performance of NSGA-II is improved by modifying 
the probability distribution of simulated binary crossover (SBX-A) operator [11, 
12]. The performance of NSGA-II algorithm is improved by using lognormal 
probability distribution to crossover operator (SBX-LN). The NSGA-II (SBX-LN) 
algorithm found better optimal solutions for various functions having continuous 
and discontinuous solutions, unconstrained and constrained functions, unimodal 
and multimodal functions, functions with different number of variables, and more 
epistasis functions. The NSGA-II (SBX-LN) algorithm also found more number 
of optimal solutions for TA design with better diversity when compared with the 
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optimal solutions obtained by NSGA-II (SBX-A) algorithm [13]. The CAD pro-
gram of TA design is developed and MODE-I algorithm is used to find the optim-
al solutions of it. These results are compared with the optimal solutions obtained 
by NSGA-II (SBX-LN) algorithm. From this, it is observed that the NSGA-II 
(SBX-LN) algorithm found more number of optimal solutions with better diversi-
ty. In MODE-I algorithm, the constraints are handled by using penalty function 
method. The constraint violated solutions are penalized by assigning a very high 
value (10000) [14].  

In this paper, a CAD program of TA design is developed. The performance of 
NSGA-II (SBX-A) algorithm is used to obtain the optimum design of TA. The 
NSGA-II algorithm is modified by using different probability distributions for 
SBX-A operator. The modified NSGA-II algorithm is used to obtain the optimum 
design of TA. These results are compared to find the performance of NSGA-II al-
gorithm. The POS of TA design and best optimization algorithm, for the real-life 
machine, are obtained.  

2   Problem formulation 

2.1   Design of turbo-alternator 

In the TA design, its name plate ratings (NPR) such as power rating (P0), oper-
ating voltage (VL), current delivered by the machine (IL), operating power factor 
(pf), operating frequency (f), operating speed (Nr), number of phases (Nsp), and 
type of stator winding connection (Wcs) are given as inputs to obtain the conven-
tional design using CAD program. The efficiency and cost, along with other de-
sign parameters, are obtained from the above data [1, 2]. The total loss in TA 
(PTLoss) is divided into five major types such as stator copper loss (PL1), stray load 
loss (PL2), friction and windage loss (PL3), stator iron loss (PL4), and excitation loss 
(PL5). The total weight of copper (W1) includes weight of copper in stator and 
weight of copper in rotor. The total weight of iron (W2) includes weight of iron in 
stator and weight of iron in rotor. The cost of insulation and frame are neglected 
while computing the cost of TA design. The relations for efficiency and cost of 
TA design, obtained by using the CAD program, are as follows [14].  

The efficiency of TA design, in terms of P0 and PTLoss, is  

  
 

 









TLossPP

P

0

0      (1) 

The cost of TA design, in terms of cost of copper (C1), cost of iron (C2), W1 and 
W2, is  

      2211 *WCWCCT      (2) 
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The conventional design of TA is obtained from the CAD program, by specify-
ing all the input parameters at their rated values.  

2.2   Optimization problem formulation 

The CAD program, developed to obtain the TA design, is reformulated as a 
MOOP [13]. In this MOOP, five design parameters such as P0, VL, IL, pf and f are 
considered as variables which will affect the design. The other design parameters 
such as Nsp, Nr and Wcs are kept constant in the design. Six constraints are formu-
lated to obtain the required TA design. They are formed to maintain the stator slot 
pitch () to be within maximum stator slot pitch (SPsm), the temperature difference 
between stator copper and iron (TDsci) to be within the maximum temperature dif-
ference between stator copper and iron (TDscim), the rotor critical speed (Nrc) to be 
within rotor maximum critical speed (Nmrc), the rotor exciting current (Irme) to be 
within its lower bound of rotor exciting current (Irmel) and upper bound of rotor 
exciting current (Irmeu), and rotor shaft deflection (DFLrs) to be within its maxi-
mum rotor shaft deflection (DFLrsm).  

The optimization problem formulation of TA design is as follows.  
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By using the duality principle, both the objective functions are brought to same 
kind i.e., minimizing the objective functions. The five design variables are al-
lowed to vary within their allowable range from their rated values. The value of P0 
is allowed to vary from zero to its rated value. The value of VL is allowed to vary 
±5% from its rated value as per the Indian Electricity Rules (IER) [15].  

The value of IL is allowed to vary from zero to its rated value. The value of pf is 
allowed to vary from its rated value to unity power factor. This is because, in all 
practical applications, the operating power factor should not be less than its rated 
value. The value of f is allowed to vary from 97% to 100% of the rated value, 
though as per the IER the operating frequency is allowed to vary from 97% to 103 
% of the rated value [15]. The variation of f beyond its rated value will lead to in-
stability and hence, it is not considered in this work. The other ratings of TA such 
as Nr, Nsp and Wcs are maintained at their rated values. The shaft deflects due to 
the weight which it carries so that as it revolves, it is bent to and fro once in a rev-
olution. If the speed at which the shaft revolves is such that the frequency of this 
bending is same as the natural frequency of vibration of the shaft laterally between 
its bearings, then the equilibrium becomes unstable, the vibrations are excessive 
and the shaft is liable to break unless very stiff. The speed at which this takes 
place is called the critical speed and should not be within 20% of the actual run-
ning speed [1]. Hence, Nrc should be less than or equal to Nmrc which is 80% of the 
rated speed.  

During the normal operation, the Irms will be increased by 25% from no-load to 
full-load, to maintain normal voltage [1]. In this work, the Irme is allowed to vary 
by 20% i.e., from 80% to 100% of the rated fixed excitation current.  

3   Modified NSGA-II algorithm 

3.1   NSGA-II algorithm 

The NSGA-II (SBX-A) algorithm uses normal probability distribution for its 
crossover operator. The SBX-A operator, used in this algorithm, works with par-
ent solutions and creates two offspring. This operator simulates the working prin-
ciple of the single-point crossover on binary strings. This operator respects the in-
terval schemata processing, in the sense that common interval schemata between 
parents are preserved in children [7, 11].  
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3.2   Modifying the NSGA-II algorithm 

In GA, the reproduction operator makes multiple copies of good solutions, to 
eliminate the bad solutions from the population. The crossover and mutation oper-
ators create new solutions, by recombination [7, 11]. The crossover operator is the 
main search operator in GA. The role of mutation is to restore lost or unexpected 
genetic material into population to prevent the premature convergence of GA to 
suboptimal solutions. The performance of NSGA-II algorithm is improved by 
modifying the probability distribution of SBX-A [11, 12]. In this work, different 
probability distributions such as Cauchy probability distribution (SBX-C), Fisher-
Tippett probability distribution (SBX-F), logistic probability distribution (SBX-L), 
Rayleigh probability distribution (SBX-R), uniform probability distribution (SBX-
U), and SBX-LN are used for the simulated binary crossover (SBX) operator. The 
NSGA-II algorithm with different crossover probability distributions such as 
SBX-A, SBX-C, SBX-F, SBX-L, SBX-R, SBX-U, and SBX-LN is used to obtain 
the optimum design of TA. In this paper, a real-life TA design is considered and 
the results are presented in the next section.  

4   Test results 

The NPR of real-life TA design is as follows. A 7999.35 kW, 3300 V, three-
phase, 1646 A, 50 Hz, star-connected, 3000 rpm TA to be operated at 85 percent 
power factor, the stator has 36 slots with 36 coils. The rated field excitation cur-
rent is 252 A and the field excitation voltage is 125 V. Two conflicting design pa-
rameters such as  and CT are considered as two objective functions, while opti-
mizing the TA design. The value of CT is normalized by 1000000 units to 
maintain its optimum value within 1. The value of N is 2, because the stator has 
equal number of slots and coils, which represents the two layer winding.  

The conventional design parameters of TA are obtained by using the CAD pro-
gram. These are useful in analyzing the design parameters of TA design. In the 
next stage, the NSGA-II algorithm with different crossover probability distribu-
tions such as SBX-A, SBX-C, SBX-F, SBX-L, SBX-R, SBX-U, and SBX-LN are 
used to obtain the optimum design of TA. The five design variables considered 
from NPR are allowed to vary within certain limits, which are specified in section 
2.2. The six constraints are used to obtain the required design, which are specified 
in equations (3) to (10). The extreme values of design parameters, considered for 
constraints, are SPsm = 0.07 m, TDscim = 19 oC, Nmrc = 2400 rpm, Irmel = 201.6 A, 
Irmeu = 2552.0 A, and DFLrsm = 5% of air-gap thickness ().  

The suitable design parameters, within the allowable range, are input to the 
CAD program. The two objective functions and six constraints computed by the 
CAD program, for a given set of parameters, are input to NSGA-II algorithm to 
obtain the optimum design of TA. In the case of NSGA-II (SBX-LN) algorithm, 
while  finding  the  optimum  design  of  TA,  crossover probability  (pc) = 0.8, 
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mutation probability (pm) = 0.2, crossover index (c) = 0.05, and mutation index 
(m) = 0.5 [11]. In the case of NSGA-II algorithm with other crossover probability 
distributions, while finding the optimum design of TA, pc = 0.9, pm = 0.2, c = 5, 
and m = 15. Five best runs are made, for each combination, with different random 
seeds [7]. Initially, the population size and number of generations are chosen as 44 
and 200 respectively. The best optimum solutions of TA design are obtained when 
the population size is 1000 and number of generations is 10000, for a random seed 
of 0.9749. In obtaining the optimum design of TA, the NSGA-II (SBX-LN) algo-
rithm gave best optimal solutions with good diversity. The number of optimal so-
lutions obtained by this algorithm is also more. Hence, these solutions are consi-
dered as POS, for this case study. The performance of NSGA-II algorithm, with 
other crossover probability distribution, is tested by computing the variance gene-
rational distance (GD) of convergence and diversity metrics. These results, for a 
population of 1000 and a generation of 10,000, are shown in Table 1. From Table 
1, it is observed that the NSGA-II (SBX-A) algorithm found optimal solutions 
with good convergence while the NSGA-II (SBX-C) algorithm found optimal so-
lutions with better diversity. The optimal solutions of TA design, obtained by the 
NSGA-II algorithm with SBX-A and SBX-C probability distributions, are shown 
in Fig. 1 and 2 respectively. The POS is also shown in these figures. From Table 
1, it is also observed that the variance GD of convergence and diversity metrics 
for SBX-A and SBX-U are equal. Hence, the results obtained by NSGA-II (SBX-
A) algorithm are considered for the analysis. The design solutions of TA at four 
different points, shown in Fig. 1 and 2, are shown in Table 2. The POS results, at 
these four points, are also shown in this table. The conventional design parameters 
of TA, obtained by CAD program at rated operating condition, are also shown in 
this table. In the conventional design of TA obtained by CAD program, the values 
of W1, effective weight of iron (WTei), and total weight of mica used in stator and 
rotor slots (WTmica) are found at rated operating condition. The mica is used as an 
insulating material in stator and rotor slots. The total weight of machine (WTtotal) 
is found from these three weights. From this, the percentage of each material is 
obtained. These results are shown in Fig. 3, in a pie chart. From Fig. 3, it is ob-
served that the total weight of iron in TA design is more. The total weight of mica 
insulation in TA design is very small. Hence, the weight of insulation is ignored 
while obtaining the total cost of TA design.  
 

Table 1.  Convergence and diversity metrics 

Crossover 
operator 

Mean GD 
of convergence 

metric

Variance GD 
of convergence 

metric

Mean GD 
of diversity 

metric

Variance 
GD of diversity 

metric 
SBX-A 5.50E-05 3.03E-05 1.94 2.78E-03 

SBX-C 1.29E-04 3.77E-05 1.94 1.38E-03 

SBX-F 4.57E-05 5.54E-05 1.94 4.94E-03 

SBX-L 6.66E-05 6.65E-05 1.93 5.90E-03 

SBX-R 1.06E-04 5.35E-05 1.92 7.05E-03 

SBX-U 5.50E-05 3.03E-05 1.94 2.78E-03 
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The discussion on the results obtained by NSGA-II algorithm with different 
crossover probability distributions is presented in next section. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Results obtained by SBX-A and SBX-LN probability distributions. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Results obtained by SBX-C and SBX-LN probability distributions. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Pie chart of different weights obtained by CAD program. 
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Table 2.  Parameters of turbo-alternator design 

5   Discussion of results 

From the results presented in section 4, it is observed that the NSGA-II algo-
rithm found more number of design solutions with better diversity. The major ob-
servations of the real-life TA design are as follows.  
1. From the design solutions obtained by the NSGA-II algorithm, the variation in 

 from point 2 to point 3 is small, but the variation in CT is large. This is due to 
the considerable variation in P0 and IL, which gives a considerable variation in 
TDsci and Irme. This gives a considerable change in the CT of TA design.  

S.No. 
Variable/ Con-
straint/ Objec-
tive function 

NSGA-II (SBX-A) NSGA-II (SBX-C) NSGA-II (SBX-LN) Actual 
values 
(CAD 
Prog.) 

Remarks 
1 2 3 4 1 2 3 4 1 2 3 4 

1 
Output Power 

(MW) 
7.99
935 

2.63 1.76 
1.1E-

03 
7.999

35 
2.63 1.76 

1.1E-
03 

7.999
35 

2.63 1.76 
1.1E-

03 
7.99935 

Variable (0.0 
to 7.99935) 

2 
Line Voltage 

(kV) 
3.14 3.14 3.14 3.14 3.14 3.14 3.14 3.14 3.14 3.14 3.14 3.14 3.3 

Variable 
(3.135 to 

3.465) 

3 
Line Current 

(kA) 
0.67 0.58 0.38 0.16 0.67 0.58 0.38 0.16 0.67 0.58 0.38 0.16 1.646 

Variable (0.0 
to 1.646) 

4 Power Factor 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 0.85 
Variable 

(0.85 to 1.0) 

5 Frequency (Hz) 
49.8

8 
50.0 50.0 49.85 49.88 50.0 50.0 49.89 49.88 50.0 50.0 49.85 50.0 

Variable 
(48.5 to 

50.0) 

6 
Stator slot pitch 

(m) 
6.9E
-02 

6.9E-
02 

6.8E-
02 

6.6E-
02 

6.9E-
02 

6.9E-
02 

6.8E-
02 

6.6E-
02 

6.9E-
02 

6.9E-
02 

6.8E-
02 

6.6E-
02 

6.9E-02 
Constraint (≤ 

0.07) 

7 
Temp. diff. b/w 
cu & iron (oC) 

16.5
5 

15.5
2 

18.79 14.22 16.55 15.52 18.79 14.22 16.55 15.52 18.79 14.22 10.99 
Constraint (≤ 

19) 

8 
Rotor Cri. 

Speed (rpm) 
173

0 
1710 1605 2393 1730 1710 1605 2393 1730 1710 1605 2393 1575 

Constraint (≤ 
2400) 

9 
Field Exci. Cu-

reent (A) 
229.
32 

230.
82 

207.8
9 

201.7
2 

229.3
2 

230.8
2 

207.8
9 

201.7
2 

229.3
2 

230.8
2 

207.8
9 

201.7
2 

248.12 
Constraint 

(201.6 ≤ If ≤ 
252.0) 

10 
Rotor shaft def-

lection (m) 
2.9E
-04 

2.9E-
04 

3.3E-
04 

1.2E-
04 

2.9E-
04 

2.9E-
04 

3.4E-
04 

1.2E-
04 

2.9E-
04 

2.9E-
04 

3.3E-
04 

1.2E-
04 

3.5E-04 
Constraint (≤ 

0.05) 

11 
Air-gap thick-

ness (m) 

3.22
E-
02 

2.89
E-02 

2.82
E-02 

1.47
E-02 

3.22
E-02 

2.89
E-02 

2.89
E-02 

1.47
E-02 

3.22E
-02 

2.89E
-02 

2.82
E-02 

1.47
E-02 

3.29E-
02 

Parameter 
() 

12 Efficiency 0.98 
0.96

5 
0.961 0.02 0.98 0.965 0.961 0.02 0.98 0.965 0.961 0.02 0.91 

Objective 
function 

13 
Cost (norma-

lized by1000000 
units) 

0.94 0.79 0.60 0.29 0.94 0.79 0.60 0.29 0.94 0.79 0.60 0.29 2.35 
Objective 
function 
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2. The conventional design parameters of TA, obtained by the CAD program, are 
having low efficiency with more cost whereas the design solutions obtained by 
NSGA-II algorithm are having better efficiency with low cost, besides having 
the optimum design parameters of TA.  

3. More number of design solutions with good convergence and better diversity 
are obtained by the NSGA-II algorithm. The performance of NSGA-II algo-
rithm is improved by modifying the crossover operator probability distribution.  

4. The NSGA-II (SBX-LN) algorithm found best design solutions of TA with 
good diversity, when the population size is 1000 and number of generations is 
10000. Hence, these solutions are considered as POS for the TA design.  

5. The design solutions of TA obtained by NSGA-II (SBX-A) algorithm have 
good convergence with the POS while the design solutions of TA obtained by 
NSGA-II (SBX-C) have better diversity with the POS, when the population 
size is1000 and number of generations is 10,000.  

6. The stator has 36 slots with 36 coils. To satisfy this condition, each stator slot 
has two coil sides with two-layers in stator slot (depth). For multilayer (more 
than one layer) winding, the size of alternator is reduced, which in turn reduces 
the cost considerably, while reducing the efficiency marginally.  

The validation of results for the real-life TA design, considered in this paper, is 
presented in the next section.  

6   Validation of results 

The best optimal design parameters of TA obtained by NSGA-II (SBX-LN) al-
gorithm are compared with the conventional design parameters obtained by CAD 
program and the actual design parameters. These results are shown in Table 3.  
 

Table 3.  Parameters of turbo-alternator design 

S. No. 
Parameter Actual value 

(manual)
CAD program NSGA-II (SBX-LN) 

1 P0 (MW) 7.99935 7.99935 7.99935 

2 VL (kV) 3.3 3.3 3.3 

3 IL (kA) 1.56 1.646 0.67 

4 pf 0.9 0.85 1.0 

5 f (Hz) 50 50 49.88 

6  (m) --- 6.9E-02 6.9E-02 

7 TDsci (
oC) --- 10.99 16.55 

8 Nrc (rpm) --- 1575 1730 

9 Irme (A) 145 248.12 229.32 
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10 DFLrs (m) --- 3.5E-04 2.9E-04 

11  (m) 2.0193E-02 (TE) 
2.0174E-02 (GE) 

3.29E-02 3.22E-02 

12  0.90 0.91 0.98 

13 CT * 20.0 2.35 0.94 

14 ds (m) 0.307 0.34 0.17 

15 Dr (m) 0.68 0.73 0.73 

16 Lsb (m) 3.14 3.32 1.58 

17 Lr (m) 1.53 1.20 0.56 

* The value of CT is normalized by 1000000 units.  
 
From table 3, it is observed that most of the TA design parameters obtained by 

conventional design, developed using CAD program, are matching with actual de-
sign. The NSGA-II (SBX-LN) algorithm found best design solutions of TA with 
improved efficiency and low cost, while satisfying all the constraints. The major 
conclusions drawn from this research work are presented in the next section.  

7   Conclusions 

The following conclusions are drawn from this work.  
1. The conventional design of TA developed using CAD program is helpful to 

find the total efficiency and total cost, along with other design parameters. This 
is helpful to find the optimum design of TA, using the optimization algorithms.  

2. The rotor exciting current, considered as a constraint in optimization problem 
formulation, influences the design solutions to a large extent. When it is main-
tained at its rated value, very few design solutions are obtained. When it is al-
lowed to vary within certain allowable range from its rated value, many near 
global design solutions are obtained. Hence, this constraint is identified as a 
hard constraint. The other four design parameters, considered as constraints, 
are identified as soft constraints.  

3. The NSGA-II (SBX-LN) algorithm is identified as the best optimization algo-
rithm to obtain the optimum design of TA. The performance of NSGA-II algo-
rithm is improved by the SBX-LN crossover probability distribution.  

4. The NSGA-II (SBX-LN) algorithm found more number of design solutions 
with good convergence and better diversity. These design solutions are taken 
as Pareto-optimal solutions, for the real-life TA design.  

5. The number of conductor layers in stator slot (depth) influences the size of TA 
which in turn affects the cost and efficiency of TA design. Hence, a proper 
value of the number of conductor layers in stator slot (depth) is to be selected 
with suitable values of cost and efficiency, for a specific power rating.  
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The important contribution of this work is to find the optimum design of TA 
using NSGA-II algorithm with different crossover probability distributions, com-
paring these results, identifying the Pareto-optimal solutions and best probability 
distribution which improves the performance of NSGA-II algorithm.  
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Abstract. A newly high performance and low leakage 2:4 decoder is proposed 

in this paper. We are compare the MTCMOS techniques (Multi Threshold Com-
plementary Metal Oxide Semiconductor) with voltage scaling technique in 45 nm 
technology .after simulation we can see the result with the MTCMOS technique is 
better than the voltage scaling technique we can also reduced the leakage current 
and leakage power by MTCMOS technique in 2:4 decoder effectively. The main 
objective of this paper is to provide new low power solution for very large scale 
integration (VLSI) designers. MTCMOS works with low and high threshold volt-
age can improve the performance. In the MTCMOS technique small power dissi-
pation as compared to traditional CMOS. But in the case of voltage scaling the 
circuits are simulated at a wide supply voltage down to their minimal operating 
point .the circuit is simulated with the help of cadence software.    
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1.     Introduction 

It is the time of technology our maximum work is supported CMOS technolo-
gy. CMOS is also sometimes referred to as complementary-symmetry metal–
oxide–semiconductor (or COS-MOS)[1]. The words "complementary-symmetry" 
refer to the fact that the typical digital design with the help of n-channel and p-
channel in the form of complementary and symmetrical pairs of p-type and n-type 
metal oxide semiconductor field effect transistor(MOSFETs) for logic functions. 
The material is polysilicon is dominant in the CMOS technology. Other metal 
gates have made a comeback with the advent of high-k dielectric materials in the 
CMOS process [2]. With the help of CMOS technology we can generate the inte-
grated circuit. It was first time made at Fairchild Semiconductor in [3], [4]. The 
growth of the semiconductor industry driven by the advancements of the inte-
grated circuit (IC) technology and the market dynamics was predicted by Gordon 
Moore in 1965 [3], [5]-[6]. 

In order to illustrate the compare of MTCMOS technology with technology 
scaling and impact of supply voltage variation on the behaviour of Half 2:4 de-
coder circuit design in CMOS technology. 2:4 decoder circuits is implemented 
with the inverter, AND gate in 45nm CMOS technology at multi threshold and 
various supply voltages or scaled voltage are optimized for minimum leakage cur-
rent and leakage power. The basic principle of MTCMOS is to use low vth transis-
tors to design the logic gates where the switching speed is essential. While the 
high vth transistors also called sleep transistors are used to effectively isolate the 
logic gates in stand by state and limit the leakage dissipation [14]. 
The remainder of this paper is organized as follows. Section2 and section3 gives a 
brief description of designing 2:4 decoder using CMOS gates also the transistor 
level circuit which made for simulation. Section4 and section5 describes 
MTCMOS technique and supply voltage variation on decoder for leakage current 
and leakage power optimization.section6 describes the definition of leakage cur-
rent and leakage power. Section7 discuss simulation results of 2:4 decoder for lea-
kage current and leakage power.  Conclusions are drawn in section8. 

2.   Implementation of 2:4 decoder using CMOS Technology 

Decoder circuits are used to decode encoded information. A decoder is logic 
circuits with n inputs and 2n outputs. Only one input is asserted at a time and each 
output corresponds to one valuation of the inputs. The decoder also has an enable 
input, when En=1 which determines the output. Enable inputs must be on for the 
decoder to function, otherwise its outputs assume a single "disabled" output code 
word. Here we discussed the 2:4 decoder circuits with two inputs and four outputs 
.The enable is also work as an input.  In digital circuit theory, combinational logic 
(sometimes also referred to as combinatorial logic) is a type of digital logic which 
is implemented by  Boolean  circuit  and  also  expressed  by  truth  table.  The 
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implementation of the circuit is done by with the help of truth table and Boolean 
logic. The decoder is also classified in Analog and Digital [7] Analog decoders are 
envisioned to reduce the total power consumption of the receiver in two ways: 
First, computation and processing in the analog domain is much less power de-
manding than digital implementations. Second, they can take the analog soft data 
and directly produce the decoded digital data. Some techniques which reduces the 
power consumption in the decoder circuit the variable length code (VLC) is effec-
tive at minimizing the average code length, and is thus widely used in many mul-
timedia compression systems [8]. 

 
3.    Implementation of 2:4 decoder using Logic gates 

A decoder is logic circuits with n inputs and 2n outputs. Here we discussed the 
2:4 decoder circuits with two inputs and four output .The enable is also work as a 
input.  The input is given in the form of binary number (0 or 1). These decoders use 
NAND gates instead of the AND gates we have seen in the decoder 1 example. In 
these cases the output to an inverted 2-4 line decoder would be like this. Fig 1 
shows the symbol of decoder and fig 2 schematic of decoder gate level diagram. 

 

 
Figure 1.  Symbol of decoder 

 
Figure 2.  :     gate level diagram of 2:4 decoder 
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TABLE I.  TRUTH TABLE OF DECODER 

A B E Y1 Y2 Y3 Y4 

X X 0 0 0 0 0 

0 0 1 1 0 0 0 

0 1 1 0 1 0 0 

1 0 1 0 0 1 0 

1 1 1 0 0 0 1 

 
The simplified Boolean functions for the outputs can be obtained directly from 

the truth table.  The simplified sum of products expressions are  

Y1=A’B’      Y3= A B’ 

Y2 = A’B      Y4= A B 

Where A and B are the inputs. 

  

Figure 3. 

 

Schmatic of 2:4 Decoder 

 

Figure 4. 

 

Waveform of 2:4 decoder 
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A. Logic gates description for Implementation of 2:4 decod-
er: 

 
NOT gate: 
CMOS logic gate is designed by using one NMOS and one PMOS transistor 

[9]. PMOS transistor works as pull-up network and NMOS transistor works as a 
pull-down network. In this combination PMOS transistor is connected to power 
supply and NMOS transistor is connected to ground. The output of the NOT gate is 
inverted.i.e, the output is HIGH (1) if the inputs are not alike otherwise the output 
is LOW (0). 

AND gate: 
 In the AND gate when both two inputs are high then the output of the AND 

gate is also high. But if only one input is low then the output of AND gate is also 
low. The truth table is shown below. 

 

TABLE II.  TRUTH TABLE OF AND GATE 

 

Input 
A                          B 

Output 

0 0 0 

0 1 0 

1 0 0 

1 1 1 

 

 

 

Figure 5.  Symbol of AND gate 
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Figure 6.  Schamatic of AND gate                                    

     Fig 5 shows the symbol of AND gate fig 6 shows the schematic of AND gate. 
in the fig6 the two NMOS connected in serial in the form of pull down  network 
and two PMOS is connected in parallel in the form of pull up network .the output 
of this combination is connected to an inverter 

 
Figure 7.  Waveform of AND gate 

4.   Implementation of 2: 4 decoder using voltage scaling 
Technique : 

 
The voltage scaling techniques with multiple supply voltages which required 

for low leakage current and leakage power .leakage power is directly proportional 
to the square of supply voltage so that the supply voltage is major contribution of 
leakage power.  The technique is based on regulation of the supply voltage of an 
equivalent critical path a small circuit with delay V dd properties proportional to 
these of the actual critical path. The output of the equivalent critical path is com-
pared with the output of a second identical equivalent critical path which is con-
nected to the full supply voltage and serves as a reference. In the first order ap-
proximation the ratio of the delay of a critical path to the period of a ring oscillator 
is a constant that depends only on the number of gates the dimensions of the tran-
sistors and the load capacitances 
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Finally [10] we required the minimum voltage for reduction of leakage power. 
In [11]-[13] the leakage power was reduced with multiple supply voltages at func-
tion level. The leakage power was minimize with two or more supply voltages at 
the gate of the transistor. The physical layout also simple in with multiple supply 
voltages. 
 

 
Figure 8.  Waveform of leakage current  2:4 decoder at 0.7 

 

Figure 9.  Waveform of leakage current 2:4 decoder at 0.8v 

 
 
 
 
 
 
 
 
 
 

 
 

Figure 10.    Waveform of leakage current  2:4 decoder at 1v 
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5.    Implementation of 2:4 decoder by using MTCMOS 
techniques: 

   Fig. has shown the general MTCMOS architecture. Power dissipation can be 
reduced by the voltage scaling techniques but the voltage scaling techniques affects 
the speed of the circuit. In MTCMOS technology has build logic gates which oper-
ated at a high speed with relatively small power dissipation compare voltage scal-
ing technique .in the MTCMOS techniques we can use both low and high threshold 
transistor [15].In the voltage scaling when the voltage is greater than the particular 
operating point then the power dissipation is more which also responsible for over-
heating and degradation of performance. 

The multi threshold CMOS technology has two important characteristic. One it 
has support two operational mode called “active mode” and “sleep mode”. Second 
is two different threshold voltages are used for NMOS and PMOS in a single chip. 
In this technique the low threshold voltage logic gates is disconnected from the 
power supply and the ground line high threshold sleep transistor is also known as 
power gating. The different uses of low and high threshold voltages. The high thre-
shold voltage transistor are used to isolate and the low threshold voltage to prevent 
leakage dissipation. In the active mode the high threshold voltage transistor are 
turned on. And logic consisting low threshold voltages can operate with high speed 
and low switching power dissipation. In the sleep mode the high threshold voltages 
transistor is turned off.  

 

 

Figure 11.  General architecture of MTCMOS architecture 
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Figure 12.  Waveform of Leakage Current using MTCMOS techniques   

 

6.   Leakage current and leakage power: 

Leakage current is a main factor for any circuit. The leakage current is directly 
related to the electric field of the device. By reducing the supply voltages, we can 
decrease the leakage current. Gate length scaling increases device leakage expo-
nentially across technology generations. In other words we can say that Leakage 
current/power is a waste charge of any device which is regularly discharging from 
the device even the device in off state. Leakage current is the main source of 
standby power for a SRAM cell. There are three major components of leakage 
current are the sub-threshold leakage, gate direct tunneling leakage, and the re-
verse biased band-to-band tunneling junction leakage. Leakage current calculated 
at the node which transistor is turn off. 

 
Sub Threshold Leakage- Sub threshold leakage is the drain-source current of 

a transistor when the gate-source voltage is less than the threshold voltage happens 
when transistor is operating in weak inversion region. For the reduction of sub 
threshold leakage of an SRAM cell by increasing the threshold voltage of all or 
some of the all or some of the transistor in the cell.  Vgs < Vth, is the condi-
tion of sub threshold leakage. The drawback of this technique is an in-
crease in read/write delay of the cell 

Junction Tunnelling Leakage- The junction tunnelling current is an exponen-
tial function of junction doping and reverse bias voltage across the junction. Since 
junction tunnelling current is a minimal contributor to total leakage current . 

 
Gate Tunnelling Leakage- Gate tunnelling current is mainly due to three 

components ;( 1) gate to source and gate to drain overlap current (2) gate to chan-
nel current, one part goes to source and the rest goes to drain (3) gate to substrate 
current. 
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  Leakage Power: the leakage power is the multiplication of leakage current 
and voltage supply. The main contribution factor of leakage power of voltage 
supply because it is proportional to the square of supply voltage. Power dissipa-
tion in CMOS circuits can be categorized into two main components - dynamic 
and static power dissipation. Dynamic power dissipation occurs due to switching 
transient current (referred to as short-circuit current) and charging and discharging 
of load capacitances (referred to as capacitive switching current). Static dissipa-
tion is due to leakage currents drawn continuously from the power supply.  Lea-
kage power dissipation is roughly proportional to the area of the circuit. It is ex-
pected to significant fraction of the overall chip power dissipation in nanometer 
CMOS design process .In many processors cache occupy about 50% of the chip 
area. The leakage power of cache is one of the major sources of power consump-
tion in high performance microprocessor. Thus, for low-power devices, e.g. sen-
sor nodes, standby leakage power reduction is crucial for device-operation within 
the scavenging power limit. 
 

7.   Simulation Results 

Implementation of 2:4 decoder by using MTCMOS technique have been done 
in 45 nm technology. The compare of Leakage current and leakage power of 2:4 
decoder using voltage scaling and MTCMOS technique. After simulation we can 
see the table the leakage current and leakage power reduced effectively in 
MTCMOS compare than voltage scaling. the performance result is also better in 
MTCMOS technology. The simulated result In the MTCMOS technology the lea-
kage current is reduced by 48.73% and  leakage power is reduced by 49.85%.The 
overall performance improved by the MTCMOS technology. 

 

TABLE III.   SIMULATION RESULT OF 2:4 DECODER 

 

2:4 
Decoder 

Voltage Scaling MTCMOS 

0.7v  0.8V 1V 0.7V 

Leakage cur-
rent(pA) 

146.9 184.5 241 75.31 

Leakage 
Power (nW) 

12.98 15.28 18.28 6.509 
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8.   Conclusion 

This paper we proposed a MTCMOS technique that greatly reduces the leakage 
current and leakage power 0f the 2:4 decoder. Finally it is concluded that 
MTCMOS technique is better as compared to voltage scaling techniques. 
MTCMOS is an effective circuit level technique that enhances the performance and 
provides low leakage by using both low and high threshold voltage transistors. The 
simulated results confirms the advantages of MTCMOS techniques over the simple 
CMOS and voltage scaling technique also the marginal increases in area compared 
to the voltage reduction or voltage scaling and CMOS logic because of extra tran-
sistors. But finally we achieved the high speed and low power dissipation. From the 
simulation result it is cleared that after applying this technique we have reduced 
48.73% in leakage current and 49.85% in leakage power. 
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Abstract –Landslide causes huge damage to human life, infrastructure and the agricultural lands. 
Landslide susceptibility is required for disaster management and planning development activities 
in mountain regions. The extent of damages could be reduced or minimized if a long-term early 
warning system predicting the landslide prone areas would have been in place. We required an 
early warning system to predict the occurrence of Landslide in advance to prevent these damages. 
Landslide is triggered by many factors such as rainfall, landuse, soil type, slope and etc. The 
proposed idea is to build an Early Warning Landslide Susceptibility Model (EWLSM) to predict 
the possibilities of landslides in Niligri's district of the Tamil Nadu. The early warning of the 
landslide susceptibility model is built through data mining technique classification approach with 
the help of important factors, which triggers a landslide. In this study, we also compared and 
shown that the performance of Bayesian classifier is more accurate than SVM Classifier in 
landslide analysis. 

 
Keywords – Bayesian, classification, GIS, Landslide, Susceptibility, Spatial  

1  Intrduction 
Natural disasters like hurricanes, earthquakes, erosion, tsunamis and landslides cause countless 
deaths and fearsome damage to infrastructure and the environment. Between geological risks, 
landslides are the important disaster which causes most damages, producing thousands of deaths 
every year and material losses of billions of dollars in all around the world. Landslide 
susceptibility can be identified using different methods based on the GIS technology. In the last 
few years, many research papers were published in order to solve deficiencies and difficulties in 
assessment of the landslide susceptibility. Huge landslide happened recently at Nilgiri hills in 
tamilnadu enforce us to propose this idea. Landslide disaster could have been reduced, if more had 
been known about forecasting and mitigation. Due to more sliding and flooding in many regions 
around the world in recent years, there is a   need to improve the ability to deal with the hazards 
and risks. So far, few attempts have been made to predict these landslides or prevent the damages 
caused by them. In the previous studies, the Artificial Neural Network(ANN) and Decision tree 
model applied to these problems shows that it is difficult to understand  and tricky to predict. 
Therefore, the Early Warning Landslide Susceptibility Model (EWLSM) is proposed to predict 
landslide susceptibility, which gives simple and accurate results. 

However, there are many influencing factors for landslide and the effects of the same factors in 
various areas are different. The mathematical relationship between the factors which impact 
landslide and the landslide stability prediction is hard to obtain. Therefore, it is a comparatively 
accurate method to get a statistical analysis model with the historical data. To get a stable and 
reliable prediction result of landslides, we have to analyze the geological and environmental 
conditions and consider certain factors such as the slope, aspect, elevation, Stream power index, 
and distance from drainage, geology, land use, topography, and rainfall. These factors are used to 
construct Early Warning Landslide Susceptibility Model (EWLSM) using Naïve Bayesian 
Classification technique for the prediction of landslides in the area of Nilgiri.  

J. C. Bansal et al. (eds.), Proceedings of Seventh International Conference on Bio-Inspired



2  Literature Survey 
Several different approaches for the assessment of landslide susceptibility have been employed. 

Almost all of these approaches are data driven. Geographical Information Systems (GIS) 
Technology has raised great expectations as potential means of coping with natural disasters, 
including landslides. In spite of recent achievements, the use of GIS [1], [5] in the domain of 
prevention and mitigation of natural catastrophes remains a pioneering activity. The use of remote 
sensing and GIS technologies have tremendously helped the preparation of susceptibility maps 
with greater efficiency and accuracy in nowadays. These techniques are used to collect, extract and 
analyze a variety of spatial and non-spatial data about the important factors such as geology, 
landcover and geomorphology. Robust landslide hazard predictions achieved through an 
integration of GIS, fuzzy k-means, and Bayesian modeling techniques [2][11]. The continuous 
fuzzy k-means classification provides a significant amount of information about the character and 
variability of data, and seems to be a useful indicator of landscape processes relevant for 
predicting landslide hazard. Application of two bivariate statistical methods [9],[15] namely 
information value(LF) and landslide nominal susceptibility factor(LNSF) are most suited for the 
regional –scale landslide susceptibility zonation. LNSF method is better than infoval method, since 
it uses the statistical basis of dividing the area into very high, high, moderate, low and very low 
susceptibility zones. 

 Both frequency analysis and logistic regression [12],[21] methods were applied for the 
landslide hazard mapping. Frequency ratio model[4],[10] has better predication accuracy compare 
than the logistic regression model, because the frequency ratio model doesn’t require data 
conversion, but logistic regression requires conversion of the data to ASCII or other format to be 
used in the statistical package. A neural network [23] method was used for landslide susceptible 
mapping using integration of various topographic, geological, structural, land use, and other 
datasets in GIS. Each factor’s weight was determined by the back-propagation training[7] method 
and then the landslide susceptibility indices were calculated using the trained back-propagation 
weights. SLIDE [13] suggested a physical model which links water content in the soil column and 
rainfall series. It has been integrated into an early warning system and applied to landslides 
susceptibility analysis. The analytical hierarchic process (AHP) [14] is used to evaluate the 
susceptibility, which assigns. scores to each factor of micro-topography of landslide-prone areas 
identified in aerial photographs, and assesses the susceptibility of landslide from the total score.  

 
The application of computational intelligence tools [16] on the real-world data sets using both 

supervised and unsupervised methods gives reasonable results in landslide susceptibility. Remote 
sensing [17],[18] and Geographic Information System (GIS) are well suited for landslide studies. 
Adaptive neuro-fuzzy inference system (ANFIS) is another successful method for shallow 
landslide- susceptibility mapping in a tropical hilly area. The study included three main stages 
such as preparation of the landslide inventory, susceptibility analyses using the ANFIS and 
validation of the resultant susceptibility maps. The applied ANFIS [19] model learns the if–,then 
rules between landslide-related conditioning factors and landslide location, for generalization and 
prediction. Landslide occurrence and behavior are governed by numerous spatial factors that can 
be useful for the purpose of regional susceptibility assessment. The results of the univariate 
statistics proved to be useful in assessing the importance of each individual factor. The univariate 
statistic's results have indicated the same important factors as the multivariate analyses, but they 
cannot be simply used for susceptibility model development, since neglecting the existing 
interactions between factors results in wrong predictions. Multivariate statistics [20] were used 
instead of univariate and proved to be the most effective multivariate statistical tool in developing 
a landslide susceptibility model. The Mamdani FIS [22] is an expert-based system, it had 
previously been applied to a limited number of landslide susceptibility assessment studies. 
However, it is a suitable system for landslide susceptibility assessment because it has a 
considerable capacity to model complex and nonlinear systems. A methodology for landslide 
susceptibility assessment to delineate landslide prone area is presented using factor analysis and 
fuzzy membership functions [24] and Geographic Information Systems (GIS). 

278 M. Venkatesan et al.



 

3  Early Warning Landslide Susceptibility Model 
(EWLSM) 

Several qualitative and quantitative methods have been implemented to analyze landslide 
susceptibility as per figure 1. The distribution analysis is only useful for direct mapping of 
landslide locations from field surveys or aerial photographic interpretation and which do not 
provide information on predictive behavior of future landslide activity. In this type of analysis, 
GIS is used to digitize landslides prepared from field survey maps, aerial photographs and remote 
sensing images. In qualitative analysis, subjective decision rules are applied to define weights and 
ratings based on the experience of experts [9]. The logical analytical method is used for the field 
survey data on slope deformation, which helps to decide the numerical weights. Remote sensing 
and GIS techniques may be utilized for thematic map preparation and overlay analysis. To remove 
subjectivity in qualitative analysis, various statistical methods have been employed for Landslide 
susceptibility analysis. These methods can broadly be classified into three types: Bivariate, 
Multivariate and Probabilistic prediction models[15]. The bivariate models consider each 
individual thematic map in terms of landslide distribution and can be easily implemented in GIS. 
Multivariate methods consider various thematic at once into a complex and time-consuming data 
analysis processes. The probabilistic prediction models  [1] provide quantitative estimates of future 
landslide activity based on prediction from past events. Recently, data mining [2],[3],[6],[8] 
approaches have been used in landslide susceptibility analysis. 

 

 

 

Figure 1. Landslide Susceptibility Approaches 
 

3.1  Proposed Architecture 

 
The proposed idea is to predict the possibilities of landslides in mountain areas by using Early 

Warning Landslide Susceptibility Model (EWLSM). A new data mining approach Bayesian 
Classification is applied to construct Early Warning Landslide Susceptibility Model (EWLSM) to 
predict the occurrence of the landslide using the detected landslide locations and the constructed 
spatial database. The landslide-susceptibility analysis results are verified using the landslide 
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location test sites for each studied area. The results obtain are verified for accuracy and further fine 
tuned using hybrid computing techniques.  

 

Figure 2.The Proposed Early Warning Landslide Susceptibility Model (EWLSM) Architecture 

 

3. 2  Data Preparation & Methodology 

 
Data preparation is the first fundamental and essential step for landslide susceptibility analysis. 
GIS based image collection is done through Remote Sensor (RS) monitoring of land, which 
utilizes Landsat TM data, based on spatial data and pictures of the land survey.  GIS spatial data is 
analyzed, and necessary information is retrieved through ArcGIS and ENVI analysis tools. Maps 
relevant to landslide occurrence were constructed in a vector format spatial database using the 
ArcGIS software. These included 1:5,0000 scale rainfall map, 1:50000 scale geological maps, 
1:50000 scale topographic maps,1:50000 scale landuse map, 1:25,000 scale soil maps. Contour 
and survey base points that have an elevation value read from the topographic map were extracted, 
and a DEM (Digital Elevation Model) was made. The calculated and extracted factors were 
converted to a 10 m x 10 m grid (ARC/INFO GRID type), and then converted to ASCII data for 
use with the Bayesian Classification. The analysis results were converted to grid data using GIS. 
The data requirement for the landslide susceptibility is given in the table1. 
 

 

3.3  Spatial Database (landslide Factors) 

 
Landslide is triggered by many factors such as Slope, Elevation, Aspect, rainfall, Geology, Stream 
power index and distance from drainage. Slope is an important parameter in landslide studies, 
since its stability forms the basis for the frequency and intensity of landslide.  Lee[10] reported 
that landslide was maximum when the slope angle is between 35° and 40° and it decreases when 
slope is > 40°.Occurrence of landslide increased dramatically in areas where slope is between 6° 
and 45°. In this study, slope angle derived and used as one thematic layer for landslide analysis.  
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Classification GIS Data 
Type 

Scale of  
Resolution 

Spatial 
Database 

Factor Spatial 
Database 

Spatial 
Database 

Factor 

 
Landslide 

 
Landslide 

ARC/INFO 
Polygon 
coverage 

 
1:50000 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
10m X  
10m  

 
Rainfall 

Map 

 
Rainfall data 

ARC/INFO 
Polygon 
coverage 

 
1:50000 

 
Geologic
al Map 

Litholoty 
 

 
ARC/INFO 

Polygon 
coverage 

1:50000 

Acid 
intrusive 

 
Acid 
intermediate 
volcanics 

 
Limestone 

/marble 
 

Sandsone/ 
mudstone 

 
 

Topograp
hic Map 

Slope 
 

 
ARC/INFO 

Polygon 
coverage 

 
1:50000 

Aspects 
 

Curvature 

 
Landuse 

Map 
 

Land use 
type 

 
ARC/INFO 

Grid 

 
1:50000 

 
Soil Map 

Texture  
ARC/INFO 

Polygon 
coverage 

 
1:25000 Drainage 

Material 
 

Effective 
Thickness 
Diameter 

Age 
Density 

Table 1. Various spatial Layers for landslide study 
 
The removal of vegetation increased the occurrence of landslides as slope increases. Steep slopes, 
at the same time, could not fail in response to rainfall because it requires a sufficiently thick 
mantle of residual soil. Drainage is a major factor that contributes to landslide in hill areas. As the 
distance from the drainage line increases, landslide frequency generally decreases because the 
seepage of water near the drainage network is more as compare to far away from them, so shear 
strength is reduced near the drainage network. Another highly significant factor in slope stability 
and in turn landslide is the aspect map. It represents the direction of slope and refers to the 
direction in which a mountain / hill slope faces a possible amount of sunshine and shadow. Slope 
aspect influence terrain exposure to storm fronts. The aspect of the slope is one of the major 
contributing factors for a landslide. The elevation variable can provide information on potential 
energy. The parameter “Geology” is related to the resistance to landslides. The most landslide 
sensitive formations are considered to be those with a mollasic character, i.e., sandstone, siltstone, 
marl alteration, due to the different degree of weathering. Limestones and quartzites are considered 
to be resistant to landsliding formations, although this is highly dependent on various aspects such 
as erosion degree and structural fabric, which may alter the initial character of a geological 
formation. 
 
 
 
 
 

An Improved Bayesian Classification Data mining Method 281



 

 

Elevation Slope Aspect SPI 
Distance from 
drainage Geology RainFall Landslide 

560–600 0–5  Flat  0–0.367  0–150 Alluvium  1000-1200  Low 

600–675 5–10 N  0.367–0.734 150–300 Sedimentary  1200-1400  Medum 

675–750  10–15 NE 0.734–1.183 300–450 Debris  1400-1600  Medum 

750–825  15–20 E  1.183–1.652 450–600 Volcanics  1600-2000  Medum 

825–900 20–25  SE  1.652–2.080 600–750 Alluvium  2000-2400  High 

900–975 25–30  S  2.080–2.468 750–900 Sedimentary  2400-2800 High 

975–1050 30–35  SW 2.468–2.835 900–1050 Debris  1000-1200  Low 

1050–1125 35–40  W  2.835–3.223 1050–1200 Volcanics  1200-1400  Medum 

1125–1200 40–45  NW 3.223–3.692 1200–1350 Alluvium  2000-2400  High 

1200–1449 45–52 N  3.692–5.202 1350–1604 Sedimentary  2400-2800 High 

825–900 5–10 SE  1.183–1.652 750–900 Sedimentary  2000-2400  High 

1050–1125 45–52 N  0–0.367  1200–1350 Alluvium  1000-1200  Low 

600–675 0–5  E  0.367–0.734 1050–1200 Debris  1200-1400  Medum 

560–600 45–52 Flat  0.367–0.734 1200–1350 Alluvium  1400-1600  Low 

Table 2.Spatial database 
 

The heavy rainfall induces more landslides in mountain areas. So the rainfall is another 
important factor for the prediction of landslides. The last parameter considered in the present study 
is stream power index SPI.  It is a measure of erosive power of water flow based on the 
assumption that discharge(q) is proportional to specific catchment area (As)  SPI = As tan β Where 
As is the specific catchment area  while β is the slope gradient in degree.  

3.4  Naive Bayesian Classification 

Classification Data mining technique have number of algorithms like Decision Tree, Back 
propagation Neural Network, Support Vector machine(SVM),Rule based Classification and 
Bayesian Classification. In the present scenario, landslide prediction study was done by using 
Neural Network, Decision tree, but it is difficult to understand and tricky to predict .Bayesian 
Classifiers to be comparable in performance with other classification techniques such as high 
accuracy, Speed, minimum error rate. The Bayesian Learning just reduces the probability of an 
inconsistent hypothesis. This gives the Bayesian Learning a bigger flexibility. This classifier can 
accept any number of either continuous or categorical variables. In fact, the Naive Bayesian 
classifier technique is particularly suited when the number of variables (dimensionality) is high. 
Bayesian analysis is an approach to statistical analysis that is based on the Bayes's law, which 
states that the posterior probability of a parameter p is proportional to the prior probability of 
parameter p multiplied by the likelihood of p derived from the data collected. 
 

 
 
P(h)     = Prior Probability of hypothesis h 
P(D)    = Prior Probability of training data D 
P(h|D) = Posterior Probability of h given D 
P(D|h) = Posterior probability of D given h 
 

Suppose that we have m layers of spatial map data containing "causal" factors, which are known to 
correlate with the occurrences of future landslides in the study area. The important landslide 
factors from the study area are extracted from the relevant map sources and represented in table 1. 
Assume that we have three classes of landslide susceptibility C1=High, C2=Low, C3= medium.  
 
Let D be a training set of tuples and their associated class labels. each tuple is represented by an n-
dimensional attribute      vector, ),....,,( 21 nxxxX  , depicting n- measurements made on the tuple 

from n attributes, respectively nAAA ,....,, 21 . Suppose that there are m classes mCCC ,....,, 21 . Given 

)(

)()|(
)|(

DP

hPhDP
DhP 
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7 

a tuple, X, the classifier will predict that X belongs  to the class having the highest posterior 
probability, conditioned on X. That is, the naïve Bayesian classifier predicts that tuple X belongs 
to the class iC  if and only if 

 
)/()/( XCPXCP ji   for ijmj  ,1  

Thus we maximize )/( XiCP . The class iC   for which )/( XCP i   is maximized is called the 
maximum posteriori hypothesis. Modified Bayesian classifier, By Bayes’ theorem is  

)(

)()(/(
)/(

XP
iCPiCXP

XiCP   

If )(XP  is constant for all classes, only )()(/( ii CPCXP  need to be maximized. If the class prior 

probabilities are not known, then it is commonly assumed that the classes are equally likely, that 
is, )(..)()( 21 mCPCPCP  , and we would therefore maximize )/( iCXP . Otherwise, we 

maximize )()(/( ii CPCXP . Data sets with many attributes, it would be extremely computationally 

expensive to compute )/( iCXP . In order to reduce computation in evaluating )/( iCXP , the naive 

assumption of class conditional independence is made. This presumes that the values of the 
attributes are conditionally independent of one another, given the class label of the tuple.  Thus, 

)|(.......)|()|()|()/( 21
1

iniiik

n

k
i CxPCxPCxPCxPCXP 


  

here kx  refers to the value of attribute kA  for tuple X .  For each attribute, we look at whether the 

attribute is categorical or continuous-valued.  If kA  is categorical, then )/( iCXP  is the number of 

tuples of class iC  in D having the value kx  for kA , divided by || ,DiC , the number of tuples of 

class iC  in D. If kA  is continuous-valued, A continuous-valued attribute is typically assumed to 

have a Gaussian distribution with a mean   and standard deviation  , defined by 
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In order to predict the class label of X , )()(/( ii CPCXP  is evaluated for each class iC .The 

classifier predicts that the class label of tuple X  is the class iC  if and only if  

)/()/( XCPXCP ji  for ijmj  ,1  

In other words, the predicted class label is the class iC  for which )()(/( ii CPCXP  is the 

maximum. Naïve Bayesian classification approach is applied and constructed early warning 
landslide susceptibility model to predict the occurrence of landslide. 

 

3.5  Prediction Analysis, Verification and Validation 

The landslide-susceptibility analysis results are verified using the landslide location test 
sites for the study area. The verification method is then performed by comparing the landslide test 
data. Two basic assumptions are then needed to verify the landslide susceptibility calculation 
methods. One is that landslides are related to spatial information such as topography, land cover, 
soil, and geology. The other is that future landslides will be swift by a specific impact factor such 
as rainfall. 
 
4  Implementation & Result 

GIS spatial data is analyzed and necessary information is retrieved through ArcGIS and ENVI 
analysis tools. . Maps relevant to landslide occurrence were constructed in a vector format spatial 
database using the ArcGIS software. There were seven landslide-related factors considered in this 
analysis such as Slope, Elevation, Aspect, rainfall, Geology, Stream power index and distance 
from drainage .Contour and survey base points that have an elevation value read from the 
topographic map were extracted, and a DEM (Digital Elevation Model) was made. The calculated 
and extracted factors were converted to a 10 m x 10 m grid (ARC/INFO GRID type), and then 
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converted to ASCII data for use with the Bayesian Classification. The modeling of the Bayesian 
has been developed in STATISTICA data miner tool. The probabilities of occurrence of landslides 
were calculated based on the various input parameters specified in Table 2 .

 

(a). Impact of Elevation  factor in  Landslide 
 

 

 

(b). Impact of Aspect factor in Landslide 

 

(c). Impact of Contribution of Slope factor 
in Landslide 
 

 

(d). Impact of SPI factor in Landslide 

 
 
(e).Impact of Distance from drainage factor 
in Landslide 

 

(f).Impact of Geology in Landslide 
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(g).Impact of Rainfall factor in Landslide 
Figure 3. Impacts of various factors in 
Landslide 

 
 

Figure 4. Early Warning Landslide 
Susceptibility Model (EWLSM) Prediction 
for different cases 
 

 
 
The Bayesian model (figure 3) result shows that slope is an important parameter for landslide 
studies. Landslide is maximum when the slope angle is > 45° and it decreases when slope is 
between 15° and 40°. In the case of aspect and stream power index, the occurrence of landslide is 
high when it is flat and 0.367-0.764 respectively. Heavy rainfall and more distances from drinage 
induce the possibilities of landslide. The most landslide sensitive formations are considered to be 
those with a alluviam and sedimentary. The level of landslide is predicted based on the spatial 
database as shown in Table 2. The landslide occurrence is classified into 3 classes such as high, 
medium and low. In our study, the Bayesian approach predicts the possibility of landslide 
accurately. Figure 4 shows the early warning landslide susceptibility model prediction for different 
cases of input. The landslide susceptibility analysis result was validated using known landslide 
locations. 
 

5  Performance analysis 
 Bayesian Classifiers to be comparable in performance with other classification techniques in 

terms of high accuracy, speed, minimum error rate. The Bayesian Learning just reduces the 
probability of an inconsistent hypothesis. This gives the Bayesian Learning a bigger flexibility. 
This classifier can accept any number of either continuous or categorical variables. In fact, the 
Naive Bayesian classifier technique is particularly suitable for high dimension data. 

  

 
 

Figure 5. SVM classifier landslide prediction 
 

 
 

Figure 6. Bayesian classifier landslide prediction 

 
The Bayesian approach predicts (figure 5 and 6) the occurrence of landslide very accurately 

either high or low. But the SVM classifiers predict the occurrence of landslides in to three cases 
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like high, medium and low.



 
 

Figure 7. Bayesian classifier prediction accuracy 
 

 
Figure 8. SVM classifier prediction accuracy 

 

SVM was a new general-purpose machine learning method based on statistical learning theory, 
and it was built under the theory framework and general approach of machine learning with 
limited samples. Its basic thought was to transform the input space to a high-dimension one by 
using the non-linear transformation defined by inner product function and to find a non-linear 
relationship between the input variables and the output ones in the high-dimension. SVM had a 
better generalization than neural network which used empirical risk minimization principle. SVM 
is poor in speed to training and testing the data set, so that it's not suitable for very large datasets. 
In figure 7 and 8, the Bayesian classifies the result accurately in terms of correct and incorrect, but 
the SVM classifies only correct and its fails to consider all the possibility. Bayesian Classifier 
predicts the landslide susceptibility accurately compare than SVM classifier. 

 

6  Conclusion 

In this study, an improved Bayesian classification approach is used to build Early Warning 
Landslide Susceptibility Model (EWLSM) to estimate areas susceptible to landslides using a 
spatial database and GIS. We also compared the performance of Bayesian approach in landslide 
susceptibility with SVM Classifier. Bayesian approach is more suitable and accurate than SVM 
classifier. The bayesian classification modeling approach, combined with the use of remote 
sensing and GIS spatial data, yields a reasonable accuracy for the landslide prediction. In future 
work, more spatial factor will be considered for landslide prediction and also soft computing 
techniques can be integrated to avoid the uncertainty in the spatial data. These results can be used 
as basic data to assist slope management and landuse planning. Landslide susceptibility maps are 
great help to planners and engineers for choosing suitable locations to implement development 
action plans. In order to obtain higher prediction accuracy it is recommended to use a suitable 
dataset of landslide data. 
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Abstract. Malaria is a mosquito-borne infectious disease caused by the parasite 
Plasmodium, which requires accurate and early diagnosis for effective contain-
ment. In order to diagnose malaria in a patient, timely detection of malaria para-
sites in blood smear images is vital. The traditional methods are time–consuming, 
tedious and the quality of detection is highly subjective to the individual who per-
forms the analysis. These results can clearly be improved upon by using image 
processing techniques. The malaria parasite appears in four stages, namely the 
ring, trophozoite, schizont, and gametocyte. The ring and the gametocyte stage are 
the ones seen in a peripheral blood smear and hence detecting these two stages, 
would help in the accurate diagnosis of malaria.  The proposed work aims at au-
tomating the analysis of the blood smear images using appropriate segmentation 
techniques, thereby detecting infected red blood cells as well as the gametocytes 
found in the blood. 

Keywords:   Plasmodium,   Chromatin  Dots,  Gametocytes,  Segmentation,  
Morphology. 
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1   Introduction 

Malaria is an infectious disease caused by a parasite called Plasmodium, which 
is transmitted via the bites of infected mosquitoes. There are four species of Plas-
modium that infect man: P. falciparum, P. vivax, P. ovale, and P. malariae, out of 
which P, vivax and P. falciparum are the common ones. The parasite appears in 
four stages in blood - ring, trophozoite, schizont, and gametocyte. The four stages 
of the parasite as seen in blood smear images are shown in Fig. 1. 

 
 

          

         (a) Ring             (b) Trophozoite           (c) Schizont             (d) Gametocyte 
 

Fig. 1 Stages of Malaria Parasites in Blood Smear Images 
 

Trophozoite and schizont are seldom seen in peripheral blood  smear images, 
which means that it would suffice to look for the Ring and Gametocyte stage to 
diagnose a case of malaria. 

Malaria can be life threatening if not treated properly. It can be diagnosed by 
prompt and effective detection of malaria parasites in blood smear. Traditional 
methods like Quantitative Buffy Coat Parasite Detection System are currently 
used for identifying the malaria parasites in the peripheral blood. Such methods 
are cumbersome, time consuming, monotonous and results are prone to be af-
fected by the operator’s fatigue. Therefore effective image analysis and segmenta-
tion methods are analysed for diagnoses of malaria. Segmentation based on gray 
values is a very simple method [1]. In order to segment overlapping objects wa-
tershed transform can be used [2]. Another method of segmentation is to use tissue 
like P systems [3]. 
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In segmenting malaria parasites, a simple method is by using multiple 
thresholding to identify infected erythrocytes and the components of parasites 
inside the erythrocytes [4]. Malaria parasites are detected using certain masks and 
clump splitting [5]. Screening of malaria infection in microscope images of thin 
blood film smears is also done using image analysis and pattern classification [6]. 
Classification techniques like Bayesian and distance weighted K nearest 
neighbour classifiers are used to detect malaria parasites (Plasmodium spp) in 
blood smear images [7]. Artificial Neural Network can be used for detection, 
where various image analysis techniques and a feed forward back propagation 
neural network [8] or two back propagation Artificial Neural Network models [9] 
are used to detect red blood cell disorders and intracellular malarial parasites. The 
parasitaemia measure is carried out by partitioning the uninfected and infected 
cells using an unsupervised and a training-based technique [10]. This paper 
focuses on segmentation of chromatin dots in the ring structure and thereby 
detecting the infected RBCs. It also focuses on detecting gametocytes including 
those that are touching or overlapping the RBCs. 

2   Image Preprocessing 

2.1   Image Acquisition 

 
The images for this study are obtained using a digital camera DFC280 attached 

to a compound microscope. It uses a choice of 1.3 megapixel standard resolution or 
2.9 megapixel high resolution. The image is digitized with a 10-bit AD conversion 
that features a 700:1 dynamic range. The TWAIN interface is used to transfer im-
ages to the Leica IM50 Image Manager. The images acquired are 24 bit colored tiff 
images with a resolution size of 1280x1024 pixels. Seventy five such images were 
used for the study. The software for the segmentation was written using MATLAB 
R2009b. 

2.2   Image Adjusting 

 
The RGB images are first converted to HSV color models and then converted 

to gray scale images. The images thus acquired may have poor illumination. 
Therefore, the contrast of the images is improved by equalizing the histogram of 
the image. Filtering was used to remove noise from the images. 

 

Detection of Plasmodium Falciparum in Peripheral Blood Smear Images 291



3   Detection of Malaria Parasites in Blood Smear Images 

3.1   Segmentation 

Segmentation refers to the process of partitioning a digital image into multiple 
segments [12] [13]. The goal of segmentation is to simplify and/or change the re-
presentation of an image into something that is more meaningful and easier to ana-
lyze. More precisely, image segmentation is the process of assigning a label to 
every pixel in an image such that pixels with the same label share certain visual 
characteristics. The result of image segmentation is a set of segments that collec-
tively cover the entire image, or a set of contours extracted from the image. In or-
der to count the gametocytes in an image, they need to be first segmented. An au-
tomated segmentation method is used to find out the infected RBCs by segmenting 
the chromatin dots in rings and also detect the gametocytes. 

3.2   Detection of Infected RBCs 

A malaria patient could have the ring stage of the parasite in the RBCs of 
his/her blood. P. falciparum rings have delicate cytoplasm and one or two small 
chromatin dots as seen in Fig. 1(a). Chromatin dots are more easily distinguished 
from the RBC by the cytoplasm which is a delicate structure that shows great va-
riability. In order to segment the chromatin dots, WBCs are first identified in the 
input color images using methods discussed in [2] and are eliminated. The chro-
matin dots are then segmented using the color segmentation method discussed in 
[11], by choosing appropriate ranges of hue and saturation. This results in binary 
images consisting of segmented chromatin dots and artefacts. In order to differen-
tiate chromatin dots from artefacts, it is checked to see if the dots are found inside 
or on the RBCs. The centroid of all objects (dots) in the image was found by ap-
plying granulometry and extracting the centroid property. The presence of the cen-
troid in any of the RBCs is checked. On finding a centroid in the RBC, the corres-
ponding RBC is marked in the source image. In the resulting image, certain RBCs 
are found overlapping each other which may result in faulty findings while locat-
ing the Chromatin Dots inside them. The overlapping RBCs are separated by ap-
plying watershed segmentation techniques discussed in [2]. Thus an RBC is 
marked as infected if it contains a chromatin dot within, and all other dots lying 
outside the RBCs are assumed to be artefacts. 
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3.2   Detection of Gametocytes 

Segmentation of Normal Gametocytes:  Normal Gametocytes are those 
whose outlines are clearly defined and do not overlap other objects in the vicinity. 
Using appropriate morphological operations, segmentation of various objects in 
the images is carried out. The images are segmented such that all the objects 
(WBCs and RBCs), apart from platelets and gametocytes, are eliminated. The 
platelets are then eliminated based on the metric of the blobs, leaving behind only 
the gametocytes. 

 
Segmentation of Gametocytes touching other Cells: However with the me-

thod of segmenting normal gametocytes, the ones that were touching the RBC, 
were not segmented as expected. In order to segment such overlapping gameto-
cytes, the distance transform of the binary form of the input image is obtained. 
The holes are then filled and the gametocytes obtained are smoothed using mor-
phological operations. 

 
Differentiating Gametocytes from Sickle Shaped RBCs: Due to some dis-

eases, certain RBCs may turn out to be sickle shaped. Therefore, during segmenta-
tion, such RBCs may be mistaken for gametocytes. In order to eliminate such 
RBCs, the presence of a nucleus in the segmented object is detected. All the ob-
jects without nuclei are eliminated to obtain only the gametocytes. 

 

4 Results and Findings 

Forty blood smear images containing ring stage parasites and thirty four images 
containing malaria gametocytes were used to test the algorithms for segmentation 
of the parasites.  

4.1 Results – Infected RBCs 

A source image with malaria parasites in the form of a ring with a chromatin 
dot are found in four RBCs as shown in Fig 2.  

 

Detection of Plasmodium Falciparum in Peripheral Blood Smear Images 293



 
 

Fig. 2 Blood Smear Image with Chromatin Dots 

 
Color segmentation was done and the segmented image with chromatin dots is 

shown in Fig. 3. The centroid of all objects in the image were found and plotted in 
the binary image as shown in Fig. 4. 

 
 

 

                           
 

Fig. 3 Segmented Chromatin Dots                           Fig. 4 Centroid of Objects in the Image 
 

 
The RBCs (that are not touching the border) were segmented and labeled, 

which is shown in Fig. 5(a). The infected RBCs (having the chromatin dots) are 
alone marked as shown in Fig. 5(b).  

 
 
 
 
 
 
 
 
 
 
 

                        
(a) Labelled RBCs                                                (b) Infected RBCs 

Fig. 5 Detection of Infected RBCs 
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4.2 Results – Gametocyte Detection 

One of the input images used for gametocyte detection is shown in Fig. 6(a). 
Otsu’s method of thresholding was applied to the inverse of the input image to ob-
tain a binary image. The inverse image and binary image are shown in Fig. 6(b) 
and Fig. 6(c) respectively.  
 
 
 

                                                
       
(a) Input Image for Gametocyte   (b) Inverted RGB Image     c) Binary Image 
                        Detection  

Fig. 6 Conversion to Binary Image 

 
The holes in the RBCs were filled and smaller objects were eliminated (I1). 

Round shaped blood cells were then extracted (I2). Absolute difference between 
Images I1 and I2 gives an Image, eliminating all cells and showing parasites 
alone. I1, I2 and the difference image are shown in Fig. 7(a), Fig. 7(b) and Fig. 
7(c) respectively.  

 
 

       

                   (a) I1                                     (b) I2                 (c) Absolute Difference 

                                                                             between I1 and I2 
 

   Fig. 7 Detection of Gametocytes with Artefacts 
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Sometimes platelets that were too small to be eliminated under the morphologi-

cal opening were also displayed. In that case a metric analysis was done to elimi-
nate them and the parasites alone were displayed as shown in Fig. 8(a). The image 
was smoothed using morphological operations and superimposed on the original 
Image. Finally the count of the segmented gametocytes was obtained, which is 
shown in Fig. 8(b). 
 

         
               (g) Segmented and Smoothed         (h) Superimposed on Input Image  

                             Gametocytes             and Gametocytes Count 
                

Fig 8 Segmentation of Gametocytes 

4  Conclusion 

The study shows the vast potential of harnessing image analysis techniques for 
the detection and study of malaria parasites. The success rate of this project was 
measured through the factors of sensitivity and specificity, which were 75% and 
78% respectively. Future work will include the detection of cytoplasm around the 
chromatin dot of the parasite, surrounding the chromatin dots. Another feature 
would be the detection of Gametocytes, completely overlapping another object.  
According to the report of WHO in 2009, more than 50% of the malaria cases are 
from India. Therefore, the resources required for primary screening are scarce, re-
sulting in an enormous demand for quality assurance during the conduct of the 
screening tests. The usage of Technology, such as the segmentation techniques de-
scribed in this paper, to assist the process of screening the blood smear images, 
will certainly be a game-changer in the area of Malaria detection and eradication. 
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Abstract. Social networking and micro-blogging sites are stores of opinion-
bearing content created by human users. Sentiment analysis extracts and meas-
ures the sentiment or "attitude" of documents as well as the topics within docu-
ments. The attitude may be the person's judgment (e.g., positive vs. negative) or 
emotional tone (e.g., objective vs. subjective). In this paper we define a super-
vised learning solution for sentiment analysis on twitter messages which gives 
profound accuracy using Naïve Bayes Classification. It classifies the tweets ei-
ther positive or negative. Our dataset consists of tweets containing move re-
views retrieved from twitter using certain keywords on a cloud platform. The 
experiment and analysis has 3 major steps. In the first step, the algorithm used 
is Naïve Bayes which performed Boolean classification on bag of words, result-
ing in 71% of accuracy. In the second step, Naïve Bayes algorithm is applied on 
bag of words without stop words which gave 72% accuracy. In the third step, 
using the concept of Information gain, high value features are selected using 
Chi-Square, which gave maximum accuracy. The evaluating metrics used in 
this work are Accuracy, Precision, Recall and F-Measure for both the sentiment 
classes. The results show that Naïve Bayes algorithm with the application of 
feature selection using the minimum Chi-Square value of 3 gave an Accuracy 
of 89%, Positive Precision 83.07%, Positive Recall 97.2%, Positive F-Measure 
89.9%, Negative Precision 96.6%, Negative Recall 81.2% and  Negative F-
Measure 88.2%. The significant increase in Positive Recall specifies that the 
classifier classifies positive words with more probability when compared to the 
negative words. This paper also describes the preprocessing steps needed in or-
der to achieve high accuracy. 

Keywords: Sentiment Analysis, Social Network, Twitter, Cloud Computing 
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1 Introduction 

Sentiment analysis has recently received a lot of attention in the Natural Language 
Processing (NLP) community. Polarity classification, whose goal is to determine 
whether the sentiment expressed in a document is “thumbs up i.e. positive” or 
“thumbs down i.e. negative”, is arguably one of the most popular tasks in document-
level sentiment analysis. Various sentiment measurement platforms employ different 
techniques and statistical methodologies to evaluate sentiment across the web 
[3][6][7][8][9]. Some rely 100% on automated sentiment, some employ humans to 
analyze sentiment, while others use a hybrid system. The various applications include 
Public Opinion, Customer Satisfaction, Targeted marketing strategy and many others. 

Because the internet provides so many opportunities for people to publish their 
views on various products as such, companies and organizations are under increasing 
pressure to track and analyze opinions and attitudes about their products and services 
[1]. These opinions from customers, prospects, reviewers, analysts and employees are 
expressed in various web forums, from consumer review sites to Twitter as well as in 
emails, call logs, and web-based surveys and forms. By monitoring and analyzing 
opinions, companies can gather intelligence on a customer's defection risk and other 
business metrics such as the Churn rate. There is a very high impact if an influential 
user shares his opinion on the level of satisfaction or intensity of complaint, as their 
opinion becomes a contributing driver to other people’s purchase decision. Capturing 
and analyzing these opinions is a necessity for proactive product planning, marketing 
and customer service. It is also critical in maintaining brand integrity. Thus sentiment 
analysis proves to be of great help in wide areas [2][3][4]. 

The challenge for leveraging sentiment is tracking disparate sources and then accu-
rately capturing the meaning in the opinion in time to effectively analyze and act. 
Opinions are expressed in many different ways; accurately analyzing and measuring 
this diverse content produces quantitative values that improve the usefulness of the 
data on which companies rely to run their business [2][10]. In addition, entity-level 
sentiment helps refine the data to give insight into specific topics within documents, 
allowing deeper and more accurate analysis. 

2 Literature Survey 

2.1 NAÏVE BAYES  

The Naïve Bayes algorithm is based on conditional probabilities. It uses Bayes Theo-
rem, a formula that calculates a probability by counting the frequency of values and 
combinations of values in the historical data. Bayes’ Theorem finds the probability of 
an event occurring given the probability of another event that has already occurred. If 
B represents the dependent event and A represents the prior event, Bayes’ theorem can 
be stated as follows: 
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The Naïve Bayes algorithm makes the simple assumption that the features consti-
tuting the items are conditionally independent of the given class. It affords fast, highly 
scalable model building and scoring. The Naïve Bayes classifier uses the prior proba-
bility of each class which is the frequency of each class in the training set, and the 
contribution from each feature. The classifier then returns the class with the highest 
probability and thus can be termed as positive class or negative class given the docu-
ment. It scales linearly with the number of predictors and rows. The build process for 
Naïve Bayes is parallelized. Naïve Bayes can be used for both binary and multiclass 
classification problems. 

2.2 Bag-of-words 

Each document is a bag of words, meaning an unordered collection of words, disre-
garding grammar and even word order. Models have been successfully used in the 
text community for analyzing documents and are known as "bag-of-words" models, 
since each document is represented by a distribution over fixed vocabulary. The bag-
of-words model is used in some methods of document classification. When a Naïve 
Bayes classifier is applied to text, for example, the conditional independence assump-
tion leads to the bag-of-words model. 

2.3 Information Gain 

Information gain for classification is a measure of how common a feature is in a par-
ticular class compared to how common it is in all other classes. A word that occurs 
primarily in positive class and rarely in negative class is high information. Thus, the 
amount of information associated with an attribute value is related to the probability 
of occurrence. If we have a set with N different values in it, we can calculate the en-
tropy as follows: 

   . log  

Where, Pi is the probability of getting the ith value when randomly selecting one 
from the set. 

3 Corpora 

Our objective was to perform sentiment analysis on messages from twitter of movie 
reviews. Twitter is a micro-blogging site, in which messages shared called tweets 
have a limit of 140 characters. We selected the top movies based their box-office 
performance using the Internet Movie Review Database (IMDB) as reference. We 
then identified the official twitter accounts or hash-tags representing the tweets for 
these movies. We then short-listed those accounts and hash-tags which were pub-
lished as trending by twitter, thus ensuring that we would be able to extract sufficient 
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content for our analysis. Using these keywords, we queried twitter using the Twitter 
Search API and collected the tweets. We analyzed the collected tweets and prepared a 
selection/transformation process to prepare the dataset for our experiment. 

Our first step was to extract tweets which were in English and discarded the ones 
which were in foreign languages. Although our experiment was targeted towards 
tweets in English, the approach can also be used for other languages. We then identi-
fied the emotional tone of the tweets (i.e. objective vs. subjective) and discarded the 
objective tweets. We found that a large portion of the collected tweets were objective 
in nature such as "Planning to see #inceptionfilm this weekend" and did not convey 
any sentiment. The remaining tweets were then hand labeled for supervised training, 
based on the understanding of the English language and using a Thesaurus as a refer-
ence. We hand labeled tweets as either “positive” or “negative” using a custom web 
form of our cloud application. Since we needed to train the model appropriately for 
both positive and negative tweets, we chose equal amount of tweets for both classes 
so as to prevent over-training for any one class. Using the above parameters our data-
set constituted of 5000 tweets, of which 75% were used for training and 25% were 
used for testing. Using this corpus we applied the 10-fold cross-validation technique 
for training the model to achieve the best results. The advantage of this technique over 
repeated random subsampling is that all observations are used for both training and 
testing, and each observation is used for validation exactly once. 

4 Architecture 

 

Fig. 1. Architecture Diagram 
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The application was developed in Python using Google's Platform-as-a-Service 
(PaaS) offering called Google App Engine (GAE). We used various services from 
GAE such as Task Queues, Backends, etc. which aided in the implementation of the 
sentiment analysis process workflow. As discussed in the corpora section, we pre-
pared a list of keywords for movies which we wanted to collect information for and 
queried the Twitter Search API. The twitter search API provides results in various 
data formats; XML, JSON, RSS and Atom, and we chose JSON as GAE Datastore 
(which is a NoSQL schema-less object storage) stores objects in JSON format. To 
connect to the twitter API using python the PyTwitter package was used, which is a 
command-like tool to connect to the different available twitter REST and search APIs. 

As twitter permits up to 350 API calls per hour as per its rate limiting policy, we 
used GAE task queues to schedule search queries to retrieve information through the 
API. We also monitored the rate limit status to ensure information retrieval within fair 
usage limits and dynamically throttle requests if necessary. The raw tweets retrieved 
with this process were stored in a GAE Datastore model. We then used the GAE 
Backends API which allows executing long running processes, to select and pre-
process the raw tweets as described in the corpora section. We also developed custom 
web forms, to allow user input for tweets such as hand labeling the sentiment class. 
The resultant tweets were stored as a bag-of-words along with its hand-tagged senti-
ment class label. Using this data as baseline, our experiment was conducted by mod-
ifying the parameters of the Feature Selection process. Once the appropriate features 
were selected for training we used a Naïve Bayes algorithm to train a sentiment clas-
sification model. This trained model was then used to verify the results on the test 
dataset and calculate and compare the performance of the model using various metrics 
such as Accuracy, Precision, Recall and F-Measure. 

5 Metrics 

For classification tasks, the terms true positives, true negatives, false positives and 
false negatives compare the results of the classifier under test with trusted external 
judgments. The terms positive and negative refer to the classifier’s prediction, and the 
terms true and false refer to whether that prediction corresponds to the external judg-
ment (or expectation). 

5.1 Accuracy 

Accuracy is used as a statistical measure of how well a binary classification test cor-
rectly identifies or excludes a condition. The accuracy of a measurement system is the 
degree of closeness of measurements of a quantity to that quantity's actual (true) val-
ue. That is, the accuracy is the proportion of true results (both true positives and true 
negatives) in the population. 

 
 + 
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Where, tp is the number of true positives, tn is the number of true negatives, fp is the 
number of false positives and fn is the number of false negatives. 

5.2 Precision 

The precision of a measurement system is the degree to which repeated measurements 
under unchanged conditions show the same results. It is the fraction of retrieved in-
stances that are relevant. Thus precision is defined as the proportion of the true posi-
tives against all the positive results (both true positives and false positives) in the 
population. 

  

Where, tp is the number of true positives and fp is the number of false positives.  

5.3 Recall 

Recall is the fraction of relevant instances that are retrieved. Both precision and recall 
are therefore based on an understanding and measure of relevance. 

  

Where, tp is the number of true positives and fn is the number of false negatives. 

5.4 F-Measure 

F-Measure considers both precision and recall of the test. The F-Measure score can be 
interpreted as the weighted average of the precision and recall, where an F-Measure 
score reaches its best value at 1 and worst score at 0.  

 2 .
 .

 

6 Experiment 

In this experiment we use several feature selection techniques and apply the same to 
the bag-of-words model to achieve higher accuracy, precision and recall. Our intent is 
to eliminate low information features and thus give the model clarity by removing the 
noisy data. Since we are dealing with a high volume of data (words), the dimensional 
space greatly increases causing the available data to be sparse and less useful. Thus 
we needed to avoid over-fitting and the curse of dimensionality, by decreasing the 
size of the model which ultimately improves the performance. 
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6.1 Bag-of-words 

We first trained a Naïve Bayes classifier using a simple Bag-of-Words model, which 
yielded the following test results as shown: 

Table 1. Bag-of-Words Feature Extraction 

Metric Score
Accuracy 0.718 
Positive Precision 0.643 
Positive Recall 0.976 
Negative Precision 0.950
Negative Recall 0.460
Positive F-Measure 0.775 
Negative F-Measure 0.619 

 
Since the classifier gave a low accuracy with just a score of 0.718, we then pro-

ceeded to reduce the model size by filtering the stop words. 

6.2 Bag-of-words eliminating Stop Words 

It is widely accepted that stop words can be considered useless, as they are so com-
mon that including them would greatly increase the size of the model, without any 
improvement to the precision or recall and thus can be ignored. To improve the train-
ing features, we ignored the following stop words: 

Table 2. List of Stop Words 

i 
me 
my 
myself 
we 
our 
ours 
ourselves 
you 
your 
yours 
yourself 
yourselves 
he 
him 
his 
himself 
she 

her 
hers 
herself 
it 
its 
itself 
they 
them 
does 
their 
did 
theirs 
doing 
themselves 
a 
what 
an 
which 

the 
who 
and 
whom 
but 
this 
if 
that 
or 
these 
because 
those 
as 
am 
until 
is 
while 
are 

of 
was 
at 
were 
by 
be 
for 
been 
with 
being 
about 
have 
against 
has 
between 
had 
into 
having 

through 
do 
during 
before 
after 
above 
below 
to 
from 
up 
down 
in 
out 
on 
off 
over 
under 
again 

further 
then 
once 
here 
there 
when 
where 
why 
how 
all 
any 
both 
each 
few 
more 
most 
other 
some 

such 
no 
nor 
not 
only 
own 
same 
so 
than 
too 
very 
can 
will 
just 
dont 
should 
now 
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After filtering the above stop words, the classifier was trained again with the re-
maining features, which yielded the following test result: 

Table 3. Bag-of-words without Stop Words 

Metric Score 
Accuracy 0.726 
Positive Precision 0.645 
Positive Recall 0.976 
Negative Precision 0.950 
Negative Recall 0.464 
Positive F-Measure 0.776
Negative F-Measure 0.623 

 
Using this approach we achieved a slightly higher score on almost all the metrics, 

yet found that they still remain insignificant. Thus we needed to further improve the 
feature selection process to achieve better performance results for the classifier. 

6.3 High Information Bag-of-words 

As the classification model has hundreds or thousands of features, there is very good 
probability that many (if not most) of the features are low information. These are 
features that are common across both sentiment classes and therefore contribute little 
information to the classification process. Individually they are harmless, but in aggre-
gate low information features can decrease the classifier performance. 

To find the highest information features, we need to calculate information gain for 
each word. One of the best metrics for information gain is Chi-Square. To use it, first 
we need to calculate a few frequencies for each word: its overall frequency and its 
frequency within each class. This is done with a Frequency Distribution for overall 
frequency of words, and a Conditional Frequency Distribution where the conditions 
are the class labels. Once we have those numbers, we can score words with the chi-
square function, then sort the words by score and select the words with a minimum 
score value ( ex. value >= 3 ). We then put these words into a set, and use a set mem-
bership test in our feature selection function to select only those words that appear in 
the set. Now each message is classified based on the presence of these high informa-
tion words. Using this technique, we again trained the Naïve Bayes classifier and 
following are the test results: 
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Table 4. High Information Bag-of-words 

Metric Score 
Accuracy 0.892 
Positive Precision 0.837 
Positive Recall 0.976
Negative Precision 0.966 
Negative Recall 0.812 
Positive F-Measure 0.901 
Negative F-Measure 0.882 

 
As shown, there is a considerable increase in all the metrics indicating that the 

classifier performs the best when trained using a model which excludes stop words 
and only contains high information features. 

7 Graphs 

 

Fig. 2. Accuracy vs. Precision vs. Recall 

 

Fig. 3. Accuracy vs. F-Measure 
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The evaluation metrics used here are Accuracy, Positive Precision, Positive Recall, 
Positive F-Measure, Negative Precision, Negative Recall, and Negative F-Measure. 
These metrics are plotted for bag-of-words, Bag-of-words without stop words and 
high information bag-of-words. The performance of the classifier is compared over 
the positive and negative classes. 

As expected, the classifier performed best when dealing with high information fea-
tures with an accuracy of 89.2% i.e. analyzing the sentiments of tweets whether posi-
tive or negative have almost reached the human accuracy. The model scored best for 
the information gain features measured using Chi Square. The bag-of-words shows an 
accuracy of 71.8% which increases to accuracy of 72.6% when stop words were fil-
tered which is less in comparison with information gain feature measured using chi-
square. These values are evident in the graph as we see accuracy remained almost 
same in both bag-of-words and bag-of-words eliminating stop words but there is a 
sharp rise in the graph from 72% to 89% as information gain with chi-square is ap-
plied The high information features gave a maximum of 83.07% positive precision, 
97.2% positive recall, 96.6% negative precision, 81.2% negative recall, 89.9% posi-
tive f-measure and 88.2% negative f-measure; when comparing to the bag-of-words 
which gave 64.3% positive precision, 97.6% positive recall, 95% negative precision, 
46% negative recall, 77.5% positive f-measure and 61.9% negative f-measure. The 
significant value of positive recall as 97% in bag-of-words, bag-of-words eliminating 
stop words and high information feature obtained using chi-square and information 
gain specifies that the classifier predicts best for positive sentiments in all the three 
cases. The classifier during the training phases showed significant improvements in 
various metrics, one among them is the negative recall. It is evident from the graph 
that negative recall had a very low value in bag-of-words model and bag-of-words 
eliminating stop words i.e. 46% and as information gain using chi-square minimum 
threshold value 3 is applied then there is a sudden sharp rise in the graph from 46% to 
81% which specifies that the classifier can now classify negative sentiment with a 
significant probability. Eliminating low information features gives the model clarity 
by removing noisy data and saves it from over fitting. The filtered bag-of-words gave 
minimum positive precision of 64.98%. The significant increase in positive recall 
when compared with negative recall in the high information model with chi square 
value 3 specifies that the classifier classifies positive tweets with more probability 
when compared to the negative tweets. It is also interesting to note the improvement 
in accuracy for the tweets when information gain feature with chi square is used. 
Without feature selection, the bag-of-words model is clearly better than the filtered 
model, but performance becomes comparable when feature selection is applied. Expe-
rimenting with the number of retained features shows the difference in performance 
when the feature set is reduced. 

8 Conclusion 

In this paper, we investigated developing a classification model for  sentiment  in 
micro-blogging posts  from Twitter. Using various preprocessing techniques, and 
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applying various feature selection techniques to the Naïve Bayes classifier, we were 
able to achieve reasonably good performance for the training set used. Ultimately we 
also noticed that all the classifiers trained were performing slightly better for classify-
ing the positive class compared to the negative class. We show that Naïve Bayes algo-
rithm with application of Information Gain measured using Chi square with minimum 
value of 3 to select high information features, gives accuracy above 89%. This study 
can further be extending by applying other techniques such as feature selection and 
aggregation using n-gram collocations and Parts-Of-Speech tagging to improve the 
feature model by eliminating word disambiguation. 
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Abstract. Histopathological examination of tissues enables pathologists to quanti-
fy the morphological features and spatial relationships of the tissue components. 
This process aids them in detecting and grading diseases, such as cancer. Quite of-
ten this system leads to observer variability and therefore affects patient prognosis. 
Hence quantitative image-analysis techniques can be used in processing the histo-
pathology images and to perform automatic detection and grading. This paper 
proposes a segmentation algorithm to segment all the objects in a breast histopa-
thology image and identify the tubules in them. The objects including the tubules 
and fatty regions are identified using K-means clustering. Lumen belonging to tu-
bules is differentiated from the fatty regions by detecting the single layered nuclei 
surrounding them. This is done through grid analysis and level set segmentation. 
Identification of tubules is important because the percentage of tubular formation 
is one of the parameters used in breast cancer detection and grading. 
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1   Introduction 

In clinical medicine, histopathology is the golden standard used by pathologists 
for studying the various manifestations of diseases. During histopathological ex-
amination, a pathologist quantifies the appearance of the tissue, and based on the 
visual quantification, detects and grades diseases. In spite of the experience and 
expertise of the pathologist, this manual system is subject to a considerable 
amount of inter- and intra- observer variability which could affect diagnosis and 
treatment planning. An investigation of the inconsistencies prevailing in the histo-
logical diagnosis of breast lesions was made by a panel of breast tumor patholo-
gists [1]. This study showed that the consistency in diagnosis was good when only 
two categories of tumor: benign and malignant were considered, but it was greatly 
affected by observer variability when cases of border line lesions were considered. 
These issues caused by the limitations of human visual interpretation, can greatly 
affect the prediction of patient prognosis and treatment planning. This problem 
can be alleviated by developing quantitative image analysis methods to automati-
cally process the digital images of histopathology tissue sections and quantitative 
computational tools to quantify the appearance of various tissue components [2]. 
 

The proposed work aims at image segmentation methods to automatically seg-
ment the various components in a breast histopathology image and identify the tu-
bules in them. Automatic detection of tubules is important as the percentage of tu-
bular formation in the cancer tissue is one of the key factors in the grading of 
breast cancer tissues[3]. The proposed segmentation methodology uses a combina-
tion of color based segmentation and grid analysis to identify the nuclei regions in 
the image. This step is followed by segmentation using level sets which uses the 
grid co-ordinates as the initial level contour. This is used to derive the level set 
function in order to detect the boundary of the nuclei. The tubules are identified 
from other non-tubular structures by detecting the presence of a single layer of 
nuclei around them and also by measuring the evenness of the nuclei positioning, 
around the lumen.  
 

A background on grading breast cancer histopathology sections, the structure of 
tubule formations and its importance in grading breast cancer is given in section 2. 
Section 3 provides a Literature survey on the related works. Section 4 and 5 
present the proposed segmentation methodology and experimental results respec-
tively. Discussions on this work and the Conclusion are placed in section 6. 

2   Background 

Cancer can be termed as a broad group of diseases caused by uncontrollable 
growth of abnormal cells in a tissue, which may invade other parts of the body. 
Cancers are named depending on the organ from where they start. Breast cancer is 

312 P. Maqlin et al.



one of the common types of cancer among the female population worldwide. It is 
estimated that 226,870 women will be diagnosed with and 39,510 women will die 
of cancer of the breast in 2012[4].In a normal breast tissue the group of cells are 
organized together to form a particular function. Cancer causes a break down in 
the normal functioning of the cells and causes changes in the appearance and or-
ganization of the cells in the breast tissues. The histopathology examination 
enables the pathologists to classify the cancer as low grade, intermediate or high 
grade cancer. Cancer grading determines how much the tumor resembles the tissue 
of their origin. The Bloom Richardson grading system is presently, the most wide-
ly used system in the grading of breast cancer tissues. It uses three parameters for 
grading: tubular formation (percentage of tubules found in the tumor), variation in 
cell size and shapes (nuclear pleomorphism) and the mitotic count (number of 
cells that undergo division)[4]. Points are awarded according to whether the three 
of the histological factors are present in slight, moderate or marked degree. 
 

Prior to the microscopic examination, the tissues are stained with hematoxylin 
and eosin (H&E) stains. The purpose of the stains is to reveal the various compo-
nents in the tissue. Hemotoxylin stains cell nuclei blue and Eosin stains cytoplasm 
and connective tissues pink. In an H&E, stained breast cancer tubules are charac-
terized by a white region called lumen, surrounded by a single layer of nuclei 
around each of them. Fig. 2.1 shows a normal breast histopathology image con-
taining tubules in it. 

 

                      

(a)                                                                     (b)` 
Fig.1.a) Breast Histopathology Image with arrow heads showing tubules. b) Sub image 
showing a tubule in the tissue 

3   Related Works 

The first step in the segmentation of histopathological images is to detect the vari-
ous histological structures in the tissue. The size, shape, count, extent and other 
morphological features of these structures influence the presence or severity of 
diseases. For example, the presence of a large number of lymphocytes in breast 
cancer histopathology is strongly suggestive of poor disease outcome and survival 

Nuclei layer 
surrounding tu-
bule  

Lumen 

Stroma 
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[5]. Identifying these histological structures is a pre-requisite for detecting and 
classifying diseases. Segmentation algorithms of histopathological images can ei-
ther have a local, structural segmentation approach or a global scene segmentation 
approach [6]. This approach targets specific objects in the image and identifies 
them. Numerous works have been conducted on segmentation of various struc-
tures in breast histopathology images using methodologies such as thresholding, 
K-means, fuzzy c-means clustering and adaptive thresholding [7]. The drawback of 
thresholding is that it can work only on uniform images and does not produce con-
sistent results, in case there is considerable variability within image sets. Wa-
tershed algorithms tend to pose the same problem [8]. Active contours are widely 
used in image segmentation; however, contours enclosing multiple overlapping 
objects pose a limitation. In addition, inclusion of other irrelevant objects from the 
background further complicates the possibility of obtaining a viable segmentation.  
Nuclear segmentation in breast and prostate cancer histopathology was achieved 
by integrating a Bayesian classifier driven by image color and texture and a shape-
based template-matching algorithm [9]. Several nuclei lie adjacent to each other 
and hence template matching is used to extricate the individual nuclei. A unified 
segmentation algorithm for sub-cellular compartmentalization is done in which, 
quantization of biomarkers at sub-cellular resolution requires segmentation of sub-
cellular compartments such as nuclei, membranes, and cytoplasm [10]. 
 

After the segmentation process the various features of the histological struc-
tures are extracted from the regions of interest. These features play a vital role in 
detecting and grading diseases. Images can be analyzed by examining the objects 
in them. Object level analysis mainly relies on the results of the segmentation me-
thodology. Segmentation process identifies the objects of interest in an image. 
Comparisons of Classification performance, while distinguishing between differ-
ent grades of prostate cancer, using manual and automated gland and nuclear seg-
mentation were studied [9].  
 

A cell-graph is generated for breast histopathology images using segmentation 
by color quantization, node identification, and edge establishment [11]. A set of 
structural features are extracted from the graph by getting the values for their dif-
ferent metrics. These feature sets are used for classification through a SVM clas-
sifier. Tissue images can be represented using a color graph and based on the me-
trics of the graph; structural features of various tissue components are extracted 
and used for classification [12]. 
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4   Proposed Segmentation Methodology for identifying the 
Tubules 

4.1   Segmentation using K-means clustering 

In the input histopathology images the various tissue components are revealed by 
their color variability caused by the H&E stain (cytoplasm and connective – pink, 
Lumen and fat-white and cell nuclei-purple). As a first step, each pixel in the im-
age is classified into one of the three component groups: stroma, cytoplasm and 
lumen. This is done using the K-means clustering technique. The resulting cluster 
images as seen in Fig. 2, shows the blue pixels representing the cell nuclei in the 
tissue and white pixels representing the region of lumen or fat.  

4.2   Detecting tubules from the segmented results 

In this phase, the objects of interest are the tubules which are characterized by the 
presence of a white region (lumen) surrounded by a single layer of cell nuclei. But 
the resulting white cluster image (Fig.3 (a)) represents white tissue components 
like lumen, fat and background pixels from which the tubules alone should be de-
tected. In order to detect the tubules, white regions surrounded by a well defined 
single layer of nuclei, have to be identified. This is done by the following steps: 
 
Step 1: Identifying the nuclei nearer to each white region 

In order to find out if a white region is surrounded by a layer of nuclei (tubule), 
the first step is to find out all the nuclei that are nearer to any white region (lumen 
and fat) in the image. This is done by applying a distance constraint as proposed 
by [13]. In this method all the nuclei which are within a threshold value from the 
center of mass of a white region are identified nuclei nearer to that white region. 
The resultant image of this step is shown in Fig. 3.b 
 
 
Step 2: Contour detection of the nuclei near white regions using Grid analysis and 
Level set method  

The K-means clustering algorithm results in clusters of clouded nuclei which need 
to be separated for further analysis. A level set segmentation method is applied to 
identify the boundaries of the nuclei that are closely surrounding the lumen. This 
helps in separating the clouded cells.  

The level set segmentation method is a numerical method that represents an 
evolving contour using a level set function, where its initial level corresponds to 
the actual contour. Then, according to the motion equation of the contour, one can 
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easily derive a similar flow for the implicit surface, so that when applied to the ze-
ro-level will reflect the propagation of the contour. It converges and finds the con-
tour of the region to be segmented. 

The zero level set is represented by the boundary, B = {(x, y)| φ (t, x, y) = 0} of 
a level set function φ, evolving in time t where i = (x, y). φ takes positive values 
inside the area delimited by the Boundary B. The evolution of level set function is 
given by the level set formulation explained in [14] 
 

 | φ| 0 

 

Where the function V defines the speed of the evolution, t is the time of evolu-
tion of a boundary B in a 2D grid of pixels I.  

The level set segmentation method needs initial contours φ0 = φ (0, x, y) to be 
specified around the object of interests. In this work the initial level contour is de-
termined by a grid based method. A grid of fixed height and width is determined 
based on the size of the nuclei in the image. The grid is then placed on the image 
which shows all the nuclei that are nearer to the white region (Fig.4). If a particu-
lar grid entry contains the pixels of the nuclei, it is retained and the other grid en-
tries are eliminated. Thus grid entries containing the nuclei pixels alone are ob-
tained. The boundary pixels of these grid entries are given as initial level contours 
as shown in Fig 5.a.). The algorithm is run until level set algorithm attains conver-
gence showing the contours of the nuclei Fig 5.d)..Illustration of this step is shown 
in Fig. 4 & 5. 
 

Step 3: Identifying nearest nucleus to the lumen in each direction 

The nuclei belonging to the single layer surrounding the white lumen area can be 
identified by finding the nearest nucleus to the lumen in each direction. A direc-
tion constraint proposed by [13] is used to eliminate nuclei lying right behind the 
nuclei surrounding the lumen .As a result of the steps mentioned above, all the 
white regions with a single layer of nuclei around them, i.e. potential lumen, are 
identified. Illustration of this step is shown in Fig. 6. 
 

Step 4: Identifying tubules from other white regions  

It is understood from the original image that the closeness and evenness in the 
spacing of the nuclei surrounding the lumen makes the tubules distinguishable 
from other white regions in the image. The evenness in the distribution of the nuc-
lei surrounding the lumen can be analyzed by finding the distance between the ad-
jacent nuclei in the string. The standard deviation of these values is less than an 
empirical determined threshold value for a tubule. 

(1) 
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5   Experimental Results 

The proposed algorithm was tested for a set of twenty nine histopathology images. 
As a first step, K–means clustering was done to the original image to classify the 
objects in the image based on the color.  For a healthy breast tissue shown in Fig. 
2(a), three clusters were obtained (purple, white and pink). As the analysis of nuc-
lei and lumen is included in the study, the purple (nuclei) and white (lumen and 
fat) clusters are used. Images with purple and white objects are shown in Fig. 2(b) 
and 2(c) respectively. 

 
 

 

              

       (a)                                       (b)                                         (c) 

Fig. 2. (a) H&E stained Normal breast histopathology image, (b) Cluster image with pixels 
of nuclei, (c) Cluster image with white regions in image (lumen, fat) 

 
The purple and white clusters are merged and converted to a binary image as shown in 

Fig. 3 (a). The lumen and the objects surrounding them are retained and the rest of the ob-
jects were eliminated, which is shown in Fig. 3 (b).  
 

                 

(a)                                                           (b) 

Fig. 3. (a)  Purple and White Clusters representing the nuclei, lumen or fat respectively, (b) 
Nuclei nearer to the white regions (applying the distance constraint) 

 
 

White objects which were sufficiently large, along with their surrounding nuc-
lei were further analyzed by placing a grid in the image. The objects of interest 

Non tubular 
white    re-
gion identi-
fied as po-
tential 
lumen 
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and the image with the grid are shown in Fig. 4 (a), Fig. 4 (b) and Fig. 4 (c) re-
spectively. 
 
 
 
 

              

                  (a)                                    (b)                                      (c) 

Fig. 4 (a) Extraction of Nuclei (b) Binary image (c) Grid on the image 
 

The pixels of the nuclei present in the grids are retained. This is shown in Fig. 5 
(a). This is superimposed on the gray image of the original, which is shown in Fig. 
5 (b). 

 
 

             

                                 (a)                                                   (b) 

Fig. 5. (a) Grid entry containing nuclei pixels (b) Superimposed image 
 

Level set segmentation was then used to find the contours of the nuclei within 
the grids. Using the direction constraint explained in [13] the closest nucleus to the 
lumen in a direction is obtained. This resulted in the segmentation of only the row 
of nuclei, in the border of the lumen. The contours of the nuclei, the extracted nuc-
lei and the nuclei in the border of the lumen are shown in Fig. 6(a), (b) and (c). 
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                   (a)                                                 (b)                                         

      

                                         

                   (c)                                                 (d)                                        
   

Fig. 6. Segmentation of nuclei surrounding the lumen (a) Initial Level Contour for Level 
Set segmentation  (b) Detection of Nuclei boundaries (c) Extracted nuclei of a subimage 

showing a lumen area (d)  The single layer of nuclei surrounding the lumen region (direc-
tion constraint applied) 

 
Often fatty regions in histopathology images are mistakenly counted as tubules 

because they appear similar to the central white lumen area of the tubules. How-
ever fatty regions can be differentiated from the tubules by the fact that they do 
not have a layer of nuclei arrangement around them. The experiment was con-
ducted for a fatty region which looks like a lumen of a tubule. It was observed that 
unlike a tubule, the extracted nuclei closely surrounding the fatty region were not 
uniformly distributed in a single layer (shown in Fig 7.). In the case of tubules the 
standard deviation of the distance between the adjacent nuclei in the single nuclei 
layer around the lumen, was below a predetermined threshold value. Whereas for 
a fatty region the standard deviation was above the threshold value indicating that 
the nuclei were not uniformly distributed in the layer.   
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                     (a)                                       (b)                                       (c) 

 
Fig. 7. Segmentation of nuclei surrounding the fatty region (a) Breast Histopathology Im-

age, (b) Sub image of a fatty region , (c) Nuclei closely surrounding the fatty region 
(

 
shows uneven distribution and absence of the nuclei layer ) 

6   Conclusion 

This paper presents a segmentation algorithm which detects the tubules from other 
white regions (fat and background) in the histopathology image. The algorithm 
uses the background knowledge of the arrangement of nuclei around the lumen of 
a tubule, which makes it distinguishable from other white regions in the image. 
This finding was tested on 29 images of breast histopathology images. The algo-
rithm gave accurate results for 90% of the white objects, identifying them to be 
tubular lumen. The algorithm presented inaccurate results by identifying a non-
tubular white object to be a tubular lumen, only when it has evenly distributed 
nuclei around it. Therefore, considering the parameter, evenness in nuclei ar-
rangement around the tubule alone, has its limitations. In the next phase of this 
study, it is planned that the focus will be on using all the domain specific metrics 
of the nuclei around the lumen to make the tubule detection accurate. 
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Abstract: Artificial bee colony (ABC) algorithm is a nature-inspired algorithm 
that mimics the intelligent foraging behavior of honey bees and it is steadily 
gaining popularity. It is observed that convergence of ABC algorithm in local 
minimum is slow.  This paper presents an effort to improve the convergence rate 
of ABC algorithm by integrating differential evolution (DE) operators into it. The 
proposed ABC-DE algorithm is first tested on three product design optimization 
problems and the results are compared with co-evolutionary differential evolution 
(CDE), hybrid particle swarm optimization-differential evolution (PSO-DE) and 
ABC algorithms. Further, the algorithm is applied on three manufacturing 
optimization problems, and the results are compared with genetic algorithm (GA), 
real coded genetic algorithm (RCGA), and RCGA with Laplace Crossover and 
Power Mutation (LXPM) algorithm and ABC algorithm. Results indicate that 
ABC-DE algorithm is better than the state of the art algorithms for the aforesaid 
problems on selected performance metrics.     

Keywords: Artificial bee colony; differential evolution, design optimization; 
manufacturing. 

1  Introduction 

The implicit financial restraint involved in all product design and manufacturing 
processes essentially demand intelligent and robust optimization algorithms which 
can address mutually conflicting objectives, i.e., cost and quality. But the 
optimization of exceedingly complex, non linear product design and 
manufacturing processes, which are associated with many variables (discrete, 
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continuous, mixed, etc), constraints and conditions, is a challenging task. 
Mathematical optimization techniques often fail to give optimal results and struck 
in local optima and converge very slowly in large search spaces [1, 2].  Here, 
nature–inspired algorithms or soft computing techniques [3, 4] can be very useful 
as they can handle complexity and uncertainty and can help manufacturing sector.  
A swarm intelligence algorithm is an important class of nature-inspired algorithms 
[5]. Swarm intelligence is  as defined by Bonabeau, as “ …any attempt to design 
algorithms or distributed problem solving devices inspired by the collective 
behavior of social insect colonies and other animal societies …” [6]. One among 
such recent swarm intelligence inspired evolutionary algorithms is artificial bee 
colony (ABC) algorithm [7] which is increasingly attracting many engineers and 
researchers as its performance is better than GA, PSO and DE [8, 9] on certain test 
functions. In a comprehensive survey, Dervis Karaboga et al. [10] reviewed the 
wider applicability of ABC algorithm and the different efforts made to improve its 
performance. However, like all other evolutionary algorithms, ABC also has some 
drawbacks. For example since it does not uses an operator like crossover as 
employed in GA or DE the distribution of good information between solutions is 
not at a required level. This causes the convergence performance of ABC for local 
minimum to be slow [10]. As it is also observed that, no one algorithm can find 
best solution to all optimization problems, the advantageous features of two 
different algorithms may be used to form a hybrid or augmented technique so as to 
improve the quality of the solutions [11]. More recently, ABC is simply cascaded 
with DE in one study [12] and in another study [13] only neighborhood operator 
of ABC is replaced with the mutation operator of DE. But such variants 
undermine the importance of crossover operator of DE in their study, which 
controls the diversity and maintains uniform distribution of the population [14]. 
Therefore, this paper proposes, ABC algorithm integrated with DE operators, 
named ABC-DE algorithm. The paper is further organized as follows. The section 
two briefly describes ABC and DE algorithms. In section three, proposed ABC-
DE algorithm is presented. In section four details of experiments conducted on 
ABC-DE are presented. In section five results of experiments on product design 
and manufacturing optimization problems are presented. Conclusions are drawn 
accordingly that are followed by references. 
 
2  Artificial bee colony (ABC) and differential evolution (DE) 

algorithms  

2.1 ABC algorithm  
Karaboga, D. [7] has presented the ABC algorithm that simulates the behavior of 
real honey bees, for solving multidimensional and multi modal optimization 
problems. In this optimization technique, bees are classified into three groups as 
employed bees, onlookers and scouts.  
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Pseudo code of ABC algorithm [15]  
1. Initialize the Colony Size, Number of Food Sources/Solutions (SN), Number 

of dimensions to each solution (D), Modification Rate(MR), SPP(Scout 
Production Period-limit) 

2.  Initialize the population of solutions xi,j  where  i= 1 .. SN  and  j= 1 .. D  
3. Evaluate the population 
4.  cycle = 1 
5. REPEAT 
6. Produce a new solution vi for each employed bee by using (1) and evaluate it 

Vij = Xij +∅ij (Xij – Xkj),  if Rj < MR,  otherwise  Xij  …… (1) 

     [∅ij - is a random number in the range [−1, 1]. k  {1, 2 ,... SN} (SN: 
Number of solutions in a colony) is randomly chosen index. Although k is 
determined randomly, it has to be different from i .  Rj is a randomly chosen 
real number in the range [0, 1] and j  {1, 2 ,... D}  (D: Number of 
dimensions in a problem). MR, modification rate, is a control parameter.] 

7. Apply greedy selection process for the employed bees between the vi and xi 
8. Calculate the probability values Pi using (2) for the solutions xi               

 /∑  …...  (2) 
9.  For each onlooker bee, produce a new solution vi by using (1) in the 

neighborhood of the solution selected depending on Pi and evaluate it. 
10.  Apply greedy selection process for the onlooker bees between the vi and xi 
11. If Scout Production Period (SPP) is completed, determine the abandoned 

solutions by using “limit” parameter for the scout, if it exists, replace it with 
a new randomly produced solution using (3)  

Xj
i = Xj

min + rand (Xj
max - X

j
min) ……(3) 

12. Memorize the best solution achieved so far 
13. cycle = cycle +1 
14. UNTIL ( Max Cycle Number or Max CPU time) 

 
In the initialization phase, the basic control parameters such as number of food 
sources, maximum cycle number, modification rate and the limit of scout 
production period are initialized and the artificial scouts are allowed to randomly 
generate the population of food sources and assign one employee bee to a 
randomly generated food source. In the employee bee phase, the employee bee 
searches for the better neighborhood food sources applies the greedy selection 
strategy to find the best known between two food sources and also shares this 
information with the onlooker bees waiting at the hive, by dancing on the dancing 
area. The onlooker bee gathers the information from the dancing pattern, tempo 
and the duration of the employee bee and adopts the employee bee food source 
probabilistically. Once the onlooker bee chooses its food source, the onlooker bee 
agents also searches for the better neighborhood solution and applies the greedy 
selection process to find the best known between two food sources. The food 
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sources, whose solutions were not improved, after certain predefined number of 
iterations, will be assigned to scouts for random search.  All the three phases are 
repeated until a termination condition (maximum cycle number) is met. 
 
2.2 DE algorithm  
DE algorithm [16] is a popular global optimization algorithm that is similar to GA, 
as it employs mutation, crossover, and selection operators. But DE is different 
from GA, since it mainly relays on mutation operator, while GA is based on 
crossover operator. In DE, mutation operator provides good search mechanism 
that produces difference of randomly selected pairs of solutions in the population, 
while a crossover operator maintains the uniform distribution of population. The 
selection process ensures that the fitness value of the population improves or 
remains unchanged but does not get worse. The main steps of differential 
evolution [15] algorithm are: 
 

 Initialize population 
 Evaluation 
 Repeat   

o Mutate 
o Recombination 
o Evaluation 
o Selection 

 Until requirements are met  
 

Mutation: A mutant solution vector xi is produced by xi = xr1+F (xr2- xr3) …... (4). 
Where F is the scaling factor in the range of [0, 1], and solution vectors xr1, xr2, xr3 
are randomly chosen and must satisfy the condition xr1, xr2, xr3 | r1 ≠ r2 ≠ r3 ≠ I, 
where I is the index of the current solution. 
 
Crossover: The parent vector is mixed with mutant vector to produce a trail vector 
using yj

i = j
i  if Rj ≤ CR, otherwise xj

i. …… (5). 
CR is a crossover constant which controls the recombination and varies between [0, 
1].  And Rj is a random number between [0, 1]. 
 
Selection: All solutions in the population have the same chance of being selected as 
parents without dependence of their fitness value. The child produced after the 
mutation and crossover operations is evaluated. Then, the performance of the child 
vector and its parent is compared and the better one wins the competition. If the 
parent is still better, it is retained in the population [15]. 
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3  ABC algorithm integrated with DE operators (ABC-DE)   
 
Balancing between exploration and exploitation is always a big concern for any 
stochastic search technique and as it is vital for its success. ABC algorithm 
exhibits good balance between exploration and exploitation but it also has certain 
limitations like all other evolutionary algorithms. As ABC algorithm does not uses 
an operator like crossover that is employed in GA or DE, the distribution of good 
information between solutions is not at the required level. This causes the 
convergence performance of ABC for local minimum to be slow [10]. The DE 
algorithm has a crossover operator which makes it converge faster in initial 
generations than ABC but which may result in premature convergence in case of 
multi-modal problems since the DE algorithm does not have an operator 
maintaining sufficient diversity [17]. A comprehensive survey of state of the art of 
DE [18] indicates some of its drawbacks, for example, for some problem 
landscapes DE get stuck in local optima and has limited ability to move its 
population to larger distances of solution spaces. Therefore, DE also needs further 
improvement. Although, the DE and ABC algorithms both appear to have similar 
operators that weigh the difference of solutions, but the DE algorithm uses a 
constant scaling factor while the ABC algorithm uses a random number in the 
range [−1, 1], therefore they are different to each other. So a neighborhood 
operator of ABC algorithm in employee bee phase, and mutation and crossover 
operators of DE algorithm in onlooker bee phase of ABC algorithm, together may 
result in better convergence speed of the existing ABC algorithm. Therefore, DE’s 
mutation and crossover operators are integrated into onlooker phase of ABC 
algorithm, since onlooker phase represent global search. The proposed ABC-DE 
algorithm incorporates the following modifications to the original ABC algorithm 
keeping its all other steps unchanged.  
 
1. In step 9, for each onlooker bee produce new solutions vi using differential 

mutation operator and crossover operators, i.e., using equations (4) and (5), in 
the neighborhood of the solutions selected depending on pi and evaluate it.  
 

2. The scaling factor F, employed in mutation operator of DE which is a constant 
and greater than 0 (F>0) has been changed to vary in the range of [0, 1] and 
thus making the algorithm self adaptive.  
 

Constraint handling: Constraint handling is the key concern in optimizing the 
constrained product design and manufacturing optimization problems, as the 
choice of the constraint handling technique tends to have a definite impact on 
quality of search technique. Among the number of constraint handling techniques 
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reviewed comprehensively [19], because of its simplicity and effectiveness Deb’s 
feasibility rules [20] are adopted for constraints handling, in this study. In this 
method tournament selection is employed, that is two solutions are compared with 
each other, according to the following order of preference of feasible solution. If 
both solutions are feasible, the one with better objective function value wins. If 
one solution is feasible and the other unfeasible, the feasible one wins. If both 
solutions are infeasible, the one with lower constraint violation wins. 
 

4  Experiments 

Both ABC algorithm and ABC-DE are implemented in MATLAB 7.0, and tested 
on a Laptop machine equipped with Intel Centrino Duo processor with 512 MB 
RAM, and 150 GB HDD, and that runs on Windows XP platform. ABC-DE is 
tested on four product design optimization problems and three manufacturing 
optimization problems.  Experimental settings of ABC and ABC-DE are presented 
in table no. 1.  

Table 1 Experimental parameters 
Parameters ABC ABC-DE 

Colony size 40 40 

Maximum Cycle Number (MCN) 500 500 

Modification rate (MR) 0.9 0.9 

Limit 0.25*MCN 0.25* MCN 

Cross over rate _ 0.5 
 
Product design optimization problems 
In this study, three standard constrained product design optimization problems that 
are considered from [21]. The first design problem is to design a welded beam for 
minimum cost, considering four design variables that are subject to two linear and 
five nonlinear constraints, such as shear stress, bending stress in the beam, 
buckling load on the bar, and end deflection on the beam.  The second design 
problem is to design a cylindrical pressure vessel capped at both ends by 
hemispherical heads, i.e., compressed air storage tank with a working pressure of 
3,000 psi and a minimum volume of 750 ft3. This is design problem has four 
design variables and three linear and one nonlinear constraints that are required to 
be handled to achieve minimum manufacturing cost. The third design problem is 
to minimize the weight of a tension/compression spring, subject to one linear and 
three nonlinear constraints of minimum deflection, shear stress, surge frequency, 
and boundary constraints of design variables such as the wire diameter, the mean 
coil diameter, and the number of active coils.  
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Manufacturing optimization problems 
Three manufacturing optimization problems are considered for this study. The first 
model [22] is for multi pass turning operation of mild steel work piece using a 
carbide tool. The objective is to minimize the production cost in dollars/piece. In 
this model n is umber of passes, d is depth of cut in mm, V is cutting speed  in 
m/min, and f is feed rate in mm/rev.  For comparison values n=2 and d =2.5 are 
adopted.   
 
Min. Cost = n * (3141.59 * V -1 f -1 d -1+ 2.879 * 10-8 V4 f 0.75 d -0.025 +10) …. (6) 

Subject to:  50 ≤V ≤ 400 m/min    …. (7) 

0.30 ≤f ≤ 0.75 mm/rev   …. (8) 

1.20 ≤d ≤ 2.75 mm   …. (9) 

Cutting force constraint  Fc= (28.10* V0.07-0.525 * V0.5) * d  

       *  f {1.59+ 0.946 * (1+x) / ((1-x) 2+x)0.5}   

Where x = {V/142 * exp (2.21f)} 2   ….. (10) 

Cutting power constraint  Pc=0.746* FcV / 4500   ….. (11)  

Tool life constraint  TL= 60 * {(1010)/ V5 f 1.75 d 0.75)  ….. (12) 

Temperature constraint  T=132* V 0.4 f 0.2 d 0.105     ...... (13) 

   

The second model [23] is for single pass turning operation and the objective is to 
minimize the production cost in dollars/piece. In this model V is in m/min, and 
cutting speed and f is feed rate in mm/rev.   

Min. cost = 1.25 V -1f -1 +1.8 * 10 -8 V 3 f 0.16+ 0.2 

Subject to:   0 ≤V ≤ 400 m/min   …. (14) 

0 ≤f ≤  0.01 in /rev   …..(15) 

The surface finish constraint  SF= 1.36 x 10 8 V-1.52 f 1.004 ≤ 100 µin …. (16) 

The horse power constraint  HP = 3.58 10 8 V 0.91f  0.78  ≤  2hp   ….(17) 

 
The third model [24] is to minimize tool wear in turning operation using a 
combination of high carbon steel–tungsten carbide tool. In this model there are 
three variables namely d is depth of cut in mm, V is cutting speed in m/min, and f 
is feed rate in mm/rev.   
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Min. Tool wear (tw) = 0.0512 *V 0.588 f 0.034 +1.8 * 10 -8 V3 f 0.16 d 0.667 

Subject to:   30  ≤V≤ 190 m/min   …. (18) 

0.01≤f≤  2.5mm/rev   …. (19) 

0.5  ≤d ≤ 4.0 mm   …. (20) 

Cutting force constraint   fc= 844 * V -0.1013 f  0.725 d 0.75 ≤1100 …. (21) 

Temperature constraint t in 0c  t = 75.0238 V 0.527f  0.836d 0.156 ≤500 …. (22) 

5 Results  

For product design optimization problems 30 independent experimental runs are 
conducted to ascertain the performance of the algorithm on standard metrics are 
such as best, mean, standard deviation and maximum number of evaluations that 
represent the quality, robustness and rate of convergence respectively. And the 
performance of ABC-DE is compared with CDE, PSO-DE and ABC in table no 2. 
 

Table 2 Performance comparison on design optimization problems 
Problem Statistics CDE [25] PSO-DE[26] ABC[27] ABC-DE 

Welded  
Beam 

Best 1.733461 1.7248531 1.724852 1.724852 

Mean 1.768158 1.7248579 1.741913 1.8131 

 Stdev 2.2E-02 4.1E-06 3.1E-02 0.11997 

 Eval. 240000 33000 30000 20000 
 

Pressure  
Vessel 

Best 6059.7340 6059.7143 6059.714736 2685.753407 

Mean 6085.2303 6059.714335 6245.308144 2685.753407 

 Stdev 4.3E+01 3.1E+2 2.05E+02 0 

 Eval. 240000 42,100 30000 20000 
 

Tension/ 
Compr-
ession  
Spring 

Best 0.0126702 0.012665233 0.012665 0.0126652 

Mean 0.012703 0.012665244 0.012709 0.0126729 

Stdev 2.7E-05 1.2E-08 0.012813 3.0657E-005 

Eval. 240000 24950 30000 20000 

 

(a) Welded Beam     (b) Pressure Vessel     (c) Spring Tension 
Figure 1: The convergence behavior of ABC-DE on design optimization problems  
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The convergence behavior of ABC-DE algorithm for the three product design 
optimization problems is presented for the five hundred cycles in figure 1. The 
best values for pressure vessel and tension/compression spring design problems, 
ABC-DE achieved improved results over CDE, PSO-DE and ABC, which is a 
metric of quality of the solution. For all the product design optimization problems 
ABC-DE has outperformed in terms of no. of fitness evaluations, a convergence 
metric. The stability of ABC-DE is also highly comparable to that of CDE, PSO-
DE and ABC, for all the three product design optimization problems.  
 
For manufacturing optimization problems 100 independent experimental runs 
have been carried out on both ABC and ABC-DE algorithm so as to compare the 
results with results reported in literature i.e., with genetic algorithm (GA) [24, 28], 
real coded genetic algorithm (RCGA) [29] RCGA with Laplace cross over and 
power mutation (LXPM) [30] algorithm. ABC-DE performance is compared with 
the state of the art computing techniques in table no 3. 

Table 3 Performance comparison on manufacturing optimization problems 
Problem Algorithm Objective function Standard 

deviation 
Eval. 

Best Worst 
Multi 
pass 
turning 

GA  79.569 NA NA 50000 

RCGA 79.554 NA NA 14306 

RC/LXPM  79.542 79.6488 0.03074 399 

ABC* 79.5448 79.5876 0.00956423 294 

ABC-DE 79.5422 79.54223 1.57107E-013 230 

Single 
pass 
turning 

GA 6.2758 NA NA 65500 

RCGA 6.255718 NA NA 11412 

LXPM 6.254948 7.6912 0.41213 743 

ABC* 6.24079 6.3605 0.027187 254 

ABC-DE 6.23637 6.39385 0.0246696 50 

Tool 
wear 
min. 

GA 0.244 0.328 NA NA 

ABC* 0.20401 0.212083 0.00151163 306 

ABC-DE 0.203718 0.203771 1.59443E-007 50 

*Present study 

For the three manufacturing optimization problems, i.e., minimizing the 
production cost in dollars/piece for single pass and multi pass turning and 
minimizing the tool wear in turning operations, ABC-DE algorithm has 
outperformed GA, RCGA, RCGA with LXPM and ABC on selected performance 
metrics such as best and worst, the quality indicators of the solution, standard 
deviation a metric for stability of the algorithm and no. of fitness evaluations may 
be a metric for convergence speed.    
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Conclusions 

This paper proposes, artificial bee colony (ABC) algorithm integrated with 
differential evolution (DE) operators, to improve the convergence rate of ABC 
algorithm. The ABC-DE algorithm is first applied on three product design 
optimization problems and its performance has been found to be better than co-
evolutionary differential evolution (CDE), hybrid particle swarm optimization-
differential evolution (PSO-DE) and ABC algorithms on standard performance 
metrics. Further the ABC-DE algorithm is applied on three manufacturing 
optimization problems and its performance has been found to be better than 
genetic algorithm (GA), real coded genetic algorithm (RCGA), and RCGA with 
Laplace Crossover and Power Mutation (LXPM) algorithm and ABC algorithm on 
selected performance metrics.  This comparative study exhibits the potential of the 
ABC-DE algorithm to handle complex intelligent manufacturing optimization 
problems. The future work may be focused on further study of ABC-DE algorithm 
on other different intelligent manufacturing optimization problems.   
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Abstract. Membrane computing can abstract biological structures and behaviors, 
and formally represent them without disregarding their biological characteristics. 
However, there is the lack of a proper framework to model and verify biological 
systems with membrane computing that could act as a guideline for researchers in 
computational biology or systems biology in using and exploring the advantages 
of membrane computing. This paper presents a framework for modeling and veri-
fying biological systems using membrane computing. The framework processes 
are made up of biological requirement and property specification, membrane 
computing model, membrane computing simulation strategy, and model checking 
approach. The evaluation of the framework with biological systems shows that the 
proposed framework can be used as the first step to further improve the modeling 
and verification approaches in membrane computing.  

Keywords: membrane computing, framework, simulation strategy, model check-
ing, biological systems. 

1   Introduction 

Membrane computing [1] is a theoretical paradigm that abstracts the structure 
and functionality of the living cell to become models and simulators of cellular 
phenomena. Growing interest in the use of membrane computing has been ob-
served recently [2]. 

The research attempts so far in modeling biological systems with membrane 
computing can be categorized into three, based on the context of biological sys-
tems. First is the modeling of biological systems involved in molecular reactions 
that react to changes in the environment of the system or reactions caused by ex-
ternal stimulations of a  certain  pressure  or s pecific  stimulus.  The model of 
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photosynthesis in chloroplast dealing with light reaction and photo-inhibition 
modeled by Nishida [3] using membrane computing belongs to this category. 
Second is the modeling of biological systems that prioritize the executions of in-
terconnected processes in sequences, wherein a process should be completed be-
fore the next is executed. The research attempts in this category include descrip-
tions of mechanosensitive channel behavior in Escherichia coli [4] and definitions 
of sodium-potassium exchange pump in animal cells [5]. Third is the modeling of 
biological systems that involve emergent behaviors, wherein the interactions of 
processes within or between compartments generate a global behavior. Under this 
category, the biological systems that were modeled in membrane computing in-
clude the comprehensive approaches on Quorum Sensing aspects in Vibrio fischeri 
[6], dynamics of HIV infection [7] and synthetic Autoinducer-2 signaling system 
in genetically engineered E. coli [8]. 

 To date, studies regarding the use of membrane computing in modeling bio-
logical systems have addressed the following biological elements: process interac-
tions and compartment interconnections; discrete evolution of objects and 
processes; non-deterministic and parallel execution of rules; emergent behaviors 
based on the various process interactions within a compartment or communica-
tions among compartments; representation of the structure of biological systems; 
topological organizations based on structural arrangements of compartments; and, 
characterization of the stochastic behaviors of biological systems that involve the 
interactions of processes among the small number of objects or the microscopic 
elements of biological systems. 

 The categorization of biological elements shows that membrane computing 
can abstract biological structures and behaviors, and formally represent them 
without disregarding their biological characteristics. This categorization also de-
monstrates that membrane computing could act as a better computational tool for 
investigations in systems biology.  

 Although membrane computing is theoretically proven for its computational 
completeness and computational efficiency, several of its aspects are yet to be 
practically tested in real problems. One reason is the lack of a proper framework 
to model and verify biological systems with membrane computing that could act 
as a guideline for researchers in computational biology or systems biology in us-
ing and exploring the advantages of membrane computing. Studies on modeling 
biological systems using membrane computing proposed some guidelines to mod-
el and simulate this method. However, these studies are limited in terms of specif-
ic biological systems or processes.    

Therefore, a general framework for modeling and verifying biological systems 
using membrane computing is required to guide and encourage biologists to use 
this mechanism. In this paper, a framework for modeling and simulating biologi-
cal systems using membrane computing formalism and approach is proposed. The 
framework is intended to outline the courses of action or to present a preferred ap-
proach, and to serve as a guideline for modeling and verifying biological systems. 
This framework also indicates the methods that can or should be used and how 
they would interrelate.  
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The framework is categorized into four parts. The first task in the framework is 
to extract from a biological system the elements and properties essential for mod-
eling the system in membrane computing. Second is the building of the membrane 
computing model of the biological system, wherein the membrane computing 
formalism is used accordingly to represent the elements and attributes extracted 
from the system. The third task is to verify the correctness of the membrane com-
puting model by simulating it with the membrane computing simulation strategy. 
The results of the simulations are compared with the results of in vivo or in vitro 
experiments. Finally, the membrane computing model is formally validated to as-
certain that it sustained the fundamental behavior or property of the biological sys-
tem.  The processes in the framework are further elaborated in the following sec-
tions. 

2   Biological Requirement and Property Specification 

The biological system contains a large amount of information. The information 
can be categorized into two parts. The first is the information about the elements 
involved in the structure and processes of the biological systems. The common 
elements present in most biological systems include membrane compartments, 
chemical species, and reactions. Table 1 gives the descriptions of these elements.  

Species concentration is measured discretely in membrane computing. Conver-
sion into molecules should be performed if the species are measured in moles. In 
this case, the Avogadro’s number is used to convert one mole of chemical species 
into 6.022 × 1023 molecules [9]. The number of compartments and the structure 
that determine the links to other compartments should also be identified. The spe-
cies is also specified according to compartment. The parameters and the initial 
concentrations of the species used in the system are also identified. 

The reaction in each compartment is involved in either the transformation of a 
set of species into a new set of species, or the transport of a set of species to 
another compartment. A reaction is converted into a discrete system if it is not 
discretely modeled. If the reactions are modeled in ordinary differential equations 
(ODE), the continuous system is converted into a discrete system using rewriting 
rules. 

The method is simplified using differential equations (1) and (2), which gener-
ally represent the ODE system. Let the concentrations of species A and B in a 
compartment be measured in the ODE with kinetic constants k1, k2, k3 and k4. 
Thus, 

  

ABkAk
dt

dA
21                       (1) 

432 kBkABk
dt

dB
                                  (2)  
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The conversion steps are illustrated in Fig. 1.  
 

Table 1. Descriptions of the basic components in a biological system 

 
Component 

 
Description 

 
  
Compartment A container enclosed by a membrane such as mitochondria, 

chloroplasts, cytoplasm, endoplasmic reticulum, nucleus, and 
Golgi apparatus. These organelles have their own chemical 
reactions and species to carry out different metabolic activities.  

Species A collection of chemically identical molecular structures, such 
as genes, proteins, ions, and molecules, that perform reactions 
to characterize certain behavior based on their concentrations. 

Modifier An activator or inhibitor of reaction such as an enzyme that 
enhances or inhibits the reaction without changing their con-
centration. 

Reactant A species that acts as a substance consumed in the course of a 
chemical reaction.  

Product A species formed during a chemical reaction. 

Reaction  A process that transforms one set of species acting as reactants 
to another set of species acting as products. 

 
If membrane computing can be used to model biological systems modeled 

in ODE, then biological systems can also be modeled directly into membrane 
computing from in vivo or in vitro experiments. The reason is that the informa-
tion extracted from the ODE model that transformed the system into a mem-
brane computing model was also obtained from in vivo or in vitro experiments. 
Therefore, if in vivo or in vitro biological systems are modeled in membrane 
computing, then the similar information gathered from the ODE model should 
also be gathered from in vivo or in vitro biological systems. 

Lastly, the behavior or specific properties of the biological system are de-
termined through the results provided in published in vivo or in vitro experi-
ments. The properties can be specified based on the following observations 
from in vivo or in vitro experiments: 

 The expected quantity of certain objects in a specific compartment at 
time step t.   

 The probability that the objects achieve the lowest and highest concen-
tration at time step t. 
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 The expected reaction that determines the concentration of a specific 
object at time step t. 

 The probability that k object elements are present at time step t.  

 The probability that a particular object is bound to another object at 
time step t. 

 The expected percentage of activated objects at time step t 

 The expected number of reactions between two objects by time step t.  

However, the behavior or property of the specific biological system is 
unique to that system only. This behavior or property should be determined from 
in vivo or in vitro experiments and published literature. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 1. Conversion of ODE reactions into discrete reactions. 

 

Format into a discrete reaction

A is increased by 
1 with k1:

A A+A

A is decreased 
by 1 and B is 
increased by 1 

with k2: 
A+BB+B

B is  depleted by 
1 with k3: 

B

B is generated by 
1 with k4:

B

Determine the changes of concentration of species with each reaction 

A is increased by 
k1A in equation 

(1) 

A is decreased by 
-k2AB in 

equation (1) and   
B is increased  

by k2AB in 
equation (2) 

B is decreased by 
-k3B in equation 

(2)

B is increased  
by k4 in equation 

(2 )

Identify the kinetic constants in each equation

k1 determine the 
reaction in 

equation (1)

k2 determine the 
reaction in 

equation (1) and 
(2)

k3 determine the 
reaction in 

equation (2) 

k4 determine the 
reaction in 

equation (2)

Identify the reactions in each equation

k1A and -k2AB in equation (1) k2AB, -k3B and k4 in equation (2)
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3   Membrane Computing Model 

In this part, two tasks should be performed. First, the extracted information in 
Section 2 is transformed into membrane computing formalism. Second, the bio-
logical system is modeled with membrane computing. Table 2 describes the main 
components in membrane computing and its representation. 

Based on the information of the aforementioned components of membrane 
computing, the model is built according to the steps in Fig. 2. In step 1, system 
contents such as objects, initial multisets, reactions, and structure are signified in 
general. The following steps describe each of the components in further detail. 

In step 2, the number of objects and their labels in the overall system are de-
fined. Sometimes, if the biological system measures the concentrations of the 
same object available in different compartments, the compartment’s label is indi-
cated on the object’s label to differentiate it from the other compartments. In step 
3, the system structure is illustrated based on the links formed between compart-
ments. Step 4 describes the initial multiset in each of the compartments in the sys-
tem, where 

immm ..., 21
are the number of objects in the multiset. The initial multi-

set acts as the starting point for executing the system. 
 

 Table 2. Description of the components in membrane computing 
Membrane Computing 

Component 
Representation 

  
Compartment The compartment is represented with a label or number us-

ing square brackets, [ ]i 

System structure The structure of the system (µ) is represented by consider-
ing the links between compartments. 

Objects The species including the modifiers are assumed as objects 
(V) in the system. 

Initial Multiset The multiset (ωi) is the combination of objects in compart-
ment i at step 0.  

Reaction  Ri is the reaction in compartment i. 

 
The reactions in step 5 are defined based on the compartments, in which u and 

v  are multisets and k is kinetic constant. The discrete reactions represented in re-
writing the rules generated from the ODE in Section 2 are transformed into mem-
brane computing formalism. The reactions can be based either on the transforma-
tion of objects within a compartment or on the communication of objects from one 
compartment to another. 
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If the reactions are not based on these two processes, they should be converted 
into either one of them. If the reaction is a transformation of objects within com-

partment i, such as , where k is the reaction rate, then the reaction is 

represented in membrane computing as , , . If the reaction is a com-

munication of objects from compartment i to compartment j, such as  , 
where  and  are similar objects in compartments i and j, respectively, and k is 
the reaction rate, then the communication of objects from one compartment to 
another can be represented in two ways. First is the movement of object  from an 
external compartment i into an internal compartment j, which can be represented 

as . Second is the movement of object  from an internal compartment 

j into an external compartment i, which can be represented as . 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Steps in membrane computing modeling. 

Step 1: Define the biological system 
),...,,,,...,,,,( 2121 nn RRRV 

Step 2: Define all the objects, X1, 
X2… Xi in the system 

V = {X1, X2… Xi} 

Step 3: Define the structure of the 
system 

i...[...][...]1  

Step 4: Define the initial multisets in 
each compartment 

},...,,{ 2211 iij XmXmXm  

Step 5: Define the reactions in-
volved in each compartment 

j
k

jj vuvuR ][][: ''  
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4   Membrane Computing Simulation Strategy 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Simulation of membrane computing model 

This part uses Gillespie simulation strategy [10] to simulate a membrane com-
puting model. The process of using the Gillespie simulation strategy is described 
in the flowchart in Fig. 3. The Gillespie simulator can simulate the biological sys-
tem that defines the reaction based on the law of mass action. Most chemical reac-
tions follow the law of mass action in which the rate of the reaction is proportional 
to the product of the reactants’ concentrations. Let us assume that A and B are 

reactants, C and D are products, and k is a kinetic constant as . 
Based on the law of mass action, the reaction rate is k*A*B. 

However, some biological systems determine the rate of the reaction based on 
specific formulas and parameters. Therefore, an assumption is made to transform 
the reaction into the law of mass action. The assumption  is based on how the 

N

Y

Identify membrane compu-
ting model of biological system 

Is the reac-
tion rate based 
on the law of 
mass action?

Simulation 
with Gillespie 

simulator 

Represent membrane 
computing in Gillespie Al-

gorithm 

Transform 
the reaction into 
the law of mass 

action 

Analyze and compare the simula-
tion results to the results of in vivo or 

Determine the kinetic con-
stants and initial multisets for 

stochastic system 
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reaction and parameters are represented in the formula. The membrane computing 
model is represented in the systems biology markup language (SBML) to extract 
information on the biological system into the Gillespie simulator. The SBML con-
verter tool embedded in the Gillespie simulator converts the SBML into the Gil-
lespie simulator representation in the form of text files comprising information re-
garding the rules, objects, kinetic constants, and compartments. This information 
is used to perform the simulations with the Gillespie simulator. Currently, no spe-
cific method can convert the kinetic constant of ODE into the kinetic constant for 
stochastic system to sustain the behavior of the biological system. Moreover, the 
dissimilar behavior of one biology system to another further complicates this 
process. 

Therefore, the value of the initial multisets and kinetic constants extracted in 
Section 2 from the continuous and deterministic approach of ODE model should 
be adjusted to emulate the discrete and stochastic behavior of the membrane com-
puting model through black box testing [11]. In this approach, the value of the ini-
tial multisets and kinetic constants for membrane computing simulation strategies 
are determined through black box testing, in which the inputs are selected based 
on the expected output of the system.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4. Selection processes of the rate of kinetic constants and the amount of initial mul-

tisets for the stochastic behavior of the biological system. 

The steps in Fig. 4 are used to determine the amount of the initial multiset and 
the rate of kinetic constant required for stochastic behavior of the biological sys-
tem. The  process starts by using the data of the  initial  multisets  and  kinetic 
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constants gathered in the ODE model. When the system behavior is not fulfilled, 
the amount of the initial multisets and the rate of kinetic constants are either in-
creased or decreased accordingly to meet the stochastic behavior of the system. 
This process is repeated until the intended amount of initial multisets and the rate 
of kinetic constants are selected. Lastly, the simulation results are compared and 
analyzed with the in vivo or in vitro behavior of the biological system.  

5   Approach for Model Checking a Membrane Computing 
Model 

Model checking formally validates a model to determine whether the properties 
of the system are conserved in the model. Probabilistic and Symbolic Model 
Checker (PRISM) [12] validates various properties of a membrane computing 
model that behave in a stochastic and discrete manner.  

The PRISM formalism, in which the membrane computing model is interpreted 
to model check, is assumed to emulate the concept of membrane computing based 
on the investigation of Romero-Campero et al. [13].  

The properties of the biological system are identified in the first part of this 
framework where the information of the biological system is extracted. The prop-
erties should be specified in PRISM formalism. Based on the investigation in this 
research, the reward-based properties with operator R are sufficient in specifying 
the properties of the biological system. However, other operators such as P and S 
can also measure the probability and explain the steady-state behavior of the sys-
tem to model check specific properties of the biological system. 

In the analysis part of the model checking process, the model checking results 
are compared with the related properties of the biological system. The membrane 
computing model is concluded as correct if the results meet the required properties 
of the system. Otherwise, the membrane computing model is rechecked to find 
any errors in the representation of the model or any insufficiencies in the extracted 
information of the biological system.     

6  Evaluation of the Framework 

     The framework has been evaluated by Muniyandi and Mohd. Zin with two bio-
logical systems: Ligand-receptor network of protein TGF-β [14] and Hormone-
induced Calcium Oscillations in Liver Cell [15]. 

The results shows that the framework provides better options to symbolize the 
structure and processes involved in a biological system compared with the ODE 
approach. The reason is that the framework provides the ability to distinguish the 
processes and the movement of objects between compartments in this hierarchical 
system. Membrane computing can abstract the structure and processes of multi-
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compartment biological systems, such that they are represented in a formal man-
ner without disregarding their biological characteristics. The results generated by 
simulation and model checking approaches in the framework have demonstrated 
this ability. 

The simulation results show that the membrane computing model provides re-
sults that are approximately similar to those generated by the ODE model. How-
ever, with the membrane computing model, the non-deterministic and parallel ex-
ecutions of the processes in the different compartments of the biological system 
are more obvious compared with the deterministic approach of the ODE model.  

However, the membrane computing model has difficulty in differentiating the 
small changes in the reactions. The appropriate parameters or kinetic constants 
used to prioritize the stochastic selection of the rules to determine the execution of 
specific process at certain time steps have to be correctly selected based on the be-
havior of the system. The attempt in this investigation to use the same value of pa-
rameters as in the ODE model for the implementation of the membrane computing 
model could not generate the intended results in this case. Therefore, the selection 
of parameters should be based on the stochastic characteristics of the system.  

Nonetheless, the basic properties of the biological systems have been preserved 
in the membrane computing model, as shown by the model checking results. 
These results demonstrate how the different processes in each compartment play a 
role in contributing to the behavior of the overall system. They show that the 
membrane computing model not only can capture the structure and processes in-
volved in multi-compartment biological systems but also can preserve the beha-
vior and properties of the system. 

5   Conclusion 

The proposed framework is capable of providing an alternative modeling and 
simulation approach to the conventional mathematical models, such as the ODE. 
The procedures in the framework allow biologists or other researchers to syste-
matically model and simulate biological systems for in silico experiments and ana-
lyses. 

Although the stages in the framework provide sufficient guidelines, this frame-
work still needs enhancement for application in specific processes. One such en-
hancement is the process of selection of kinetic constants for the stochastic sys-
tem. Future studies should focus on finding a better selection approach. More 
research using different case studies of biological systems would also further 
strengthen the framework. 

Nonetheless, the proposed framework could be used as the first step to further 
improve the modeling and simulation approaches in membrane computing.  
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Abstract. We have incorporated the concept of market segmentation in the mixed 
influence diffusion model to study the impact of promotional effort on segment 
specific new product growth, with a view to arrive at the optimal promotional ef-
fort rate in a segmented market. Evolution of sales rate for each segment is devel-
oped under the assumption that practitioner may choose both differentiated market 
promotional effort and mass market promotional effort to influence the sales in 
unsaturated portion of the market. Accordingly, we have formulated the optimal 
control problem incorporating impact of differentiated market promotional effort 
as well as mass market promotional effort on sales rate for each segment, where 
mass market promotional effort influences each segment with a fixed spectrum. 
We have obtained the optimal promotional effort policy for the proposed model. 
To illustrate the applicability of the approach, a numerical example has been dis-
cussed and solved using differential evolution algorithm.  

Keywords: Differentiated market promotional effort, Mass market promotional 
effort, Spectrum effect, Promotional effort policy, Differential evolution algo-
rithm. 

1   Introduction 

Diffusion theory is extensively used in marketing to capture the dynamics in-
volved in life cycle of a product. Many researchers have lucratively applied inno-
vation diffusion models to study the adoption behavior of the product over its life 
cycle and make imperative decisions related to product modification, price diffe-
rentiation, resource optimization etc. Diffusion models aim to depict the growth of 
an adoption process of a product and predict its continued development in the fu-
ture times over the product life cycle. The most commonly and widely used model 
in this field is Bass advertising model [2,3] as it captures the interaction between 
advertising and sales in an instinctively satisfying manner.   

Modern marketing focuses on customer satisfaction as the “center of the Un-
iverse”. Firms design customer-driven marketing strategies depending on needs 
and wants of the customers with an aim to achieve profit maximization. But in to-
day’s competitive environment, where each company is trying to do better than its 
competitors, it is becoming increasingly difficult for firms to create customer sa-
tisfaction profitably due to continuously changing tastes of the customers.  
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Present globalized markets comprise multi-cultural customers with diversified 
tastes and needs. As a result firms need to constantly innovate and promote their 
products for sustainable growth. However, it is seldom possible to satisfy every 
customer demand by treating them alike. This necessitates the need for segregat-
ing markets into various segments comprising of customers with similar demand 
characteristics. Market segmentation [14] help firms to understand and satisfy 
their customers better. Markets can be segregated based on geographical (nations, 
region, state, countries, cities and neighborhoods); demographical (age, gender, 
income, family size, occupation, education); psycahographical (social class, life 
style, personality, value) and behavioral (user states, usage rate, purchase occa-
sion, attitude towards product) characteristics of the customers. After identifying 
various segments, firms develop independent promotional strategies for each seg-
ment. At the same time, firms may also develop promotion strategy for the mass 
market that reaches different segments with a fixed spectrum.  

While market segmentation has long been a popular topic for academic re-
search in marketing, only a few papers on dynamic advertising model deal with 
market segmentation (Little and Lodish [15]; Seidmann et al. [20]; Buratto et al. 
[5,6]). Little and Lodish [15] analyzed a discrete time stochastic model of multiple 
media selection in a segmented market. Seidmann et al. [20] proposed a general 
sales-advertising model in which the state of the system represents a population 
distribution over a parameter space and they show that such models are well 
poised and that there exists an optimal control. Buratto et al. [5,6] discussed the 
optimal advertising policy for a new product introduction in a segmented market 
with Narlove-Arrow’s [16] linear goodwill dynamics. Jha et al. [13] used the con-
cept of market segmentation in diffusion model for advertising a new product and 
studied the optimal advertising effectiveness rate in a segmented market. They 
discussed the evolution of sales dynamics in the segmented market under two cas-
es. Firstly, they assumed that the firm advertises in each segment independently 
and further they took the case of a single advertising channel, which reaches sev-
eral segments with fixed spectrum. 

In this paper, we assume that firm has defined its target market in a segmented 
consumer population and that it wants to plan the differentiated market and mass 
market promotion strategies with the aim to maximize its profit. We amalgamate 
the two cases proposed by Jha et al. [13] and study the differentiated market and 
mass market promotion effectiveness rates. Optimal control theory is applied to 
solve the problem. The problem has been further extended to incorporate budgeta-
ry constraint. The budgetary problem is then discretized and solved using differen-
tial evolution algorithm.  

One of the fascinating features of optimal control is the extraordinarily wide 
range of its possible applications [1,6,7,8,11,12,13]. The application of optimal 
control theory in sales-advertising control analysis is possible due to its dynamic 
behaviour. Continuous optimal control models provide a powerful tool for 
understanding the behavior of sales-advertising system where dynamic aspect 
plays an important role. Several papers have been written on the application of 
optimal control theory in sales-advertising problem [5,9,10,14,20,22]. 
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Rest of the paper is organized as follows. In section 2, we introduce the diffu-
sion model and discuss its optimal control formulation and develop segmented 
sales rate under the assumption that the firm promotes its product independently in 
each segment as well as there is a mass market promotional campaign that reaches 
several segments with a fixed spectrum. The problem is discussed and solved us-
ing Pontryagin’s Maximum Principle with a particular case. Differential evolution 
to solve the discretized problem is presented in section 3. Numerical illustration 
has been discussed in section 4. Section 5 concludes the paper. 

2   Model Formulation 

We begin our analysis by stating the following assumptions that M denotes the 

total number of market segments and the function ,  1,2,..., ,iN i M denotes the 
number of potential customers in ith, i=1,2,…,M segment. Further, we assume that 

segmentation is a discrete variable and the value 
1

M
ii

N represents the total 

number of potential customers of the product. 
Let xi(t), i=1,2,…,M be the promotional effort rate for each segment and x(t) be 

the mass market promotional effort rate at time t, that influence the sales in unsa-
turated portion of the market  ( ) , 1, 2, ..., .i iN N t i M  Therefore, evolution of 

sales intensity under the joint effect of differentiated market and mass market 
promotion (that reaches each segment with a fixed spectrum αi, i=1,2,…,M) fol-
lows the differential equation 

     ( ) ( ) ( ) ( ) 1 , 2 , . . . ,i
ii i i i

d N t
b t x t x t N N t i M

d t
              (1) 

where, bi(t) is the adoption rate per additional adoption and 
0 , 0 1.... ,i ii

i M     is the segment specific spectrum, and the elements 

αi, provide different promotion expenditure rate to the market segments. 
Two distinct approaches have been used to represent bi(t). One has been to 

represent ( )ib t  as a function of time; the other has been to represent bi(t) as a 

function of the number of previous adopters. Because the latter approach is by far 
the most common, it is the one employed here. Therefore, we assume the adoption 

rate per additional adoption ( )
( ) i

i i i
i

N t
b t p q

N

 
  
 

[2], and then sales intensity is 

described by the following differential equation 
     ( )

( ) ( ) ( ) 1, 2, ...,i i
ii i i i i

i

dN t N t
p q x t x t N N t i M

dt N


 
     
 

                (2) 

Under the initial condition                0(0 ) ,  1, 2 , ...,i iN N i M                     (3) 

The promotion expenditure (differentiated as well as mass market) is the degree 
to which the firm achieves the goal of sales or profit. Therefore, we are led to for-
mulate the problem of determining the optimal differentiated market and mass 
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market promotional effort rates xi(t), x(t) policy for the new product as the follow-
ing optimal control problem 

         10
( ) ( )

T Mt
i i i i i ii

J e P C N t N t u x t v x t dt

                                         (4) 

subject to system equation (2) and (3). 
where, u(xi(t)) and v(x(t)) are the differentiated market promotional effort and 
mass market promotional effort costs respectively and ρ is the discounted profit. 
Further, Pi is a constant sales price which depend upon segments and Ci(Ni(t)) is 
total production cost, which is continuous and differentiable with the assumption 
that 0(.)C  and  ( ) 0i iP C N t   for all segments. 

For the sake of simplicity we assume that ( ( ))  (a constant); 1, 2,...,i i iC N t C i M   

Here, we have an optimal control problem with M+1 control variables (xi(t), 
x(t)) and M state variables (Ni(t)). From the Maximum Principle, we define the 
Hamiltonian as  

              1 1

( )
( ) ( ) ( ) ( )

( )

M M i
ii i i i i i i i i i ii i

i

N t
H P C N t u x t v x t t p q x t x t N N t

N t
 

 

  
               

        (5) 

A simple interpretation of the Hamiltonian is that it represents the overall profit 
of the various policy decisions with both the immediate and the future effects tak-
en into account. Assuming the existence of an optimal control solution, the maxi-
mum principle provides the necessary optimality conditions, there exists a piece-
wise continuously differentiable function λi(t) for all t [0,T], where λi(t) is known 
as adjiont variable and the value of λi(t) at time t describes the future effect on 
profits upon making a small change in Ni(t). 

For the optimality conditions 

 

 

   

*

*

0,

0,

( )
( ) , 0

i

i
i i

i

H

x t

H

x t

d t H
t T

dt N t


 














  



                                                        (6) 

Hence, the Hamiltonian H of each of the segments is strictly concave in xi(t) 
and x(t) and according to the Mangasarian Sufficiency Theorem [20,22]; there ex-
ists unique values of promotional effort control * ( )ix t  and * ( )x t  for each segment 

respectively. From equation (5) and the optimality conditions (6), we get  

     * ( )
( ) ( ) ( )

( )
ii

i i i i i i i i i
i i

N tNx t P C t p q N t N tx N t
 
                


                     (7) 

     *

1

( )
( ) ( ) ( )

( )

M ii
i i i i i i i ii

i

N tNx t P C t p q N t N tx N t
  



                  



        (8) 

where, φi(.) and φ(.) are the inverse functions of ui and v respectively. This optim-
al control promotional policy shows that when market is almost saturated, then 
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differentiated market promotional expenditure rate and mass market promotional 
expenditure rate respectively should be zero (i.e. there is no need of promotion in 
the market). 

For optimal control policy, the optimal sales trajectory using optimal values of 

differentiated market promotional effort ( ( )ix t ) and mass market promotional ef-

fort ( *( )x t ) rate are given by 

  

  

0

0

( ) ( ) ( )

( ) ( ) ( )

(0)

exp
(0)

( )
(0)

exp
(0)

t
i i i i

t
i i i i

i
i i

p q x t x t dti
i i

i i

i
i

i i
p q x t x t dtii

i i i

N
p q

N
N p

N N

N t i
N

p q
Nq

N N N





 



 

   
                      

  
              

 

            (9) 

If we define  
0

( ) ( ) ( )
t

i iX t x t x t d     is the cumulative promotional effort, 

the above equation can be rewritten as 

 

 

(0)

exp ( ) ( )
(0)

( )
(0)

exp ( ) ( )
(0)

i
i i

i
i i i i

i i

i
i

i i
ii

i i
i i i

N
p q

N
N p q X t p

N N

N t i
N

p q
Nq

p q X t
N N N







   
   

       
       

  
  

    
  
 

                     (10) 

If (0) 0iN  , then we get the following result  

  
  

1 exp ( )
( )

1 exp ( )

i i

i i
i

i i
i

p q X t
N t N i

q
p q X t

p






 
   
  
    
 

                                             (11)   

and adjoint trajectory can be shown as 

 ( )
( ) ( )i i i

i i i i i

d t N Ct p C t NN Ndt


                 

 
      (12) 

with transversality condition   0i T  . 

Integrating (12), we have the future benefit of having one more unit of sale 
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 ( )
Tt s i i

i i i i it i i

N Ct e e p C N dsN N
                      


 
                     (13) 

2.1   Particular Case of General Formulation 

When Differentiated Market Promotional Effort and Mass Market 
Promotional Effort Costs are Linear Functions 

If differentiated market promotional effort and mass market promotional effort 
costs respectively are ( ( )) ( )i i i iu x t k x t ,  ( ) ( )v x t a x t and 0 ( ) ,i ix t A  0 ( ) ,x t A    

where ,i iA A  are positive constants which are maximum permissible promotional 

effort rates ( ,iA A  are determined by the promotional budget etc.) and i  is the 

per unit cost of promotional effort per unit time towards ith segment, and a is the 
per unit cost of promotional effort per unit time towards mass market. Now, Ha-
miltonian can be written as 

            1 1

( )
( ) ( ) ( ) ( )

( )

M M i
ii i i i i i i i i i ii i

i

N t
H P C N t k x t ax t t p q x t x t N N t

N t
 

 

  
                

           (14) 

Because Hamiltonian is linear in xi(t) and x(t) we obtain optimal differentiated 
market promotional effort and mass market promotional effort by the maximum 
principle and it is given by  

* 0 0
( )

0
i

i
i i

if W
x t

A if W


  

                                                              (15) 

0 0
( )

0

if B
x t

A if B


 


                                                                 (16) 

where,    ( )
( )i

i i i i i i i i i
i

N t
W k P C p q N N t

N


 
       

 
 

and    
1

( )
( )

M
i

i i i i i i i i
i i

N t
B a P C p q N N t

N
 



           
   

  

Wi and B are promotional effort switching functions. This type of control is called 
“Bang-Bang” control in the terminology of optimal control theory. However, inte-
rior control is possible on an arc along u(t,a) Such an arc is known as “Singular 
arc” [20]. There are four set of optimal control values of differentiated market 
promotional effort (xi(t)) and mass market promotional effort (x(t)) rate: 
1) *( ) 0, ( ) 0;ix t  x t  2) *( ) 0, ( )ix t x t B  ; *( ) , ( ) 0;i ix t A x t  *( ) , ( ) .i ix t A x t B 
And the optimal sales trajectory and adjoint trajectory respectively using optimal 

values of differentiated market  promotional effort ( ( )ix t ) and mass market pro-

motional effort ( *( )x t ) rate are given by 
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0

0

( )

( )

(0)

exp
(0)

( )
(0)

exp
(0)

t

i i i i

t

i i i i

i
i i

p q A A dti
i i
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i

i
i i

p q A A dtii

i i i

N
p q

N
N p

N N

N t i
N

p q
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If (0) 0iN  , then we get the following result  
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which is similar to Bass model [2] sales trajectory and the adjiont variable is given 
by 

 ( )
Tt s i i

i i i i it i i
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                 (19) 

In order to demonstrate the numerical results of the above problem, the dis-
counted continuous optimal problem (4) is transformed into equivalent discrete 
problem [19] which can be solved using differential evolution. The discrete op-
timal control can be written as follows: 
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Generally, firms promote their products in order to spread awareness and sway 
customers to buy their products. Although promotion is indispensable for sales 
growth of a firm’s product, firms cannot continue to promote its products gene-
rously and indefinitely due to availability of limited resources and short product 
life cycles. Also the consumer adoption process change with time. In light of these 
facts, it is necessary to incorporate a budget constraint to make the problem more 
realistic. The budgetary problem can be stated as 
Max         10
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T Mt
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where, Z0 is the total budget for differentiated market promotion and mass market 
promotion. The equivalent discrete optimal control of the budgetary problem can 
be written as follows 
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This discrete problem can be solved using differential evolution (DE). Proce-
dure for applying DE is presented in the following section. 

3   Differential Evolution Algorithm 

Differential evolution is an exceptionally simple evolutionary algorithm, which 
is rapidly growing field of artificial intelligence. This class also includes genetic 
algorithms, evolutionary strategies and evolutionary programming. DE was pro-
posed by Price and Storn [17]. Since then it has earned a reputation as a very pow-
erful and effective global optimizer. The basic steps of DE are as follows 
Start  
Step 1: Generate an initial population of random individuals 
Step 2: Create a new population by repeating following steps until the stopping 
criterion is achieved 

 [Selection] Select the random individuals for reproduction 
 [Reproduction] Create new individuals from selected ones by mutation 

and crossover 
 [Evolution] Compute the fitness values of the individuals 
 [Advanced Population] Select the new generation from target individual 

and trial individuals 
End steps 
 
3.1   Initialization 

Suppose we want to optimize a function of D number of real parameters. We 
must select a population of size NP. NP parameter vectors have the form  

, 1, , 2, , , ,( , ,..., )i G i G i G D i GX x x x  

where, D is dimension, i is an individual index and G represents the number of 
generations. 

First, all the solution vectors in a population are randomly initialized. The ini-
tial solution vectors are generated between lower and upper bounds l ={l1,l2,…,lD} 
and u ={u1,u2,…,uD} using the equation 

, ,0 , [0,1] ( )j i j i j j jx l rand u l     
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where, i is an individual index,  j is component index and randi,j[0,1] is a uni-
formly distributed random number lying between 0 and 1. This randomly gener-
ated population of vectors Xi,0=(x1,i,0, x2,i,0,..., xD,i,0) is known as target vectors.  
 
3.2   Mutation 

Each of the NP parameter vectors undergo mutation, recombination and selec-
tion. Mutation expands the search space. For a given parameter vector Xi,G, three 
vectors 

1 2 3, , ,, ,r G r G r GX X X are randomly selected such that the indices i, r1, r2, r3 are 

distinct. The ith perturbed individual, Vi,G, is therefore generated based on the three 
chosen individuals as follows   

1 2 3, , , ,* ( )i G r G r G r GV X F X X    

where, r1,r2,r3 {1,2,...,NP} are randomly selected, such that r1≠r2≠r3≠i, F(0, 
1.2] and Vi,G is called the mutation vector. 
 
3.3   Crossover 

The perturbed individual, Vi,G = (v1,i,G, v2,i,G,..., vD,i,G) and the current population 
member, Xi,G = (x1,i,G, x2,i,G,..., xD,i,G) are then subject to the crossover operation, 
that finally generates the population of candidates, or “trial” vectors, Ui,G = (u1,i,G, 
u2,i,G,...,uD,i,G), as follows   

, . ,

, .
, .

[0,1]

otherwise
j i G i j r rand

j i G
j i G

v if rand C j j
u

x

   


 

where, Cr [0,1] is a crossover probability, jrand {1,2,...,D}is a random parame-
ter’s index, chosen once for each i. 
 
3.4   Selection 

The population for the next generation is selected from the individuals in cur-
rent population and its corresponding trial vector according to the following rule 

, , ,
, 1

,

( ) ( )

otherwise
i G i G i G

i G
i G

U if f U f X
X

X


 


 

where, f(.) is the objective function value. Each individual of the temporary popu-
lation is compared with its counterpart in the current population. Mutation, re-
combination and selection continue until stopping criterion is reached. 

 
3.5   Constraint Handling in Differential Evolution 
 

Pareto ranking method is used to handle constraints in DE. The value of con-
straints is calculated at target and trial vectors. The method is based on the follow-
ing three rules 

1) Between two feasible vectors (target and trial), the one with the best value of 
the objective function is preferred 
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2) If out of target and trial vectors, one vector is feasible and the other is infeas-
ible, the one which is feasible is preferred 

3) Between two infeasible vectors, the one with the lowest sum of constraint vi-
olation is preferred  
 

3.6   Stopping Criterion 
 

DE algorithm stops when either  
1) Maximum number of generations are reached or  
2) Desired accuracy is achieved i.e.,  

                     max minf f    

4   Numerical Illustration 
 

Specifically in multi-cultural countries like India, firms such as Honda, Hyun-
dai, Sony, Samsung to name a few promote their products in national as well as 
local regional languages to influence a large customer base where national lan-
guage influence each region with a fixed spectrum. Hence it is imperative to allo-
cate atleast 30-40% of the total budget to mass market promotion in such a situa-
tion.  

This discrete optimal control problem is solved by using DE. Parameters of DE 
are given in Table 1. Total promotional budget is assumed to be `1,50,000 of 
which  55,000 is allocated for mass market promotion and rest for differentiated 
market  promotion. We further assume that the time horizon has been divided into 
10 equal time periods. The number of market segments are assumed to be six (i.e. 
M=6). Value of parameters a and ρ are taken to be 0.2 and 0.095 respectively and 
the values of rest of the parameters are given in Table 2.  

 
Table 1.  Parameters of Differential Evolution 

Parameter Value Parameter Value 
Population Size 100 Scaling Factor (F) .7 
Selection Method Roulette Wheel Crossover Probability (Cr) .9

 
Table 2. Parameters 

Segment iN  iP  iC  iu  ip  iq  i  

S1 52000 10000 9850 0.0016 5.21E-05 6.26E-04 0.1513 
S2 46520 12500 12360 0.0019 4.93E-05 5.26E-04 0.2138 
S3 40000 11000 10845 0.0022 6.10E-05 6.31E-04 0.1268 
S4 29100 13200 13055 0.0017 5.51E-05 5.50E-04 0.2204 
S5 35000 12000 11841 0.0021 5.41E-05 5.50E-04 0.1465 
S6 25000 10250 10108 0.0018 5.71E-05 5.68E-04 0.1412 

Total 227620      1 
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Optimal allocation of promotional effort resources for each segment are given 
in Table 3 and the corresponding sales with these resources and the percentage of 
adoption (sales) for each segment out of total potential market are tabulated in Ta-
ble 4. 

Table 3. Optimal Segment-wise Promotional Effort Allocation 
Seg T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 Total 
S1 1738 1608 1348 1829 1686 1673 1582 1218 1699 1816 16200 
S2 1348 1530 1712 1699 1608 1842 1751 1569 1608 1712 16382 
S3 1478 1569 1322 1968 1608 1309 1439 1712 1465 1673 15546 
S4 1218 1218 1439 1608 1426 1803 1309 1647 1322 1699 14692 
S5 1738 1478 1738 1803 1491 1829 1829 1322 1803 1452 16486 
S6 1608 1283 1296 1803 1712 1569 1309 1491 1751 1868 15693 

MPA 6230 5040 5320 6420 5810 5040 5600 4970 5390 5180 55000 
*MPA- Mass Market Promotional Allocation  

 

Table 4. Sales (in Thousands) and Percentage of Adoption for Each Segment from 
Total Potential Market 

Seg T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 Total 
% of 

Cap Mkt 
Size 

S1 3.9 3.4 2.9 4.8 3.7 3.6 3.3 2.9 3.7 4.2 36.40 70.00 
S2 2.6 2.7 3.4 4.0 3.0 3.9 3.5 2.9 3.0 3.4 32.38 69.60 
S3 2.2 2.5 2.2 7.0 2.6 2.2 2.2 2.9 2.2 2.8 28.80 72.00 
S4 1.6 1.6 1.6 5.4 1.6 2.3 1.6 2.0 1.6 2.1 21.39 73.50 
S5 2.6 1.9 2.6 3.3 2.0 2.9 2.9 1.9 2.8 1.9 24.85 71.00 
S6 1.6 1.4 1.4 4.2 1.8 1.6 1.4 1.4 1.9 2.1 18.75 75.00 

Total           162.57 71.42 
 

5   Conclusion 

One of the most striking developments in marketing is the amount of interest 
shown in market segmentation. The goal of the management is to use market seg-
mentation in promotion of the product to have competitive advantages over its 
competitors. The purpose for segmenting a market is to allow promotion programs 
to focus on the subset of prospective customers that are “most likely” to purchase 
the product. In this paper, we use the concept of promotional effort in innovation 
diffusion modeling for promotion of a new product in segmented market with the 
assumption that discrete market promotional effort and mass market promotional 
effort influence the sales in unsaturated portion of the market. Here, we have for-
mulated an optimal control problem for the innovation diffusion model and have 
made the problem more realistic by adding the budgetary constraint and solution 
of proposed problem has been obtained using maximum principle. Using the op-
timal control techniques, the main objective here was to determine optimal promo-
tional effort policies. A special case of the proposed optimal control problem has 
also been discussed and a numerical example has been solved using differential 
evolution algorithm to illustrate the applicability of the approach. Optimal control 
promotional effort policies show that when market is almost saturated, promotion-
al effort diminishes.    
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Abstract. In this paper, we define θ - bordered infinite word and unbordered 
words and study their properties. We give a characterization of   - bordered infi-
nite words for an antimorphic involution θ.  We show that the limit language of 
the set of all θ - bordered words is a  - regular language for an antimorphic invo-
lution θ. 

Keywords: θ - bordered infinite word, θ - unbordered infinite word, θ – bordered 
infinite language, limit language. 

1   Introduction 

The concept of using DNA for computation as studied by Adleman [4] has 
opened a wide area of research. The application of formal language theory in mo-
lecular biology has solved many problems in language theory. The DNA strand 
has been treated as a finite word over the four letter alphabet {A, T, C, G} and the 
relations between the alphabets is modeled as a morphic or antimorphic involution 
on the set of alphabets. A general overview of this field can be seen in [3].  

 
The study of finite bordered words is useful in the context of DNA computa-

tions since DNA strands are finite in nature. This paper is a theoretical study of the 
generalisation to the case of infinite words. In this paper, we introduce involutive-
ly bordered infinite words. By definition, a finite word u is θ - bordered, for a 
morphic or antimorphic involution θ if there exists v  + that is a proper prefix of 
u while θ(v) is a proper suffix of u.  A word u is called θ - unbordered if it is not 
bordered.  Thus, θ - bordered words are defined with the help of prefixes and suf-
fixes. However, the ω - word does not have a suffix and hence we cannot find its 
border on the right. This problem has been overcome by using the concept of limit 
of a language. The infinite θ - bordered word is constructed as the limit of an in-
creasing sequence of θ - bordered words which are prefixes of the infinite word. 
This definition carries the properties of θ - bordered words to infinite words in a 
natural way.  
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The paper is organised as follows: Section 2 gives the preliminaries and defini-
tions. Section 3 gives the definition and the characterization of θ - bordered  and 
unbordered infinite words. The language of  θ - bordered infinite words is proved 
to be the limit language of the involutively bordered words. Hence we are able to 
show that the set of all θ - bordered infinite words is a  - regular set for an anti-
morphic involution θ.  

2   Preliminaries and Basic Definitions 

In this section, we introduce some basic definitions used in this paper. Let  be 
a finite alphabet and  * be the collection of all words over  including the empty 
word .  Let + = *  {}.  For w  +, alph(w)  is the elements of  found in w. 
The length of a word w is denoted by |w|. 

 
A mapping   : *  * such that (xy) = (x) (y) is a morphism on *. If 

)()()( xyxy   then  is an antimorphism on * . An involution   is a mapping 

such that xx ))((  for all .*x   We recall the definition of involutively bor-

dered and unbordered words proposed in [1]. 
 

Definition 2.1. [1] 
Let   be a morphic or antimorphic involution on * .  A word u is said to 

be   - bordered if there exists a v such that )(vyvxu   for some

., yx  A nonempty word which is not   - bordered is called   - unbordered. 

3    - Bordered Infinite Words and their Properties 

In this section we introduce the   - bordered infinite word as a generalization 
of a   - bordered word. Bordered words are also called as overlapping words and 
they were studied as words with a prefix which is also a suffix. The extension of 
this was involutively bordered words where the prefix is the   - image of the suf-
fix. We define   - bordered infinite word as a generalization of this word to the 

infinite case. We make use of prefixes alone to define   - bordered infinite words. 
 

Definition 3.1. 

Let x and x[n] be the prefix of x of length n. Let   - be a morphic or an-
timorphic involution on  . We say that x is   - bordered infinite word if for each 

ini i  ,  such that x[ni]  is a   - bordered word.  
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We give some simple examples of infinite words that are   - bordered. 
 

Example 3.1.  

Consider the word atw on },{ ta  over which a morphic involution is de-

fined as atta  )(,)(  . w is   - bordered infinite word since the prefixes w[n]  

= at(n-1)  are   - bordered as n tends to infinity. 
 

Example 3.2.  
The word )(abw  on },{ ba over which an antimorphic involution is de-

fined as abba  )(,)(  is   - bordered infinite word since the prefixes w[2n]  

= (ab)n are   - bordered as n tends to infinity. 
 

Example 3.3.  

The infinite word bbaabaabaaabaw 54 on },{ ba with an antimorphic 

involution defined as abba  )(,)(   is   - bordered as the prefixes w[ni]  = 

abaab...bn
i  are   - bordered as i tends to infinity. 

 
The examples show that a   - bordered infinite word is the limit of an increas-

ing sequence of finite   - bordered words. Hence the properties of   - bordered 
words carry over to the limit word. 

 
Example 3.4.  

Consider the word acw on },,,{ gcta  over which a morphic involution is 

defined as gcta  )(,)(  . w is   - unbordered infinite word since the prefixes 

w[n]  = ac(n-1)  are   - unbordered as n tends to infinity. 
 

We observe that u  is   - unbordered infinite word if ini i  :   

u[ni]  is a   - unbordered word.  
 
Now, we can study the properties of   - bordered infinite words in two direc-

tions: 
(i) we can examine whether the properties of   - bordered words extend to   - 

bordered infinite words,  
(ii) we can study how the properties of words are affected by the involution.  

 
Moreover, we are especially interested in studying unbordered words.  
 
We state some results for involutively bordered words and then give its exten-

sion.  
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Lemma 3.1. [2]  

Let   - be an antimorphic involution on * . Then for all u such that 

2u we have u is   - unbordered iff   )())(( uSuffuPref .  

 
Lemma 3.2. [2]  

Let   - be a morphic involution on * . Then for all u such that 2u

and )(uu  we have u is   - unbordered iff   )())(( uSuffuPref .  

 
The two results can be extended to ω - words to give a characterization of    - 

unbordered infinite words. 
 

Proposition 3.1.  
Let   - be a morphic or antimorphic involution on   (not the identity map-

ping). Then w  is    - unbordered infinite word if and only if there is a prefix 
*u of w such that   )())(( uSuffuPref and for every other prefix *v  

of w with uv  we have   )())(( vSuffvPref  

Proof. 

Let w be   - unbordered infinite word. Then  ini i  :   w[ni]  is a 

  - unbordered word. We form the required prefixes u and v of w as follows: Take 
v = w[ni+!]. The word v is   - unbordered word. By Lemma 3.1 and 3.2 we have 

  )())(( vSuffvPref . In fact, the words v1 = w[ni+!], v2 = w[ni+2], …  all un-

bordered.  To construct u we search for a bordered prefix of w[ni]. If we find a 
prefix which is bordered we take that as u. Then .)())((   uSuffuPref  If not, 

u is the empty word.  
Conversely, let   ])[(]))[(( ii nwSuffnwPref  for some prefix w[ni]  of 

w and   ])[(]))[(( kk nwSuffnwPref for all k > ni . This implies w[ni] is 

a   - bordered word and all words of length greater than w[ni] are   - unbordered. 
For this w[ni+1] we  have 1:1  ini k , w[nk] is a   - unbordered word. 

Hence the result follows. 
 
We give a characterization of   - bordered infinite words for an antimorphic 

involution  . 
 

Lemma 3.3. [2]  

Any *x is   - bordered for an antimorphic involution  if and only if 

)(aayx  for some a *y . 
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Proposition 3.2.  

Let   be an antimorphic involution on  . Then u is   - bordered infinite 

word if and only if u = ay; y and )(a  is repeated infinitely often in y, .a  

Proof. 
Let u be a   - bordered infinite word. By definition, for each ini i  , such 

that u[ni] is a   - bordered word. By lemma 3.3, u[n1] = ay  (a) for a *y

.   Now, u[n2] is also    - bordered word and n2 > n1. Therefore, u[n2] = ty’  (t) 

for t *' y . But u[n1]  is a prefix of u[n2] . Therefore, u[n2] = u[n1] r for 

some r . That is,  
 ty’  (t) = ay  (a)r    (1) 

where a *y t *' y . Now, ,a  t  implies that a = t. Then 

we must have   (a) =   (t). Substituting this relation in (1) we have, ay’  (a) = 

ay  (a)r This implies r = r’  (a)where *' r . Thus, u[n2] = ay  (a) r’  (a). 
Similarly, u[n3] = ay  (a) r’  (a) r’’  (a). Thus, we have u = ay  (a) r’  (a) r’’

  (a) r’’’  (a)... where   (a) is repeated infinitely often. Hence we write u as u = 

ay where a and   (a) is repeated infinitely often in y.  
We can form sets of   - bordered infinite words or ω - languages of    - bor-

dered words. The set of all   - bordered infinite words form a language which we 

denote by 
B . Subsets of 

B  are   - bordered ω - languages. For example, 

}{ baL  is a   - bordered ω - language on },{ ba  for an antimorphic invo-

lution   defined as abba  )(,)(  .  

 

Recall that a language L is -stable if .)( LL   We prove that 
B is stable. 

 
Proposition 3.3. 


B is  -stable for a morphic or antimorhic involution  . 

Proof. 

Let 
Bx . Then for each ini i  , such that x[ni] is a   - bordered word. 

That is, )(][ ttnx i    for  ,,t . Now, ))(()(])[( ttnx i   . 

For a morphic involution , we have ttt )())(()()()(   . This im-

plies that ])[( inx is a  -bordered word.  

If   is a antimorphic involution, we have  )()()( tt 
)()())((  tt  . This implies that ])[( inx is a  -bordered word.  
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Thus, for each ini i  , such that   (x[ni]) is a   - bordered word. 

 Bx )( . Since x is arbitrary, we have 



 BB )( . Therefore, 


B is  - stable.  

We recall that a language 
L is the limit language of *1 L if for each 

Lx , there is a sequence of words x1 < x2 < x3< ...< xi … in *1 L such that x1 

< x2 < x3< ...< xi - x in L .  
 

Next, we give a result which shows that 
B  is the limit language of a finite 

language of   - bordered words. This gives the limit language all the properties of 
the finite language. 

 
Proposition 3.4. 

Let B  be the set of all   - bordered words in for an antimorphic involution  . 

Let 
B  be the set of all -bordered infinite words over  . Then lim B  = 

B .  

Proof. 

Let Bx lim . Then there exists an increasing sequence {xn} of elements in B  

such that x1 < x2 < x3< ...< xi - x. Since all the xi’s are   - bordered. x is    - 

bordered infinite word. Hence 
Bx which implies that for each i there exists ni 

such that Bnx i ][ implies x[n1] < x[n2 ]< x[n3]< ... Bx lim . Thus, lim B  = 

B .  

By the above result, the language of   - bordered infinite words is the limit 
language of   - bordered words. The limit language possesses the properties of 
the finite language. We can generalise the properties of   - bordered words to   - 
bordered infinite words. 

It has been proved in [2] that B  is regular for an antimorphic involution  . 

Since the limit language of a regular language is regular, 
B  is  - regular. We 

state this as a theorem. 
 

Theorem 3.1. 

The limit language 
B  of the set of all   - bordered words B  is a  - regular 

language for an antimorphic involution  . 
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4   Conclusion 

Thus the generalization of   - bordered words to the infinite case has been de-
fined and studied. The main result is that the limit language of the set of   - bor-
dered words is also  - regular as in the finite case. 
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Abstract. As the industrial environment becomes more competitive, supply chain 
management (SCM) has become essential. Especially in the case of deteriorating 
products, demand is an imprecise parameter and leads to uncertainty in other pa-
rameters like holding cost and total cost. The objective of the current study is to 
manage procurement & distribution coordination, who faces many barriers be-
cause of the imprecise behaviour of the parameters discussed above while calcu-
lating economic order quantity (EOQ), which moves from one source to an inter-
mediate stoppage (Stage I) and further to final destination (Stage II) incorporating 
quantity and freight discounts at the time of transporting goods in stage I and us-
ing truckload (TL) and less than truckload (LTL) policy in stage II. Finding solu-
tions for such class of coordination is highly complex. To reduce the complexity 
and to find the optimal solution, differential evolution approach is used. The mod-
el is validated with the help of a case problem.      

Keywords: Supply Chain Management, Fuzzy Optimization, Quantity & Freight 
Discounts, Truck Load & Less than Truck Load, Differential Evolution. 

1   Introduction 

The classical EOQ model developed in 1915 had the specific requirements of 
deterministic costs and demand and lack of deterioration of the items in stock. 
Gradually the concept of deterioration in inventory system caught up the mind of 
inventory researchers [1]. In order to fulfill the needs of market and customers, to 
manage inventory properly has become an important operation activity and a 
source of profits [2, 3]. When developing inventory model which have the traits of 
deterioration, it is very important to understand the traits and categories of deteri-
oration [4, 5]. Deterioration means the traits of wear away, lower utility and loss 
due to physical depletion phenomenon of objects or usage.  
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Literature discusses EOQ and inventory models for deteriorating products un-
der fuzzy and non-fuzzy environments as [6] formulated an inventory model with 
a variable rate of deterioration, a finite rate of production. Several researchers like 
[7, 8, 9] have developed the inventory models of deteriorating items in different 
aspects. A comprehensive survey on continuous deterioration of the on-hand in-
ventory has been done first by [10]. [11], develops a two-echelon inventory model 
with mutual beneficial pricing strategy with considering fuzzy annual demand; 
single vendor and multiple buyers in this model. This pricing strategy can benefit 
the vendor more than multiple buyers in the integrated system, when price reduc-
tion is incorporated to entice the buyers to accept the minimum total cost. [12], 
develops an optimal technique for dealing with the fuzziness aspect of demand 
uncertainties. Triangular fuzzy numbers are used to model external demand and 
decision models in both non-coordination and coordination situations are con-
structed.  

In this research paper an integrated inventory-transportation two stage supply 
chain model with one source (supplier), one intermediate stoppage & one destina-
tion (buyer), incorporating both quantity & freight discounts and transportation 
policies is discussed. The transportation of goods from source to destination takes 
place in two stages, where in the first stage; goods are moved from source to in-
termediate stoppage. At the stoppage, unloading of goods and their further 
processing takes a specified time for which the halting cost is fixed, which in-
creases with very high rates after first period. Movement of goods from interme-
diate stoppage to destination is the second stage of model which is completed 
through modes of transportation as truck load (TL) and less than truck load (LTL). 
In Truck load transportation, the cost is fixed of one truck up to a given capacity. 
In this mode company may use less than the capacity available but cost per truck 
will not be deducted. However in some cases the weighted quantity may not be 
large enough to substantiate the cost associated with a TL mode. In such situation, 
a LTL mode may be used. LTL is defined as a shipment of weighted quantity 
which does not fill a truck. In such case transportation cost is taken on the bases of 
per unit weight. The problem is faced at source not being able to forecast demand 
because of the deteriorating nature of the products. In the process, buyer at desti-
nation is playing a major role, which will provide an holistic approach by integrat-
ing all the holding, procurement, inspection and transportation activities such that, 
in stage I, holding cost at source; ordered quantity to source & its purchase cost; 
transported weights from source to destination & its freight cost; halting cost at in-
termediate stoppage and in stage II, transportation cost using TL & LTL policies; 
inspection cost on ordered quantity & holding cost at destination. In the model 
buyer at destination avails quantity discounts on bulk order and freight discounts 
on bulk transported quantity. Quantity discounts are provided by the supplier, in 
which supplier has fixed the quantity level beyond which discount would be giv-
en. The paper presents a two stage fuzzy optimization model, who integrates in-
ventory, procurement and transportation mechanism to minimize all the costs dis-
cussed above. The total cost of the model becomes fuzzy because of fuzzy holding 
cost and demand. Such types of models are highly complex in nature, even after 
converting fuzzy problem in crisp form. Lingo 13.0 takes more time to arrive at an 

368 K. Gandhi et al.



optimal solution, so to reduce the complexity and to find the optimal results; Dif-
ferential Evolution (DE) [13, 14] is employed. To the best of our knowledge, the 
problem configuration considered in this study is not been considered in the earlier 
studies in the literature.  

2   Proposed Model Formulation 

The Objective of the current study is to minimize the total costs discussed in 
the previous section and maximum reduction in vagueness of the fuzzy environ-
ment. The assumptions of this research are essentially the same as those of an 
EOQ model except for the transportation cost. The section considers a two stage 
system with finite planning horizon. The demand is uncertain, and no shortages 
are allowed. Initial inventory of each product is positive at the beginning of the 
planning horizon and the holding cost is independent of the purchase price and 
any capital invested in transportation. Inventory deteriorates with constant rate as 
a percentage of deteriorated products of stored units and inspection cost is also as-
sumed to be constant. 

2.1   Sets 

Product set with cardinality P and indexed by i, whereas periods set with cardi-
nality T and indexed by t. Price discount break point set with cardinality L and in-
dexed by small l. Freight discount break point set with cardinality K and indexed 
by small k. And waiting time set at intermediate stoppage with cardinality  and 
indexed by small τ. 

2.2   Parameters 

C


is Fuzzy total cost, 0C & *
0C are the aspiration & tolerance level of fuzzy to-

tal cost resp.. itHS


& itHS are the fuzzy & defuzzified holding cost per unit of 
product i for tth period at source. Φit is the unit purchase cost for ith item in tth pe-
riod, and iltd reflects the fraction of regular price that the buyer pays to purchase 

products. tc is the weight freight cost in tth period. ktf , reflects the fraction of regu-

lar price that the buyer pays to transport weighted quantity. s, is the Cost/weight of 
transportation in LTL policy. t is the fixed freight cost for each truck load in pe-

riod t. itHD


& itHD are the fuzzy & defuzzified holding cost per unit of product i 
for tth period at destination. it  is the inspection cost per unit of product i in period 

t. itD


& itD are the fuzzy & defuzzified demand for product i in period t. CRit is 
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the Consumption at destination for product i in period t. ISNi1 & IDNi1 are invento-
ry level at source & destination in beginning of planning horizon for product i. 
is deterioration percentage of ith product at destination. ailt, is the limit beyond 
which a price break becomes valid in period t for product i for lth price break. wi is 
per unit weight of product i. bkt is the limit beyond which a freight break becomes 
valid in period t for kth price break. O1t & (τ-1)O2t are the holding cost at interme-
diate node for first halting day & second day onwards for (τ-1) number of days in 
period t.  is weight transported in each full truck. 

2.3   Decision Variables 

ISit & IDit are the inventory levels at source & destination resp. at the end of pe-
riod t for product i.  Xit is the optimum ordered quantity of product i ordered in pe-
riod t. Rilt is the binary variable, which is 1 if the ordered quantity falls in lth price 
break, otherwise zero. L1t & L2t are the total weighted quantity transported in stage 
I & II respectively of period t. Zkt is the binary variable, which is 1 if the weighted 
quantity transported falls in kth

 
price break, otherwise zero. vτt, explains that, if the 

weighted quantity transported waits in tth

 
period for  number of days then the va-

riable takes value 1 otherwise zero. Jt is the total number of truck loads in period t. 
yt is the weighted quantity in excess of truckload capacity. ut, reflects usage of 
modes, either TL & LTL mode (value is 1) or only TL mode (value is 0).

.
  

2.4   Fuzzy Optimization Model Formulation 

Minimize 
 

 
 

 
 

Subject to 1 1,..., ; 2,...,itit it itIS IS X D i P t T    


 

11 1 1 , 1,...,ii i iIS ISN X D i P   


 

1 1 1

1,...,
T T T

itit it
t t t

IS X D i P
  

    



 

1 1,..., ; 2,...,itit it it itID ID D CR ID i P t T     


 

11 1 1 1 1,...,ii i i iID IDN D CR ID i P    


 

  

     

1 1 1 2
1 1 1 1 1 1 1

2 1 1 2 1

1 *

1 1

T P T P L K

it it ilt ilt it it kt kt t t t t t t
t i t i l k

T T P T P

itt t t t t t t it it it
t t i t i

C HS IS R d X Z f C L L O O v

sy j u j u HD ID X




 

  



      

    

            
    

        

     

  

 


(1) 

(2) 

(3) 

(4) 

(5) 

(6) 
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1 1 1

(1 ) 1,...,
T T T

itit it
t t t

ID D CR i P
  

     



 

1

  1,..., ; 1,...,
L

it ilt ilt
l

X a R i P t T


    

1

1   1,..., ; 1,...,
L

ilt
l

R i P t T


  
 

 1
1

1,...,
P

t i it
i

L w X t T


 
 

1
1

1,...,
K

t kt kt
k

L b Z t T


 
 

1

1 1,...,
K

kt
k

Z t T


 
 

1

1 1,...,tv t T






 
 

2 11 1, ,t t tL TL   
 

     2 1 1  2, , 1t t t t t ty j u u t TL j        
 

 2 2, , 1t t ty j t TL    
 

1 2, , 0    0 1, 0 1 0 1 0 1  

, , , int
it t t ilt kt t t

it it t t

X L L R or Z or v or u or

IS ID y j are ergers
    

 
In the proposed mathematical model, Eq. (1) is the fuzzy objective function to 

minimize the sum of cost incurred in holding ending inventory at source, purchas-
ing goods, transportation from source to intermediate stoppage, halting cost at in-
termediate stoppage, transportation cost from intermediate stoppage to destination, 
cost of holding at destination and finally inspection cost of the reached quantity at 
destination.  

Constraints (2-7) are the balancing equations, which calculates ending invento-
ry in period t. In eq. (2), ending inventory at source depends upon the inventory 
left in the last period; the quantity Xit ordered in period t and fuzzy demand Dit. 
Eq. (3) calculates inventory level at the end of the first period at source for all the 
products using the inventory level at the beginning of the planning horizon, and 
the net change at the end of period one. Eq. (4) takes care for shortages i.e. the 
sum of ending inventory and optimal order quantity is more than the demand of all 
the periods. Eq. (5) calculates inventory by reducing consumption and fraction of 
deteriorated inventory from the sum of ending inventory of previous period and 
fuzzy demand of period t. Eq. (6) calculates inventory by reducing consumption 
and fraction of deteriorated inventory from the sum of initial inventory and fuzzy 
demand of period 1. Eq. (7) again explains no shortages at destination i.e. left over 
inventory after deterioration and demand should be more than the consumption. 
Eq. (8) shows that the order quantity of all items in period t exceeds the quantity 

(7) 

(8) 

(9) 

(10) 

(11) 

(12) 

(13) 

(14) 

(15) 

(16) 
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break threshold. Eq. (9) restricts the activation at exactly one level, either discount 
or no discount situation. The integrator for procurement and distribution is eq. 
(10), which calculates transported quantity according to product weight. Eq. (11 - 
12) work as eq. (8 – 9) with ordered quantity replaced by weighted quantity. Eq. 
(13) finds out exact number of halting days at intermediate stoppage. Eq. (14) 
shows the total weighted quantity transported in stage 1 of period t is equal to the 
total weighted quantity transported in stage 2 of period t + 1. In eq. (15), the min-
imum weighted quantity transported is calculated and further Eq. (16) measures 
the overhead units from truckload capacity in weights.          

2.5   Price Breaks 

As discussed above, variable Rilt specifies the fact that when the order size at pe-
riod t is larger than ailt it results in discounted prices for the ordered products for 
which the price breaks are defined as: 

Price breaks for ordering quantity are: 
( 1 )      

       

             1, . . . , ; 1, . . . , ;  1, . . . ,

i l t i l t i t i l t

f

iL t it iL t

d a X a
d

d X a

i P t T l L

  


  
 Freight breaks for transporting quantity are: 

1 ( 1)

1

      

       

         1, ..., ; 1, ...,

kt kt t k t

f

K t t K t

f b L b
d

f L b

t T k K

  


 

 

Where df is only the notation for discount factor and the minimum required 
quantity is to be transported. 

3   Solution Algorithm 

3.1   Fuzzy Solution Algorithm 

In following algorithm [15] specifies the sequential steps to solve the fuzzy ma-
thematical programming problems. 
Step1. Compute the crisp equivalent of the fuzzy parameters using a defuzzifica-
tion function. Same defuzzification function is to be used for each of the parame-
ters. Here we use the defuzzification function of the type where   are the triangular 
fuzzy numbers. 

Let itD


 be the defuzzified value of itD


 and 1 2 3( , , )it it itD D D   be triangular fuzzy 

numbers then, 1 2 3
2 / 4,  1, ..., ; 1, ...,

it it it
D D DDit where i P t T      

itD


and C0 are defuzzified aspiration levels of model’s demand and cost. Similar-
ly,  and  are defuzzified aspired holding cost at source and destination.

 

1 2 3F ( A ) = a + 2 a + a 4
2
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Step2. Employ extension principle to identify the fuzzy decision, which results 
in a crisp mathematical programming problem and on substituting the values for 

itD


 as , itHS


as , , itHD


as , the problem becomes given by 
 
 

 
 

 
Subject to X S X   

1 , 2,..., ;itit it itIS IS X D i t T     11 1 1 ii i iIS ISN X D i     

1 , ;itit it it itID ID D CR ID i t     11 1 1 1ii i i iID IDN D CR ID i      

1

  1,....., ;
L

it ilt ilt
l

X a R i P t


  
1

1   ,
L

ilt
l

R i t


 
 

 1
1

;
P

t i it
i

L w X t


  1
1

K

t kt kt
k

L b Z t


 
 

1

1 ;
K

kt
k

Z t


 
1

1tv t






 
 

21 1  ;ttL tL        2 1 1  2, , 1t t t t t ty j u u t TL j        
 

  2 2, , 1t t ty j t TL      

1 1 1

;
T T T

itit it
t t t

IS X D i


  

    
1 1 1

(1 )
T T T

itit it
t t t

ID D CR i


  

     
 


0( )C X C


 

 1 2, , 0  0 1, 0 1 0 1 0 1, , , , int 0,1

1,..., ; 1,..., ; 1,..., ; 1,...,
it t t ilt kt t t it it t tX L L R or Z or v or u or IS ID y j are ergers

i P l L t T k K
      

   

Step3. Define appropriate membership functions for each fuzzy inequalities as 
well as constraint corresponding to the objective function. The membership func-
tion for the fuzzy are given as 

1                                 ; C ( ) 0
*

( ) *0( )              ; C ( )0 0*
0 0

*
0                                ; C ( ) 0

X C

C C X
X C X CC

C C

X C






  













 

Where C0 is the restriction and C0
*  is the tolerance levels to the fuzzy total cost. 

0

0
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0
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1                                         ; ( ) 1                           

( )
( )      ; ( ) ( )

0                                         ; ( )

it itIS ID

Dit

Dit Dit
D D

it

IS X

IS X
X IS X X

IS X

D

D

 




 




   











0

0

0

0
0

0 0

              ; ( )

( )
     ; ( )

0                                         ; ( )

Dit
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Where 
1

0


  
T

it

t

D D is the aspiration and 0D  is the tolerance level to inventory 

constraints. 
Step4. Employ extension principle to identify the fuzzy decision. While solving 
the problem  its objective function is treated as constraint.  Each  constraint  is 

  

     

1 1 1 2
1 1 1 1 1 1 1

2 1 1 2 1

1 *

1 1

T P T P L K
it it ilt ilt it it kt kt t t t t t t

t i t i l k

T T P T P
itt t t t t t t it it it

t t i t i

Min C HS IS R d X Z f C L L O O v

sy j u j u HD ID X
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considered to be an objective for the decision maker and the problem can be 
looked as crisp mathematical programming problem 

Maximize θ  Subject to  , (X)c , 
itIS (X) , 

itID (X) X S  

can be solved by the standard crisp mathematical programming algorithms. 

The above described model is coded into Lingo 13.0, but for arriving at solu-

tion the code takes more time because of complexities of the model. To reduce the 

complexity, differential evolution approach is applied, discussed in section 3.2. 

3.2   Differential Evolution Algorithm 

Differential evolution is an evolutionary algorithm, which is rapidly growing 
field of artificial intelligence. This class also includes genetic algorithms, evolu-
tionary strategies and evolutionary programming. DE was proposed by Price & 
Storn [13]. Since then it has earned a reputation as a very powerful and effective 
global optimizer. The basic steps of DE are as follows 
Start Step 1: Generate an initial population of random individuals 
Step 2: Create a new population by repeating following steps until the stopping 
criterion is achieved 

[Selection] Select the random individuals for reproduction 
[Reproduction] Create new individuals from selected ones by mutation and 
crossover 
[Evolution] Compute the fitness values of the individuals 
[Advanced Population] Select the new generation from target individual 
and trial individuals 

End steps 
Initialization: Suppose we want to optimize a function of D number of real pa-
rameters. We must select a population of size NP. NP parameter vectors have the 
form Xi,G=(x1,i,G, x2,i,G,….,xD,i,G), where, D is dimension, i is an individual index 
and G represents the number of generations. First, all the solution vectors in a 
population are randomly initialized. The initial solution vectors are generated be-
tween lower and upper bounds l ={l1,l2,…,lD}and u={u1,u2,…,uD} using the equa-
tion xj,i,0=lj+randi,j[0,1]*(uj-lj), Where, i is an individual index, j is component in-
dex and randi,j[0,1] is a uniformly distributed random number lying between 0 and 
1. This randomly generated population of vectors Xi,0 = (x1,i,0, x2,i,0,…,xD,i,0) is 
known as target vectors.  
Mutation: Each of the NP parameter vectors undergoes mutation, recombination 
and selection. Mutation expands the search space. For a given parameter vector 
Xi,G, three vectors , , , , ,  are randomly selected such that the indices i, 
r1, r2, r3 are distinct. The ith perturbed individual, Vi,G, is therefore generated 
based on the three chosen individuals as follows:

1 2 3, , , ,* ( )i G r G r G r GV X F X X    

where, r1,r2,r3 {1,2,...,NP} are randomly selected, such that r1≠r2≠r3≠i, F(0, 
1.2] and Vi,G is called the mutation vector. 
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Crossover: The perturbed individual, Vi,G = (v1,i,G, v2,i,G,..., vD,i,G) and the current 
population member, Xi,G = (x1,i,G, x2,i,G,..., xD,i,G) are then subject to the crossover 
operation, that finally generates the population of candidates, or “trial” vectors, 
Ui,G = (u1,i,G, u2,i,G,...,uD,i,G), as follows   

, . ,
, .

, .

if [0,1]

otherwise

j i G i j r rand
j i G

j i G

v rand C j j
u

x

   


 

Where, Cr [0,1] is a crossover probability, jrand {1,2,...,D}is a random parame-
ter’s index, chosen once for each i.  
Selection: The population for the next generation is selected from the individuals 
in current population and its corresponding trial vector according to the following 

rule , , ,
, 1

,

( ) ( )

otherwise
i G i G i G

i G
i G

U if f U f X
X

X
 


   where, f(.) is the objective function val-

ue. Each individual of the temporary population is compared with its counterpart 
in the current population. Mutation, recombination and selection continue until 
stopping criterion is reached. 
Constraint Handling in Differential Evolution: Pareto ranking method is used to 
handle constraints in DE. The value of constraints is calculated at target and trial 
vectors. The method is based on the following three rules 

1) Between two feasible vectors (target and trial), the one with the best value 
of the objective function is preferred 

2) If out of target and trial vectors, one vector is feasible and the other is in-
feasible, the one which is feasible is preferred 

3) Between two infeasible vectors, the one with the lowest sum of constraint 
violation is preferred  

Stopping Criterion: DE algorithm stops when either  
1) Maximum number of generations are reached or 
2) Desired accuracy is achieved i.e.,| |    

4   Case Study 

It is clear that all foods deteriorate, regardless of the classification one may 
have seen for a particular food product.  Some foods become unfit for human con-
sumption more quickly than others.  Foods are quite unlike hardware such as nuts 
and bolts. Yet, modern food markets with their processed and preserved foods 
tend to give their customers the impression of similar durability for many food 
products like packed dairy products as milk, cheese, curd, butter. There are several 
reasons for deterioration of dairy products and their Off-Flavours like Head-
Induced Flavours (From Pasteurization, Refrigerator Storage, an Autoclave, High 
Temperature Processing), Light-Induced Flavour, Oxidized Flavour, Transmitted 
Flavours, etc.. Same is the problem of BAC Dairy Co. (named changed), who is 
running a production plants in Delhi area, accumulating milk and milk products 
from a dairy farmers, process them in packets and sell them off at their outlets. In 
the case, we are discussing a tiny problem of one dairy farmer (source pt.) and one 
outlet (destination) with an intermediate stoppage at railway station. Four products 
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as milk (P1), cheese (P2), curd (P3), and butter (P4) are considered for managing 
procurement & distribution for 3 weeks of summer season. In the case the major 
objectives of the company is to manage optimal order quantity from farmer of de-
teriorating type products, as the demand is uncertain, reducing fuzziness in envi-
ronment so that company will be able to precise demand and cost for future. Com-
pany needs to reduce cost of procurement, ending inventory carrying cost, and 
cost of transportation from dairy farmer to intermediate stoppage (railway station) 
during stage I, halting cost at intermediate node on the transported weights, and 
finally in stage II, cost of transportation from intermediate stoppage to dairy out-
let, inspection cost of reached quantity at outlet, and ending inventory carrying 
cost at outlet.  

To solve company’s problem, a fuzzy optimization model is developed, which 
is converted into crisp form. Further DE is employed to find the optimal solution 
with the help of data provided by the company. The data provided by the company 
is as follows:    

The purchase cost of each product for dairy co. from dairy farmer is as, for P1 
cost is `45, `48, `50 per 850gms, P2 is `64, `62, `67 per 750gms, P3 is costing 
`53, `56, `54 per 650gms, and P4 is costing `59, `54, `57 per 550gms. Initial in-
ventory at source in starting of the planning horizon are 70, 80, 40, and 59 packets 
of all the four products. Similarly initial inventory at destination are 90, 85, 79, 
and 83 packets. The inspection cost per unit is `1 for P1 & P3 and `1.5 for P2 & 
P4. Cost of weight transportation from source to intermediate stoppage is `2, `3, 
and `3.5 per kg. Halting cost during first halt day is `7, `8, and `9 and second day 
onwards is `2, `3, and `4 during all the three periods. While transporting 
weighted quantity from intermediate stoppage to destination, TL & LTL policies 
may be used. In such case, cost per full truck is `1000, `1050, and `1100, and ca-
pacity per truck is 250kg. In the case of LTL policy, per extra unit from full truck 
capacity is costing `6. Ending inventory deterioration fraction is 6% at destina-
tion.         

 
Table 1.  Holding Cost at Source (Fuzzy – F; Defuzzified - DFZ) 

Product F DFZ F DFZ F DFZ 
 

P1 
Period I 

3, 2, 3 
Period I 

2.5 
Period II 
2.5, 3, 2.7  

Period II 
2.8 

Period III 
2.5, 2, 2.7 

Period III 
2.3 

P2 2, 2.6, 2 2.5 2.6, 3.5, 2.4 3 2.3, 2.5, 2.6 2.5 
P3 
P4 

3, 3.4, 3.8 
3, 3.5, 2.8 

3.4 
3.2 

2.5, 3, 2.3 
2, 2.5, 1.8 

2.7 
       2.2 

2.5, 2, 1.5 
2, 2.4, 1.6 

2 
2.1 

       

Table 2.  Demand (Fuzzy – F; Defuzzified - DFZ) 
Product & 
Aspiration 

F DFZ F DFZ F DFZ 

 
P1, 500 

Period I 
172, 169,170 

Period I 
170

Period II 
140, 139, 142

Period II 
140

Period III 
189, 191, 189

Period III 
190 

P2, 511 138, 141, 136 139 185, 189, 189 188 183, 186, 181 184 
P3, 538 
P4, 525 

178, 180, 178 
175, 177, 175 

179 
176

187, 183, 187
180, 182, 184

185 
182

175, 173, 175
165, 169, 165

174 
167 
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Demand tolerance is always less than the aspired demand, which may vary.  
 

Table 3.  Holding Cost at Destination (Fuzzy – F; Defuzzified - DFZ) 
Product F DFZ F DFZ F DFZ 

 
P1 

Period I 
3, 3.5, 2.8 

Period I 
3.2 

Period II 
3.3, 3, 3.1

Period II 
3.1

Period III 
2.5, 3.2, 3.1

Period III 
3 

P2 3, 2.6, 3 2.8 2.6, 3, 3 2.9 2.3, 2.9, 2.3 2.6 
P3 
P4 

3, 3.8, 3.4 
3.9, 3.5, 3.5 

3.5 
3.6 

3.4, 2.3, 3.6
2.7, 2.5, 2.7

2.9 
      2.6 

2.3, 2.8, 2.1 
2, 2.4, 2.4 

2.5 
2.3 

 
Table 4.  Consumption at Destination 

Product Period 1 Period 2 Period 3 
P1 169 138 185 
P2 135 176 182 
P3 
P4 

167 
174

184 
179

169 
165 

    

Table 5.  Quantity Threshold (A) and Discount Factors (B) for P1 & P2 in All Pe-
riods 

A for (P1) B      A for (P2) B 
0 – 100 1 0 – 145 1 

100 – 200 0.98 145 – 180 0.95 
200 – 300 

300 & above 
0.95 
0.92 

180 – 220 
220 & above 

0.90 
0.86 

 
Table 6.  Quantity Threshold (A) and Discount Factors (B) for P3 & P4 in All Pe-

riods 
A for (P3) B A for (P4) B 

0 – 136 1 0 – 110 1 
136 – 170 0.97 110 – 140 0.94 
170 – 230 

230 & above 
0.95 
0.90

140 – 190 
190 & above

0.92 
0.90 

    

Table 7.  Weight Threshold and Discount Factors for All Periods 
Weight Threshold Discount Factors 

100 – 400 1
400 – 700 0.98

700 – 1000 
1000 & above 

0.95 
0.90

  

The solution is obtained by employing data in the model. Parameters of DE are 
given in table 8. A desired accuracy of .001 between maximum and minimum val-
ues of fitness function was taken as terminating criteria of the process. The aspira-
tion and tolerance level of total cost are `116352 and `151352. The total cost of 
the system is `131247.4. Due to page limitation, we are explaining the results for 
the first period and for remaining period please refer table no. 9, 10, 11, & 12. The 
optimum ordered quantity & discounts are 645 & 8%, 221 & 14%, 341 & 10%, 
and 117 & 6% for P1, P2, P3, & P4 resp. The transported quantity in stage I is 
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1000 with 10% discount. Weighted quantity halts at intermediate stoppage for 1 
day. The transported quantity in stage II is 1000 and full TL mode is employed. In 
this case number of full trucks are 4 and overhead weighted quantity  is 0.  The 
Inventory at source is 545, 162, 202, and 0 for  all  the  four products resp. And 
inventory at destination is 86, 84, 86, and 80. As far as reduction in vagueness is 
concerned, 57% of vagueness has been reduced from the fuzzy environment of 
demand, holding cost and total cost.   

 
Table 8.  Parameters of Differential Evolution 

Parameter Value Parameter Value 
Population Size 500 Scaling Factor (F) .6 

Selection Method Roulette Wheel Crossover Probability(Cr) .8 

    

Table 9.  Optimum Ordered Quantity/Discounts availed  
Product Period 1 Period 2 Period 3 

P1 645/8% 45/0 0/0 
P2 221/14% 220/14% 0/0 
P3 
P4 

341/10% 
117/6% 

4/0 
353/10%

153/3% 
1/0 

    

Table 10.  Ending Inventory at Source//Destination  
Product Period 1 Period 2 Period 3 

P1 545//86 450//83 260//83 
P2 162//84 194//91 10//87 
P3 
P4 

202//86 
0//80

21//82 
171//79

0//82 
5//76 

    

Table 11.  Weighted Transported Quantity in Stage I & II/ Discount  
Stage Period 1 Period 2 Period 3 

I 1000/10% 400/2% 100/0 

    

Table 12.  Halting days, No. of Trucks, Transportation Mode, Overhead Quantity  
 Period 1 Period 2 Period 3 

Halting days 1 1 1 
No. of Trucks 

Transportation Mode 
Overhead Quantity 

4 
TL 
0

1 
TL & LTL 

150 

0 
TL & LTL 

100 

5   Conclusion 

Research on SCM has been reported for the procurement & distribution coordi-
nation with deteriorating natured products incorporating either quantity or freight 
discounts. A two stage optimization model with the objective of minimizing the 
total incurred cost and maximizing reduced vagueness in the fuzzy environment 
(due to fuzzy demand & fuzzy holding cost), during procurement,  holding  at 
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suppliers, transportation from supply point to intermediate stoppage, halting cost 
at intermediate stoppage, transportation from intermediate stoppage to destination, 
inspection cost at destination and finally holding at destinations in a supply chain 
network with both quantity and freight discounts is not addressed so far. So, the 
current study proposed a two stage fuzzy mathematical model for the literature 
gap identified and mentioned in this study. The proposed model was validated by 
applying to the real case study data. 
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Abstract: - In this paper a meta heuristic Particle Swarm Optimization (PSO)-
based approach for the solution of the resource-constrained project scheduling 
problem with the purpose of minimizing project time has been developed. In 
order to evaluate the performance of the PSO based approach for the resource-
constrained project scheduling problem, computational analyses are given. As 
per the results the application of PSO to project scheduling is achievable.  

Keywords: Meta heuristic, Particle Swarm Optimization, Resource-constrained 
project scheduling, minimizing duration. 

1 Introduction 

Being a temporary attempt, a project requires to create an unique product, service 
or result [1]. Temporary emphasizes on definite deadline reaching of which a project 
may gain its objectives or has already lost its significance of existence. Therefore, a 
decision maker (DM) has to choose the appropriate alternative among many. 

According to Hwang et al.[2], multi-criteria decision making (MCDM)is one of the 
most widely used decision making methodology. 

Many real world projects scheduling problem termed as Resource-Constrained 
Multi-Project Scheduling Problem (RCMPSP) [3]. To schedule project activities to 
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complete multiple projects in the minimum possible time under presence of resource 
constraints is the general objective of this type of problems. Primarily, mathematical 
models such as linear programming & dynamic programming have been used to solve 
& to obtain optimal solution. 

It was earlier shown that the scheduling problem subject to resource constraints is 
NP-Hard [4], refraining exact methods time consuming and inefficient for solving 
large & real world application type problem. 

 
Hence, meta-heuristic algorithm to generate near optimal solution for large prob-

lems has drawn special interest. There are many genetic algorithm (GA) applied for 
RCMPSP [5, 6, 7, 8] with project duration minimization as objective. 

Most recently, the particle swarm optimization (PSO) algorithm has been taken 
into consideration for solving resource constrained project scheduling problem 
(RCPSP) and multi-criteria resource constrained project scheduling problem 
(MRCPSP). PSO, developed by Kennedy and Elbe hart [9] is an evolutionary algo-
rithm which simulates the social behaviour of bird flocking to desired place. It is ini-
tialized with a population of random solutions. Each individual particle is tagged with 
a randomized velocity according to its own and its companions flying experiences. In 
the PSO, the solution is represented as an optimal solution for the RCMPSP. 

Compared with GA, PSO has the following advantages: 

 It has memory that can be retained by all particles in reference to the knowledge of 
good solution. 

 It has constructive cooperation, between particles, particle in the swarm share in-
formation between them. 

  It is easy to implement and quickly converges because of its simplicity. 

    The current researchers have proposed PSO-based approach to resolve the re-
source-constrained project scheduling problem. It is an evolutionary algorithm. The 
results are analyzed and described. 

2 Particle Swarm Optimization (PSO) 

It is a computational intelligence based optimization technique such as genetic al-
gorithm (GA). It is a population based stochastic optimization technique developed by 
Kennedy and Eberhart in 1995 [10-13] and inspired by the social behaviour of bird 
flocking in a group looking for food and fish schooling. 

Some terms related to PSO 
The term PARTICLE refers to a member of population which is mass less and vo-

lume less m dimensional quantity. It can fly from one position to other in m dimen-
sional search space with a velocity. POPULATION constitutes a number of such par-
ticles. The number of iteration for the solution of the problem is same as the number 
of generations in GA. The fitness function in PSO is same as the objective function 
for an optimization problem. 
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In real number space, each individual possible solution can be represented as a par-
ticle that moves through the problem space. The position of each particle is deter-
mined by the vector xi and its movement by the velocity of the particle vi represented 
in (1) and (2) respectively. 

Xi
k+1 = Xi

k +  Vi
k+1                                                                   (1) 

The information available for each individual is based onits own experience (the deci-
sions it has made so far, stored in memory) the knowledge of performance of other 
individuals in its neighbourhood. 

Since the relative importance of these two information can vary from one decision 
to other, a random weight is applied to each part and the velocity is determined as in 
(2) 

Vi
k+1 = Vi

k + c1.rand1. (pbest i
k – Xi

k) + c2.rand2. (gbest 
k – Xi

k)    (2) 

Where,  

 Xi
k    =   Position vector of a particle   i = [Xi1

k,Xi2
k

,…….Xim
k]   at kth iteration 

 Vi
K    =   Velocity vector of a particle  i = [Vi1

K,Vi2
K,…….Vim

K] at kth iteration; 

 k = iteration count 

 pbest i
k = i th particle has a memory of the best position in the search space at kth 

iteration .    

It is computed as pbest i
k+1 = Xi

k+1 if the fitness function of ith  at  k+1 is less then ( for 
minimum) the fitness function at kth iteration otherwise pbst i

k+1 = pbest i
k .gbest

k = It is 
that particle which has the minimum value of fitness function (for minimization) 
among all the particles in kth iteration. 

 c1 & c2 = positive acceleration coefficients more then 1.0.  

 Normally its value is taken 

 c1 + c2 = 4 or c1 = c2 = 2. 

 rand1 & rand2 are random numbers between 0.0 & 1.0. 

Both the velocity and positions have same units in this case. 
The velocity update equation (2) has three components [14] 

1. The first component is referred to “Inertia” or “Momentum”. It represents the ten-
dency of the particle to continue in the same direction it has been travelling. This 
component can be scaled by a constant or dynamically in the case of modified 
PSO. 

2. The second component represents local attraction towards the best position of a 
given particle (whose corresponding fitness value is called the particles best (pbest) 

A New Meta-heuristic PSO Algorithm for Resource Constraint 383



scaled by a random weight factor c1.rand1. This component is referred as “Mem-
ory” or “Self knowledge”. 

3. The third component represents attraction towards the position of any particle 
(whose corresponding fitness value is called global best ( gbest), scaled by another 
random weight c2.rand2. This component is referred to “cooperation” ,”social 
knowledge”, ”group knowledge” or “shared information”. 

The PSO method is explained as above. The implementation of the algorithm is in-
dicated below: 

Initialize the swarm by assigning a random position to each particle in the problem 
space as evenly as possible. 

Evaluate the fitness function of each particle. 
For each individual particle, compare the particle’s fitness value with its pbest. If the 

current value is better than the pbest value , then set this value as the pbest and the cur-
rent particle’s position Xi as pbest i. 

Identify the particle that has the best fitness value and corresponding position of 
the particle as gbest. 

Update the velocity and positions of all the particles using equations (1) & (2). 
Repeat steps i) to v) until a stopping criterion is met (e.g. maximum number of it-

erations or a sufficient good fitness value). 
On implementation of PSO following considerations must be taken into account to 

facilitate the convergence and prevent an “explosion” (failure) of the swarm resulting 
in the variants of PSO. 

2.1 Selection of Maximum velocity: 

At each iteration step, the algorithm proceeds by adjusting the distance (velocity) 
that each particle moves in every dimension of problem space. The velocity of a parti-
cle is a stochastic variable and it may create an uncontrolled trajectory leading to 
“explosion”. In order to damp these oscillations upper and lower limits of the velocity 
Vi is defined as 

  if      Vid > Vmax then Vid = Vmax 

 else if Vid < -Vmax then Vid = -Vmax 
Most of the time, the value Vmax is selected empirically depending on the character-

istic of the problem. It is important it note that if the value of this parameter is too 
high, then the particle may move erratically, going beyond a good solution , on the 
other hand, if Vmax is too small, then the particle movement is limited and it may not 
reach to optimal solution. The dynamically changing Vmax can improve the perform-
ance given by 

    Vmax = (Xmax – Xmin)/N 
 Where Xmax and Xmin are maximum and minimum values of the found so far and N 

is the number of intervals. 
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2.2  Selection of Acceleration Constants: 

c1 & c2 are the acceleration constants; they control the movement of each particle 
towards its individual and global best positions. Small values limit the movement of 
the particles, while larger values may cause the particle to diverge. Normally the con-
stants c1 + c2 limited to 4. If it is taken more than 4 the trajectory may diverge leading 
to “Explosion”. In general a good start is when c1 = c2 = 2. 

2.3 Selection of Constriction Factor or Inertia Constant 

Experimental study performed on PSO shows that even the maximum velocity and 
acceleration constants are correctly chosen, the particles trajectory may diverge lead-
ing to infinity, a phenomenon known as “Explosion” of the swarm. Two methods are 
to control this explosion (a) Inertia control and (b) Constriction factor control, the two 
variants of PSO. 

Inertial Constant.  
 The velocity improvement represented by equation (2) is modified [15-17] and 

written as 
Vik+1 = W.Vik + c1.rand1. (pbest ik – Xik) + c2.rand2.(gbestk – Xik)     (3)                                                   
The first right hand side part (velocity of previous iteration) of equation (3) multi-

plied by a factor W is known as “Inertia Constant”. It can be fixed or dynamically 
changing. It controls the “Explosion” of search space. Initially it is taken as high 
value (0.9) which finds the global neighborhood fast. Once it is found that it is de-
creasing gradually to o.4 in order to find narrow search as shown in equation (4) 

W = wmax – (wmax – wmin)*itr/itrmax          (4)                                                                                             
Where wmax = 0.9,wmin = 0.4, 

itrmax= maximum iterations, 
 itr = current iteration 
Since the weighting factor W is changing iteration wise it may be called as Dy-

namic PSO. 

Constriction Factor.  
This is another method of control of “Explosion” of the swarm. The velocity in 

equation (2) is redefined using constriction factor developed by Clark and Kennedy 
[17], is represented in equation (5) as 

Vik+1 = K*(Vik + c1.rand1.(pbest ik – Xi) + c2.rand2.(gbestk – Xi))  (5)                                                                 
Where K is known as constriction factor 
K = 2/(abs(2 – c – sqrt(c2 – 4*c))    (6)                                                                                                          
Where, c = c1 + c2 > 4.0 
Typically when this method is used, c is set to 4.1 and value of K comes out to be 

0.729, In general, the constriction factor improves the convergence of the particle by 
damping oscillations. The main disadvantage is that the particles may follow wider 
cycles when pbest I is far from gbest (two different regions).A survey is given in ref-
erence [18].The present problem is discussed in next section. 
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3 Problem formulation 

In this formulation, the use of a dummy start as well as a dummy end activity is as-
sumed. The problem formulation is as follows: 
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The decision variable fi denote the finish times of the different activities, while the 
di denote the duration of each activity, ak the availability of the kth resource type and 
rik the resource requirement of activity i for resource type k. The set St that is used in 
equation (4) denotes the set of activities that are in progress at time t. 

The objective function (1) minimises the finish time of the dummy end activity 
.Equation (2) expresses the precedence relations, while equation (3) forces the dummy 
start activity to finish at time 0. Finally equation (4) expresses that at no time instant 
during the project horizon the resource availability may be violated.  

4 Case Study   

Let us consider the project network with resources and duration as: 
 

 

Fig. 1.  

So here we consider five activities 1, 3,5,2,4. The duration of activity [2, 4, 3, 2, 1]. 
The resources of activity are [2, 3, 4, 1, 2]. The maximum resource level is 4. 

5 Algorithm Of  Case Study   

5.1 Algorithm 1: To arrange the input elements 

Input: elements in B[n][m] form. 
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Output: arranged elements in Bout[n][m]  for where m= 1 ...m (column);   
                                                                                   n = 1 ...n (row) 
         
for row 1 to n 
   for column 1 to m 
     C (i,j) := B (i,j) 
    end 
end 
 
for column 1 to m 
   for row 1 to n 
      if B (i,j) < B (i, j+1) 
       then swap (i,j) 

else 
do nothing 

end 
end 
 
for  row 1 to n 
   for k runs from  1 to m 
       for J runs from 1 to m 
         if C (i,k) = = B(i,j) 
           then sequence ( i,j) = k 

else  
do nothing 

end 
end 

end 
end 
 
for  row 1 to n 

print sequence (i,j) 
end. 
 

5.2 Algorithm 2: Time minimization under limited resources 

Input: activity sequence matrix S[i][j] 
job duration matrix Du[i][j] 
activity resource matrix Res [i][j] 

Output: minimum finish time 
 
for  i 1 to n 
   for  j 1 to m  
      start_time (i,j) = 0 
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     finish_time (i,j) = 0 
     resorce_allocated (i,j) =0 
     resource_available (i,j) =0 

end 
end 
 
for  i 1 to n 

K1:= 1 
K2:=2 

end 
 
for k 1 to m 

for  j 1 to n 
if sequence (i,j) = = K1 
then finish_time (i,k) = start_time (i,k) + duration_time (i,k) 

update resource allocation 
update resource available 

elseif (k+1) <= m 
then start_time (i, k+1) = finish_time (i,k) 

increment K1 by 2 
print total finish_time 

else if sequence (i,j) = = K2 
then finish_time (i,k) = start_time (i,k) + duration (i,k) 

update resource allocation 
update resource available 
if (k + 1) <= m 
start_time (i, k+1) = finish_time(i, k+1) 
increment K2 by 2 
print total finish_time 

end 
end. 

6 Result Set and Graphical Representation of Case Study 

Here we are taking the following as input and getting the final duration: 
n =     4; m =     5 
Sequence:- 

 5  4  2  3  1  

4  1  2  5  3  

3  1  2  4  5  

1  5  2  3  4

 
 
 
 
 
                                       
 

 
Descending order:- 

9  8  5  4  1

8  7  6  4  2

9  6  3  2  1

8  7  5  3  1

 
 
 
 
 
   

Particle No. 1 
Activity= 2 ,Start time = 0,Finish time = 4 ,resource = 3 ,Resource available = 1 
Activity= 4 ,Start time = 4,Finish time = 6 ,resource = 1 ,Resource available = 3 
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Activity= 1 ,Start time = 6 ,Finish time = 8 ,resource = 2 ,resource available = 2 
Activity= 3 ,Start time = 8 ,Finish time = 11 ,resource = 4 ,resource available = 0 

Activity= 5 ,Start time = 11 ,Finish time = 12 ,resource = 2 ,resource available = 2 

 

Fig. 2.  

 
Particle No. 2 

Activity= 1 ,Start time = 0 ,Finish time = 2 ,resource = 2 ,resource available = 2 
Activity= 2 ,Start time = 2,Finish time = 6 ,resource = 3 ,Resource available = 1 
Activity= 4 ,Start time = 6,Finish time = 8 ,resource = 1 ,Resource available = 3 
Activity= 3 ,Start time = 8 ,Finish time = 11 ,resource = 4 ,resource available = 0 

Activity= 5 ,Start time = 11 ,Finish time = 12 ,resource = 2 ,resource available = 2 

 

Fig. 3.  

Particle No. 3 
Activity= 1 ,Start time = 0 ,Finish time = 2 ,resource = 2 ,resource available = 2 
Activity= 3 ,Start time = 2 ,Finish time = 5 ,resource = 4 ,resource available = 0 
Activity= 2 ,Start time = 5,Finish time = 9 ,resource = 3 ,Resource available = 1 
Activity= 4 ,Start time = 9,Finish time = 11 ,resource = 1 ,Resource available = 3 
Activity= 5 ,Start time = 11 ,Finish time = 12 ,resource = 2 ,resource available = 2 
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Fig. 4.  

Particle No. 4 
Activity= 1 ,Start time = 0 ,Finish time = 2 ,resource = 2 ,resource available = 2 
Activity= 2 ,Start time = 2,Finish time = 6 ,resource = 3 ,Resource available = 1 
Activity= 3 ,Start time = 6 ,Finish time = 9 ,resource = 4 ,resource available = 0 
Activity= 5 ,Start time = 9 ,Finish time = 10 ,resource = 2 ,resource available = 2 

Activity= 4 ,Start time = 10,Finish time = 12 ,resource = 1 ,Resource available = 3 

 

Fig. 5.  

F = 
    4  6   8  11  1 2

    2    6    8  1 1  1 2

    2    5    9  1 1  1 2

    2   6    9   1 0  1 2

 
 
 
 
 
 

                                        

 
 

St = 
   0    4    6    8  1 1

   0    2    6    8  1 1

   0    2    5    9  1 1

   0    2    6    9  1 0

 
 
 
 
 
   

Final minimum duration = 10 

390 T. Bakshi et al.



7 Conclusion 

This paper presented a new approach to minimize the project duration. The conven-
tional method such as CPM , PERT and others are mainly used for minimizing the 
duration of project to solve unconstrained project scheduling problem. But it is diffi-
cult to use these methods for solving more general scheduling problems.  In this paper 
the current researchers describe the application of PSO which is possible in case of 
many general problems related to project scheduling without much obstacles. PSO is 
meta-heuristic approach. So it can be concluded that this meta-heuristic approaches 
are successful to solve project scheduling problems and the inclusion of much prob-
lem specific knowledge is needed for the heuristic. Future research may be included 
to the development of meta-heuristic algorithms for the RCMPSP and their compara-
tive study with the PSO approach. 
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Abstract. Reverse logistics has received considerable attention due to potentials of 
value recovery from the used products. Reverse Logistics network contains inputs, 
processes, and outputs. Inputs refer to used products and recycled materials. Used 
parts or new parts go through Reverse Logistics processes. Outcomes are remanu-
factured products, recycled materials and spare parts. In this paper, a mathematical 
model for the design of a RL network for multi period planning horizon is proposed. 
It is assumed that returned quantity of a product is collected at collection centers be-
fore they are sent to reprocessing centers for inspection and dismantling. Dismantled 
components are either sent for remanufacturing or to the secondary market as spare 
parts. Recycling and disposal of these components are also considered in the model. 
For future modifications in the network structure, we consider multi-period setting. 
We propose a single product formulation and use a reverse bill of materials. The use 
of the model is shown through its application in a numerical illustration. 
 
Keywords: Reverse Logistics, Remanufactured Products,  Recycle  Materials, 
Reverse Bill Of Material. 
 
1   Introduction 
    Logistic network design has an important and planned area in an efficient and ef-
fective supply chain management. Implementation of government legislation, envi-
ronmental concern, social responsibility and customer awareness, has forced com-
panies not only to supply environmentally friendly products but also to be 
responsible for the returned products. The rise of green concerns makes reverse lo-
gistics (RL) a time demanding and relevant area of interest. The Original equipment 
manufacturers (OEM’s) are introducing new products in an effort to sustain/increase 
their market share; hence they are forced to take back their used, end of- lease or 
end-of-life products through a network for reuse, remanufacture, recycle and dis-
posed of. Hence OEMs have turned to a better design of their products for maximum 
reuse and recycling so that maximum value can be achieved from their used prod-
ucts. A reverse logistics system comprises a series of activities such as collection, 
cleaning, disassembly, test and sorting, storage, transport, and recovery operations 
like reuse, repair, refurbishing, remanufacturing, cannibalization and recycling. 
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    The focus on RL is on waste management, material recovery, parts recovery or 
product recovery and the cost of recovered products can be reduced by optimal loca-
tions and allocations of facilities in RL. It prevents pollution by reducing the envi-
ronmental burden of End-of-Life (EOL) at its source. Hence, an increasing number 
of companies now take into account reverse flows, going backwards from customers 
to recovery centers, within their logistics systems. Remanufacturing is recognized as 
a main option of recovery in terms of its feasibility and benefits. 

2   Literature review  
    The fundamental studies on reverse logistics network design are driven by an ap-
plication-oriented approach. Researchers have calculated that for recycling of the re-
turned products, logistics costs account for a large share of the total costs [1], [2]. 
Transportation of used products is the most challenging issue in RL [3], [4] as 
smaller return quantities and variability in product types increase the transportation 
costs [5], [6]. [7] Emphasize on the need for collection centers in a reverse produc-
tion system to help in maximizing collection of returned products. [8] developed 
truck sizing models for collection of wastes and transporting them to recovery cen-
ters. [9] Review on various quantitative models for RL networks. The location of 
collection points in a RL system has been examined by [10]. [11] proposed a MILP 
model by considering the reverse flow of goods.[12] proposed a product-recovery 
strategy depending on who collects the used products namely the manufacturer; the 
retailer; or a designated third party. [13] presented a multi-objective and multi- pe-
riod MILP model for RL network design for modularized products. The authors 
have not considered the use of new components in remanufactured products.  

  Majority of the papers focus on recycling-only networks, such as [14] on battery 
recycling, [15] on tire recycling and [16] on paper recycling. Notable exceptions 
with a remanufacturing focus are [17] on copiers. [18] proposed a multi-period 
MILP model for carpet recycling. Their model analyses a set of alternative scenarios 
identified by the decision maker and provides a near optimal solution for network 
design. [19] proposed a MILP model to determine the optimal collection and recy-
cling system for end-of-life computers and home appliances. [20] developed a mod-
el for the treatment of electrical and electronic wastes in Germany. [21] studied the 
implications of modular product architecture on RL strategies. Although the models 
proposed above are realistic representations of the network design problem regard-
ing the specific application, but cannot be generalize to other industries. So, a more 
solid modeling framework for reverse logistics network design is given by [22] and 
describe that transportation and other logistics costs are not important factors in de-
signing the RL network rather cost of reprocessing, remanufacturing and the cost of 
new components are deriving factors in designing of RL network.  

Proposed model use a reverse bill of materials (BOM) to fit in component com-
monality in the product to handle return product for reuse. By using reverse BOM, 
the model also addresses the possibility of sending certain components to recy-
cling/disposal and the possibility of purchasing new components for remanufactur-
ing. Our modeling framework is applicable when the OEM has fairly reliable esti-
mates of the amount of returns to be collected during the planning horizon as well as 
the demand at the secondary market for remanufactured products. To consider the 
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possibility of making future adjustments in the network configuration we present a 
multi-period model of the reverse network design problem. 
The remainder of the paper is structured as follows. In Section 3 new model is pro-
posed for multi-period reverse logistics network design. We also state the underlying 
assumptions and highlight the flexibility of our model in representing a wide variety 
of possible applications. In section 4, used methodology of differential evolution is 
described. In Section 5, we present a numerical implementation in order to highlight 
the features of the proposed model. The paper ends with our concluding remarks. 

 
3   Model Description 
   Model presented here focused on modular product structure of single product in a 
RL network and on many features of practical relevance namely, a multi-period set-
ting, reverse BOM, minimum throughput at the facilities, variable operational costs, 
and finite demands in the secondary market. In multi-period setting all network de-
sign decisions are taken over a planning horizon which implemented in the begin-
ning or end of periods. Model considers that used products are collected at collection 
centers (CC) and send to reprocessing centers (RPC) for inspection and dismantling 
then inspected components are shipped to spare market, remanufacturing plant 
(RMP), recycling center (RC) or disposal site (DS) accordingly. 
   Model considers modular product structure with specifying disposal and recycling 
fractions. RL network discussed here supplies quality used components for remanu-
facturing and to the spare markets too. Mismatch of components for remanufactur-
ing is assumed to be tackled by purchasing through pre-qualified suppliers. Larger 
price and quality differentials between the new and remanufactured product create 
demand for the remanufactured product. However this factor is not considered ex-
plicitly in the model. It is assumed that the spare parts, if any, can fetch a higher unit 
value compared to the remanufactured products. Also, if the numbers of components 
are in excess of demand, they are stored in the remanufacturing point till next pe-
riod. Design of such a network is strategic as it involves a decision on the number of 
facilities, their locations and allocation of corresponding flow of used products and 
components at an optimal cost for a given market demand in the network flows. 
Demands for remanufactured products, spare markets are assumed to be determinis-
tic. Network used for the analysis involves eight echelons: CC, RPC, RMP, RC, DS, 
spare parts markets, secondary markets (for remanufactured products) and pre-
selected new component suppliers. Assumptions are as follows: 
1 An infinite source of used product and used products are collected at pre-

specify collection centers. Goods collected in each CC transported to the repro-
cessing centers as soon as possible so that they do not incur any holding costs. 

2 Dismantling operations are carried out in the RPC, where the components are 
disassembled, leaned, tested and sorted for reuse, remanufacture, spare and re-
cycle. As a preference, spare market demands are met due to high value that it 
fetches from selling spare parts. 

3 All the returned products are not suitable for remanufacturing. Therefore some 
new components may be required for remanufacturing. The final assembly of 
the product with the used and new components, if any is done inside the RMP. 
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RMP has inventory carrying cost for used components while it operates on Just-
In-Time delivery of new components. 

4 CC’s, RPC’s and RMP’s are considered to have a monthly fixed cost. Transport 
cost is calculated with respect to the distance and overhead costs assuming full 
truck loads. Cost of new components ordered from pre-selected suppliers in-
cludes transportation cost also.  

5 Shortages at secondary market are assumed to occur with no loss.  
6 If the numbers of components are in excess of demand, then they are either re-

cycled or stored in the RPC till further demand is received. 
 

Notations: 
Sets  
CC set of collection centers indexed by ‘cc’ 
J set of reprocessing centers (RPC) indexed by ‘j’ 
S set of spare markets indexed by‘s’ 
U set of remanufacturing plants (RMP) indexed by ‘u’ 
X set of recycling plants (RP) indexed by ‘x’ 
V set of disposal centers (DC) indexed by ‘v’ 
Z set of new suppliers indexed by ‘z’ 
H set of secondary markets (SM) indexed by ‘h’ 
C set of components indexed by ‘c’ 
T set of time periods indexed by‘t’ 
Parameters 
α  No of components in one unit of product  
ρ Recycling fraction 
σ Disposal fraction  

t
ccQ  

Quantity of used product returned at collection center cc in period t T 
t
scD  

Demand of component cC in spare market s S in period t T 
t
hD  

Demand of secondary market h H in period tT 

jcap  
In bound capacity of RPC jJ 

jrcap  
Components reprocessing capacity of RPC jJ  

upcap      
Production capacity of RMP uU  

uicap      
Inventory holding capacity of RMP uU  

xreccap   
Recycling capacity of RC xX  

vdiscap   
Capacity of disposal center vV 

ccMTCC      
Minimum throughput required for collection center ccCC 

t
if  

Set-up cost of facility i CC J U    in the beginning of period t T   
t
jcdm
 
Per unit product processing cost in RPC j J in period t   T 

t
jccr     Per unit component cC reprocessing cost in RPC j J in t   T 

t
vccdp  Unit disposal cost for cC in v V in period t   T 
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t
ucasm Assembly cost /product for RMP plant uU in period t   T 

t
zucc    Unit cost of component c from supplier zZ to RMP uU in period t 

t
ucIC  

Unit inventory holding cost for c C in RMP uU in period t T 
t
ccjTp  

Unit transportation cost of product from ccCC to RPC jJ in tT 

TSt
js  

Unit transportation cost of cC from RPC jJ to sS in tT 

T t
ju  

Unit transportation cost of cC from RPC jJ to RMP uU in tT 

Tt
jx  

Unit transportation cost of cC from RPC jJ to RP xX in tT 

T t
jv

    Unit transportation cost of cC from RPC jJ to DC vV in tT 
t

uhTf    Unit transportation cost of product from uU to hH in period tT 

Decision Variables 
t
ccjxp     Amount of used product shipped from ccCC to RPC jJ in tT  

t
mncx     Amount of cC shipped from node m to node n in the network in tT 

t
uhxfp   Amount of product shipped from RMP uU to SM hH in tT 

t
ucEI     Amount of c   C hold in inventory in RMP j  J in the end of t T 

1,         

0,  
t
cc

if collection center cc C C is opera ting in period t T
v

oterw ise

 
 


 

1,        

0,  
t
j

if RPC j J is operating in period t T
y

oterwise

 
 


 

1 ,        

0 ,  
t
j

i f R M P u U i s o p e r a t i n g i n p e r i o d t T
z

o t e r w i s e

 
 



 

 
MATHEMATICAL MODEL: 
Minimize:  

1 1 1
 ( ( ) ( ) ( )) ( ) ( )

( ) ( )

t t t t t t t t t t t t t t
f v v f y y f z z xp cdm x x crcc cc cc j j j u u u ccj j jsc juc jct cc j u t j cc t c j s u

t t t t t t t t t
x cdp xfp casm x c EI IC xpjvc vc u zuc zuc uc uc ccjuht c v j t u h t c u z t c u cc j

  
                  

                   

 + ( )TS + ( )T + ( )T + ( )T +   

t
Tpccjt

t t t t t t t t t t
x x x x xfp Tfjsc js juc ju jxc jx jvc jv uh uht s j c t u j c t x j c t v j c t u h



                  

     Subject to: 

                                                                                       ,  
t t

xp Q cc tccj cj
    (1) 

                                     , ,
t t t t

x xp x x s c tjsc ccj jvc jxcj cc j j v x j
           (2) 

                                                                                       , ,
t t

x D s c tjsc scj
    (3) 

                                , ,
t t t t t

xp x x x x j c tccj jsc juc jxc jvccc s u x v
          (4) 

1
                                     , ,

t t t t t
x EI x xfp EI u c tjuc uc zuc ucuhu z h


        (5) 
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                                                                                         ,
t t

xfp D h thu uh
    (6) 

                                                                                      ,
t

xp cap j tccj jcc
    (7) 

                                                               ,
t t

x x rcap j tjsc juc jc s c u
       (8) 

                                                                                    ,
t

xfp pcap u tuuhh
    (9) 

                                                                                        ,
t

EI icap u tuc uc
    (10) 

*                                                                     
t t

x xp tjxc ccjx j c j cc
       (11) 

                                                                                    ,
t

x reccap x tjxc xc j
     (12) 

*                                                                       
t t

x xp tjvc ccjv c j j cc
       (13) 

                                                                                       ,
t

x discap v tjvc vc j
     (14) 

*                                                                                    ,
t t t

Q MTCC v cc tc cc cc   (15) 

*                                                                                 ,
t t t

xp MTJ y j tccj j jcc
    (16) 

*                                                                                 ,
t t t

xfp MTU z u tu uuhh
    (17) 

1
                                                                                                      ,

t t
v v cc tcc cc


   (18) 

1
                                                                                                      ,  

t t
y y j tj j


   (19) 

1
                                                                                                       ,

t t
z z u tu u


   (20) 

, , , , , , 0                   , , , , , ,
t t t t t t t

xp x x x x x xfp cc j s u x v cccj jsc juc jxc jvc zuc uh    (21) 

0                                                                                                   , ,
t

EI u c tuc    (22) 

 0,1                                                                                               ,
t

v cc tcc    (23) 

 0,1                                                                                                 ,
t

y j tj    (24) 

 0,1                                                                                                 ,
t

z u tu    (25)   

Objective function of the above mathematical formulation is cost minimization. 
Costs incurred are the fixed costs of establishing facilities, operational (dismantling, 
processing, assembling and disposal) costs, transportation costs, inventory holding 
costs, and component purchasing costs. Constraints(1) shows that total amount of re-
turned product collected at CC will shipped to the RPC which are to be located.  At  
RPC, dismantled components can be directly sent to recycling or disposal sites and 
remaining components are shipped to spare market to satisfy the demand at spare 
market are shown via constraint (2) and (3). After satisfying demand at spare market 
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components are send to RMP to assemble in the product form and if any shortages 
of the component occur would be purchased from supplier in order to satisfy the 
demand of secondary market is exposed via constraint (4), (5) and (6). Constraint (5) 
is the flow balance constraint for RMP. Total inflow, which is composed of compo-
nents coming from inspection centers, components purchased from suppliers, and 
components in the inventory, must be equal to the outflow, which is composed of 
products sold to secondary markets, and the components to be held in inventory. 

Constraint (7) ensures that the amount of products that are sent to RPC do not ex-
ceed the capacity of the collection center. Constraint (8) satisfy the reprocessing ca-
pacity constraint at RPC and (9) for the production capacity of RMP. Inventory to be 
held in the remanufacturing plants cannot exceed the inventory holding capacity via 
(10). (11), (12), (13) and (14) are for recycling and disposal capacity at recycling 
and disposal sites respectively. Constraints (15) - (17) are minimum throughput con-
straints guaranteeing that a CC, a RMP can only be established if the operation or 
production amount exceeds the predefined limits. (18) – (20) assure that once a fa-
cility is installed it remains operating until the end of the planning horizon. Lastly, 
Constraints (21)–(25) are domain constraints. The above problem is too complex 
and big. To get best possible solution we use differential Evolution algorithm.  
 
4.    Differential evolution 
   Differential Evolution (DE) was proposed by Price and Storn in 1995 to solve the 
polynomial fitting problem. DE is a small and simple mathematical model of a big 
and naturally complex process of evolution. It optimizes a problem by iteratively 
trying to improve a solution with regard to a given measure of quality. However, DE 
does not guarantee an optimal solution is ever found. DE optimizes a problem by 
maintaining a population of candidate solutions and creating new candidate 
solutions by combining existing ones, and then keeping whichever candidate 
solution has the best score or fitness on the optimization problem. The process is 
repeated and by doing so it is hoped, but not guaranteed, that a satisfactory solution 
will eventually be discovered. The basic DE Algorithm can be described as: 
a) Initialization: All solution vectors in a population are randomly initialized. 

The initial NP, D-dimensional vectors Xi,G = (x1,i,G, x2,i,G, x3,i,G, …, xD,i,G) are 
generated between lower and upper bounds l = {l1, l2, ..., lD} and u = {u1, u2, ..., 
uD} using the equation: xj,i,0=lj+randi,j[0,1]*(uj-lj) where randi,j[0,1] is uniformly 
distributed random number lying between 0 and 1.        

b) Mutation: The mutation process at each generation begins by randomly 
selecting three individuals in the population. The ith perturbed individual Vi,G 
is therefore generated based on the three choosen individuals as follows:  
Vi,G=Xr1,G+F*(Xr2,G-Xr3,G) where  r1,r2,r3  {1,……,NP} are randomly selected, 
such that   1 2 3    and F (0,1.2]r r r i            

c) Crossover: The perturbed individual, Vi,G = (v1,i,G, . ..vD,i,G), and the current 
population member, Xi,G = (x1,i,G, x2,i,G, x3,i,G, …, xD,i,G) are then subject to the 
crossover operation, that finally generates the population of candidates, or tri-
al vector, Ui,G=(u1,i,G , ....,uD,i,G) as follows:     
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[0,1],, .
, .

, .

v if rand C j ji j rj i G rand
u j i G x otherwisej i G

  





  where Cr  [0, 1], is crossover 

probability and  jrand  {1, . . , D} is a random parameter’s index, for each i  
d) Selection: The population for the next generation is selected from the indi-

viduals in current population and its corresponding trial vector according to 

the following rule:  ( ) ( ). . .
. 1

.

U if f U f Xi G i G i GXi G X otherwisei G


  Each individual of the 

temporary population is compared with its counterpart in the current popula-
tion. Trial vector is only compared to one individual, not to all the individuals 
in the current population. Where f ( ) is objective function. 

e) Constraint handling  in differential evolution: the Pareto ranking method 
was proposed by Deb, which is based on the following three:  

i. Feasible solution with the best value of the objective function is preferred. 
ii. Feasible one is preferred over infeasible. 

iii. Infeasible vectors with the lowest sum of constraint violation are preferred. 
f) Stopping criteria:  there are two stopping criteria: Maximum number of  

               generations and accuracy criteria. 
 

5. Numerical illustration 
Eight echelon network consisting of 4 CC, 3 RPC’s, 3 RMP’s, 5 spare markets , 1 

RC, 1 DS, 6 new module suppliers and 6 distribution centers has been considered for 
the model implementation. 50% of returned modules of the returned products are as-
sumed to be disposed. Good modules are either sent to the factory for remanufactur-
ing, or to spare market. 30% of the returned modules are assumed to be sent for re-
cycling. Single returned products with 10 modules are considered. Data used for the 
analysis are given as: Minimum throughput required for collection center, RPC, and 
RMP are {4000, 4000, 5000, 5000}, {5000, 3000, 7000} and {1000, 1500, 1000} 
resp. Apart from that capacities of storage, processing of RPC’s are {9350, 6700, 
5500} and {70000, 40000, 90000} resp. Production capacities of RMPs are {7000, 
6500, 6500}. Capacity of recycling center and disposal site are 50000 and 90000 
resp.  

Table 1 Data on costs and demand in the network 
 Period 1 Period 2 Period 3 Period4 Period 5 

Set up cost of 
CC(cc1,..,cc4) 

5750,5500, 
4900,6900 

5800,5600 
4970,7000 

5850,5660 
5000,7100 

5930,6000, 
5100,7100 

5950,6200, 
5100,7300 

Set up cost of 
RPC j1..j3 

9350,6700, 
5500 

9400,6740, 
5640 

9480,6790, 
5700 

9500,6820, 
5730 

9550,6850, 
5750 

Set up cost of 
RMP u1,u2,u3 

4850,4550, 
4600 

4900,4600, 
4640 

4930,4600, 
4650 

4950,4640, 
4670 

4970,4650, 
4680 

Dismantling  at 
RPC(j1,j2,j3) 

18,16,14 18.5,16.3,14.7 18.9,17,15.2 19.1,17.3,15.2 19.5.17.5,15.5 

Assembling 
cost at u1,u2,u3 

34,35.6,34.8 34.3,35.8,35 34.5,35.9,35.3 34.8,36.1,35.2 35,36.4,35.5 

Disposal cost  
of c1,….,c10 at 
disposal site 

.99,1.08,1.64,.0
86,2.27,3.58,2.2
5,1.03,2.09,1.78 

1.11,1.23,1.8,0.98,
2.39,3.7,2.37,1.15,
2.21,1.9 

1.34,1.46,2.03,1.2
1,2.62,3.93,2.6,1.3
8,2.44,2.13 

1.43,1.55,2.12,1.3,
2.71,4.02,2.69,1.4
7,2.53,2.22 

1.57,1.69,2.26,1.4
4,2.85,4.16,2.83,1.
61,2.67,2.36 

Processing cost 
of c1,…,c10 at 
RPC j1 

0.64,0.58,0.16,0
.36,0.3,0.48,0.5,
0.58,1.04,1 

0.88,0.82,0.4,0.6,0
.54,0.72,0.74,0.82,
1.28,1.24 

1.06,1,0.58,0.78,0.
72,0.9,0.92,1,1.46,
1.42 

1.30,1.24,0.82,1.0
2,0.96,1.14,1.16,1.
24,1.7,1.66 

1.43,1.37,0.95,1.1
5,1.09,1.27,1.29,1.
37,1.83,1.79 

Processing cost 0.68,0.64,0.24,0 0.92,0.88,0.48,0.5 1.1,1.06,0.66,0.71, 1.34,1.30,0.9,0.95, 1.47,1.43,1.03,1.0
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of c1,…..,c10at 
RPC j2 

.29,0.29,0.48,0.
6,0.52,0.88,0.76 

3,0.53,0.72,0.84,0.
76,1.12,1 

0.71,0.9,1.02,0.94,
1.3,1.18 

0.95,1.14,1.26,1.1
8,1.54,1.42 

8,1.08,1.27,1.39,1.
31,1.67,1.55 

Processing cost 
of c1,…,c10at 
RPC j3 

0.66,0.62,0.2,0.
31,0.28,0.45,0.5
5,0.55,0.92,0.84 

0.9,0.86,0.44,0.55,
0.52,0.69,0.79,0.7
9,1.16,1.08 

1.08,1.04,0.62,0.7
3,0.7,0.87,0.97,0.9
7,1.34,1.26 

1.32,1.28,.86,0.97,
0.94,1.11,1.21,1.2
1,1.58,1.50 

1.45,1.41,0.99,1.1
0,1.07,1.24,1.34,1.
34,1.71 

Demand at 
h1,….,h6 

3500,3500,2500 
3500,2500,2500 

3550,3600,2700 
3600,2600,2550 

3600,3520,2600, 
3580,2600,2600 

3600,3550,2600 
3600,2700,2700 

3610,3520,2700 
3620,2650,2700 

Demand at 
spare market s1 
for c1,…,c10  

2400,600,1000 
3500,1200,425,1
000,0,500,2300 

2430,630,1030,353
0,1230,4280,1000,
0,520,2320 

2460,660,1080,357
0,1260,4300,1050,
0,550,2320 

2580,800,1150,368
0,1350,4450,1150,
1100,600,2400 

2550,800,1150,398
0,1300,4360,1350,
1000,700,2550 

Demand at 
spare market s2 
for c1,…c10 

0,3500,2500,0,3
500,1900,0,2000
,600,0 

0,3520,2540,0,353
0,1950,1010,2040,
630,0 

0,3510,2520,0,355
0,1950,0,2030,650,
0 

0,3580,2600,900,3
300,1600,0,300,60
0,0 

0,3600,2500,930,3
500,1750,0,200,50
0,0 

Demand at 
spare market s3 
for  c1,…,c10  

2500,2500,2400,1
500,2000,800,150
0,2500,900,2400 

2580,2540,2460,15
50,2060,830,1220,
2530,980,2430 

2570,2550,2460,15
50,2060,830,1520,
2530,980,2430 

2400,2300,2360,15
00,2200,800,1400,
2300,880,2500 

2470,2200,2360,14
00,2100,900,1300,
2280,880,2200 

Demand at 
spare market s4 
for  c1,…,c10  

2000,550,1800,27
00,800,100,1800,1
500,4000,1850 

2020,570,1850,273
0,830,1020,1430,1
550,4030,1870 

2430,590,1870,275
0,830,1020,1830,1
550,4030,1900 

2100,600,1600,280
0,750,1050,1990,1
350,3950,1600 

2000,550,1630,270
0,830,1090,1890,1
300,4000,1500 

Demand at 
spare market s5 
for  c1,…,c10 

0,1850,1500,0,8
00,800,4100,500
,1500,950 

0,1880,1530,0,820,
830,3820,550,1530
,970 

0,1880,1530,0,850,
830,4120,550,1530
,970, 

0,1800,1400,0,800,
700,4100,400,1400
,900 

0,1900,1400,0,100
0,800,4100,400,14
00,900 

 
Table 2 data on transportation cost/unit of product or component 

 
 

Period 1 Period 2 Period 3 Period4 Period 5 

From cc1 to j1,j2,j3 0.95,0.83,0.9 0.97,0.85,0.92 1,0.89,0.95 1.04,0.93,0.99 1.08,0.99,1.02 
From cc2 to  j1,j2,j3 1.11,1.05,1.02 1.17,1.09,1.08 1.20,1.12,1.12 1.23,1.16,1.18 1.27,1.2,1.22 
From cc3 to j1,j2,j3 1.16,1.19,1.23 1.19,1.23,1.27 1.23,1.27,1.31 1.28,1.31,1.34 1.32,1.34,1.37 
From cc4 to j1,j2,j3 0.87,0.77,0.83 0.91,0.80,0.87 0.95,0.84,0.90 0.99,0.87,0.95 1.03,0.9,0.99 
From  j1 to u1,u2,u3 0.24,0.23,0.24 0.26,0.25,0.27 0.28,0.28,0.29 0.3,0.31,0.32 0.33,0.34,0.35 
From  j2 to u1,u2,u3 0.21,0.24,0.23 0.24,0.27,0.25 0.26,0.29,0.27 0.29,0.33,0.29 0.32,0.35,0.31 
From  j3 to u1,u2,u3 0.24,0.22,0.23 0.26,0.25,0.25 0.29,0.28,0.26 0.31,0.32,0.28 0.33,0.34,0.3 
From  j1,j2,j3 to RP 4.65,2.8,3.35 4.95,3,3.55 5.2,3.2,3.8 5.56,3.5,4 5.80,3.75,4.25 
From  j1,j2,j3 to DS 2.25,2.75,2.2 2.4,2.9,2.55 2.75,3,2.80 2.9,3.25,3 3.1,3.55,3.35 
From j1to s1,..,s5 0.9,0.75,0.89,0.7

8,0.81 
0.92,0.78,0.91, 
0.83,0.88 

0.93,0.8,0.94 
0.83,0.85 

0.95,0.82,0.96
,0.85,0.88 

0.99,0.84,0.99 
0.88,0.9 

From j2 to s1,…,s5 0.86,0.84,0.86 
,0.75,0.78 

0.88,0.86,0.89 
,0.79,0.81 

0.9,0.88,0.91, 
0.80,0.85 

0.93,0.90,0.93
,0.82,0.86 

0.95,0.94,0.96
,0.85,0.88 

From j3 to s1,…,s5 0.89,0.8,0.87, 
0.78,0.78 

0.92,0.85,0.90’ 
0.8,0.81 

0.94,0.87,0.91
,0.82,0.82 

0.96,0.9,0.94 
,0.85,0.84 

0.98,0.92,0.97 
,0.88,0.89 

From u1 to h1,…,h6 1.59,3.18,2.85,0.
78,1.71,2.43 

1.8,3.39,3,0.9,1.
99,2.6 

2.06,3.7,3.25,
1.23,2.23,2.83 

2.28,3.89,3.65
,1.58,2.73,2.9 

2.59,4,3.95,1.
88,2.99,3.26 

From u2 to h1,..,h6 2.52,2.4,2.28,0.7
5,1.47,2.73 

2.72,2.65,2.56,1,
1.77,2.93 

2.92,2.88,2.76
1.25,1.96,3.32 

3.33,3.12,2.99
2.59,2.26.3.52 

3.58,3.46,3.35
2.86,2.45,3.78 

From  u3 to  h1…,h6 2.1,2.07,2.58,0.7
8,1.89,2.79 

2.55,2.48,2.8,1.1
,1,2.99 

2.95,2.62,3.05
,1.26,1.18,3.3 

3.22,2.85,3.35
1.56,1.48,3.75 

3.68,3,3.75,1.
86,1.68,3.94 

 
Table 3   Data on cost of purchased components/unit 

 Period 1 Period 2 Period 3 Period4 Period 5 
From  z1 
to RPC u1  

3,6.25,11.25,5.3, 
6.6,6.85,13.3,7.45, 
5.75,8.25 

3.2,6.45,11.45,5.5, 
6.8,7.05,13.5,7.65, 
5.95,8.45 

3.39,6.65,11.45,5.
65,6.95,7.24,13.95
7.84,6.14,8.64 

3.55,6.8,11.81,5.8
5,7.11,7.4,13.7,8 
6.3,8.8 

3.91,7.2,12.22,6.2
5,7.53,7.81,14.26,
8.43,6.75,9.22 

From  z1 
to RPC u2 

3.3,6.5,11.5,5.6,6.
8,7.05,13.5,7.65, 
6,8.75 

3.5,6.7,11.7,5.8, 
7,7.25,13.7,7.85, 
6.2,8.95 

3.69,6.89,11.85,5.
99,7.19,7.44,13.85
,8.04,6.39,9.19 

3.8,7.05,12.06,6.1
8,7.33,7.61,14.03, 
8.2,6.57,9.34 

4.26,7.47,12.44,6.
54,7.77,8,14.46,8.
61,6.95,9.73 

From z1 to 
RPC u3 

3.2,6.4,11.35,5.75, 
6.25,6.5,13.35,7.5 
5.6,8.25 

3.4,6.6,11.55,5.95, 
6.45,6.7,13.55,7.7, 
5.8,8.45 

3.59,6.79,11.74,6.
14,6.69,6.99,13.74
,7.89,5.99,8.64 

3.77,6.95,11.92,6.
35,6.83,7.05,13.9,
8.05,6.09,8.81 

4.15,7.36,12.3,6.7
3,7.22,7.45,14.35,
8.45,6.55,9.26 

From z2 to 
RPC u1 

3.2,6.45,11.45,5.5, 
6.8,7.05,13.5,7.65, 
5.95,8.45 

3.4,6.65,11.65,5.7, 
7,7.25,13.7,7.85, 
6.15,8.65 

3.95,6.89,11.45,5.
8,7.19,7.45,13.95,
8.45,6.35,8.85 

3.75,7,12.09,6.03, 
7.3,7.63,14.05, 
8.2,6.56,9 

4.15,7.42,12.45,6.
46,7.77,8.03,14.47
,8.6,6.9,9.4 

From z2 to 
RPC u2 

3.5,6.7,11.7,5.8, 
7,7.25,13.7,7.85, 

3.7,6.9,11.9,6,7.2, 
7.45,13.9,8.05, 

3.85,7.09,12.05,6.
19,7.39,7.64,14.05

4.03,7.22,12.23,6.
34,7.55,7.8,14.25,

4.45,7.65,12.66,6.
77,7.95,8.2,14.63,
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6.2,8.95 6.4,9.15 ,8.24,6.59,9.34 8.41,6.7,9.5 8.8,7.15,9.9 
From z2 to 
RPC u3 

3.4,6.6,11.55,5.95, 
6.45,6.7,13.55,7.7 
5.8,8.45 

3.6,6.8,11.75,6.15, 
6.65,6.9,13.75,7.9’ 
6,8.65 

3.79,6.95,11.95,6.
35,6.85,7.05,13.95
,8.05,6.15,8.87 

3.92,7.13,12.1,6.5
1,7.01,7.22,14.13,
8.22,6.36,9.01 

4.36,7.57,12.53,6.
9,7.4,7.656,14.5,8.
65,6.76,9.4 

From z3 to 
RPC u1 

3.4,6.65,11.65,5.7, 
7,7.25,13.7,7.85,6.
15,8.65, 

3.6,6.85,11.85,5.9, 
7.2,7.45,13.9,8.05, 
6.35,8.85 

3.76,7.04,12.05,6.
12,7.39,7.64,14.15
,8.24,6.63,9.26 

3.9,7.2,12.22,6.26,
7.53,7.8,14.26,8.4
1,6.72,9.23 

4.35,7.61,12.62,6.
66,7.95,8.2,14.63,
8.8,7.1,9.6 

From z3 to 
RPC u2 

3.7,6.9,11.9,6,7.2, 
7.45,13.9,8.05,6.4 
,9.15 

3.9,7.1,12.1,6.2, 
7.4,7.65,14.1,8.25, 
6.6,9.35 

4.09,7.29,12.23,6.
39,7.57,7.84,14.22
,8.44,6.79,9.54 

4.25,7.46,12.4,6.5,
7.7,8,14.4,8.6,6.9,
9.71 

4.65,7.86,12.86,6.
96,8.17,8.4,14.83,
9,7.35,10.1 

From z3 to 
RPC u3 

3.6,6.85,11.85,5.9,
7.2,7.45,13.9,8.05,
6.35,8.85 

3.8,7,11.95,6.35, 
6.85,7.1,13.95,8.1 
,6.2,8.85 

3.99,7.19,12.13,6.
54, .04,7.29,14.15, 
8.26,6.39,9.04 

4.15,7.35,12.33,6.
71,7.22,7.43,14.35
,8.46,6.5,9.2 

4.55,7.75,12.7,7.1,
7.6,7.85,14.7,8.85,
6.93,9.6 

From z4 to 
RPC u1 

3.6,6.85,11.85,5.9 
7.2,7.45,13.9,8.05, 
6.35,8.85 

3.8,7.05,12.05,6.1, 
7.4,7.65,14.1,8.25, 
6.55,9.05 

3.92,7.23,12.24,6.
25,7.58,7.84,14.27
,8.46,6.73,9.24 

4.15,7.45,12.95,6.
45,7.76,8.01,14.49
,8.6,6.92,9.43 

4.5,7.8,12.3,6.8,8.
1,8.43,14.85,9,7.3,
9.8 

From z4 to 
RPC u2 

3.9,7.1,12.1,6.2,7.
4,7.65,14.1,8.25,6.
6,9.35 

4.1,7.3,12.3,6.4, 
7.6,7.85,14.3,8.45 
,6.8,9.55 

4.29,7.49,12.35,6.
95,7.83,8.03,14.48
,8.64,6.99,9.74 

4.49,7.66,12.64,6.
75,7.9,8.2,14.76,8.
8,7.15,9.9 

4.8,8.05,13,7.15,8.
35,8.6,15,9.2,7.53,
10.3 

From z4 to 
RPC u3 

3.8,7,11.95,6.35,6.
85,7.1,13.95,8.1,6.
2,8.85 

4,7.2,12.15,6.55, 
7.05,7.3,14.15, 
8.3,6.4,9.05 

4.19,7.39,12.35,6.
74,7.24,7.49,14.35
,8.48,6.5,9.24 

4.35,7.5,12.68,6.8
7,7.4,7.63,14.52,8.
63,6.78,9.43 

4.75,7.96,12.9,7.3,
7.8,8.05,14.9,9.05,
9.05,7.15,9.8 

From z5 to 
RPC u1 

3.8,7.05,12.05,6.1, 
7.4,7.65,14.1,8.25, 
6.55,9.05 

4,7.25,12.25,6.3, 
7.6,7.85,14.3,8.45, 
6.75,9.25 

4.20,7.45,12.35,6.
47,7.75,8.05,14.45 
8.64,6.93,9.44 

4.35,7.6,12.7,6.65,
7.95,8.23,14.67,8.
82,7.1,9.61 

3.94,7.19,12.18,6.
24,7.55,7.79,14.24
,8.39,6.69,9.19 

From z5 to 
RPC u2 

4.1,7.3,12.3,6.4,7.
6,7.85,14.3,8.45,6.
8,9.55 

4.3,7.5,12.5,6.6 
7.8,8.05,14.5,8.65, 
7,9.75 

4.47,7.66,12.64,6.
78,7.98,8.24,14.62
,8.83,7.18,9.95 

4.63,7.87,12.8,6.9
5,8.1,8.45,14.85,9,
7.35,10.1 

4.25,7.46,12.47,6.
54,7.74,7.99,14.5,
8.6,6.95,9.7 

From z5 to 
RPC u3 

4,7.2,12.15,6.55, 
7.05,7.3,14.15,8.3, 
6.4,9.05 

4.2,7.4,12.35,6.75, 
7.25,7.5,14.35,8.5, 
6.6,9.25 

4.39,7.53,12.54,6.
93,7.42,7.67,14.54
,8.69,6.77,9.48 

4.55,7.76,12.71,7.
12,7.62,7.85,14.7,
8.85,6.95,9.6 

4.14,7.35,12.3,6.6
9,7.2,7.45,14.31,8.
44,6.54,9.19 

From z6 to 
RPC u1 

4,7.25,12.25,6.3,7.
6,7.85,14.3,8.45,6.
75,9.25 

4.2,7.45,12.45,6.5, 
7.8,8.05,14.5,8.65 
6.95,9.45 

4.31,7.64,12.62,6.
69,7.93,8.24,14.64
,8.85,7.14,9.64 

3.76,7,12.3,6.03,7.
33,7.63,14.14,8.2,
6.5,9 

4.15,7.39,12.4,6.4
5,7.76,7.99,14.47,
8.6,6.9,9.39 

From z6 to 
RPC u2 

4.3,7.5,12.5,6.6,7.
8,8.05,14.5,8.65,7, 
9.75 

4.5,7.7,12.7,6.8, 
8,8.25,14.7, 
8.85,7.2,9.95 

4.69,7.86,12.87,6.
99,8.2,8.45,14.8, 
9.04,7.39,10.14 

4.05,7.24,123.22,6
.33,7.51,7.8,14.25,
8.42,6.76,9.5 

4.44,7.66,12.6,6.7
4,7.95,8.2,14.66,8.
8,7.17,9.91 

From  z6 
to RPC u3 

4.2,7.4,12.35,6.75, 
7.25,7.5,14.35,8.5, 
6.6,9.25 

4.4,7.6,12.55,6.95 
7.45,7.7,14.55, 
8.7,6.8,9.45 

4.6,7.8,12.74,7.09, 
7.63,7.88,14.74 
8.89,6,9.64 

3.95,7.15,12.1,6.5,
7,7.25,14.13,8.25,
6.3,9 

4.35,7.54,12.49,6.
9,7.4,7.64,14.5,8.6
4,6.74,9.56 

 
The proposed model with the above data is solved through differential algorithm with a popu-
lation size of 3000 and with the value .5 for scaling factor (f) and .6 as crossover probability 
(C). Resultant values of the variable is listed in the tables below 
 

Table 4    Solution table 
 Period 1 Period 2 Period 3 Period4 Period 5 
v(cc1…cc4) 1,1,0,1 1,1,0,1 1,1,0,1 1,1,0,1 1,1,0,1 
y(j1,j2,j3) 1,1,1 1,1,1 1,1,1 1,1,1 1,1,1 
Z(u1,u2,u3) 1,1,1 1,1,1 1,1,1 1,1,1 1,1,1 

 
Table 5 no of units of returned product shipped from CC to RPC 

 Period 1 Period 2 Period 3 Period4 Period 5 
cc1- j1..j3 1360,4630,2010 1749,4651,1900 7778,5720,6950 0,0,8400 0,0,8470 
cc2- j1..j3 6990,0,0 0,0,7100 0,4150,0 6550,0,600 6660,0,530 
cc3 - j1..j3 6000,0,0 6300,0,0 0,0,2050 1436,4663,0 1476,4654,0 

 
Table 6 quantity of components shipped from RPCs to spare market in period 1…5 

 s1 s2 s3 s4 s5 
c1- j1||j2 
|| j3 

0,0,0,0,844||0,0,0,0
,0||2400,2430,2460
,2580,1706 

0,0,0,0,0||0,0,
0,0,0||0,0,0,0,
0 

0,0,0,0,0||0,0,0,0,0||2
500,2580,2570,2400,
2470 

2000,0,0,0,200||0,0,
0,0,0||0,2020,2030,
2100,0 

0,0,0,0,0|| 
0,0,0,0,0|| 
0,0,0,0,0 
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c2- j1 
||j2||j3 

0,0,0,0,0|| 
600,630,660,800,8
00||0,0,0,0,0 

3500,3520,35
10,3580,2068|
|0,0,0,0,0||0,0,
0,0,1532 

0,0,0,0,0||2490,2491,
2550,2300,2200||10,4
9,0,0,0 

0,0,0,0,0||550,570,5
90,600,550||0,0,0,0,
0 

0,0,0,0,0||0,0,0,0
,1104||1850,188
0,1888,1800,796 

c3- j1|| 
j2|| j3 

0,0,0,0,0||1000,103
0,1080,115 
0,1150||0,0,0,0,0 

2500,2540,25
20,2600,2500|
|0,0,0,0,0||0,0,
0,0,0 

0,0,0,0,0||1040,2460,
1490,1260,474||1360,
0,970,1100,1886 

0,0,0,0,0||1800,880,
1870,1600||630,0,9
70,0,0,0 

0,0,0,0,0||0,0,0,0
,1400||1500,153
0,1530,1400,0 

c4- j1|| 
j2|| j3 

0,0,1386,1817,0||3
500,3530,2184,186
3,3980||0,0,0,0,0 

0,0,0,900,930|
|0,0,0,0,0||0,0,
0,0,0 

0,659,0,0,0||0,891,0,0
,0||1500,0,1550,1540
0,1400 

2700,0,0,0,2029||0,
230,1800,2800,671|
|0,2500,950,0,0 

0,0,0,0,0||0,0,0,0
,0||0,0,0,0,0 

c5- j1||- 
j2|| j3 

0,0,0,0,0||1200,123
0,1260,1350,1300||
0,0,0,0,0 

3500,3530,35
50,3300,3500|
|0,0,0,0,0||0,0,
0,0,0 

0,0,0,0,0||0,0,0,0,152
4||2000,2060,2060,22
00,576 

0,0,0,0,0||800,0,0,7
50,830|| 
0,830,830,0,0 

0,0,0,0,0||0,0,0,0
,1000||800,820,8
50,800,0 

c6- j1|| 
j2|| j3 

0,0,0,837,0||3630,4
280,4300,3613,356
4||620,0,0,0,796 

1900,1950,19
50,1600,1750|
|0,0,0,0,0||0,0,
0,0,0 

0,0,0,0,0||0,0,0,0,0||8
00,830,830,800,900 

0,0,0,0,0||1000,0,0,
1050,1090||0,1020,
1020,0,0 

0,0,0,0,0||0,0,0,0
,0||800,830,830,
700,800 

c7- j1|| 
j2|| j3 

0,0,0,1150,0||1000,
1000,1050,0,1350||
0,0,0,0,0 

0,1010,0,0,0||
0,0,0,0,0||0,0,
0,0,0 

0,0,0,0,0||240,1220,0,
1400,1300||1260,0,15
20,0,0 

0,0,0,0,0|| 
1800,1430,1830,19
90,1890|| 
0,0,0,0,0 

0,319,0,0,1486||
0,0,0,0,114||410
0,3501,4120,410
0,2500 

c8- j1|| 
j2||  j3 

0,0,0,0,0||0,0,0,110
0,1000||0,0,0,0,0,0 

2000,2040,20
30,300,200||0,
0,0,0,0||0,0,0,
0,0 

0,909,0,0,0||0,1221,5
80,200,1954|| 
2500,400,1950,2100,
326 

0,0,0,0,0||1500,0,15
50,1350,1300||0,15
50,0,0,0 

0,0,0,0,0||0,0,0,0
,400||500,550,55
0,400,0 

c9- j1||- 
j2||  j3 

0,0,0,600,0||500,52
0,550,0,700|| 
0,0,0,0,0 

600,630,650,
600,500||0,0,0
,0,0||0,0,0,0,0 

0,0,0,0,0||0,0,0,0,0||9
00,980,980,880,880 

4000,0,0,0,1265||0,
0,2412,2696,2735||
0,4030,1618,1254 

0,0,0,0,0||0,0,0,0
,0||1500,1530,15
30,1400,1400 

c10- j1|| 
j2||  j3 

0,0,0,237,0||2300,2
320,2320,2163,255
0||0,0,0,0,0 

0,0,0,0,0||0,0,
0,0,0||0,0,0,0,
0 

0,439,0,0,0||0,461,50
2,900,0||2400,1530,1
928,1600,2200 

1850,0,0,0,60 
0||1870,1900,1600,
1440||0,0,0,0,0 

0,0,0,0,0||0,0,0,0
,0||950,970,970,
900,900 

  
Table 7  Units of returned product shipped from RPC to secondary market 

 Period 1 Period 2 Period 3 Period4 Period 5 
u1 to 
h1…h6 

3500,0,0,500, 
500,2500, 

3550,0,0,900, 
0,2550 

3600,0,0,800 
0,2600 

3600,0,0,700, 
0,2700 

3610,0,0,690, 
0,2700 

u2 to 
h1…h6 

0,0,2500,0,2000 
0 

0,0,2700,2400, 
0,0 

0,0,2600,2400 
0,0 

0,2650,2600,0 
0,0 

0,2600,2700,0 
0,0 

u3 to 
h1…h6 

0,3500,0,3000 
0,0 

0,3600,0,300, 
2600,0 

0,3520,0,380 
2600,0 

0,900,0,2900, 
2700,0 

0,920,0,2930,2650 
0 

 
Table 8:  quantity of components shipped from RPCs to RMPs in the planning horizon  

  u1 u2 u3 
c1- j1 
c1- j2 
c1- j3 

0,0,0,0,0 
0,0,0,0,0 
0,0,0,0, 

400,0,0,0,0 
0,0,0,0,0 
4100,1970,1940,1920,0 

1360,0,0,0,0 
0,0,0,0,0 
0,0,0,0,0 

c2- j1 
c2- j2 
c2- j3 

0,0,0,0,0 
990,960,810,0,0, 
0,0,0,0,0 

3860,4529,4268,2524,0 
0,0,0,0,0 
640,571,732,2726,5300 

0,0,0,0,0 
0,0,112,963,0 
6500,6500,6388,4474,1372 

c3- j1 
c3- j2 
c3- j3 

0,409,258,137,950 
790,281,282,653,0 
0,0,0,0,0 

0,5100,5000,5250,4686 
0,0,0,0,0 
4500,0,0,0,614 

4860,0,0,0,0 
0,0,0,0,0 
1640,6500,6500,6500,6500 

c4- j1 
c4- j2 
c4- j3 

1009,0,1390,20,977 
1127,0,0,0,0 
0,0,0,1000,0 

0,4949,5000,5250,4200 
0,0,0,0,0 
4651,0,0,0,1100 

3651,0,0,0,0 
0,0,0,0,0 
2849,6500,6500,6500,6500 

c5- j1 
c5- j2 
c5- j3 

3860,0,3538,0,4636 
2630,3421,3462,2563,0 
510,3579,0,4437,2364 

0,4519,690,4687,0 
0,0,0,0,0 
4500,581,4310,563,5300 

0,0,0,0,0 
0,0,0,0,0 
1190,1130,950,1000,760 

c6- j1 
c6- j2 
c6- j3 

5460,6099,5828,5550,6386 
0,371,422,0,0 
1540,530,750,1450,614 

0,0,0,0,0 
0,0,0,0,0 
4500,5100,5000,5250,5300 

0,0,0,0,0 
0,0,0,0,0 
740,690,570,800,590 

c7- j1 0,16320,5158,1260,1350 860,5100,2620,5250,5300 6500,0,0,327,0 
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c7- j2 
c7- j3 

1590,0,1842,0,0 
0,0,0,0,0 

0,0,0,0,0 
3640,0,2380,0,0 

0,1001,0,1273,0 
0,5499,980,4900,6500 

c8- j1 
c8- j2 
c8- j3 

360,0,748,2437,4810 
3130,3430,2592,2013,0 
0,0,0,0,0 

0,5100,5000,5250,3126 
0,0,0,0,0 
4500,0,0,0,2174 

5000,0,0,0,0 
0,0,0,0,0 
1500,6500,6500,6500,6500 

c9- j1 
c9- j2 
c9- j3 

2760,2319,7000,6787,1071 
2463,2272,0,0,0 
1777,2409,0,213,5929 

0,5100,128,0,5300 
0,0,0,0,0 
4500,0,4872,5250,0 

0,0,0,0,0 
0,0,0,0,0 
323,51,0,3,791 

c10- j1 
c10- j2 
c10- j3 

160,2510,2778,2500,7000 
2330,0,0,0,0 
0,0,0,0,0 

4500,5100,5000,5250,1076 
0,0,0,0,0 
0,0,0,0,4224 

850,0,0,0,0 
0,0,0,0,0 
5650,6500,6102,6500,6500 

 
Quantity of components sent to recycling center in period 1,2,3,4 and 5 are 6297, 

6510, 6450, 6495 and 6537 respectively and to disposal site are 10495, 10850, 
10750, 10825 and 10895 respectively. Requirement of new components for remanu-
facturing to satisfy the demand of secondary market is as follows: 
In period 1: 7000, 6010, 6210, 4864, 0, 0, 5410, 3510, 0, 4510 units of c1….c10 are 
purchased by RMP1 from supplier z1. 5140, 5310, 5760, 6177 units of c1, c5, c6 
and c9 are purchased by RMP3 from suppler z1. In period 2: RMP1 purchased 
7000, 6040, 6310, 7000, 5380, 3570, 4490 units of c1, c2, c3, c4, c7, c8 and c10 
resp., RMP2 purchased 3130 units of c1 from z1 and RMP3 purchased 
6500,5370,5810and 6449 units of c1, c5, c6 and c9 resp. from z1. In period 3: 
RMP1 purchased 7000, 6190, 5610, 3660, 4222 units of c1, c2, c4, c8 and c10 resp. 
from supplier1, RMP2 purchased 3060 units of c1, RMP3 purchased 
6500,5550,5930,5520, 6500, and 3989 units of c1, c5, c6, c7, c9 and c10 resp. from 
z1, and RMP1 purchased 6460 units of c3 from z2. In period 4: RMP1 purchased 
7000, 7000, 6210, 5980, 5740, 2550, and 4500 units of c1, c2, c3, c4, c7, c8, and 
c10 from z1,. RMP2 purchased 3300 units of c1from z1. RMP3 purchased 6550, 
1063, 5500, 5700, 6497 units of c1, c2, c5, c6 and c9 from z1. In period 5: RMP1 
purchased 7000 units of c1from z1. RMP1 purchased 7000, 6050, 6023, 5650, 2190 
units of c2, c3, c4, c7 andc8 resp. from z5. RMP2 purchased 5300 units of c1from 
z5. RMP3 purchased 6500, 5128, 5740, 5910, 5709 units of c1, c2, c5, c6 and c9 
from z5. 

 
6    Conclusion 

 In this paper, we proposed a mathematical programming framework for multi-
period reverse logistics network design problems of single returned used product. To 
satisfy the demand of remanufactured products there is a mix and match of old and 
new components. Therefore, the model incorporates an echelon for suppliers that 
can provide new components. Model also considers the demand of components in 
the spare market as it would generally fetch higher value per module for the compa-
nies. Decisions to be made regarding the location of the collection centers, RPC and 
RMP, capacity of the facilities, flow routing through the network, the amount of in-
ventory held and the amount of components to be purchase from the suppliers by 
RMP’s. With advancement in technology and design processes, it is possible to es-
timate the number and type of components that might have to be disposed. There-
fore, we have assumed certain percentages of components going to recycling and 
disposal centers. Model brings out an important conclusion that, transportation and 
other logistics costs may not be an important  factor  in  the  design of a network. 
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Rather, the cost of reprocessing, remanufacturing, and the cost of new modules can 
be the driving factor for the choice of a reverse logistics network. A natural exten-
sion to the setting considered in this paper regards the inclusion of uncertainty is-
sues. This is a relevant aspect in many practical reverse logistics planning problems.  
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Abstract: Several data mining techniques applied in Web usage mining applications for          
discovering user access pattern from web log data. To understand and provide better services it 
will require Web-based applications. Web usage mining is one of the types of Web mining. Web 
mining is the technique to extract knowledge from web content, structure and usage. It is the   
collection of technologies to accomplish the possible of extracting valuable knowledge from the 
World Wide Web and its usage pattern. Web mining enables to find out relevant result from Web 
data including web document, hyperlink between documents, usage log of website etc. There are 
three main areas of web mining research –content, structure and usage. This  paper provide  an 
overview of previous  and existing work in all three areas, and also define  an overview of data 
preprocessing process like Data Cleaning, User Identification, Session Identification,         
Transaction Identification, Path Completion  used in Web usage mining. 
 

Keywords: data mining, web content mining, web structure mining, web usage mining, data 
preprocessing. 

1   Introduction 

Today is the day of Information Technology, accessing information is the most frequent task. 
Day by day we have to go through various kind of information that we require, we have to just 
browse the web and get desired information with a single click. Now a day, internet is playing 
such a crucial role in our daily life that is very difficult to survive without it, because millions of 
electronic data are included on hundreds of millions data that are previously online today. The 
amount of data on World Wide Web are huge therefore it is very critical to store all data in an 
organized way, it also produced problem in data accessing.  
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The World Wide Web has affected a lot to both users as well as the web site owners. The web 
site owners are able to achieve to all the targeted viewers countrywide and globally [27]. To    
extract frequent data from huge collection of data [11], data mining techniques can be applied. 
But the web data is unstructured and semi-structured, so we can not directly apply the technique 
of data mining .To a certain extent another application is evolved called web mining [10], which 
is applied on web data. There are several problems like improving web sites, to better understand 
the visitants behaviour, e-commerce, e-business, advertisements with the help of web mining we 
can discover interesting patterns in all above problems. Web usage mining [9] is accomplished 
first by coverage visitors transfer information, which is based on Web server log files and other 
source of transfer data .Web server log files were used primarily by the webmasters. They may 
be web architect, web developer, site author, or website administrator and system administrators 
like Databases, configuring a computer systems, software etc. Web server log files are used to 
contain the details of the user behaviour [14] and transactional details. These also stores the 
overall activities of the all users who access the websites.log files may contain the time of      
session start, details of web page which is access by user, traffic details or error information etc. 
Web log files plays vital role in web mining process because they provide overall details to the 
administrator for improving the performance of website in the World Wide Web environment. 
Web traffic data are handling through Web log file [13] this is the one way. Another way is to 
find out TCP/IP packets as they cross the network, and to attach to each Web server. After the 
Web traffic data is obtained, it may joint with other relational databases, over which the data 
mining techniques are implemented. By different data mining techniques such as association 
rules mining, path analysis, sequential analysis, clustering and classification, using all these 
techniques visitors’ behaviour patterns are found and interpreted. 

1.1 Web Content Mining  

It refers to the extraction of useful information from huge data according to the contents. It 
obtains data from the web pages according to given contents. These contents can either text 
based or multimedia based. Web content mining generally deal with documents in text or html 
format and it also get information on the bases of image, audio, video or other contents [28]. 

1.2 Web Structure Mining 

This mining refers to the process of obtaining required information from the structural        
patterns. It gets information from the websites on the bases of the links and documents             
relationships [29]. For this mining process websites documents are generally arranged in the tree 
structure which describes the relationship between different documents. When a user try to 
search a      particular page on the web, similar pages also reflects on the results [28]. 

1.3 Web Usage Mining 

Web usage mining extracts useful information by using the server logs. Server logs stores the 
accessing patterns of the user in the form of URL, IP addresses or visiting times etc. by these log 
data, one can collect the behavioural patterns of the users. These patterns are used to define     
pattern discovery and associations between documents [28] [29].  
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2 Web Usage Mining Process 

2.1 Data Pre-processing 

There are lots of issues for pre-processing like Data Collection, Data Integration, and    Transac-
tion Identification. Pre-processing is a methods for  converting the Content information, Struc-
ture information and usage information enclosed in the different presented data sources into the 
data abstractions necessary for pattern discovery. Log file pre-processing [18] consists of data 
cleansing, user identification, session identification. In data cleansing irrelevant records are 
eliminated. Records with GIF, JPEG, and CSS and so on as suffixes are eliminated. In the  sec-
ond step, we have the task of user and session identification is to find out the diverse user ses-
sions from the original web access log. One way is to branching them based on their IP ad-
dresses. 

2.2 Pattern Discovery 

It is a process to find out patterns in web logs but is frequently approved only on samples of 
data. The mining process will be unsuccessful if the samples are not a good representation of the 
larger body of data [19]. According to Literature reviews following methods are used for pattern 
discovery process:  

A. Statistical Analysis 
B. Association Rules 
C. Clustering 
D. Classification 
E. Sequential Patterns 
F. Dependency Modeling 

2.2.1 Statistical Analysis 

It is the most general method to take out knowledge about visitors to a web site. We can per-
form different kinds of expressive statistical analyses like mean, median, mode, frequency etc 
[33]. On variables such as page visit, the time of visit and navigational path length. There are 
various web traffic analysis tools produce which generate an intervallic report containing    sta-
tistical information such as the most commonly accessed pages, average view time of a page or 
length of navigational path.  

2.2.2 Association Rules  

It is a procedure for finding frequent patterns, correlations and associations [31] among sets of 
stuffs and it is used to relate pages that are most frequently located together in a single server 
session. Association rules [23], [26] are used in  order  to  disclose  correlations among  pages 
accessed together throughout a server  session.  Those  types  of  rules  point  out  the  possible 
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relationship between pages that are often viewed together even if they are not directly connected, 
and can disclose associations between groups of users with specific interests.  

2.2.3 Clustering 

Clustering is used to group together a set of items that have similar characteristics. In the Web 
Usage Mining, there are two kinds of interesting clusters to be discovered user clusters and page 
clusters [20]. User clustering results in groups of users that seem to behave similarly when navi-
gating through a Web site and Page clustering identifies groups of pages that appear to be con-
ceptually related according to the user’s perception. 

2.2.4 Classification 

Classification is the process of mapping a data into one of several predefined classes [6]. In 
the Web area, one is interested in developing a users profile belonging to a particular category or 
class. These necessitate selection and extraction of features that best explain the properties of a 
known class or category. Classification can be done by using supervised inductive learning      
algorithms [25] such as k-nearest neighbor classifiers, Vector Machines, decision tree classifiers, 
naive Bayesian classifiers etc. 

2.2.5  Sequential Patterns  

Sequential patterns indicate the correlation between transactions [32]. The method of          
sequential pattern discovery challenged to find inter-session patterns such that the presence of a 
set of objects is followed by another object in a time-ordered set of episodes or session. With the 
help of this approach, Web marketers can forecast future visit patterns which will be helpful in 
placing advertisements intended at certain user groups. 

2.2.6 Dependency Modeling 

The aim to develop this method is to prepare a model which is capable of representing signifi-
cant dependencies between various variables in web domain. There are different kinds of learn-
ing techniques such as Bayesian Belief Networks and Hidden Markov models which can be em-
ployed to model the browsing behaviour of users. These models are also useful to analyse the 
behaviour of the users. Modelling of web usage patterns will not be provide a theoretical frame-
work of users but is useful in forecasting future web resource utilization. By these models, future 
web resource consumption can be predicted [33]. 
 
 
 
 
 
 

      Fig2: Web Usage Mining Process Model
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3   Literature Review 

Mohd Helmy et al. [1] describes the pre-processing techniques on IIS Web Server Logs 
ranging from the raw log file until before mining process can be performed. Pre processing is 
very important and essential for data mining process, pre processing activities can be applied in 
various ways; it depends on the purpose of algorithm and nature of the applications. Ms. Dipa 
Dixit et al. [2] discuss two different approaches for data preprocessing one based on XML and 
other based on text file. But the way and steps involved in pre-processing are considered same 
for both the approaches. Arshi Shamsi et al. [3] presents, how web server log data is preproc-
esses, which includes data cleaning, user identification and Sessionization, path completion. If 
the data is preprocessed by some techniques it is used for discovering some useful patterns. T. 
Revathi et al. [4] describes an efficient approach for data pre-processing for mining Web based 
user data in order to speed up the data preparation process. It provides flexibility for data pre-
processing and reduce complexity and difficulty of preparation for mining user data. However, 
we can’t directly performed data mining process directly on the Web log data because of the 
messy and redundant content and other reasons.  This paper describes the data pre- processing 
techniques for Web log data in order to meet the needs of data mining. M. Malarvizhi et al. [5] 
identifies the problems in existing techniques of preprocessing. It also proposes the possibility of 
improving the performance of preprocessing with several experiments. The experimental results 
show that the log error rate, log sizes are reduced and the quality is improved. Suneetha K.R et 
al. [6] presents algorithm for data cleaning, user identification and session identification. The 
main new approach of this paper is to access the usage pattern of preprocessed data using snow 
flake schema for easy retrieval. 

4    Web Log Data and its Attributes 

Web log file is log file that automatically created and maintained by web server. Every 
click on the website, include the HTML document, images or other objects are logged. It is es-
sential that every raw web file format on one line of text for each click on the website. This con-
tains information about the users who have already visited the sites. More recent entries are 
complicated to append at the end of the file. There are various attributes in log files [24] which 
are mentioned in the table1. This is the statistical analysis of server log which have used to ex-
amine traffic pattern on the time of the day, day of week, or user agent. Efficient web site ad-
ministration adequate hosting resources and the fine turned off sales efforts can be aided by 
analysis of the web server logs. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.3: Preprocessing Model for Web Data 
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The following are the data preprocessing steps- 

5.1 Data Cleaning 

It is a process in which noise, unused and irrelevant data are removed [11]. It is also useful for 
web usage mining to clean [15] server log and to eliminate irrelevant information are of impor-
tance for any type of web log analysis. The discovery of associations or statistical report are only 
useful if data represented in the server log and it also gives the accurate picture of the user access 
to the web site, it is extremely significant, because only this log data that is able to accurately re-
flect the patterns of user access can be useful to search the correctness of the knowledge, get the 
model and the results meaningful. In web server log the problem arise when the HTTP protocol 
requires a separate connection for every file that is requested from the web server. When a user 
download a particular page then there are different elements are also downloaded with pages like 
graphics and scripts. In server log entries these all element details are stored. In most cases, only 
the log entry of the HTML file request is relevant and should be kept for the user session file 
then the Solution for that problem is to Eliminate some items deemed irrelevant can be reasona-
bly accomplished by checking the suffix of URL name. All log entries with file name suffixes 
such as gif, jpeg etc. so that the list can be changed according to the site being analysed [33]. 

 
Table 1: Sample of web log  

IP address 
User 
Name 

 

Timestamp 
 

Access 
Request 

 

Result 
Status 
Code 

Bytes 
Transf-
erred 

 

Referrer 
URL 

 

User Agent 
 

123.456.78.2 U1 
[25/Apr/1998:03:
04:41 -0500] 

GET  
XYZ.html 
HTTP/1.0 

200 

 

1923 

 

XYZ.html 

 

Mozilla/4.7[e
n]C-SYMPA 
(Win95; U) 

 

123.456.78.9 U2 
[25/Apr/1998:03:
05:20 -0500] 

GET  
PQR.html 
HTTP/1.0 

200 

 

2828 

 
PQR.html 

Mozilla/4.05 
(Macintosh; 
I; PPC) 

 

123.456.78.3 U3 
[25/Apr/1998:03:
06:20 -0500] 

GET  
ABC.html 
HTTP/1.0 

200 952 ABC.html 

Mozilla/4.05 
(Macintosh; 
I; PPC) 

 

5.2 User Identification  

User Identification Process comes after the log file has been cleaned. User Identification [16] 
means recognizing the user. It is the key part of the process of the server session identification. 
The identification of users is a very difficult task because of local caches and proxy servers. 
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5.2.1 User identification by IP address 

IP address (computer address) is unique address for each user while browsing the website. So 
we can just consider that every new IP address represents a new user. But, it is poor user identi-
fication method when we are using the user’s IP, because of the following problems: 

1. Several users can be used the same IP address or computer (i.e. college, internet cafe 
etc.), so we do not know how many users hidden behind one IP address. 

2. One user can have different IP addresses, since a user accesses the Web from different 
machines will have different IP address. 

3. One user can use multiple browsers for the same IP address. 

5.2.2 User identification using User registration Data: 

Mostly website uses username and password for user identification. When user want to login 
a website; username and password are essential. These entries are also stored in the web log 
files; and useful for the next login. But these facilities are not available in every website so that it 
is not appropriated for the general web browsing [16]. 

5.2.3 User identification using Cookies: 

Cookies are used to store temporary data while WebPages are downloaded on the client, it 
provides fast accessing if the request come for same data again. They are helpful to solve the 
problem of user identification.  Cookies are HTTP headers in string format. By using Cookies we 
can extract the details of users and resources which are accessed by the user. If cookies are used 
for user identification then two problems can be arrived; first if the user lock the use of cookies 
the server can’t store data on local machine. Second, user can delete the cookies. Therefore this 
technique is not reliable always. [9] 

5.3 Session Identification  

Session identification process comes after the user identification process. In this process we 
identify the session of users [17]. If a particular user visited the same site more than one then log 
entries can be divided in sessions [12]. 

In other word, if we group the different activities of a single user in the web log files is called 
session [30]. When a new user starts web page browsing, a new session is created, mostly sites 
define the time duration of session. Within this session duration that user can visit on multiple 
pages and these transactions are stored in log files. 

Timeout is one of the methods for session identification; it uses assumption for the time      
duration between two page requests. If this predefines time exceeded then new session is started 
automatically [7].If proxy servers [8] are uses then log files are creates problems for session 
identification. 
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5.4 Transaction Identification 

The goal of transaction identification is to create meaningful group of references for each    
user. By considering the time consumed by users in viewing the page, pages can be categorized 
as auxiliary or content page. Auxiliary pages are used to navigate from one page to another.  
Otherwise, Content pages are pages that provide useful contents to the user like information 
about contents. Based on this consideration two types of transactions [22] are defined. The first 
type is auxiliary-content transactions, where each transaction including of a single content      
reference and all of the auxiliary references up to the content reference and another is content 
based. Mining on these transactions give the common traversal paths to a given content           
reference. 

5.5 Path Completion  

Client side caching gives outcomes in accessing references to those pages whose cached are 
not recorded in the access log. By using heuristic method, the process identifies the missing re-
cords of that session. And these are all based on site structure is called path completion [21]. For 
example the user return the page X which is in its current sessions, if that page is cached at client 
side then no request is made to server and finally no other request required. On the website we 
found missing reference by the knowledge of website structure and those reference information 
available on web server. Fig. 4 shows the missing references. The structure of a site is created by 
hypertext links. The structure can be obtained and pre-processed in the same way as the site of 
content. There should be different site structure for every server session [3]. 

 
 

 

 

 

 

6 Conclusion 

Web site is considered to be the most important tool for advertisement in wide area. The fea-
ture of the website can be evaluated by examine user access of the website by web usage mining. 
We can identify user behaviour by the log records which is stored when user access the websites. 
In this paper we survey the research area of web usage mining and processing steps required for 
web usage mining. We have also discussed one of the processes which is data      pre-processing 

P 

Q R 

T U S 

User’s actual navigation path: 
P -> Q->S->T ->S -> Q -> R 
What the server log shows:  
URL Referrer 
P        ---- 
Q          P 
S          Q 
T          S 
R          Q 

Fig 4: Missing Reference using path completion 
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and its various stages. Data preprocessing stages are mainly Data Cleaning, User Identification, 
Session Identification, Transaction Identification and Path Completion. 
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Abstract. Exponential growth of internet acted as a centrifugal force in the development of a 
whole new array of applications and services which drives the e- business/ commerce globally. 
Now days businesses and the vital services are increasingly dependent on computer networks 
and the Internet which is vulnerable to the evolving and ever growing threats, due to this the 
users who are participating in various activities over internet are exposed to many security gaps 
which can be explored to take advantage. These alarming situations gave rise to the concern 
about security of computer systems/ networks which resulted in the development of various 
security concepts and products but unfortunately all these systems somehow fail to provide the 
desired level of security against ever-increasing threats. Later on it has been observed that there 
lies a huge analogy between the human immune system (HIS) and computer security systems 
as the previous protects the body from various external and internal threats very effectively. 
This paper proposes a general immunity inspired security framework which uses the concepts 
of HIS in order to overcome the ever growing complex security challenges. 
 
Keywords:-Computer Security, Threat, Anomaly, HIS, Immunity. 
 

1 Introduction 
 
The reliance of the world's infrastructure on computer systems is immense as 
computers and the services offered by them are used in every domains of life and 
participation can be through any of the methods such as electronic communication, e-
commerce over the Internet [4]. All the information sent or shared on the public 
network, so the potential chances of its misuse is enormous as it is also exposed to 
unauthorized “hackers” [5,6]. Pervasiveness of “Network/ Computer Security" makes 
it a concern of great significance and worth because it has become a prerequisite in 
the digital age [6, 7].The essence of Network and Computer security is to protect data/ 
information from unauthorized access, use, disclosure, disruption, modification or 
destruction [1, 2]. CSI survey 2009 [4] reported big jumps in incidence of financial 
fraud (19.5 percent); malware infection (64.3 percent); denials of service (29.2 
percent) are a few of them. 

AIS (Artificial immune System) [14, 15] are modeled after HIS (Human 
Immune System) are a computational systems inspired by the principles and processes 
of the biological immune system which enables every organism to survive from the 
various threats posed by the environment. The way  the  human  body  reacts  to  these 
different  threats  and  attacks  encourages  the  researchers  to model computer 
security system after Human Immune System as its survives under very demanding 
circumstances efficiently[9, 19]. 

Section 2 highlights the background information of computer security and 
available tools, Section 3 contains perspective of a biologically inspired security 
system, Section 4 details the proposed work and implementation, discussion about the 
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results of the experiments performed is covered in Section 5 and Section 6 concludes 
the discussion. 
 

2 Background Information 
 
The nature of threat has changed over the years and these threats/ attacks needs to be 
classified in order to determine its severity and origin. 
2.1 Types of Attacks 
Attacks and intrusions identified at the user level by Harmer et al. [20] are as: 

(1) Misuse/abuse: unauthorized activities by authorized users.  
(2) Reconnaissance: findings of systems and services that may be exploitable. 
(3) Penetration: successful access to computing resources by unauthorized users. 
(4) Denial of service: an attack that obstructs legitimate access to computing. 
 

2.2 Intrusion Detection System 
Intrusion detection was identified as a potential research and valuable area of 
computer security by Denning [11] in 1987, later on computer professionals started to 
realize the significance of protecting computer systems. Intrusion detection System 
can be defined as the tools, methods, and resources to help identify, assess, and report 
unauthorized or unapproved network activity [12]. It works on the principle that the 
behavior of the intruder will be different from that of a legitimate user that can be 
quantified.  

On the basis of basic detection techniques IDS are classified into two; the 
first one is Misuse Detection also called Rule-Based Detection or signature detection 
technique. This technique is based on what’s wrong. It contains the attack  patterns  
(or “signatures”) [10,12] and  match them  against  the  audit  data  stream,  for 
evidence  of  known  attacks and the second one is Anomaly based Detection is also 
referred as profile-based detection [11] compares desired behavior of users and the 
applications with the actual ones by creating and maintaining a profile system that 
flags any events that strays from the normal pattern and passes this information on to 
output routines [1]. Intrusion detection systems have their own problems, such as 
false positives, operational issues in high-speed environments, and the difficulty of 
detecting unknown zero day threats.  

All the current solutions for network security are based on static methods 
that gather, investigate and mine evidences after attacks, these solutions lack in 
addressing the additional and advanced requirements such as false positive, single 
point solution, reactive approach to tackle threat and due to this performance suffers 
heavily on these parameters. An ideal solution will have self-learning and self-
adapting abilities which contribute in detection of unknown and new attacks.  

 

3 Biological Perspective in Computer Security 
 

Biologically-inspired computational models offer a wide range of techniques and 
methods that can be used to develop a computer security solution as the mechanisms 
of immune responses are self-regulatory in nature and also there is no central organ 
that controls the functions of the immune system. 
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3.1 Artificial Immune System 

AIS are a computational systems inspired by the principles and processes of the 
biological immune system [13,15]. The biological immune system is a robust, 
complex, multilayered and adaptive system which defends the body from foreign 
pathogens, these excellent features prompts to model in order to develop a security 
system that is based on BIS as there is a strong correlation between immune system 
and a computer network security system[23]. BIS is a successful classification system 
which distinguishes between self and nonself as well as “good” self/ nonself and “not 
good” self/ nonself [14], also it has a very powerful information processing 
capabilities, these two qualities are prime necessities of any computer security 
system[8, 9]. Immune system is constituted by central lymphoid whose purpose is to 
generate and mature immune cells, bone marrow and thymus to do the task and 
peripheral lymphoid organ facilitates the interaction between lymphocytes and 
antigen [13].Thymus produces mature T cells, but it releases only the beneficial T- 
cells to the blood stream and discards the remaining ones [16]. Immune system can be 
divided into two categories [16]: 

A. Innate Immune System: The unchanging defense mechanisms which 
provide security cover against foreign pathogens and with which an 
individual is born with. It  does not provide  complete  protection,  as  it  is  
primarily  and static  in  nature. 

B. Adaptive Immune System: It is also termed as acquired immunity because 
it builds a memory over a period of time to achieve a faster response when 
the same antigen is confronted at a later time. It acts as a supplement to 
innate immunity. 

Table: 1 Correlation Modeling of BIS terms in AIS [27] 

BIS Terms AIS Terms 

T cells, B cells, and antibodies Detectors, clusters, classifiers, and strings 

Self-cells, self-molecules, and immune cells Positive samples, training data, and patterns 

Antigens, pathogens, and epitopes Incoming data, verifying data samples, and 
test data 

String-matching rule Complementary rule 
and other rules 

Distance and similarity measures Affinity 
measure in the shape–space 

AIS is used in developing many computational models, Host intrusion detection 
(HID) was initially studied by Forrest [15] using sequences of system calls as the 
detectors. Aickelin [26] discussed various Immune system approaches to intrusion 
detection, Kim and Bentley [18] studied Network intrusion detection (NID) and 
employed a variety of AIS techniques including static and dynamic clonal selection 
with immune memory. Harmar et. al.[20] in various experiments used the traits of 
human immune system in their system which detects foreign substances and responds 
appropriately to the foreign substances.  

 

3.2 Models for AIS: State of the art. 

Based on Human Immune System following are the paradigms for A.I.S.[15, 21] 
which can be used for modeling computer security system. 
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3.2.1 Negative Selection Paradigm 

Negative selection paradigm is the immune system's ability to detect unknown 
antigens while not reacting to the self-cells [13, 20]. A lot of variations of negative 
selection algorithms have been frequently proposed, but the crux remains the same 
[15, 16] is to build self profile of the normal network patterns as self and other 
patterns are as non-self. Once this profile has been built, the non self patterns are can 
be easily filtered out and termed as anomalous. If the random incoming pattern 
matches a self pattern then it is removed, otherwise it becomes a detector pattern and 
monitors newly arriving patterns. Forrest [17] applied the idea of negative selection 
along with the concept of detectors to detect anomaly inspired by T-cells, represented 
in binary strings. A detector string match an antigen string if the two strings shared 
the same characters in an uninterrupted stretch of r-bits; this is known as the r-
contiguous bits matching rule. If the detector matches any new pattern, then it has 
detected an anomaly and becomes a memory cell which is stored for future attacks. 
Zhang et. al. [24] proposed a novel distributed intrusion detection model based on 
immune agents (IA-DIDM) which is inspired by Negative Selection paradigm 
lymphocyte’s working in the BIS. The detectors represent non-self and mature 
through negative selection algorithm. Chung et. al.[22] discussed Host-based 
intrusion detection systems adapted from artificial immune systems. The system by 
Ishida [25] introduced a mechanism of diversity generation in immunity-based 
anomaly detection system inspired by positive and negative selection in the thymus.  

3.2.2 Clonal Selection Theory 

 Clonal selection theory is population-based search and optimization 
algorithm which generates a memory pool of suitable antibodies in order to solve a 
problem. It is based on proliferation of immune cells [14] and can be viewed as a 
random event because a particular lymphocyte which is assigned to produce clones 
from a large pool of lymphocytes. These activated lymphocytes flourish through the 
process called cloning [16].  

All these models and the current state of the art embodies that biological immune 
mechanism is in process of developing new computational intelligence applications 
through the computational models (Negative selection algorithm (NSA), Clonal 
Selection). There lies a huge potential in AIS which can be used in the development 
of a computer security solution which will look after the increasing threat perception 
in a more structured and organized manner despite the heterogeneity of the networks. 

4 Immunity Inspired Anomaly Detection Framework 
 
This section presents an Immunity Inspired Anomaly Detection Framework (IIADF), 
which embodies desirable immune attributes, such as adaptation, learning capability, 
and self-configuration. Biologically-inspired approaches for anomaly detection 
systems have proven to be very interesting; it has the ability to perform anomaly 
detection as it detects pathogens that has been never encountered.  
4.1 Scheme 

The proposed framework uses the concepts of natural immune system for anomaly 
detection as it finds it apt for the purpose. IIADF involves concept of random detector 
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generation, preprocessing of the incoming traffic which will be used as input in the 
selection of active and fine-tuned detectors, matching with the test dataset to identify 
the anomaly. 

4.2 Model Narration 

The block diagram the proposed paradigm Immunity Inspired Anomaly Detection 
Framework (IIADF) shown in Fig: 1 consists of two modules: Detector Generation 
and Selection Module (DGSM) and Anomaly Detection Module (ADM). DGSM is 
all about generating detectors; then creating finetuned detector sets by utilizing the 
preprocessed training set (containing network traffic features) and the Real-Valued 
Negative Selection Algorithm (RV-NSA). ADM is then applied on the test set 
(unseen network traffic) to detect anomalies by comparing it with the detectors of the 
detector set generated by DGSM.  

 

 

 

 

 

 

 

 

 

 
 
 
 
 

 
 
 

Fig: 1 Block Diagram of Immunity Inspired Anomaly Detection System 
 

(i) Detector Generation and Selection Module (DGSM) 

 This module forms the basis for the whole framework. DGSM uses a real-value 
detector generator engine to generate random detectors; once the detectors are 
generated, its uniqueness is verified using preprocessed training set (Self Set). RV-
NSA is used to select unique detectors and are kept in the detector-set forming the 
input for second module ADM. In DGSM, the Self-Set S is first preprocessed by 
applying Principle Component Analysis (PCA) and Min-Max Normalization. The 
most significant Principal Components (Network Features) are extracted using PCA 
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Min-Max Normalization is applied on these Principal Components to reduce the 
detector search space and increase detector generality. 

 Algorithm for DGSM 

INPUTS: 
Preprocessed Self Set (PCA + Normalization): S = {S1,S2,…,Si}, where S is 
a feature vector containing different network features (S1, S2,.., Si)extracted 
from the network traffic; i belongs to the set of positive integer numbers. 
Detector  ‘d’: generated by the Detector Generator Engine. 
Affinity_Threshold: any real value in the range [0,1] 
Fitness_Threshold = any real value in the range [0,1] 
Radius = any random value in the range [0,1] 
OUTPUT: Detector-Set ‘D’ containing desired number of fittest detectors. 
Function Euclidean_Distance (Si,d), where Si and d are real numbers. 
Step 1: Repeat Steps 2 to 6, until desired number of detectors generated 
Step 2: Generate a detector d 
Step 3: Repeat Steps 4 to 6 until all Self-Samples processed. 
Step 4: Select feature Si from S and detector di. 
Step 5: if (Euclidean_Distance (Si, d) < Affinity_Threshold) 

Fitness = Fitness - 1 
Adjust Radius of detector 
Else 
Fitness = Fitness + 1 

               endif 

Step 6: if (Fitness >Fitness_Threshold) 

Keep the detector in the Detector-Set D 
Else 
Discard detector d 

endif 
 
Note: Steps 1 through 6 could be repeated to generate different detector sets. 

 

PCA (Principal Component Analysis) is used to extract the most significant fields in 
KDD Cup Dataset [3] which is used as Self Set, S for training of detectors. The  
KDD  Cup  99  dataset,  is  derived from  the  DARPA  IDS  evaluation  dataset,  
The  complete dataset  has  almost  5  million  input  patterns  and  each  record 
represents  a  TCP/IP  connection  that  is  composed  of  41 features,  both  
qualitative  and  quantitative  in  nature.  The dataset  used  in  this  work  is  a  
smaller  subset  (10% of  the original  training  set),  that  contains  494,021  
instances.  38 features are selected for the classification about data to quantify it as 
normal or anomaly. Classical Signature based R-Contiguous matching algorithm for 
38  features  would  require string (signatures) of length 38 bits for matching, and it 
would have  taken  large  amount  of  memory,  disk  space  and processing  time.  
Principal  Component  Analysis  (PCA)  is applied  on  all  vectors  each  containing  
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38  features yields  the most  significant  Principal  Components  called  the  
network features.  The  output  of  PCA  is  spread  in  a  wide  range  (e.g.  -32322  
to  54334),  the  Min-Max  Normalization  is  used to normalize these principal 
components in the range [0,1], as in the current state it would have taken much time 
and processing to  converge  the  training  curve  towards  the  goal,  also  the 
detectors generated by using unnormalized values would have failed to detect 
anomalies. PCA with Min Max Normalization make the system stable and helps in 
selecting better trained detectors. Detectors are generated with an objective of 
detecting the unknown or even a zero day attack. Euclidean distance between each 
Self Sample ‘S’ and the generated detector ‘d’ is obtained using formula:  

 

                                       ||||),( 2 yxyxyxd
i

ii  
 

In immunological terms affinity of an antibody is the power it boasts to bind with an 
antigen; it is based on a distance measure between points in the shape–space. Small 
distance between an antibody and an antigen represents high affinity between them. 
In the proposed framework IIADF a detector is matched with the normalized 
incoming traffic, to achieve this task affinity of detectors is calculated because it is 
considered as a criterion for keeping or rejecting the detector. More affinity 
represents higher chances of the selection of detectors. 

Euclidean Distance < affinity threshold reflects that the detector ‘d’ is close 
to the “self” sample and NSA discards such a detector in the normal scenario after 
just one comparison; this limits the selection of  detector for the detector set but in 
IIADF concept of “Fitness” is introduced in the existing RV-NSA as an additional 
selection and rejection criteria for the detectors generated. A fitness-threshold of 
detector having value 0.7 means that the detector would be selected only when it 
fails to match at least 70 self samples out of 100. To increase the fitness of a 
detector dynamically it’s value is modified slightly everytime it matches with a self 
sample. It is done by introducing a parameter called “radius”. These different values 
of r also enable the detectors to cover up the unfilled space in state space 
representation. This whole concept of fitness actually fine tunes the detectors which 
enable them to detect an anomaly with a higher precision. 

(ii) Anomaly Detection module (ADM) 

 ADM is the second module of IIADF which performs anomaly detection in a 
preprocessed test set, using detector-sets generated by DGSM. Euclidean 
Distance‘d’ is used as a similarity measure and when this distance between a test 
sample and a detector ‘d’ is found to be below a predefined threshold, the test 
sample is classified as an anomaly. For the experimental purpose, three custom 
datasets are generated with KDD CUP 1999 10% dataset by random selection of 
feature vectors. The KDD Cup dataset contain 41 features of a network 
packet/connection and 1 additional classification field to show the category of the 
packet – attack type/normal. There are total 4 categorical fields those could be 
converted into numeric values but we decide to not to use them because 38 features 
are sufficient enough to classify the data as normal or anomaly. 
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5 
 

Experiment-1 Detector Selection/ Rejection vs. Strength of Detector 

Detectors form the basis of anomaly detection, as the prime task of detectors is to 
identify the anomaly. This experiment is performed with a view to find how many 
detectors are generated and then selected from them to detect anomalies. 

 
Fig: 2 Detector Selection/ Rejection vs. Strength of Detector 

In the first selection criteria NSA selects the detectors; this selection signifies that the 
particular detector was not previously kept in the detector-set, as a second criteria 
Detectors having strength > 70% are selected to form the detector set. Rest of the 
detectors which fails to match either of the set criterions is rejected. As depicted in 
figure 5.1, selected detectors are labeled as ‘1’ on the X-axis and rejected detectors 
are depicted with a ‘0’ on the X-axis. Strength of detectors is depicted on Y-axis. 

Experiment- 2 Matching Threshold vs. Generation/Rejection Rate 

This experiment is carried out in order to identify the fittest detectors that will be put 
into the decector set which will identify the anomalies. 

 
Fig: 3 Number of Detectors vs. Detection Rate 
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Matching threshold is the metric which signifies degree of matching or power of 
matching, a detector will have in its quest to identify anomaly. The more the value of 
matching threshold the more likely is its chances to identify an anomaly.  

The results depicted in Figure: 3 also justifies this theory, result illustrates 
that as the matching threshold increases from 0.1 to 0.8 the number of detectors 
generated increases, in the same manner the rate of rejection of the detectors which do 
not pass the set of conditions are rejected. Detector set with detectors having high 
threshold and higher rejection ratio facilitates and enhances the chnace of identifying 
the anomalies. 

Experiment-3 Generalization of Detectors (Fine Tuning) 

Anomaly based detection approach requires consistent and constant modeling of 
normal traffic and fine tuning of the detectors achieves the task of identification of 
unknown patterns or detection. This experiment is done to with a motive to find how 
the selected and finetuned detectors perform the task of detecting anomalies and what 
the percentage of false positive is when a completely new data set is used for the 
testing purpose.  
Test Set Used: Unseen Self Set Containing 33014 Normal Packets. 
Details about Training File: normal.csv 
No. of Self Samples: 58000; No of Detectors to be Generated: 500; Euclidean Threshold: 0.7; 
Detector's Fitness Threshold: 0.7; Detector's Radius Manipulator: 0.1; Alert Threshold: 1. 
 
Experimental Result: Number of Detectors Generated: 1672; No. of Detectors Selected: 500; 
Number of Detectors Rejected: 1172; Test File used: .\normal_Unseen.csv; 
Number of Normal Packets in Test File: 33014; Number of Packets to be processed: 33014 
No. of Anomalous Packets in Test File: 0; Number of Anomaly Detected: 1;  
Number of Normal: 33013 

Anomaly Detection Rate for Unseen Normal Packet: 0.0030% 

The anomaly detection rate for all of these normal packets is 0.003%; this reflects the 
fact that fine tuned detectors detect anomalies in a more efficient manner and the 
results reflect that they are not detecting the self-set, the lesser percentage of false 
positive just indicates that theory. Unseen self set is used for training of detectors, this 
test set is used for validation of detectors and to fine tune their ability to detect 
anomaly, hence reducing the false alarm rate. Lower false alarm is very good reflector 
that the proposed system is working fine and it can even detect a 0-day attack which 
still is very much one of the open issues in the field of ID. 

Experiment-4 Number of Detectors vs. Detection Rate 

The results of experiments with different test sets show and point that higher number 
of detectors can achieve higher detection rates when applied to different test sets.  
Test Set 1. 
Total Packets = 3269, Normal Packets = 2000, Anomalous Packets = 1269 
Test Set 2. 
Total Packets = 730, Normal Packets = 300, Anomalous Packets = 430 
Test Set 3. 
Total Packets = 1000, Normal Packets = 450, Anomalous Packets = 550 

This testing approach based on different detector sets detects a group of different 
attack types more efficiently with lesser false positives. The experimental results also 
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indicate that the detection rate of anomalies is higher when there is more number of 
detectors to do the task. The mechanism of polling fine tunes the detectors that results 
in lowering the rejection of effective detectors so that the number of detectors must be 
sufficient enough so that detection ratio remains high. 

 
Fig: 4 Number of Detectors vs. Detection Rate 

Experiment-5 Attack Type vs. Detection Rate 

 
Fig- 5 Attack Type vs. Detection Rate 
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Training File: normal.csv;  
No. of Self Samples: 58000;  No of Detectors to be Generated: 500 
Euclidean Threshold: 0.5; Detector's Fitness Threshold: 0.7;  
Alert Threshold: 1; Detector's Radius Manipulator: 0.1 

The objective of this experiment to summarize the detection of different anomalies 
present in the given traffic set by using the proposed technique IIADF which uses the 
concepts of fitness, strength and finetuning of detectors. 

The system uses fine tuned detectors to identify the anomalies in the given traffic. 
The criteria of fitness in the selection of detectors and then fine-tuning it helps in 
achieving high detection rate when tested against all the different types of attack 
patterns present in the self samples. Detector is only selected when it fails to match at 
least 70 self samples out of 100. These features in IIADS results in higher detection 
rate with low false positive which is encouraging, as false positive plays a vital role in 
determining the effectiveness of the method. 

 

6 Conclusion 
 
The framework IIADF discussed in this paper uses the mechanism of NSA along with 
fitness, strength and fine tuning of detectors. This paper introduces the concepts of 
fitness and strength of detectors which help in covering the open unaddressed space in 
the problem state space modeling, the mechanism of polling fine tunes the detectors 
that results in lowering the rejection of effective detectors. All these features of 
IIADF make the detector set very robust which is reflected in the results which are 
encouraging as the detection rate falls between 93-99%, and lower false positive when 
tested against different set for unseen data. IIADF forms a base for host based real 
time anomaly detection system. This framework is still in its nascent phase of its 
development and can pave way in growth of self configuring prevention system with 
lesser false positive and more intelligence.  
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Abstract. Firms invest a huge proportion of their resources in promotion to acquire 
higher adoption of their products. To get maximum possible returns from promotion-
al resources judicious and effective spending is essential, especially in a segmented 
market.  Mass and differentiated market promotion are typically two different tech-
niques of promotion used in the segmented market. With mass promotion product is 
promoted in the entire market using a common strategy, thereby creating a spectrum 
effect in all segments. Differentiated market promotion targets the segments specifi-
cally. In this paper we formulate a mathematical programming problem to optimally 
allocate the limited promotional resources for mass market promotion and differen-
tiated market promotion among various segments of the market, maximizing the total 
sales measured through product adoption under budgetary constraint and minimum 
target sales level constraints in each segment. A recent innovation diffusion model is 
used to measure the adoption in each segment which describes the sales through the 
combined effect of mass and differentiated promotion. The solution procedure has 
been discussed using NLPP methods. The optimization model is extended incorporat-
ing aspiration constraint on total sales from all the segments. Such a constraint can re-
sult in an infeasible problem. To obtain best compromised solution, differential evo-
lution approach is used. Results are demonstrated through a numerical illustration.  

Keywords: Innovation Diffusion, Mass Market Promotion, Differentiated Market 
Promotion, Spectrum Effect, Promotional Effort Allocation, Differential Evolution.  

1   Introduction  

Promotion is a vital part of the firm’s marketing mix which by informing, educat-
ing, persuading, and reminding the target market about the benefits of the product, po-
sitions the product in the market place. A major reason of failure of most of unsuccess-
ful products in marketplace is ineffective promotion, irrespective of their product 
design, pricing and distribution. Thus, firms develop promotional campaigns for its 
products in a way that it effectively and efficiently communicates message to the target 
market. The target market for almost all products is heterogeneous, consisting of buy-
ers with different interests, preferences and perceptions. To capture maximum from 
the target potential market,  marketers  stresses  on  segmenting the market among 
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relatively homogeneous groups with similar characteristics. These characteristics can 
be defined either geographically (region, state, countries, cities, neighbourhoods); de-
mographically (age, gender, income, family size, occupation, education); psychographi-
cally (social class, life style, personality, value) or behaviorally (user states, usage rate, 
purchase occasion, attitude towards product). A product is usually promoted in such 
markets using two types of promotional approaches: Mass market promotion and dif-
ferentiated market promotion. Mass promotion addresses all segments of the market 
alike which results in promoting a product using a single promotional plan in the entire 
market. In this way the firm appeals to a wide variety of potential customers by ignor-
ing differences that exists between them [1, 2]. Being visible to audience in the entire 
market such type of promotion creates an effective segment-spectrum, which is distri-
buted across all the segments of the market [3]. Mass promotion focuses on the aver-
age behavior of the entire population of potential customers. The potential customers 
in one segment have some distinguished characteristics which differentiate them from 
the other segment. The influence of mass promotion on any segment is only partial. In 
order to target a specific customer segment, differentiated promotion is carried by tar-
geting individual segments through distinct promotional strategies [1, 2, 4]. This kind 
of promotion can also be called segment-specific promotion in which each segment is 
tailored separately through unique promotional strategies.  

In a lure to capture maximum adopter population, firms carry out both mass mar-
ket as well as differentiated market promotion. In this way it is made sure that they 
do not miss out any potential consumers. Mass promotion also allows them to reach 
average adopter population who may not fall in the supposed target market but 
would still be interested in buying the product in future. Whereas differentiated 
promotion targets the specific segments. Product acceptance arises due to promo-
tional influence of these two strategies. This concept holds significantly in a country 
like India which has a large culture and language base. Indian market can be seg-
mented geographically into various regional segments as the difference in the mar-
keting environments of various regions of the country suggests that each market is 
different and requires a distinct marketing and promotional programs [5]. Compa-
nies cater diversified customer base of India by promoting products in each region 
independently keeping in mind their geographic, psychographic and behavioral as-
pects such as promotional messages are given in their native regional language, 
promoting the product through local event, regional TV channels etc. Along with 
this the product is promoted using the techniques of mass promotion such as promo-
tion through national TV channels in national language, promotion through national 
events etc. which reaches several regions and influences the product awareness as 
well as product acceptance in each of the geographical segments. For instance firms 
in Indian automobile industry such as Maruti Suzuki India Limited, Hyundai, Honda 
hits several platforms and connects them efficiently to produce sales. They use mul-
titude of national and regional promotional vehicles for designing their mass and dif-
ferentiated promotional strategies. Targeting the potential customers with mass as 
well as differentiated promotion is not only seen in the durable technology product 
segment but also in the consumer good section. For example, Hindustan Unilever 
Limited promotes most of its products through these two strategies viz. Fair & Love-
ly, a skincare cream for women is promoted using TV commercials on national TV 
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channels like Doordarshan, Zee, Star, Sony etc. These commercials are dubbed in 
various state dominant regional languages and are also telecasted in regional TV 
channels. In this way, higher adoption rates are yielded among different regions. 

Every organization sets an upper bound on resources to be spent on promotion. 
Moreover promotion takes off a large amount of company’s investment, so measur-
ing its effectiveness and utilizing it efficiently in different market segments becomes 
important. As each segment responds uniquely to the promotional activities done for 
it, the problem faced by a firm is to determine the amount of resources it should allo-
cate for mass and differentiated promotion so that the sales generated is maximum. 
Numerous promotional allocation problems exist in literature [6-11], but none ad-
dresses combined effect of mass promotion and differentiated promotion on sales ex-
plicitly. This study deals with this issue by proposing a promotional effort allocation 
model to optimally allocate the company’s limited promotional resources for mass 
and differentiated promotion in different segments. The objective is to maximize the 
total sales generated through the impact of both the promotional strategies under bud-
getary constraints and minimum desired level of sales constraint from each segment. 
Sales measured through adoption growth in each market segment is described using a 
recent innovation diffusion model developed due to Jha et al [12] which enables to 
capture the product adoption due to the combined effect of mass as well as differen-
tiated segmented promotion for durable technology products.  

The problem formulated is a nonlinear programming problem (NLPP). Solution of 
problem is found by making suitable transformations using NLPP methods in 
LINGO Software [24]. A constraint corresponding to the minimum aspiration of total 
sales to be achieved from all the segments collectively is also incorporated in the 
problem. Such a constraint is usually imposed by the management to make sure that 
certain minimum percentage of total adopters, adopt the product. In such situations it 
is possible that the aspired sales from each segment or from all segments collectively 
is high, as a result, the problem becomes infeasible due to limited availability of pro-
motional resources. To get the best possible compromised solution Differential Evo-
lution (DE) [13, 14] is applied. DE stands as a powerful tool for global optimization. 
It is a population based optimizer that generates new points that are perturbations of 
existing points using the scaled difference of two randomly selected population vec-
tors. There is no particular requirement on the problem before using DE, as it can be 
applied to solve any kind of problem. Here we use DE to solve our problem to get 
best possible allocations of promotional resources in case of infeasibility condition. 

Rest of the paper is structured as follows. Section 2 reviews literature of inno-
vation diffusion modeling and promotional allocation problems in marketing. An 
optimization problem is formulated in Section 3 for allocating a fixed promotional 
budget among the different consumer segments for mass market and differentiated 
market promotion, maximizing the total sales of the product measured through the 
adoption growth. The section also discusses the mathematical model of durable 
technology adoption [12]. Some extensions to the problem and their solution me-
thodology have also been discussed in this section. Numerical illustration has been 
given in section 4 to validate the results. Section 5 concludes the paper and pro-
vides direction for future research. 
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2   Literature Review 

Diffusion theory is most widely known and accepted theory for measuring adoption 
over the life cycle of new products. Theory of innovation diffusion relates how a new 
idea, a new product and/or a new service are accepted among the members of its po-
tential consumer population over time. Since years, models of innovation diffusion are 
used successfully by various practitioners to evaluate the market response over the 
product life cycle and make valuable decisions related to product modifications, price 
differentiation, optimization of resource allocation etc. Earliest and most famous first 
purchase model of new product diffusion in marketing are by Fourt & Woodlock [15], 
and Bass [16] that attempted to describe the penetration and saturation aspects of the 
diffusion process. The main impetus underlying diffusion research is the Bass model 
for durable technology products. It assumes that a potential customer either makes the 
purchase decision independently or is influenced by a previous purchaser. The first 
category of consumer is called innovators whereas the second category is known as 
imitators. The model describes the growth in purchaser population w.r.t. time. Bass et 
al [17] also developed a generalized Bass model based on the basic Bass model which 
primarily reflects the current effect of dynamic marketing variables on the conditional 
probability of adoption at time t as various marketing mix variable such as price, pro-
motion which has a considerable effect on adoption of the product. An alternative for-
mulation of GBM was proposed by Jha et al [18], wherein the current effect of dynam-
ic marketing variables is represented by the promotional effort intensity function. 
Promotion is the most dominant marketing mix variable in the product category and 
therefore other marketing mix elements are assumed at constant level. Recently Jha et 
al [12] developed a sales growth model for a segmented market in which the sales are 
assumed to be evolved through a combination of differentiated promotion done exclu-
sively for each segment and the spectrum effect of mass promotion. Spectrum effect 
was discussed by Burrato et al [3] assuming that an advertising channel has an effec-
tiveness segment-spectrum, which is distributed over potential market segments and 
solutions to deterministic optimal control problems were obtained.  

Main contribution in the area of promotional effort allocation problems was done by 
Kapur et al [6] and Jha et al [7, 8]. They formulated optimization problems for market-
ing single product and multi products respectively in segmented market using Bass 
model of innovation diffusion to describe the adoption and proposed solution methods 
based on dynamic programming, goal programming and multi-objective programming 
approach. Further Jha et al [10, 11] formulated promotional effort allocation problem 
for single product and multi products respectively in segmented market where the mar-
ket is subject to dynamic potential adopter population and repeat purchasing. These 
problems aimed to maximize the total sales of the products subject to the budget and 
technical constraints imposed by the management. Multi-criteria optimization and goal 
programming approaches were used to solve the problems. Kapur et al [9] formulated 
an optimal promotional effort allocation problem of a single product in a segmented 
market using innovation diffusion model with consumer balking and repeat purchasing 
and solved it using genetic algorithm. The research done so far somehow developed 
promotional allocation problems considering the impact of differentiated promotion on 
product adoption but none considered the proportional effect of mass market promotion 
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explicitly. Though many other factors may contribute in generating the sales of the 
product but the effect of mass market promotion cannot be ignored. To fill this gap, we 
formulate an optimization problem that optimally allocates promotional resources to 
mass market promotion and differentiated market promotion in various segments of the 
market. Optimization model formulation requires an appropriate model that can de-
scribe sales growth of a product in respect to promotional efforts where promotion ef-
fort in each segment is a combination of mass and differentiated market promotion em-
ployed in all the segments. Here we use the diffusion model proposed by Jha et al [12].  

3   Model Formulation 

3.1   Notations 

i Segments in the market; i =1,2,…K  
Ni Expected potential adopter population in ith segment of the market. 
pi 

Coefficient of external influence in the ith segment. 
qi 

Coefficient of internal influence in the ith segment. 
xi(t) 

Instantaneous rate of promotional effort at time t in ith segment;   
Xi    

Amount of promotional resources allocated for differentiated market  
 promotion in the ith segment.

 X 
       

Amount of promotional resources allocated for mass market promotion.
 Z       Total promotional budget available.  Ni(t) 

Expected number of adopters of the product in the ith segment.  
Xi* Optimal value of Xi (Amount of promotional resources allocated for diffe-

rentiated market promotion in the ith segment).   
X* Optimal value of X (Amount of promotional resources allocated for mass 

market promotion in all the K segments collectively).   

3.2   Marketing Model 

The relationship between time and adoption for developing the optimization problem 
is described using diffusion model proposed due to Jha et al [12]. The model describes 
the cumulative adoption of a product considering promotional expenditure in mass and 
differentiated market promotion. The model is based on the following assumptions 

1. The market for a new product is divided in to K disjoint segments.  
2. Each purchaser buys a single unit of the product. 
3. The consumer decision process is binary (adopt or not adopt). 
4. The potential consumer population for the product in each segment is finite 

and remains constant during the promotional campaign. 
5. In each segment buyers can be categorized into two groups: Innovators and 

Imitators. Innovators make their purchase decisions independently, whereas 
imitators buy the product through the world of mouth influence.  

6. The consumer behavior of segments is independent of each other and inde-
pendent promotion done in one segment has no impact on others. 

( ) ( )
0

t

i iX t x u du= 
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7. The parameters of external and internal influence are fixed over the diffu-
sion process of the innovation in each segment. 

8. The rate of purchase with respect to promotional effort intensity is propor-
tional to the number of non-purchasers of the product. 

Following the model given by Jha et al [12], growth in sales of a product in the 
ith market segment with respect to the promotional effort is given as 

( )
( )( )( )
( )( )

( ) ( )

( ) ( )

1
( ), ( )

1

i i i i

i i i i

p q X t X t
i

i i
p q X t X ti

i

e
X t X t

q e
p

N
N

α

α

+ +

+ +

−−
=
  −+         

, 1,2,...,i K=  (1)

 

Cumulative adoption of any product is a function of promotional efforts spent 
by that time; resources are spent continuously in the market and sales of the prod-
uct increases. At the same time, the planning period for the product promotion is 
almost fixed. Therefore without loss of generality the cumulative adoption can be 
assumed to be a function of promotional effort spent for both differentiated market 
and mass market promotion in all the segments, explicitly in the above equations 

( )( )( )
( )( )
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e
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+ +

+ +

−−
=
  −+     

  , 1, 2,...,i K=   (2) 

Equation (2) describes the expected number of adopters of product in ith segment. 
The parameters of model (2) can be estimated statistically after observing market 
for certain duration. Alternatively data on similar product launches can be used. 
Note that the model is applicable to category of durable technology product [16]. 

3.3   The Optimization Problem 

Promotion of a product is carried out for fixed time period and also there is an 
upper bound on the resources available for promotion. Judicious allocation of li-
mited promotional resources is essential (especially in a segmented market where 
adoption grows through differentiated and mass market promotion).  

3.3.1   Optimization model under budget constraint 

The problem for finding the optimal amount of promotional resources to be al-
located for differentiated promotion in each of the ith segment (Xi) and mass pro-
motion for all the K segments (X) that would maximize the total sales in each of 
the K segments under the budget constraint can be formulated as follows 
  

  
     Maximize  

 

 
 
 

Subject to    
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1

K

i
i
X X Z

=
+ ≤        

 *X m Z>=  
 , 0 iX X ≥                      1, 2,...,i K=                            (P1) 

The objective function maximizes the cumulative number of adopters for the prod-
uct. First constraint guarantees that firm fetches a minimum proportion (ri) of market 
share in each of the ith market segment by doing some promotional activities in it. 
Through this constraint it is made sure that none of the segment gets a very low or no 
allocation of resources and the product is promoted in all the segments. Second con-
straint guarantees that the total amount of resources allocated does not exceed the total 
resources available. Third constraint ensures that some minimum proportion (m) of the 
total promotional resources is allocated for mass market promotion. This constraint is 
usually imposed by management as without it, the solution may suggest a zero or some 
minimal allocation for mass promotion. Reason being, mostly the adoption of the prod-
uct is more due to differentiated promotion as compared to mass promotion. This situa-
tion may not be advisable and non-acceptable to the management as the main aim of the 
mass market promotion is to reach everyone in the potential market, create image for 
the product and influence the population who is expected to be in the potential segment 
in near future. The proportion m is set by the management on the basis of experience 
from the past product behavior. Fourth constraint ensures that ,iX X are non-negative. 

Let  
 

and                                                                               Hence resulting problem be-
comes maximization of a sum of ratios (fractional functions) under specified pro-
motional effort expenditure which is again a fractional function  

 

Maximize    
 

Subject to    1, 2,...,i K=  

 
1

K

i
i
X X Z

=
+ ≤               (P2) 

        
*X m Z>=

 
 

, 0 iX X ≥  1, 2,...,i K=  

The Hessian matrices Hi=

δ2fi
δXi

2
δ2fi
δXiX

δ2fi
δXXi

δ2fi
δX2

and Gi=

δ2gi
δXi

2
δ2gi
δXiX

δ2gi
δXXi

δ2gi
δX2

 are negative semi definite 

and positive semi definite respectively, therefore, functions fi(Xi ,X) and gi(Xi ,X), i 
=1,2…K 

 
are concave and convex respectively. The ratio of concave and convex func-

tions is a pseudo-concave function and sum of pseudo-concave functions is not neces-
sarily a pseudo-concave function. There does not exist any direct method to obtain an 
optimal solution for such class of problems. Dur et al [19] proposed a method to solve 
such class of problems converting sum of ratio functions of the objective to a multiple 
objective fractional programming problem. It has been established that every optimal 
solution of original problem is an efficient solution of the equivalent multiple objective 
fractional programming problem. Dur’s equivalent of problem (P2) can be written as 
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Maximize  
( )

( )

1 1 1 1 2 2 2 2

1 1 2 2
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=

=
   

 

Subject to               
 

Let yi = Fi(Xi , X) = fi(Xi , X) / gi(Xi , X), i=1,2…K, then the equivalent parametric 
problem for multiple objective fractional programming problem (P3) is given as  

Maximize    
Subject to ( , ) ( , ) 0 i i i i if X X y g X X− ≥  1, 2,...,i K=                   (P4) 

            0
i iy N≥     1, 2,...,i K=  

 1

K

i
i
X X Z

=
+ ≤

 

 
*X m Z>=

              , 0 iX X ≥  1, 2,...,i K=   

The Geoffrion’s [20] equivalent scalarization for the problem (P4) for fixed 
weights for the objective functions is as follows  

Maximize   
1

K
i i

i
yλ

=
  

Subject to       
  
               
              

   (P5) 
 
 
 
where 'siλ are the weights assigned to the objective function for segment i . 
Here we define some Lemmas using some definition from the theory of convexity 
and multiple optimization programming.  
Definition 1 [21]: A function F(X) is said to be pseudo-concave if for any two feasi-
ble points X1, X2; 

F(X1) ≥ F(X2) implies F’(X1) (X2- X1) ≤ 0.  
Definition 2[22]: A feasible solution X*

 
S is said to be an efficient solution for the 

problem (P3) if there exists no X 
 
S such that F(X) ≥ F(X*) and F(X) ≠ F(X*).  

Definition 3 [20]: An efficient solution X*
 
S is said to be a properly efficient solu-

tion for the problem (P3) if there exists α >0 such that for each r, Fr(X)-Fr(X*) / 
Fj(X*)-Fj(X) < α for some j with Fj(X) < Fj(X*) and Fr(X) > Fr(X*) for X 

 
S.  

Lemma 1 [19]: The optimal solution X* of the problem (P1) is an efficient solution 
of the problem (P3). 
Lemma 2 [23]: A properly efficient solution (Xi*, X*, yi* for i=1,2,…,K) of the prob-
lem (P4) is also a properly efficient solution (Xi*, X* for i=1,2,…,K) for the problem 
(P3). 
Lemma 3 [20]: The optimal solution (Xi*, X*, yi* for i=1,2,…,K) of the problem (P5) 
is a properly efficient solution (Xi*, X*, yi* for i=1,2,…,K) for the problem (P4). 
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Theorem 1: If relative importance is attached to each of the objective of the problem 
(P5) a nd (Xi*, X*, yi* for i =1,2,…,K) is an optimal solution of the problem (P5) then 
(Xi*, X* for i=1,2,…,K) is an optimal solution of the original problem (P1).  

By Lemma 1, 2 and 3 an optimal solution of the problem (P5) is also an optimal so-
lution of original problem (P1). Optimal solution of problem (P5) can be found out by 
assigning different weights to different segments. These weights are decided either by 
top management or expert’s judgment etc. Mathematical approach to facilitate decision 
making process could be Analytical Hierarchy Process (AHP) which prioritizes goals or 
alternatives based on pair wise comparison or judgment. The purpose of assigning dif-
ferent weights is to prioritize the segments according to which resources can be allo-
cated to these segments. It remains to obtain an optimal solution of the problem (P5) by 
assigning these weights or one can assign equal weight to all the segments. Problem 
(P5) can be solved by standard mathematical programming approach in LINGO [24]. 

3.3.2   Incorporating minimum total market potential aspiration 
constraint  

The diffusion rate varies in each segment. In some segments people adopt the prod-
uct with a higher rate and in some segments they adopt slowly. The optimization model 
developed in the previous section imposes constraints that promotion allocation should 
be made in such a way that some minimum proportion of adoption should be observed 
from each segment. As the segments having low diffusion rates also has this restriction 
it may lead to large proportion of promotional resource allocation to hard segments.  
This results in lower resource allocation in segments having high propensity to adopt 
the product. Consequently, total market share of the product reduces. This situation is 
not advisable/desirable by the management and it imposes a constraint in order to fetch 
a certain minimum proportion of total sales for product collectively from all segments.  

Hence the problem (P1) needs to be suitably modified. The problem is redefined as  
 
Maximize  
 
 
 

Subject to 

   
                                                 (P6) 

 

 

 

where r0 = minimum proportion of the total market potential desired to capture.  

This problem can be written equivalently with suitable transformations as, 
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                                 (P7) 
               
  
             
         

 
 
 
If minimum level of target adoption of product in each segment to be obtained is 

very high, also the management aim to obtain a minimum return on investment meas-
ured through target level of market share to be obtained from the total sales in all the 
segments, (P7) may lead to an infeasible solution. Infeasibility suggests either to in-
crease the level of promotional resources or to obtain compromised solution. In most 
of the situations a compromised solution is obtained as it gives a better decision mak-
ing capability to the management as to what needs to be compromised and by how 
much. In order to incorporate such aspirations in the problem formulation, differential 
evolution algorithm can be used to obtain the best possible solution. It should be noted 
here that transformation (P7) is required for solving the problem using NLPP tech-
nique, however DE being a numerical optimizer can be directly applied to solve prob-
lem (P6). Procedure for applying DE is presented in the following subsection. 

3.3.2.1   Differential Evolution Algorithm 

Differential evolution is an evolutionary algorithm, which is rapidly growing 
field of artificial intelligence. This class also includes genetic algorithms, evolu-
tionary strategies and evolutionary programming. DE was proposed by Price & 
Storn [13]. Since then it has earned a reputation as a very powerful and effective 
global optimizer. The basic steps of DE are as follows 

Start  
Step 1: Generate an initial population of random individuals 
Step 2: Create a new population by repeating following steps until the stopping 
criterion is achieved 

[Selection] Select the random individuals for reproduction 
[Reproduction] Create new individuals from selected ones by mutation and 
crossover 
[Evolution] Compute the fitness values of the individuals 
[Advanced Population] Select the new generation from target individual 
and trial individuals 

End steps 

Initialization - Suppose we want to optimize a function of D number of real parame-
ters. We must select a population of size NP. NP parameter vectors have the form  
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where D is dimension, i is an individual index and G represents the number of 
generations. 

 First, all the solution vectors in a population are randomly initialized. The ini-
tial solution vectors are generated between lower and upper bounds l ={l1,l2,…,lD} 
and u ={u1,u2,…,uD} using the equation 

, ,0 , [0,1] ( )j i j i j j jx l rand u l= + × −  

where, i is an individual index,  j is component index and randi,j[0,1] is a uniform-
ly distributed random number lying between 0 and 1. This randomly generated 
population of vectors Xi,0 = (x1,i,0, x2,i,0,…,xD,i,0) is known as target vectors.  
 
Mutation - Each of the NP parameter vectors undergoes mutation, recombination 
and selection. Mutation expands the search space. For a given parameter vector 
Xi,G, three vectors Xr1,G, Xr2,G, Xr3,G are randomly selected such that the indices i, 
r1, r2, r3 are distinct. The ith perturbed individual, Vi,G, is therefore generated based 
on the three chosen individuals as follows   

1 2 3, , , ,* ( )i G r G r G r GV X F X X= + −  

where, r1,r2,r3ϵ{1,2,...,NP} are randomly selected, such that r1≠r2≠r3≠i, F∈(0, 1.2] 
and Vi,G is called the mutation vector. 

 
Crossover - The perturbed individual, Vi,G = (v1,i,G, v2,i,G,..., vD,i,G) and the current 
population member, Xi,G = (x1,i,G, x2,i,G,..., xD,i,G) are then subject to the crossover 
operation, that finally generates the population of candidates, or “trial” vectors, 
Ui,G = (u1,i,G, u2,i,G,...,uD,i,G), as follows   

, . ,
, .

, .

if [0,1]

otherwise

j i G i j r rand
j i G

j i G

v rand C j j
u

x

≤ ∨ == 


 

where, Cr ϵ[0,1] is a crossover probability, jrand ϵ{1,2,...,D}is a random parameter’s 
index, chosen once for each i. 

Selection - The population for the next generation is selected from the individuals in 
current population and its corresponding trial vector according to the following rule 

, , ,
, 1

,

( ) ( )

otherwise
i G i G i G

i G
i G

U if f U f X
X

X+
≥= 


 

where, f(.) is the objective function value. Each individual of the temporary popu-
lation is compared with its counterpart in the current population. Mutation, re-
combination and selection continue until stopping criterion is reached. 

Constraint Handling in Differential Evolution - Pareto ranking method is used to 
handle constraints in DE. The value of constraints is calculated at target and trial 
vectors. The method is based on the following three rules 

1) Between two feasible vectors (target and trial), the one with the best value 
of the objective function is preferred 

2) If out of target and trial vectors, one vector is feasible and the other is in-
feasible, the one which is feasible is preferred 
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3) Between two infeasible vectors, the one with the lowest sum of constraint 
violation is preferred  

Stopping Criterion - DE algorithm stops when either  
1) Maximum number of generations are reached or 
2) Desired accuracy is achieved i.e., fmax-fmin  ≤ ε . 

4   Numerical Illustration 

Here we show the practical application of the optimization problem formulated 
in the paper. The product which has been taken under consideration is a new hat-
chback car of an ABC automobile company. The company name and data has not 
been disclosed for the confidentiality reasons. Data is available for the mass and 
differentiated promotion in four geographic segments in the country. The esti-
mates of the parameters Ni, pi, qi, and αi 

for all four segments are taken from Jha 
et al [12] as shown in table 1.  It is given that maximum promotional resource 
available are 88 units where cost per unit promotional effort is �2,50,00,000. The 
management sets a target that at least 50% of the potential adopters in each seg-
ment buy the product during the promotional campaign. Also the firm wants to al-
locate a minimum of 30% of the total promotional resources for the mass market 
promotion. With this data, the problem of stage 1 (P5) is solved and results ob-
tained are given in table 3. 

In case 80% of the total market share is required, the resulting problem (P7) has 
no feasible solution and hence it is imperative to use DE to obtain a compromise 
solution. Parameters of DE are given in table 2. A desired accuracy of .001 be-
tween maximum and minimum values of fitness function was taken as terminating 
criteria of the algorithm. The solution obtained on solving the problem of stage 2 
(P6) is given in table 3. Table 3 also shows the cumulative adoption of the product 
and the percentage of market potential captured in each segment along with the to-
tal market potential captured corresponding to the solution obtained in both stages. 

Table 1. Parameters of the sales growth model 
Segment 

 
Estimated parameters 

 pi qi αi 
S1 287962 0.000671 0.132113 0.372663
S2 156601 0.001128 0.470658 0.197823
S3 106977 0.001344 0.566035 0.165732
S4 223291 0.000621 0.331664 0.263569

Table 2.  Parameters of Differential Evolution 
Parameter Value Parameter Value 

Population Size 200 Scaling Factor (F) 0.7 
Selection Method Roulette Wheel CrossoverProbability(Cr) 0.9 
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Table 3. Results of Numerical illustration 
Stage 1 

Segment Xi* X* Ni*(Xi, X) % of Captured Market Size
S1 30.0215 26.4

 
143981.02 50.01 

S2 9.6633 114050.78 72.83 
S3 6.9709 63804.32 59.65 
S4 14.9443 163009.43 73.01 

Total 87.9999 484845.54              62.57 
Stage 2 

Segment Xi* X* Ni*(Xi, X) % of Captured Market Size
S1 35.9969 26.4

 
198451.89 68.92 

S2 11.6530 136668.55 87.27 
S3 9.1877 89735.19 83.88 
S4 17.7600 195009.13 87.33 

Total 100.9976 619864.77              80.00 

It can be seen that in stage 1, 62.5% of the total market potential is covered. 
When in stage 2 an aspiration of 80% is set on the total sales to be achieved from 
all the segments, the total market potential covered shows an increment. However 
differential evolution compromised on the promotional resources utilized during 
allocation in this stage. The solution suggests increasing the promotional resources 
limit to 101 units (approx.). In case promotional resources can’t be increased the 
management must decrease the aspiration on total sales.  

5   Conclusion 

In this paper we have formulated and solved an optimization problem allocating 
the limited promotional resources for mass market promotion and differentiated 
market promotion of a product maximizing the sales measured through adoption. 
A recent innovation diffusion model which captures the adoption of a product in 
segmented market due to the joint effect of two types of promotion is used to 
measure the adoption process. This is for the first time that a promotion allocation 
optimization problem is formulated for a situation when the effect of mass and dif-
ferentiated promotion is explicitly captured. The optimization model is developed 
under upper bound constraint on promotional resources and minimum target sales 
level constraints to be attained from distinct segments individually and in total. 
The solution procedures to the problems are also discussed. Infeasibilities are han-
dled using differential evolution approach using which we get the best possible so-
lution to the problem. To show the applicability of the proposed problem a numer-
ical illustration is presented. This paper shows a big scope of future research such 
as allocation of promotional resources for mass market promotion and differen-
tiated market promotion can be done for multiple products. Also dynamic promo-
tional resource allocation for a single product and multi product in multiple time 
periods over a planning horizon can be worked upon.      
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Abstract. In this paper, an enhanced version of DE named MRLDE is used to 
solve the problem of image enhancement. The parameterized transformation func-
tion is used for image enhancement which uses both local and global information 
of image. For image enhancement, an objective criterion is considered which use 
the entropy and edge information of image. The objective of the DE is to maxim-
ize the objective fitness criterion in order to improve the contrast. Results of 
MRLDE are compared with basic DE, PSO, GA and with histogram equalization 
(HE) which is another popular enhancement technique. The obtained results indi-
cate that proposed MRLDE yield better performance in the comparison of other 
techniques. 

Keywords: Image enhancement, Differential  evolution,  Mutation,  Parameter 
optimization. 

1   Introduction 

Image enhancement, is one of the important image processing techniques, 
where an image can be transform into other image in order to improve the expla-
nation or observation of information for human viewers, or to provide better input 
for other automated image processing techniques. According to [1], image en-
hancement techniques can be divided into four main categories: point operation, 
spatial operation, transformation, and pseudo coloring. The work done in this pa-
per is based on spatial operation. .  

There are several method available for image enhancement out of which some 
are Histogram equalizer for contrast enhancement for gray images [2], Linear con-
trast stretching [2] which employs a linear transformation that maps the gray-
levels in a given image to fill the full range of values, and Pseudo-coloring which 
is an enhancement technique that artificially “color” the gray-scale image based 
on a color mapping [1], [3]. 
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In recent years evolutionary algorithms like GA and PSO, have been success-
fully applied to image enhancement [3]-[9]. In this paper Differential Evolution 
(DE) and its improved version (MRLDE) has been used for contrast enhancement 
for gray image.  

DE is a stochastic population based, direct search technique for global optimi-
zation. In Comparison to Particle Swarm Optimization (PSO) and Genetic Algo-
rithm (GA), DE has many advantages, such as faster convergence speed, stronger 
stability, easy to understand [10]. It has been successfully applied to many real life 
problems of science and engineering field [11]. Some recent survey of DE can be 
found in [12] and [13]. 

In the present study, Modified Random Localization based DE (MRLDE) an 
improve variant of DE is proposed for image enhancement. In MRLDE, a novel 
selection procedure is proposed for choosing three randomly vectors to perform 
mutation operation.  

The rest of paper is organized as follows: In Section 2 the model of enhance-
ment problem is discussed. In Section 3 theory of DE and proposed MRLDE are 
discussed. Results and discussion are given in Section 4, and finally the conclu-
sions derived from the present study are drawn in Section 5  

2   Problem Formulation 

In this section we have described the transformation function that is required for 
image enhancement and the criteria which is required to evaluate the quality of 
enhanced image 

2.1   Transformation Function 

The transformation function T generates the new intensity value for each pixel 
of size NM  input image to produce the enhanced output image. The enhance-
ment process can be denoted by, 

)),((),( jifTjig         (1) 

where f (i, j) is the gray value of the (i, j)th pixel of the input image and g(i, j) 
the gray value of the (i,j)th pixel of output image. The function used here is de-
signed in such a way that takes both global as well as local information to produce 
the enhanced image. 

Considering literature [3] and [9], the transformation function can be defined 
as: 
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where ),( jim  is local mean and ),( ji is local standard deviation of the (i,j)th 

pixel of input image over nn window; M is global mean of image; a, b, c and k 
are the parameters defined over real positive and same for whole image.  

DE’s task is to solve the image enhancement problem by tuning the four para-
meters a, b, c and k, in order to find the best combination according to an objec-
tive criterion that describes the contrast in the image. 

2.2   Evaluation Criterion 

To evaluate the quality of an enhanced image without human intervention, we 
need an objective function which will say all about the image quality [3]. Accord-
ing to [3], enhanced images should have the following characteristics – sufficient 
information, higher contrast and clear texture. Thus, the objective evaluation func-
tion is the mixture of three performance measures, namely entropy value, mean 
value of edge intensities and the number of edges (in pixels).  

According to literature [3] and [9], objective evaluation function can be written 
as: 

)(
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     (3) 

where eI is enhance image of input image oI by transform function given in 

Equation-2. To obtained edge image sI , Sobel edge operator has been used in the 

study. )(_ sIedgelsn is sum of non-zero pixels and )( sIE is sum of gray level pix-

els in the image sI . 

In (3), entropy’s calculation is based on the histogram of the enhanced image, 
so it can be expressed as: 
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where 0),(log2  iiii hifhhe , otherwise 0ie  and ih is the probability of 

occurrence ith intensity value of enhance image. 

3   Basic DE and MRLDE Algorithms 

In this section, the brief overview of basic DE and proposed MRLDE is dis-
cussed.  
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3.1   Basic DE 

Basic DE algorithm is a kind of evolutionary algorithm, was proposed by Storn 
and Price [14]. The structure of DE is similar to the GA with both using the opera-
tors’ selection, mutation and crossover to guide the search process. The main dif-
ference between standard GA and DE is mutation operation. Mutation is a main 
operation of DE, and it revises each individual’s value according to the difference 
vectors of the population. The algorithm uses mutation operation as a search me-
chanism; crossover operation is applied to induce diversity and selection operation 
is to direct the search toward the potential regions in the search space. 
The working of DE is as follows: First, all individuals are initialized with uni-
formly distributed random numbers and evaluated using the fitness function pro-
vided.  
The following are executed until maximum number of generation has been 
reached or an optimum solution is found. 

i. Mutation: For a D-dimensional search space, for each target vector GiX , at the 

generation G, its associated mutant vector is generated via certain mutation 
strategy. The most often used mutation strategy implemented in the DE is given 
by equation-1. 

)(* ,,,, 321 GrGrGrGi XXFXV       (5) 

where },....,2,1{,, 321 NPrrr  are randomly chosen integers, different from each 

other and also different from the running index i. F (>0) is a scaling facor 
which controls the amplification of the difference vectors. 

ii. Crossover: Once the mutation phase is over, crossover is performed between 
the target vector and the mutated vector to generate a trial point for the next 
generation.  
The mutated individual, Vi,G = (v1,i,G, . . . , vD,i,G), and the current population 
member ( target vector), Xi,G = (x1,i,G, . . . , xD,i,G), are then subject to the cross-
over operation, that finally generates the population of candidates, or “trial” 
vectors, Ui,G = (u1,i,G, . . . , uD,i,G), as follows: 
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iii. Selection: The final step in the DE algorithm is the selection process. Each in-
dividual of the temporary (trial) population is compared with the corresponding 
target vector in the current population. The one with the lower objective func-
tion value survives the tournament selection and goes to the next generation. As 
a result, all the individuals of the next generation are as good as or better than 
their counterparts in the current generation.  
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3.2   Proposed MRLDE 

During mutation operation, generally, we do not follow any rule of selection of 
three random vectors Xr1, Xr2 and Xr3 from population, except for the fact that 
these should be mutually different from each other and also from the target vector 
Xi. By this procedure we are not sure about the position of these vectors. These 
vectors may be selected from either a small cluster or may be selected as very far 
from each others.  This procedure may lead to the loss of some important informa-
tion about the search space.  

To avoid this shortcoming, a new mutation scheme is presented in which in-
stead of having a random selection we make use of localized selection where each 
solution vector represents a particular region of the search space. 

The proposed strategy is very simple. After sorting the initial population ac-
cording to the fitness function value, we divide it into three regions say R-I, R-II 
and R-III.  
 R-I represent the region having the fittest individuals or the elite individuals. 
 R-II represents the set of next best individuals. 
 R-III represents the remaining.  
 Now, we select the three candidates for mutation; Xr1, Xr2 and Xr3 from R-I, R-

II and R-III respectively.  
We can easily see that this scheme, tries to cover the maximum of the search 

space making it more exploratory in nature. 
The size of R-I R-II and R-III are taken as %*NP , %*NP and %*NP  re-

spectively, where  and, are integers to be decided by the user. The proposed 

strategy is named Modified Random localization (MRL) and the corresponding 
DE variant is called ‘MRLDE’. 

More details of MRLDE can be found in [15], where the effectiveness of 
MRLDE has been proved on some benchmark functions, in term of accuracy and 
fast convergence speed. 

 
 
 
 
The main steps of MRLDE for image enhancement are given; 
 

MRLDE for Image enhancement  
1 Begin 
2 Input original image Io 
3 Transform Io into enhance image Ie by equation -2. 
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4 Start with G=0   // generation 
5 Generate uniformly distribution random population PG= {Xi,G, 

i=1,2,...NP} 
Xi

G = Xlower +(Xupper –Xlower)*rand(0,1),  
where Xlower and Xupper are lower and upper bound.

6 Evaluate the fitness as F(Xi,G) given by equation-3 
7 Sort (F(Xi,G)) /* put whole population in increasing order on the basis of   

                       fitness value*/
8 while (termination criteria is nor met) do 
9     for i=1:NP  
10       Divide P into 3 regions say R-I, R-II ans R-III  where size of R-I, R- 

      II and R-III are %)*(%)*(%),*(  NPandNPNP  respectively 

11       Select r1 ,r2 and r3 as;  

      

)(})*)1,0(((int){

)(})*)1,0(((int){

)(})*)1,0(((int){

33

22

11

irwhilerandrdo

irwhilerandrdo

irwhilerandrdo










 

12        Perform mutation operation by equation-5
13        Perform crossover operation by equation-6 
14        Evaluate the fitness F(Ui,G) by equation -3 
15        Select best vector among Xi,G and Ui,G for next generation by  

        equation-7 
16     End for 
17 Sort (F(Xi,G+1)) 
18 End while 
19 END 
 

4   Experimental Result and Discussion 

4.1   Experimental Settings 

Following parameter settings have been taken during experiments for DE and pro-
posed MRLDE: 
 The population size NP is taken as 30 for DE and MRLDE as suggest in [9]. 
 Scale factor F and Crossover probability is taken as 0.5 and 0.9 respectively 

[15] 
 For MRLDE, the value of  ,, is taken as 20, 80 and 80 respectively [15]. 

 Maximum number of iteration is set to 300 [9].  
 The range of parameter a, b, c, k have been taken similar as [3] i.e. 

]5.1,5.0[],1,0[],5.0,0[],5.1,0[  kcba  
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 All experiments are simulated using by Matlab-7.7.0 

4.2   Results 

3 images of different size have been selected for implementation. The detail of 
these images is given in Table-1 as below: 

 
Table 1.  Detail of input images 

Image Size No of edge Fitness value 
Cameraman 256*256 2485 99.32 
Tire 205*232 1823 124.43 
Pout 291*240 1492 2.01 

 
The results of enhance images are given in Table-2. The results are given for 

number of edges and fitness value. Here the results of GA and PSO are taken from 
[9].  

The results show that MRLDE gives maximum number of edge pixels and fit-
ness value in the comparison of all other techniques, while DE perform better than 
GA and PSO but not perform better in the comparison of histogram equalizer 
(HE) in all the cases. 

 
Table 2.  Results and comparison of enhanced images by different techniques 

Image  HE[9] GA [9] PSO [9] DE MRLDE 
Cameraman Edge 2604 2575 2674 2688 2765 

Fitness 128.66 102.98 128.82 129.21 137.33 
Tire Edge 2194 1917 2020 2034 2455 

Fitness 142.29 130.03 136.39 139.73 154.48 
Pout Edge 2044 2040 2048 2056 2088 

Fitness 8.96 2.97 10.45 10.74 12.65 
 
The above results ensure the better quality of enhanced image by MRLDE 

comparative to other techniques. It can be seen from Figure 1, that the brightness 
and contrast of the enhance images using MRLDE, appear visible and is more than 
the brightness and contrast of the original images. Also, it can be shown clearly, 
that the brightness of the enhanced images using MRLDE is better than the 
brightness of the enhanced images using HE and DE.  
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Image: Pout 
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                   (c)                                         (d) 
 
Image: Tire 

     
                      (a)                                           (b) 
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                       (c)                                           (d) 

Fig. 1. Results of all image (a) Original image, (b) Enhance image by.histogram equalizer 
(HE) , (c) Enhance image by DE, (d) Enhance image by MRLDE 

 

5   Conclusion 

In the present study, image enhancement an important part of image processing is 
considered. The objective is to maximize the contrast in order to get a better pic-
ture quality. MRLDE, an enhanced DE variant is employed as an optimization tool 
for solving the problems. The numerical results when compared with basic DE, 
GA, PSO and HE methods indicate that the performance of MRLDE is better in 
comparison to others in terms of fitness value and edge detection. 
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Abstract. Traffic densities in highly populated areas are more prone to various 
types of congestion problems. Due to the highly dynamic and random character of 
congestion forming and dissolving, no static and pre deterministic approaches like 
shortest path first (SPF) etc. can be applied to car navigators. Sensors are adequate 
here. Keeping view in all the above mentioned factors, our contributions in this 
paper include the development of a novel Bio Inspired algorithm on multiple lay-
ers to solve this optimization problem, where, car routing is handled through algo-
rithms inspired by nature [Honeybee behavior]. The experimental results obtained 
from the implementation of the proposed algorithm are quite encouraging. 

Keywords: Vehicular traffic management; Honey bee; Traffic optimization 

1   Introduction 

Traffic densities in highly populated areas are more prone to congestion prob-
lems, to some extent. Due to highly dynamic and random character of congestion 
forming and dissolving, no static and pre deterministic approaches like shortest 
path first (SPF) etc. can be applied to car navigators. 

In this paper we tried to emphasize on the progress of a highly adaptive and in-
novative algorithm to deal with this problem. We got inspired primarily by the 
ideas of Swarm Intelligence technique, as the same is being applied rationally to 
address similar kinds of problems since decades back and also that have been de-
tected in the honeybee communication. As a major development towards this field 
we present an idea based on honeybee based self-organizing vehicle routing algo-
rithm termed as honey jam (ideally aimed at traffic congestion). 
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2   Historical Background 

Honey bees live in a colony and play two types of functional roles. In one type, 
they discover new food sources and are termed as scouts, and the second one be-
ing foragers, that transport nectar from an already discovered flower site by fol-
lowing the dances of other scouts or foragers. Foragers use a special kind of me-
chanism called waggle dance to specify information about the quality, direction 
and distance to a distant food source. The intensity of the dance (reflecting the 
quality of the food source) determines the number of additional foragers required 
to be recruited to exploit the source. These foragers fly in the rough direction of 
the food source. 

Once they have arrived at the approximate location, the foragers use their 
senses to precisely find their destination. These recruited foragers arrive in greater 
numbers at more profitable food sources because the dances for richer sources are 
more conspicuous and hence likely to be encountered by more number of unem-
ployed foragers. 

3   Previous Works 

The paper proposed by Jake Kononov, Barbara Bailey, and Bryan K. Allery [1], 
first explores the relationship between safety and congestion and then examines 
the relationship between safety and the number of lanes on urban freeways. The 
relationship between safety and congestion on urban free-ways was explored with 
the use of safety performance functions [SPF] calibrated for multi-lane free-ways 
in Colorado, California, Texas. The Focus of most SPF modeling efforts to date 
has been on the statistical technique and the underlying probability distributions. 
The modelling process was informed by the consideration of the traffic operations 
parameters described by the Highway Capacity Manual [1]. 

In 2006, H Ludvigsen et al., has published Differentiated speed limits allowing 
higher speed at certain road sections whilst maintaining the safety standards are 
presently being applied in Denmark [2]. The typical odds that higher speed limits 
will increase the number of accidents must thus be beaten by the project [2]. 

In another important work, C.J. Messer et al. [3] presented a new critical lane 
analysis as a guide for designing signalized intersections to serve rush-hour traffic 
demands. Physical design and signalization alternatives are identified, and me-
thods for evaluation are provided. The procedures used to convert traffic volume 
data for the design year into equivalent turning movement volumes are described, 
and all volumes are then converted into equivalent through auto-mobile volumes. 
The critical lane analysis technique is applied to the proposed design and signali-
zation plan. The resulting sum of the critical lane volumes is then checked against 
established maximum values for each level of service (A, B, C, D, E) to determine 
the acceptability of the design. In this work, the authors have provided guidelines, 
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a sample problem, and operation performance characteristics to assist the engineer 
in determining satisfactory design alternatives for an intersection [3]. 

There is one more design called Design of a Speed Optimization Technique in 
an Unplanned Traffic (DSOTU) [4] finding methods in other literature are a fami-
ly of optimization algorithms, which incorporate level of traffic services in the al-
gorithms. There are two major issues, in the first part; we have analyzed the major 
issues residing in the latest practice of the accidental lane; and, in the last part, we 
have discussed the possible applications of this new technique and new algorithm 
[4]. Other works in this area are also reported in [5-8]. 

4   Proposed Work 

In our previous work we specially concentrated on maximum speed utilization 
of any vehicle as well as planning lanes for an unplanned traffic, but in this work 
we are also considering the speed of each lanes and their speed difference. As too 
much speed difference drives vehicles to be biased to only one lane though other 
lanes are not utilized properly. So our algorithm ensures maximum utilization of 
the lanes present in traffic without affecting the optimum speed of the vehicle too 
much, because vehicles can transit after the lanes threshold value is reached. But 
as a trade of, this eventually increases the number of transitions required to give a 
vehicle its optimum high speed. 

4.1   Assumption 

To implement this algorithm as a simulation of the real life scenario under con-
sideration, certain assumptions are made without loss of generality of the problem. 
During the execution of the algorithm it is assumed that there will be no change in 
the current speed of the vehicle, if accidentally any vehicle’s speed becomes ‘0’ 
then totally discard the vehicle from the corresponding lane. Our algorithm runs 
periodically and continuously tries to optimize the speed of the lanes by reducing 
the speed difference of present lanes, but to achieve this we might have to increase 
the number of transitions of vehicles entered in to the lanes.  

4.2   Description of the proposed algorithm 

The primary sections of the proposed algorithm and their major functionalities are 
described below. 
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Step 1. During this step, inputs are taken from sensors, e.g. current speeds of ve-
hicles, arrival time etc., and numbers of vehicles are counted input by the 
sensor, and numbers of lanes present in the traffic with their corresponding 
threshold values are input, too.  

Step 2. In this step, lanes are assigned to different vehicles having different current 
speeds. The way is first fill up the first lane up to its threshold value then 
when the first lane’s threshold value is filled up the vehicles which are al-
located to the first lane is moved to the next lane until its population 
reaches to the threshold value and the population of the first lane get de-
cremented as vehicles moved from the first lane to next lanes. Then the 
first lane is also get populated with remaining vehicle’s speed simulta-
neously. This process is continued until all the lanes got filled up to its 
threshold value. 

Step 3. Categorizing them depending on their assigned lane. 
Step 4. This step finds the lane for remaining number of vehicles, where, the 

difference between the vehicle’s current speed and lane’s speed buffer’s 
average speed is minimum and takes the vehicle to the lane, categorizes it 
same as the lane’s other vehicles, increases the population of the lane, 
and stores the vehicle’s current speed in the speed buffer of the lane.  

Step 5. This step is used for checking total numbers of transitions, i.e. at which 
point of the lane and from which lane to where the transition will occur 
for all vehicles, thereby calculating the average speed of the lanes also. 

 

 
Table 1.  Table of Notations used in algorithm HoneyJam 

Notations used Meaning 

Vi Speed of the ith vehicle 
Li Lane of the ith vehicle  

type(i) Type of the vehicle 
T Arrival time difference between a high and low speed vehicles 
t1 Time interval to overtake a vehicles at lower speed  
D Distance covered by low speed Vehicle  
d1 Distance covered by high speeding Vehicle  
Bn Buffer of Lane n or population of Lane n 
Count Total no. Vehicle in traffic  
t_Count Total no. of transitions while assigning vehicles to a particular lane up to it's threshold value 
trans_l Total number Of transitions  
L_th(i) Threshold value of lane i 
L_V a(i) Speed of the vehicle a present in the lane i  
L_avg(i) Average speed of the lane i 
Lane Number of lanes 
X Marking after all the lanes filled up by its threshold value 
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4.3   Pseudo Code of Algorithm HoneyJam 

INPUT: Vehicle’s name, current speed, arrival time, number of lanes, threshold 
value of each lane.  
OUTPUT: Total number of transitions and the average speed of the each lane 
present in the traffic. 
 
Step 1.1: Set count=1; /*used to count the number of vehicles*/  
Step 1.2: get_input ()/*Enter the inputs when speed of the vehicle is non-zero. */  
Step 1.3: Continue Step 1.1 until sensor stops to give feedback.  
Step 2: for b=1 to Lane  
             Set x=x+L_th(b); 
             Set Bb=0 and i=1; 

While (Bb! =L_th (b)) 
if(b==0) 

  Enter Vi into b lane’s speed buffer, 
 Bb++; 
  i++; 

 else  
  Enter Vi into 1st lane’s speed buffer and transfer 1st lane's 
populated vehicle to next                  unpopulated lane. 
  t_Count= t_Count+(b-1); 
  Bb++; 
  i++; 
 End Loop 
            End Loop 
           return x; 
Step 3:  for b=1 to Lane 
 for a=1 to L_th(b) 
  for c=1 to Count 
   if(Vc==L_V a(b)) 
    type(c)=b 
  End Loop 
 End Loop 
             End Loop  
Step 4:  for a=x to Count 
 set min=|Va-L_avg(1) |; 
 set buf=1; 
 set type(a)=1; 
  for b=1 to Lane 
   d=|Va-L_avg(b)|;/*Taking only magnitude of the 
difference*/  
   if(d==0) 
    set type(a)=b; 
    set buf=b; 
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    break; 
   if(d<min) 
    set type(a)=b 
    set buf=b; 
  End Loop   
  update Bbuf++; 
  update L_V Bbuf(buf); 
              End Loop 
Step 5: for 1≤i≤Count  
 for 2≤j≤Count  
  If type(i)= type(j) and Vi<Vj and (i) vehicle’s arrival time≤ (j) 
vehicle’s arrival time  
  Set t=(j) vehicle’s arrival time - (i) vehicle’s arrival time  
  Set t1=0  
  Begin loop  
   Set t1=t1+1  
   Set d=Vi*(t+t1)  
   Set d1=Vj*t1  
   If d1≤d set trans_l = trans_l+1;     
  End loop  
  trans_l= trans_l+t_Count; 
 End loop  
         End loop  
         For 1≤m≤Lane 
         Calculate each lane’s average speed from its speed buffer.  
Step 6: Return Number of transitions required= trans_l 
Step 7: End. 

5   Results and Analysis 

5.1   Analysis of Algorithm HoneyJam 

 The algorithm stated above is implemented on a planned traffic area where 
number of lanes and their population's threshold value is known beforehand. 

 The objective will follow linear queue as long as speed/value/cost of 
proceeding to greater than the immediate next. 

 Transitions/Crossovers are calculated and appropriate data structures are used 
in order to maintain the uniformity. 
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 We assume that the lanes are narrow enough to limit the bi-directional 
approach. 

 We tried to implement logic in the algorithm HoneyJam in order to maintain 
optimized speed for each lane by reducing the average speed difference 
amongst lanes. 

 The algorithm also calculates the transition points if speed/value/cost of a 
vehicle whenever found unable to maintain the normal movement and failed 
to transit in all possible calculated lanes.  

 Transition points are recorded with their positions and numbers using appro-
priate data structures to maintain the record. 

5.2   Time Complexity Analysis 

Time complexity of the proposed algorithm and its subsections has been analyzed 
in the following Table 2. 

 
Table 2.  Time complexity analysis 

Section Time complexity Final Time complexity 

Step 1 O(Count) 

O ((Count-1)*(Count-1)) 
Since Count>>Lane and 

L_th(b) 

Step 2 O(Lane*L_th(b)) 

Step 3 O(Lane*L_th(b)*Count) 

Step 4 O(Count-
(Lane*L_th(b))*Lane) 

Step 5 O((count-1)* (count-1)) 

5.3   Graphical Analysis 

The proposed algorithm has been implemented using C++ under GNU GCC com-
piler environment running Linux operating system with an Intel 3 GHz chip and 1 
GB of physical memory. Experimental datasets have been plotted in bar chart 
form to study the variations. Some sample bar charts are shown in the following 
Figure 1. In the graphical analysis we can easily find that the speed difference be-
tween the lanes are far much decreased in the bar chart (Figure 1a) we have fixed 
the sample size and varied the number of lanes present in the traffic and in next 
bar chart (Figure 1b) we have fixed the number of lanes present in the traffic and 
varied the number of samples. 
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(a) 

 

 

(b) 

Fig. 1 Graphical plot of experimental results 

6   Conclusions and Future Scopes 

The article presented through this paper mainly emphasize on optimal usage of 
lanes using threshold information as knowledge base, but at the cost of transitions, 
because in real life scenario transitions may be too high, hence our future effort 
will be certainly in this direction. 
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In this article amount of time taken to transit between lanes has been considered 
cannot be ignored. The cumulative sum of transition time between lanes in real 
world problem contributed much in optimality of the proposed solution. 

 
Bio inspired algorithms (like swarm intelligence) has been used with popula-

tion information as knowledge base in our previous works, but partial modifica-
tion of the stated concept taking threshold level information of the respective lanes 
will certainly be taken into consideration but implementation and formulation of 
algorithms along with optimality in transition, there by optimizing various aspects 
of traffic movement in real world will be considered in our future effort. 
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Abstract. Increasing globalization, diversity of the product range and increas-

ing customer awareness are making the market highly competitive thereby forcing 
different supply chains to adapt to different stimuli on a continuous basis. It is also 
well recognized that overall supply chain focus should be given an overriding 
priority over the individual goals of the players, if one were to improve overall 
supply chain surplus. Therefore supply chain performance has attracted research-
er’s attention. A variety of soft computing techniques have been employed to im-
prove effectiveness and efficiency in various aspects of supply chain management. 
The aim of this paper is to summarize the findings of existing research concerning 
the application of soft computing techniques to supply chain management. 

Keywords: computing; Supply chain management; Genetic  algorithm,  Fuzzy 
logic, Neural network. 

1   Introduction 

This research aims at reviewing the common soft computing techniques applied 
to supply chain management, exploring the current research trends and identifying 
opportunities for further research. The main issues to address include: what are the 
main problems within supply chain that have been investigated using soft compu-
ting techniques? What techniques have been employed? What are the main find-
ings and achievements up to date? This paper is organized in five sections. Subse-
quent to the introduction in Section 1, the supply chain management and soft 
computing techniques are briefed in Sections 2 and 3. Section 4 describes the re-
search methodology used in this paper. Finally, a summary of existing studies and 
a discussion on the future research directions are provided. 

2   Supply chain management 

Supply chain management as the management of upstream and downstream rela-
tionships with suppliers and customers to deliver superior customer value at less 
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cost to the supply chain as a whole [1]. Harrison described the supply chain man-
agement as a plan and controls all of the processes that link partners in a supply 
chain together in order to meet end-customers requirements [2]. As the sub-
process of supply chain management, logistics deals with planning, handling, and 
control of the storage of goods between manufacturer and consumer [3]. Rushton 
described another well-known definition of logistics as the strategic management 
of movement, storage, and information relating to materials, parts, and finished 
products in supply chains, through the stages of procurement, work-in-progress 
and final distribution. A pictorial classification of supply chain linkage is shown in 
Fig. 1. 
 

 

Fig. 1. Supply chain linkages 

3   Soft computing 

According to Prof. Zadeh, in contrast to traditional hard computing, soft 
computing exploits the tolerance for imprecision, uncertainty, and partial truth to 
achieve tractability, robustness, low solution-cost, and better rapport with reality. 
In other words, soft computing provides the opportunity to represent ambiguity in 
human thinking with the uncertainty in real life [5].Soft computing is a group of 
unique methodologies, contributed mainly by Fuzzy Logic (FL), Neural Networks 
(NN), and Genetic Algorithms (GA), which provide flexible information 
processing capabilities to solve real-life problems. The major soft computing 
techniques are briefed as following. 

3.1   Genetic algorithms 

The genetic algorithm is a probabilistic search algorithm that iteratively trans-
forms a set (called a population) of mathematical objects (typically fixed-length 
binary character strings), each with an associated fitness value, into a new popula-
tion of offspring objects using the Darwinian principle of natural selection and us-
ing operations that are patterned after naturally occurring genetic operations, such 

466 S. K. Jauhar and M. Pant



as crossover (sexual recombination) and mutation [6]. Genetic algorithms (GA) 
are a special subclass of a wider set of EA techniques. In resolving difficult prob-
lems where little is known, their pioneered work stimulated the development of a 
broad class of optimisation methods [7]. Based on the principles of natural evolu-
tion, genetic algorithms are robust and adaptive methods to solve search and opti-
misation problems [3]. Because of the robustness of genetic algorithms, a vast in-
terest had been attracted among the researchers all over the world [8].In addition, 
by simulating some features of biological evolution; genetic algorithms can solve 
problems where traditional search and optimisation methods are less effective. 
Therefore, genetic algorithms have been demonstrated to be promising techniques 
which have been applied to a broad range of application areas [9]. 

  
3.2 Neural network 
 

DARPA Neural Network Study (1988): Defines a neural network as a system 
composed of many simple processing elements operating in parallel whose func-
tion is determined by network structure, connection strengths, and the processing 
performed at computing elements or nodes.  A neural network is a parallel distri-
buted information processing structure consisting of a number of nonlinear 
processing units called neurons. The neuron operates as a mathematical processor 
performing specific mathematical operations on its inputs to generate an output 
[10]. It can be trained to recognize patterns and to identify incomplete patterns by 
duplicating the human-brain processes of recognizing information, burying noise 
literally and retrieving information correctly. In terms of modeling, remarkable 
progress has been made in the last few decades to improve artificial neural net-
works (ANN).Artificial neural networks are strongly interconnected systems of so 
called neurons which have simple behavior, but when connected they can solve 
complex problems. Changes may be made further to enhance its performance [11]. 
 
3.3. Fuzzy logic 
 

Fuzzy logic is a mathematical formal multi-valued logic concept which uses 
fuzzy set theory. Its goal is to formalize the mechanisms of approximate reasoning 
[12]. It provides a mathematical framework to treat and represent uncertainty in 
the perception of vagueness, imprecision, partial truth, and lack of information [7]. 
As the basic theory of soft computing, fuzzy logic supplies mathematical power 
for the emulation of the thought and perception processes [9]. To deal with qualit-
ative, inexact, uncertain and complicated processes, the fuzzy logic system can be 
well-adopted since it exhibits a human-like thinking process [13].One of the rea-
sons for the success of fuzzy logic is that the linguistic variables, values and rules 
enable the engineer to translate human knowledge into computer evaluable repre-
sentations seamlessly [7]. Fuzzy logic is one of the techniques of soft computing 
which can deal with impreciseness of input data and domain knowledge and giv-
ing quick, simple and often sufficiently good approximations of the desired solu-
tions. 
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4 Methodology 

The research methodology involves reviewing papers for soft computing tech-
niques applied to the related processes in supply chain management. Initially two 
groups of keywords were used to cross-search related papers in specific databases. 
The first group of key words includes soft computing, neural network, fuzzy logic 
and genetic algorithm while the second group includes supply chain, transporta-
tion, logistics, forecasting, and inventory. The framework applied in this research 
is defined and developed by the Global Supply Chain Forum (GSCF) sponsored 
by the Council of Logistics Management (since 2005 it is called the Council of 
Supply Chain Management Professionals). The following eight processes of 
supply chain management have been categorized by the GSCF: 

1. Demand management  
2. Manufacturing flow management 
3. Order fulfillment 
4. Product development and commercialization  
5. Returns management  
6. Supplier relationship management  
7. Customer service management 
8. Customer relationship management  

To refer to the eight processes of supply chain management categorized by the 
GSCF, the review of existing papers is classified into the following sections, 

 
4.1. Demand management 

Selen and Soliman have defined Demand Cycle Management as a set of 
practices aimed at managing and coordinating the whole demand chain, starting 
from the end customer and working backward to raw material supplier. Demand 
management plays a critical role within supply chain management. A reliable de-
mand forecast can improve the quality of organizational strategy [15].The domain 
of demand management has been a major interest in soft computing since 1990s. 
A pictorial classification framework on demand chain is shown in Fig. 2. 

 

 

Fig. 2. Demand chain 

4.1.1. Sales and demand forecasting 
Accurate forecasting is an essential tool for many management decisions, 

for both strategic and tactical business planning. Advances in data analysis and 
software capabilities have the potential to offer effective forecasting to anticipate 
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future demands, schedule productions and reduce inventories [15]. Artificial neur-
al networks have been recognized as a valuable tool for forecasting. The major 
advantages to employ artificial neural networks in forecasting include its self-
adaptive capability to learn from experience as well as to generalize results from 
sample data with noise. In addition, to compare with conventional statistical me-
thods, artificial neural networks can model continuous functions to any desired ac-
curacy [17]. Furthermore, as opposed to the traditional linear and nonlinear time 
series models, artificial neural networks are nonlinear data-driven approaches with 
more flexibility and effectiveness in modeling for forecasting [18]. Besides, a pro-
totype supply planning system to enhance short-term demand forecast [19]. Ansuj 
et al. and Luxhoj et al. presented a neural network-based model to achieve more 
accurate sales forecasting results [20-21]. In addition, Kimbrough et al. and Stroz-
zi et al. analysed the famous beer game for order policy optimisation [22-23]. 
Liang and Huang developed a multi-agent system for agents in supply chain to 
share information and minimise total cost [24].  
 
4.1.2. Bullwhip effect 

An effective supply chain management means efficient flow of quality and 
timely information between customer and suppliers which shall enable the suppli-
er to uninterrupted and timely delivery of material to the customer but in practical 
life, there are situations which are never planned, and create oscillations in de-
mand resulting in distortions in the supply chain. There can be a single cause or 
combinations of many factors. Suppliers, manufacturers, sales people, and cus-
tomers have their own, often incomplete, understanding of what real demand is. 
Each group has control over only a part of the supply chain, but each group can in-
fluence the entire chain by ordering too much or too little. This lack of coordina-
tion coupled with the ability to influence while being influence by others lead. 
Drivers of bull whip effect can be from Customers, suppliers, systems, processes, 
sales, manufacturing, external factors etc [25].The bullwhip effect is one of the 
most popular research problems in supply chain management. It describes the dis-
tortion on demand forecasting throughout supply chain partners. Soft computing 
techniques proved to be effective to reduce bullwhip effect in supply chains [26]. 

 
4.2. Manufacturing flow management 
    Manufacturing flow management is the supply chain management process that 
includes all activities necessary to move products through the plants and to obtain, 
implement and manage manufacturing flexibility in the supply chain.  Manufac-
turing flexibility reflects the ability to make a wide variety of products in a timely 
manner at the lowest possible cost.  

 

Fig.3. Manufacturing flow in SCM 
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To achieve the desired level of manufacturing flexibility, planning and execution 
must extend beyond the four walls of the manufacturer in the supply 
chain[27].The work flow of the Manufacturing division encompasses sections de-
voted to Parts Management, Assembly, and Inspection. A framework on manufac-
turing flow in SCM is shown in Fig. 3. The initial paper with respect to applica-
tion of soft computing in manufacturing flow management was accepted in 1990. 
There were only a few works in this area before 2001. Nevertheless, it demon-
strates a steady rise in the number of papers since 2003 and reaches a peak in 
2008. The challenge to improve manufacturing performance has drawn the atten-
tion of researchers to employ diverse soft computing techniques. The evidence 
seems to be strong that more studies can be anticipated in the near future. 

 
4.2.1. Supply chain planning 
    In most organizations, supply chain planning is the administration of supply-
facing and demand-facing activities to minimize mismatches, and thus create and 
capture value requires a cross-functional effort [28]. A framework on supply chain 
planning in SCM is shown in Fig.4. 

 

Fig.4. Supply chain planning steps 

Supply chain planning is focused on synchronizing and optimizing multiple ac-
tivities involved in the enterprise from procurement of raw materials to the deli-
very of finished products to end customers [29].Genetic algorithms and artificial 
neural networks have been applied to derive optimal solutions for collaborative 
supply chain planning [30]. Moon et al. integrated process planning and schedul-
ing model for resource allocation in multi-plant supply chain and Huin et al. pre-
sented a knowledge-based model for resource planning [31-32]. Subsequently 
Huang et al. designed a supply chain model to integrate production and supply 
sourcing decisions [33].  

 
4.2.2. Production planning 
    Production planning involves looking ahead, anticipating bottlenecks and iden-
tifying the steps necessary to ensure smooth and uninterrupted flow of production. 

 

Fig. 5. Production Planning in SCM 

 Production planning is such a key issue that both directly and indirectly influ-
ences on the performance of the facility. Different approaches are proposed in the 
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literature for production planning, each of them has its own characteristics [34]. A 
classification framework on production planning in SCM is shown in Fig. 
5.Genetic algorithms have been applied to solve production planning problems. 
The general capacitated lot-sizing problem was studied by Xie and Dong initially 
[35]. Ossipovthen proposed a heuristic algorithm to optimise the sequence of cus-
tomer orders in production line [36]. Moreover, Kampf and Kochel focused on 
simulation-based sequencing and lot size optimisation while Bjork and Carlsson 
analysed the effect of flexible lead times by developing a combined production 
and inventory model [37-38].  

 
4.2.3. Materials planning/inventory management 
     Supply chain inventory management is an integrated approach to the planning 
and control of inventory, throughout the entire network of cooperating organiza-
tions from the source of supply to the end user. SCIM is focused on the end-
customer demand and aims at improving customer service, increasing product va-
riety, and lowering costs [39]. For a business to be successful it requires a lot of 
hard work and a well thought out mind that will plan wise methods and useful 
ones to manage inventory and keep stocks low The economic lot-size scheduling 
problems were solved by a GA-based heuristic approach as well [40].There were 
also a few studies concentrated on fuzzy order and production quantity with or 
without backorder problems [41]. Recently the typical inventory problems such as 
the order quantity and reorder-point problem or the two storage inventory problem 
have been solved by the development of multi-objective inventory model [42]. 
Shelf space allocation problems [43], determination of base-stock levels in a serial 
supply chain [44]. 

 
4.3. Order fulfillment 
Order fulfillment process is viewed as a key business process for achieving and 
maintaining competitiveness and is frequently the subject of re-engineering initia-
tives. Developing more responsive order fulfillment processes is generally recog-
nised as being desirable [45]. The key components to grade actual order fulfill-
ment are whether orders were delivered on time, in full, damage free, with 
accurate and complete documentation. A pictorial cycle on order fulfillment in 
SCM is shown in Fig. 6.   

 

Fig.6.Order Fulfillment Cycle 

Genetic algorithms have been applied to some challenging tasks successfully, such 
as logistics network design, vehicle routing, and vehicle scheduling problems. In 
addition to that, there are other interesting works that develop genetic algorithm 
approaches for customer allocation and shipping alternatives selection. 
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4.3.1. Vehicle routing 
Consider the situation shown below where we have a depot surrounded by a 

number of customers who are to be supplied from the depot. The depot manager 
faces the task of designing routes (such as those shown below) for his delivery ve-
hicles and this problem of route design is known as the vehicle routing or vehicle 
scheduling problem. A pictorial route of vehicle in a depot is shown in Fig. 7. 

 

Fig. 7. Vehicle route 

Vehicle routing is the problem of designing routes for delivery vehicles (of 
known capacities) which are to operate from a single depot to supply a set of cus-
tomers with known locations and known demands for a certain commodity. 
Routes for the vehicles are designed to minimise some objective such as the total 
distance travelled [46]. In order to pick up and deliver within specific time win-
dow, Slater used expert system and artificial intelligence to predict e-commerce 
customer orders [47]. Also, Pankratz justified that a GA-based approach is able to 
find quality solution to meet the increasing demands on flexible and prompt trans-
portation services [48].Torabi et al. found that a hybrid genetic algorithm is more 
promising in minimizing transportation cost in a simple supply chain [49]. A sur-
vey of different heuristic shortest path algorithms for demand-responsive transpor-
tation applications was presented [50]. In terms of vehicle assignment; Vukadi-
novic et al. concluded that neural networks can refine the fuzzy system to achieve 
better performance [51]. In addition, Potvin et al. reported an experimental result 
with data provided by a courier service company and proved that the neural net-
work outperform the linear programming model in vehicle dispatching [52]. 

4.3.2. Logistics network design 
A supply chain distribution network’s physical structure can substantially affect 

its performance and profit margin. Most existing research on supply chain network 
design pursues a cost-minimization objective and tries to satisfy all the demands. 
However, the additional revenue generated from serving some retailers could be 
much lower than the cost associated with serving them. Thus, trying to satisfy all 
the retailers’ demands might not give us the highest profit [53]. Teodorovic proved 
that fuzzy logic could be a very promising mathematical approach to solve com-
plex traffic and transportation problems [54]. Sheu first presented a hybrid fuzzy-
based methodology to identify global logistics strategies then achieved a remarka-
ble cost saving and customer service enhancement by allocating logistics re-
sources  dynamically  [55]. Genetic  algorithms  have  been  employed to solve 
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dynamic logistics network design and planning problems, such as multistage lo-
gistic network design and optimisation [56], freight transportation planning [57], 
multi-time period production and distribution planning [58], logistic process opti-
misation, and vehicle transshipment planning in seaport terminal [59]. 

 
4.4. Product development and commercialization 

The product development and commercialization process requires effective 
planning and execution throughout the supply chain, and if managed correctly can 
provide a sustainable competitive advantage. Developing product rapidly and 
moving them into the market place efficiently is important for the long term cor-
porate success [60]. A pictorial classification framework on product development 
and commercialization in SCM is shown in Fig. 8. 

 

Fig.8. Product Development and commercialization steps 

The soft computing techniques that have been applied to the sub processes of 
product development include product quality enhancement and cost reduction 
[61], the relationship between the shelf space assigned to various brands and the 
market share [62], the optimal variable selections of R&D and quality design [63], 
and evaluation of supply chain performance for new product [64]. 

 
4.5. Returns management 

Returns management is the supply chain management process by which activi-
ties associated with returns, reverse logistics, gate keeping, and avoidance are ma-
naged within the firm and across key members of the supply chain [65].Min et al. 
proposed a GA-based approach to solve reverse logistics problem of managing re-
turned products [66]. Furthermore, Lieckens and Vandaele developed an optimal 
solution to solve the reverse logistics network design problem while Min and Ko 
addressed the similar problem from 3PL service providers’ perspective [67-68]. 

 
4.6. Supplier relationship management 

Herrmann and Hodgson defined SRM as a process involved in managing pre-
ferred suppliers and finding new ones whilst reducing costs, making procurement 
predictable and repeatable, pooling buyer experience and extracting the benefits of 
supplier partnerships. It is focused on maximizing the value of a manufacturer’s 
supply base by providing an integrated and holistic set of management tools fo-
cused on the interaction of the manufacturer with its suppliers. [69]. 
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Fig.9. Supplier Relationship management in SCM 

 A pictorial classification of supplier relationship management different steps in 
SCM is shown in Fig. 9 Several papers used fuzzy logic approach to monitor and 
measure suppliers’ performance based on different criteria [70]. For example, Lau 
et al. analysed suppliers’ product quality and delivery time while Shore and Ven-
katachalam (2003) focused on the information sharing capability of potential part-
ners [71-72]. Deshpande et al. achieved an outstanding performance in assigning 
tasks to suppliers [73]. Furthermore, decision support models were proposed to 
enable a more effective selection of suppliers, vendors, and 3PL service providers 
[74-76]. Choy et al. used artificial neural network to design an intelligent supplier 
relationship management system in order to benchmark suppliers ‘performance 
and shorten the cycle time of outsourcing [77].  

 
4.7. Customer service management 
    Customer service management (CSM) offers a service oriented management in-
terface between customer and service provider .CSM includes a wide range of ac-
tivities, ranging from the time that there is a customer need for a product such as, 
requisition of a quotation to eventually providing ongoing support to customers, 
who have purchased the product. Since customer service processes are becoming 
more complex and a large number of decisions have to be made within a short pe-
riod of time, the conventional way of customer services based on fax, e-mail and 
telephone might not satisfy customer needs in electronic business. [78]. Bottani 
and Rizzi presented a fuzzy quality function deployment approach to address cus-
tomer needs, improve logistics performance, and ensure customer satisfaction 
[79]. 

 
4.8. Customer relationship management 
    Customer Relationship Management (CRM) is a process by which a company 
maximizes customer information in an effort to increase loyalty and retain cus-
tomers’ business over their lifetimes. It involves using technology to organize, au-
tomate, and synchronize business processes—principally sales activities, but also 
those for marketing, customer service and technical support [80]. It seems that 
there is a lack of papers addressing related issues in this area. 
 
5 Discussion, conclusions and future research 

The numerous and complex data sources are always needed to solve most of the 
problems in supply chain management. Soft computing tools seem promising and 
useful to analyse this data and to support manager’s decision making in a complex 
environment. Both genetic algorithms and fuzzy logic approach are the most 
popular techniques adopted to solve supply chain management problems, particu-
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larly in the manufacturing management and order fulfillment issues. By examining 
the number of papers in manufacturing flow management, order fulfillment and 
demand management, the evidence seems to be strong that the issues in supply 
chain management have attracted a growing attention. It could be identified that 
there has been a significant upward trend of applying soft computing techniques to 
solve diverse supply chain management problems. The reasons may not only be 
that more researches have been involved in traditional supply chain domain, but 
also far more studies have been developed in new areas such as supplier relation-
ship management and product development and commercialization 

Some of the main problems in supply chain management have been addressed 
by soft computing techniques; there are still some areas of possible application 
which have not yet been well explored. This is particularly true in the field of cus-
tomer service management. The qualitative issues dominate customer service 
management research. The qualitative nature of this domain also implies that it is 
difficult to frame problems in this area in a way that soft computing techniques 
can be readily applied. This may have resulted in the limited number of studies in 
this area. It is therefore expected that this paper can stimulate more research in the 
field of supply chain management. 
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Abstract. Artificial Bee colony (ABC), a recently developed optimization 
algorithm has gained the attraction of many researchers. The foraging behavior 
of bees is used to search the optimum solution to the problem. In this study the 
foraging process for food sources by onlooker bees is being modified, which 
combines the information of the best food sources (based on fitness/nectar 
value) and also the information of the location of current food source to find 
new search directions. The proposed variant is named as MF-ABC and is tested 
in a set of 5 well known benchmark functions. The simulated results 
demonstrate the performance and efficiency of the proposal over basic ABC.  

Keywords: Artificial Bee Colony, ABC, Optimization, Metaheuristic.  

1. Introduction 

Artificial Bee Colony (ABC), proposed by Karaboga [1][2] is the recent addition to 
the group of evolutionary algorithms. Like genetic algorithm (GA) [3], particle swarm 
optimization (PSO) [4], differential evaluation (DE) [5], and ant colony optimization 
(ACO) [6] ABC has also proved its performance when applied to the various complex 
real world problems. Karaboga and Basturk have compared the performance of the 
ABC algorithm with the performance of other well-known modern heuristic 
algorithms such as genetic algorithm (GA), differential evolution (DE), particle 
swarm optimization on unconstrained and constrained problems [7][8]. 
ABC, inspired by the intelligent foraging behavior of honey bees is characterized by 
three groups of bees (1) employed (2) onlooker and (3) scout bees. The bees 
intelligently organize themselves and divide the labor to perform the tasks, like 
searching for the nectar, sharing the information about the food source etc. The 
position of a food source represents a possible solution to the optimization problem 
and the nectar amount of a food source corresponds to the quality (fitness) of the 
associated solution. An epigrammatic mathematical narration of ABC is presented in 
section 3. 
ABC has gained a vibrant attraction of researchers to solve the many real world 
problems arising in various fields of engineering, biology, and finance etc. ABC has 
been successfully applied for solving a variety of real life and benchmark problems, 
the latest applications and survey can be found in [9]-[18] and [19] respectively.   
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In the present study, onlooker bees search mechanism is modified by allowing each 
location of food sources (solution) to generate better food source (offsprings). The 
search mechanism is improved by using the collective information of the best food 
source as well as the information of current food source. This search process tries to 
balance exploration and exploitation in ABC. The proposed MF-ABC is tested in a 
small test bed of 5 benchmark functions with different dimensions which shows its 
performance over basic ABC. 
The paper is structured as follows: Section 3 presents brief explanation and algorithm 
of the proposed work. The experimental settings and results are given in section 4. 
Findings and future work are presented as conclusion in section 5. 

2 Artificial Bee Colony: An Outline 

Define SN as the total number of bees, Ne as the colony size of the employed bees and 
No as the size of onlooker bees, which satisfy the equation SN = Ne + No. The number 
of food sources is equal to the number of employed bees because each food source is 
exploited by only one employed bee around the hive. The standard ABC algorithm 
can be expressed as follows: 
 
1. Randomly initialize a set of feasible food sources (x1; . . . ; xSN), and the specific 

solution xi can be generated by: 
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where j{1,2,…,D} is the jth dimension of the solution vector. Calculate the 
fitness value of each solution vector respectively.  

2. For an employed bee in the nth iteration xi(n), search new solutions in the 
neighborhood of the current position vector according to the following equation: 
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where x̂ SN, j{1,2,…,D}, k{1,2,…,Ne}, k ≠ i. j

i is a random number between -1 

and 1. 
3. Apply the greedy selection operator to choose the better solution between 

searched new vector j

ix̂  and the original vector j

ix  into the next generation. The 

greedy selection operator ensures that the population is able to retain the elite 
individual, and accordingly the evolution will not retreat.  

4. Each onlooker bee selects an employed bee from the colony according to their 
fitness values. The probability distribution (pi) of the selection operator can be 
described as follows. 
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where fiti is the fitness value of the solution i which is proportional to the nectar 
amount of the food source in the position i. 

5. The onlooker bee searches in the neighborhood of the selected employed bee’s 
position to find new solutions using Eq. (2). The updated best fitness value can be 
denoted with f best, and the best solution parameters 

6. If the searching times surrounding an employed bee exceeds a certain threshold 
limit, but still could not find better solutions, then the location vector can be re-
initialized randomly according to the Eq. (1). 

7. If the iteration value is larger than the maximum number of the iteration then 
stop, else, go to 2. 

3 Proposed Variant: MF-ABC 

The success of any evolutionary algorithm simply depends upon two antagonist i.e. 
exploration and exploitation. Like other evolutionary algorithms ABC also has some 
drawbacks which impede its performance. ABC is good at exploration while poor at 
exploitation. In this study an attempt is made to balance exploration and exploitation 
by improving the search mechanism of the onlooker bees. In the proposal the 
probability of each parent to generate a better food source is increased by allowing 
each location of food source (solution) to generate more than one food source. This is 
done by using different mutation operator that incorporate information of the best 
food source in the current population and as well as the information of the current 
parent to define the new search directions. This mutation operator allows each parent 
to generate more than one food sources in the same generation. The pseudocode of the 
proposed variant to generate multiple food sources is given in Fig. 1.  

 
For k=1 to q
   Select randomly r1≠r2≠r3≠i 
   For j=1 to D 
      If (U(0,1))>0.5 Then 
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   End If 
End For 

 
 

Fig.1. Multiple food sources generation, where q is user defined parameter to keep the best 

offspring generated. r1, r2 & r3 are randomly chosen random numbers such that r1≠r2≠r3≠i. j

Gix ,  

and j

Gbestx , is the current parent and best individual in the current population G respectively. 
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The α and β factors indicate the influence of the best and parent food sources 
(solutions), respectively, in the search direction of the offspring 

4 Experimental Settings, Simulated results and Discussions 

Benchmark Functions 
A test bed of 5 benchmark functions is taken to test the performance of the MF-ABC.  
 The first function is the Sphere function described by 




D

i
ixxf

1

2

1 )(
 

where the initial range of x is [-100, 100]D. The minimum solution of the Sphere 
function is x*= [0,0,…, 0] and f1(x*)=0. 

 The second function is the Ackley function described by 
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where the initial range of x is [-32.768, 32.768]D. The minimum of the Ackley 
function is x* = [0, 0,…,0] and f2(x*)=0. 

 The third function is the Griewank function described by 
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where the initial range of x is [-600, 600]D. The minimum of the Griewank 
function is x* = [100, 100,…,100] and f6(x*)=0.   

 
 The fourth function is the Rastrigin function described by 
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where the initial range of x is [-5.12, 5.12]D. The minimum of the Rastrigin 
function is x* = [0, 0,…,0] and f3(x*)=0. 

 The fifth function is the Rosenbrock function described by 
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where the initial range of x is [-50, 50]D. The minimum solution of the       
Rosenbrock function is x*= [1,1,…,1] and f5(x*)=0. 

 

Parameter Settings 
The population size, MCN (maximum cycle numbers) and limit are fixed to 80, 10000 
and 100 respectively. q is taken as 6 where as α and β are fine tuned at 0.8 and 0.2 
respectively, such that α+β=1. All the considered test functions are tested for 10, 20 & 
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30 dimensions. And maximum iteration are fixed to 500, 750 & 1000 for 10, 20, & 30 
dimensions respectively. Each of the experiments was repeated 25 times 
independently. And the reported results are the means and standard deviations of the 
statistical experimental data. All the algorithms have been executed on dual core 
processor with 1GB RAM. The programming language used is DEV C++. The 
random numbers are generated using inbuilt rand () function with same seed for every 
algorithm.  

Performance Analysis 
In order to analyze the relative performance of MF-ABC and ABC algorithms, a 
comparison is done on the basis of a performance index (PI) [20]. This index gives 
specified weighted importance to the rate of success to observe the reliability, and the 
number of function evaluations to observe the efficiency of the algorithm. For the 
computational algorithms under comparison the value of performance index PIj for 
the jth algorithm is computed as under: 
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Here, Tri is total number of times the ith problem solved, and Sri is the number of 
times ith problem solved successfully. Afi is the average number of function 
evaluations used by the jth algorithm in obtaining the optimal solution of ith problem in 
the case of the successful runs, and Mfi the minimum of the average number of 
function evaluations of successful runs used of the algorithms under comparison in 
obtaining the optimal solution of ith problem. N is total number of problems on which 
the performance of algorithms has been tested. Further, k1; and k2 are nonnegative 
constants such that k1 + k2 = 1 (these are in fact the weights assigned by the user to the 
percentage of success, and the average number of function evaluations used in 
successful run, respectively). The larger the value of PIj, better is the performance of 
the algorithm. In order to analyze the relative performance of MF-ABC and ABC 
algorithms equal weights are assigned to two of the terms (k1;and k2) at a time. 
Therefore, PIj becomes a function of a single variable. The case considered is k1 = w; 
k2 = (1 - w); 0≤w≤ 1.  

 

Result Discussion 
The optimization results of 5 benchmark functions are presented in Table 1, which 
demonstrates the performance of the proposed MF-ABC over ABC. The performance 
curves of sphere, ackley, griekwank and restrign’s benchmark functions are shown in 
Fig. 2. 
The average error values of 25 runs for each algorithm are shown in Table 1.The 
obtained results show that our algorithm performed well against four benchmark 
functions in terms of average fitness value as well as standard deviation else for 
rosenbrock where ABC performed well. But for the same function when dimension is 
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20 and iterations are 750, MF-ABC performed better than basic ABC. In Table 2 the 
performance of the proposed variant MF-ABC is compared with GABC [21] when 
C=1.5. It can be analysed from the Table 2 that MF-ABC performed well for the 
sphere, Ackley, griekwank and rastrigin functions in terms of average error, where as 
GABC out performed for the rosenbrock benchmark function. Best results are 
highlighted in bold in Table 1 & Table 2.   
Further when the performance is compared on the basis of PI, shown in Fig. 3, PI 
values of both the algorithms, at each value of w between 0 to 1, show that MF-ABC 
is better than ABC.  

 Table 1. Optimization results of benchmark problems in terms of mean and standard deviation 
(SD) 

Function D 
Max. 

Iteration 
ABC MF-ABC 

Mean  SD Mean  SD 

Sphere 
10 
20 
30 

500 
750 
1000 

1.426E−16 
2.353E−12 
2.649E−10 

8.212E−17 
2.198E−12 
2.136E−10 

3.960e-17 
1.563e-16 
3.145e-16 

3.802e-18  
4.298e-17 
9.922e-17 

Ackley 
10 
20 
30 

500 
750 
1000 

1.400E−10 
3.681E−07 
5.246E−06 

7.657E−11 
1.302E−07 
1.702E−06 

1.038e-13 
4.347e-08 
4.462E-06 

5.244e-14 
4.441e-08 
2.987e-06 

Griewank 
10 
20 
30 

500 
750 
1000 

1.040E−03 
4.734E−09 
5.369E−09 

2.741E−03 
2.177E−08 
2.664E−08 

4.590e-17 
1.518e-16 
2.994e-16 

1.162e-17 
4.325e-17 
9.683e-17 

Rastrigin 
10 
20 
30 

500 
750 
1000 

4.911E−16 
2.933E−11 
3.593E−07 

1.073E−15 
5.728E−11 
3.565E−06 

2.688e-17 
1.119e-17 
9.642e-15 

1.286e-18 
2.937e-18 
2.132e-14 

Rosenbrock 
10 
20 
30 

500 
750 
1000 

0.07022      
0.427111    
0.681802    

0.09035 
0.611375 
0.774655 

0.66038 
0.41741 
0.71943 

0.35901 
0.39873 
0.69139 

Table 2. Comparative simulated results with the state-of-art algorithm. Max. generation = 5000; 
Function evaluation=400,000. 

Function D 
ABC MF-ABC GABC 

Mean  SD Mean  SD Mean  SD 
Sphere 30 6.3791e-16 ±1.203e-16 7.391e-18 ±6.673e-19 4.1761e-16 ±7.365e-17 
Ackley 30 4.6955e-13 ±5.954e-15 2.736e-15 ±2.847e-16 3.2152e-14 ±3.252e-15 
Griewank 30 1.2730e-14 ±1.464e-15 1.374e-17 ±1.692e-17 2.9606e-17 ±4.993e-17 
Rastrigin 30 1.3453e-13 ±7.966e-14 9.642e-15 ±2.953e-14 1.3263e-14 ±2.445e-14 
Rosenbrock 3 6.44947e-02 ±4.852e-02 1.3747e-02 ±2.962e-02 2.6591e-03 ±2.220e-03 
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Fig.2 Convergence graphs of (a) Sphere (b) Ackley (c) Griekwank (d) Rastrign’s 

(e) Rosenbrock  benchmark functions for D=30 & Iteration = 1000 
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Fig.3. Performance Index Graph 

5 Conclusions 

In the present study search mechanism of the onlooker bee is improved by generating 
more than one good source, which is done by using the combined information from 
current parent and best individual (food source) in the current population. The 
performance of MF-ABC algorithm is tested on 5 well known benchmark functions 
and compared with the results of basic ABC and GABC. The performance of the 
modification in ABC algorithm for the problems can handle tested functions very 
well. In future we will test the MF-ABC on more benchmark functions and some real 
time problems.  
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Abstract. In solving non-linear optimization problems, Bacterial Foraging 
Optimization (BFO) is a novel heuristic algorithm inspired from foraging behavior 
of E. Coli bacterium. In the other hand, Genetic algorithm (GA) has attracted 
increased attention from the academic and industrial communities to deal with 
such problems. In recent literature, it is discovered that the hybrid techniques 
provides the better solution with faster convergence.  In this paper, a novel 
approach of hybridization is presented. The Chemotactic step (from BFO) is only 
hybridized with GA, namely CGA. The better performance of the proposed CGA 
than Quadratic Approximation hybridized GA, is experimentally verified through 
a set of 22 benchmark problems taken from recent literature. 

Keywords: Genetic Algorithm, Quadratic Approximation, Bacterial Foraging 
Optimization, Hybridization, Benchmark Problems 

1   Introduction 

Genetic algorithm (GA) is an evolutionary optimization approach which is an 
alternative paradigm to the traditional optimization methods. It gains increased 
popularity for complex non-linear models where the location of the global 
optimum is a difficult task. It may be possible to use GA techniques to consider 
problems which may not   be modeled   as accurately using other approaches. 
Therefore, GA appears to be a potentially useful approach. It follows the concept 
of solution evolution by stochastically developing generations of solution 
populations using a given fitness statistic (for example, the objective function in 
mathematical programs). They are particularly applicable to problems with high 
degree of complexity, highly non-linear and even possibly discrete in nature. Due 
to the probabilistic development of the solution, GA does not guarantee optimality 
even when it may be reached. However, they are likely to be close to the global 
optimum.  
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Current literature provides an idea of the increased research interest of researchers 
that focuses on hybrid genetic algorithm approaches for optimization problems. 
Fan et al. [1] integrate the Nelder–Mead simplex search method with genetic 
algorithm and particle swarm optimization in an attempt to locate the global 
optimal solution of nonlinear continuous variable functions. It focuses mainly on 
response surface methodology. Comparative performance on ten test problems is 
demonstrated in their paper. Hwang et al. [2] presented a novel adaptive real-
parameter simulated annealing genetic algorithm which maintain the merits of 
genetic algorithms and simulated annealing. Comparative result is presented on 16 
benchmark problems and two engineering design problems.  Zhang and Lu [3] 
define a new real valued mutation operator and use it to design a hybrid real coded 
GA with quasi-simplex technique.  A nitche hybrid genetic algorithm is proposed 
by Wei and Zhao [4] and results are reported on 3 benchmark functions. Chen, 
Tsai and Pan [5] proposed a novel optimization approach Bacterial–GA   foraging. 
Kim, Abraham, Cho [6] presented an efficient genetic algorithm hybridized with 
bacterial foraging (namely GA-BF) approach for Global optimization. GA-BF is 
tested on 4 benchmark functions.  Deep and Das [15] have introduced a hybrid 
GA incorporating the Quadratic approximation method, in which Quadratic 
approximation is used as an additional operator  at the completion of each GA 
cycle. An attempt has been worked out in this paper in order to hybridize GA with 
chemotactic step of BFO to increase the searching ability in a precise manner. The 
same set of 22 problems from [15] has been picked up for a fair comparison.  

 
This paper is organized as follows. The different components of the hybrid 
mechanism along with proposed algorithm are presented in the next section. 
Section 3 describes the result and discussion. The conclusion of the paper is drawn 
in section 4. 

2   The hybrid system 

2.1   Genetic Algorithm 

A possible population   of solutions at a particular generation   undergoes the 
following steps to explore the search space and approaches towards the optimal 
solution. The Pseudo-code for Genetic Algorithm is given as follows: 

Begin 
 t=1; 
initialize )(tp  ; 

evaluate fitness of  )(tp ; 

while (termination criterion is not satisfied) do 
t=t+1 ; 
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select  from )1( tp  ; 

apply crossover on  )(tp ; 

apply mutation on )(tp  ; 

end while; 
end begin. 

2.2   Overview of Bacterial Foraging Optimization 

Bacterial foraging optimization (BFO) is a novel heuristic approach based on 
swarm intelligence, to solve optimization problems [8, 9, 10]. In BFO, each 
individual string in the population is treated as an E. Coli bacterium that moves 
alternatively through running and tumbling, using its rigid set of spinning flagella. 
BFO is a bio-heuristic technique proposed by K.M Passino for finding the 

minimum of the cost function nR),P(  , where    is the position of the 

bacterium. 0)P(  , 0)P(  and 0)P(   represent the presence of 

nutrients, a neutral medium and the presence of noxious substances, respectively. 

The position of each member in the population of N bacteria at the 
thj  

chemotactic step, 
thk  reproduction step and 

thl  elimination-dispersal event is 
given by  

     }.....2,1/,,{,, silkjlkjP i                                                (1)   

BFO mainly simulates four principal mechanism of E.Coli bacterium namely 
Chemotaxis,   Swarming, Reproduction, and Elimination-Dispersal   which are 
described as follows.  
 
 Chemo taxis:  This   step is simulation of the movement of E. Coli bacterium via 
flagella through run followed by tumble or tumble followed by tumble. The 
computational step is as follows. 

       
))()(

,,,,1 ii

ii

i
iClkjlkj

T 


                                       (2)                                         

where  lkj ,,i  is the position of the 
thi  bacterium at 

thj chemotactic step, 
thl  

reproduction step, )(iC  is the step size.   nRi   is the random vector  in the 

direction of tumble, with each element   ,...2,1, pmim  a random number on 

[-1, 1]. 
Swarming: Group behavior of bacteria through cell-to-cell attraction and 
repulsion is defined as follows 
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Here, ccJ denotes the swarming effect and
i

m is the thm component of the thi  

bacterium position. aattractd  and attractw are depth and width of attractant released 

by bacteria while repellanth  and repellantw are the height and width of the repellants. 

 p ,..., 21  is a random point in the search space.   

 
Reproduction: The least healthy bacteria die off and the healthier bacteria 
replicate themselves so that the size of the population remains constant. 
 
Elimination –Dispersal: Some bacteria are liquidated randomly and reinitialized 
with very small probability. 

2.3   The proposed Chemo-inspired Genetic Algorithm 

In the recent past the popular BFO has been presented in many incarnations to 
find the optimal solution of a non-linear optimization problem with high 
complexity.  Interestingly, researchers attempted in hybridizing the BFO with 
PSO, DE [11, 12, 13, 14]. Moreover, to solve the same, GA also itself empire the 
evolutionary world since last few decades and become user-friendly for the 
researchers in order to find the near optimal solutions. However, this paper 
proposes a different kind of hybridization keeping in view of both the mechanism 
of GA and BFO. The keys of motivation behind this paper are listed below. 

a) Basically GA consists of 4 fundamental operators viz. Selection, 
Crossover, Mutation, Elitism. BFO is based on 3 principal mechanisms 
viz. Chemotaxis, Reproduction, Elimination-Dispersal. In fact Selection 
mechanism in GA is based on principle of retaining multiple copies of 
the best strings in the population which is similar in case of reproduction 
step followed in classical BFO, in which the least healthy bacteria dies 
and the healthier bacteria reproduces asexually. 

b) Elitism in GA cycle does the work of the elimination of worst half strings 
and stores the best half of the string at the end. This mechanism is almost 
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similar to that followed in Elimination-Dispersal step in classical BFO, 
where elimination of strings and simultaneously insertion of new strings 
takes place with a very small probability at the the end of BFO cycle. 

Therefore, keep in view the above, it is experienced that while hybridizing to BFO 
with GA, probably the reproduction and elimination-dispersal steps of BFO 
become inefficient or it behave just like a repetition of few of the existing 
operators in GA. Hence, only the Chemotaxis step of BFO has been picked up 
from BFO to hybridize with GA as an additional operator. The hybridized 
algorithm thus proposed is named as Chemo-inspired Genetic Algorithm 
(CGA).  Therefore CGA has 5 major steps viz. Selection, Crossover, Mutation, 
Elitism and Chemotaxis. To improve the solution quality further, three  productive 
properties have been employed in the mechanism as illustrated in the improved 
BFO [7] as given below. 
 
i. Adaptive step size: 

The adaptive step-size stepC  is taken in this algorithm as follows.  

         
j

N

iCiC
iCC

c
step

minmax
max


                (4)  

where      iCiC minmax  ,   are maximum and minimum step size . cN  is the no of 

chemotactic step. The adaptive step size can exploit and explore the search space 
in a better way. 
 
ii. Squeezed search space:  

In order to improve the search performance in subsequent step the search space 
has been reduced. The range of the search space is as follows.  

Range =     jMaxjMin   ,       

          
jbest

R
XjMin

2
          (5) 

 
jbest

R
XjMax

2
          (6)

                                                                                    
where bestX  is the current best position in the search space R , where R is the 

sphere of activity of the bacteria swarm. 
 
iii. Fitness function criterion:  

Let bestF   represents the fitness of the best bacterium in the swarm so far. It 

will guide the swarm around the local optima. This method ensures both the 
Swarming effect and less computing time and contributes to the further 
improvement in the search procedure.   

After the GA operators have been applied for the first 10 generations, the 
further refinement is inspired by the chemotactic step and again the operators of 
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GA have been applied. Another step has been proposed for the improvement of 
the search precision within the chemotactic step defined as follows. 

 2.4   Proposed Modified Chemotactic Step Size 

In order to avoid the premature convergence, care has been taken in the 
chemotactic step size. If the solution remains unchanged for continuously 10 

steps then a new and modified step size stepC  is proposed as 

      stepstep CkiC                        (7) 

 where i  represents the thi bacterium and k  is a constant. This is acting as a 
mutation operator. If the optimum is trapped in the local optima a sudden change 
in step size is required to get out of that. The stepwise algorithm is defined as 
follows. The step wise algorithm is defined as follows.  

Consider the following initial parameters. 
:P  Dimension of the variable. 
:S  No of bacteria 

:cN Number of chemotactic steps 

:SN  Swim steps. 

:stepC  Step size of the  bacterium. 

:iX  Initial position of the thi bacterium. 

 :jX i
position of the

thi  bacterium at 
thj the chemotactic step. 

:bestF  The best fitness value of the bacteria swarm. 

:bestX  The corresponding position of the bestF . 

   jMaxjMin , : Search scope of the bacteria. 

:i  Index of bacteria number, Si ,.........2,1 . 

:j  Index of chemotactic step, .,......2,1 cNj   

:m  Index of the swimming steps, .,.....2,1 sNm   

 
Pseudo Code for proposed CGA: 
[Step 1] Initialize the population. Calculate the fitness function. 
While (termination criterion is not satisfied) do 
[Step 2] Apply binary tournament selection. 
[Step 3] Apply crossover operator. 
[Step 4] Apply mutation operator. 
[Step 5]  Use Elitism Operator. 
[Step 6] Chemotaxis loop: 
            The detailed steps are 
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 [substep a]  Re-initialization of the search space: 
For cNj :1  

For Si :1  

Compute the fitness function   jXfit i . 

Update bestF  and bestX  

 jMin and  jMax are computed  according to eqn. (5) and (6) and 
iX  will be reinitialized in the range of   jMin to  jMax  

[substep b] Tumble and Move: 
 For Si :1  

Calculate the new position:          iiiCjXjX T
step

ii  /1
 
(8) 

where   nRi   with each element    ,...2,1, pmim   a random number on 

[-1, 1]. This results in a step size stepC  in the direction  of  the  tumble   for  

bacterium  i . 

Calculate the stepC  according to eqn. (4) or eqn.(7) as the case may be. 

[substep c] Swim Step: 
Let 0m  (counter for swim length). 

While SNm  (If have not climbed down too long) 

Let   1 mm . 

If    best
i FjXfit 1  

Update bestF    and bestX , and calculate the new position according to the 

following   equation: 

         iiiCjXjX T
step

ii  /11                (9) 

Then compute the   1jXfit i  again. Else keep the bacterium stay still. 

   jXjX ii 1 .   Calculate   the fitness value of  1jX i , let SNm 
.This is the end of the while statement. 

End for  Si :1  

End for  cNj :1  

End do 
End begin 
The detail flow diagram of the proposed algorithm is shown in fig. 1. 
 

3. Result and Discussion 
 
In this section the impact of Chemo-inspired GA is explained through some 

experimental results. 
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Fig.1. Flow Diagram of CGA 
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3.1. Experimental Set up 
 
The proposed CGA program code is designed in C++ and the experiment is 

carried out on a P-IV, 2.8 GHz machine with 512 MB RAM under WINXP 
platform. In order to realize the efficiency of CGA, it is compared with Quadratic 
approximation based hybrid genetic algorithm, where simple GA has been 
hybridized with the Quadratic approximation [15]. They generated 4 versions of 
GAs and 4 versions of  Quadratic approximation Hybrid GAs, depending on all 
possible combination of selection (Roulette Wheel and Tournament) and 
crossover (One-point and Uniform) operators of GA . The outcomes of CGA are 
again compared with best reported version in [15] for a set of 22 scalable test 
functions given in Table -1. The problems are of variable levels of difficulties. 

For a fair comparison, the ranges of the decision variables remain 
unchanged. Problem size for all problems is fixed at 10 and the population size is 
at 60. A total of 100 runs are conducted for each of CGA and HGAs. A run is said 
to be a success if the value obtained by the algorithm is within 1% accuracy of the 
known optimal solution. But for Rosenbrock,Schwefel,Neumier-3 and Salomon it 
is taken to be 3, 0.4, 2, 0.1 respectively .The stopping criteria is a maximum of 
1000 generations or if no improvement is observed in consecutive100 generations. 
But for Rosenbrock function the considered maximum generation is 10000. The 
chemotactic loop is allowed after 100 generations for 6 functions i.e  Ackley, 
Sinusoidal, Levymontalvo-1, Levymontalvo-11, Griewank and Cigar function and 
for the remaining functions after 10 generations. In chemotactic loop, out of 60 
bacteria only 4 bacteria are considered for re-initialization and exploitation of the 
search operation in a better way.  

After a series of hand tuning experiments, the recommended values of the 
parameters are as follows. Probability of crossover (Pc=0.9), probability of 
mutation (Pm=0.01), maximum step size (Cmax =0.1), minimum step size (Cmin 

=0.008), chemotactic step size=40. But for Neumier-3 function 1500 chemotactic 
step has been considered. Recommending these parameters, further study is 
carried out. 

 
3.2. Analysis of Result 

The average minimum function value, success rate, function evaluation, 
standard deviation, CPU time of 100 independent runs both for CGA and HGAs/ 
GAs are reported in table-2. The efficacy of CGA is evaluated in terms of either 
average function value or success rate.  

If the function values are found same for a particular function, then the 
next priority is given to success rate, and so on. The reported result assures that 
CGA achieved either much better optimal solution or success rate than 
HGAs/GAs in 17 problems and tie occurs in 2 cases. It also achieved better  
standard deviation for those problems. The CPU time is better in 14 problems as 
compared to HGAs/GAs.  The best function value, success rate, standard 
deviation, time and number of function evaluation are mentioned in bold face 
letters in Table 2. 
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Table-1: List of test functions with the bounds of the decision variables 
Sl. 
No. 

Funtion 
Name 

Function Bounds 

1 Ackley -20exp(-0.02 )
1

1
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i
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-exp(   ex

n
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i
i 



202cos
1

1
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n

i
i xxn
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1
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1
1
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  [-5, 5] 

7 Paviani      
2.010

1
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1

22 ]10ln2ln[45.778 







 

 i
i

i
ii xxx   

[2, 10] 

8 Rastrigin 10n+  



n

i
ii xx

1

2 ]2cos10[   
 

[-5.12, 
5.12] 

9 Rosenbrock    



 

1

1

222
1 ]1100[

n

i
iii xxx   

[-30, 30] 

10 Schwefel 418.9829n-  i

n

i
i xx sin

1



 [-500, 
500] 

11 Sinusoidal       



n

i
i

n

i
i xx
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6/5sin6/sin5.25.3   [0, ] 

12 Zakharovs 
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1

2

1

2

1 22
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i
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i
i
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i
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i
x

i
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i
ix

1
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n

i
iix

1
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[-5.12, 
5.12] 

15 Schewefel-3 



n

i
i

n

i
i xx
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[-10, 10] 
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16 Neumaier-3 
     1

2

2

1

1
6

14



 


i

n

i
i

n

i
i xxx

nnn  
[n2, n2] 

17 Salomon   



n

i
ixxxx

1

2,1.02cos1   [-100, 
100] 

18 Ellipsoidal  
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1




n

i
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[-n, n] 

19 Schaffer-1 
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1

2

2

1

2 001.01/5.0sin5.0 
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1
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i
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21 New function  



n

i
iii xxx

1

22 2sin1.02.0  [-10, 10] 

22 Cigar 



n

i
ixx

2

22
1 000,100 [-10, 10] 

 
 

Table-2: Comparison of CGA with best reported method for each function in [15] 
Sl. 
No. 

Function Name Function Value 
Success 

Rate 
 

S.D. 
Time 

No. of Fun. 
Evaluations 

1 
HGA3 
CGA 

1.67E-08 
7.70e-15 

100 
100 

1.32E-08 
9.85e-15 

4.06 
2.62 

28757 
112064 

2 
 

HGA3 
CGA 

 
2.00E-015 
2.22E-18 

 
100 
100 

 
1.63E-15 
1.56E-17 

 
2.44 
1.8 

 
16749 

109477 

3 
 

HGA3 
CGA 

 
2.49E-16 
4.88E-17 

 
100 
100 

 
1.33E-16 
5.51E-17 

 
2.00 
1.33 

 
15849 
71885 

4 
GA4 
CGA 

3.53E-03 
1.23E-03 

23 
8 

4.43E-03 
3.26E-03 

8.04 
16.2 

26204 
197492 

5 
HGA3 
CGA 

1.18E-12 
5.23E-09 

100 
98 

9.17E-16 
1.16E-21 

3.40 
4.48 

16023 
219182 

6 
HGA3 
CGA 

1.89E-13 
1.67E-09 

100 
83 

4.62E-017 
9.52E-22 

2.02 
3.56 

13418 
155836 

7 
HGA3 
CGA- 

4.70E-04 
2.64E-14 

100 
100 

8.41E-14 
2.67E-14 

3.00 
0.15 

24872 
18802 

8 
HGA3 
CGA 

4.73E-13 
2.72E-15 

35 
100 

2.64E-13 
1.67E-15 

4.80 
3.25 

34276 
276187 

9 
HGA3 
CGA 

6.92E-01 
4.42E-05 

100 
78 

1.75E+00 
4.78E-05 

88.4 
181 

309516 
3.82E+06 

10 
HGA4 
CGA 

1.27E-04 
1.27E-04 

75 
99 

3.45E-12 
3.55E-13 

4.61 
4.2 

28134 
75782 
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11 
HGA3 
CGA 

3.02E-15 
5.86E-16 

100 
91 

1.23E-15 
2.70E-16 

2.33 
1.37 

19580 
58993 

12 
HGA3 
CGA 

2.04E-14 
1.33E-22 

100 
100 

1.01E-14 
4.27E-23 

3.00 
1.17 

17088 
156966 

13 
HGA3 
CGA 

2.69E-15 
6.36E-41 

100 
100 

1.49E-15 
1.49E-41 

2.27 
1.06 

16773 
169683 

14 
HGA3 
CGA 

2.89e-15 
3.495E-40 

100 
100 

1.59e-15 
1.32E-40 

2.16 
1.72 

16703 
321818 

15 
HGA3 
CGA 

3.83E-07 
1.71E-08 

100 
100 

1.21E-07 
1.84E-08 

3.00 
3.42 

19684 
197641 

16 
HGA4 
CGA 

7.17E-04 
5.007E-01 

100 
92 

2.98E-04 
1.44E-01 

14.3 
6.01 

98728 
1.03E+06 

17 
GA4 
CGA 

9.99E-02 
9.99E-02 

35 
44 

3.370E-07 
1.39E-017 

7.71 
3.83 

28657 
216620 

18 
HGA3 
CGA 

1.06E-14 
1.80E-31 

100 
100 

6.74E-15 
2.86E-031 

2.94 
0.92 

17311 
71123 

19 
HGA3 
CGA 

9.72E-03 
9.72E-03 

16 
34 

5.89E-017 
2.62E-17 

2.81 
3.06 

25799 
350332 

20 
HGA4 
CGA 

5.96E-16 
3.05E-29 

100 
100 

2.12E-16 
7.99E-30 

3.00 
1.72 

16466 
146612 

21 
HGA3 
CGA 

1.85E-15 
4.69E-041 

100 
100 

9.42E-16 
1.12E-41 

2.47 
1.18 

16781 
187579 

22 
HGA3 
CGA 

6.39E-10 
2.03E-12 

100 
100 

3.46E-10 
2.94E-12 

3.00 
11 

18113 
1.17E+08 

5   Conclusion 

Inspired by the mechanism of chemotaxis in bacterial foraging 
optimization, an attempt has been made in this paper to hybridize only the 
chemotactic step of BFO with GA cycle. It is observed from the result and 
discussion that the chemo-inspired GA gives efficient and challenging result as 
compared to Quadratic approximation based hybrid genetic algorithm as well as 
simple GA, not only in terms of better objective function value but also in terms of 
less computational time for most of the functions. Though the function evaluation 
is more, it consumes less computational time in return for most of the cases. 
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Abstract: The real coded Genetic Algorithm (LX-PM) that uses Laplace 
Crossover and Power mutation became popular to find optimal solution. In recent 
past, the LX-PM is being hybridized with a local search called Quadratic 
Approximation (QA) to improve the solution quality. However, there are some 
instances to improve it further, just by checking the frequency of hybridization. In 
this paper, a self adaptive strategy of hybridization is incorporated in the cycle of 
LX-PM. The improved efficiency and efficacy of the adaptive hybridization of 
QA over the simple hybridization of QA with LX-PM, is being realized through a 
set of 22 unconstrained benchmark problems. Comparative result is being 
analyzed through the numerical results, in terms of five different aspects.  

Keywords: Hybrid real coded genetic algorithm, Laplace Crossover, Power 
Mutation and Quadratic Approximation 

1   Introduction 

The genetic algorithm (GA) is a search technique based on the mechanics 
of natural genetics and survival of the fittest. GA is an attractive and alternative 
tool for solving complex non-linear optimization problems [4,5,6]. Any carefully 
designated GA is only able to balance the exploration of the search effort, which 
mean that an increase in the accuracy of a solution can only come at the sacrifice 
of the convergent speed, and vice versa. Despite their superior search ability, GA 
still fails to meet the high expectations that theory predicts for the quality and 
efficiency of the solution. In order to solve the optimal control problem of a class 
of hybrid system M S Arumugam et. al. [3]  introduced two new hybrid operators  
in real coded genetic algorithm. They named them as hybrid selection and hybrid 
crossover operators. The designed algorithm has been applied to solve the optimal 
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control problem with the number of jobs varying from 5 to 25. Deep and Thakur 
[2,7] introduce a real coded GA with Laplace Crossover (LX) and Power Mutation 
(PM). They name it as LX-PM. For maintaining the efficiency, reliability and 
stability Deep and Das [1] hybridized LX-PM with a local search called Quadratic 
Approximation (QA). They name it as H-LXPM. The performance is evaluated by 
using a set of 22 benchmark test problems. Further It is proposed that H-LXPM 
outperforms LX-PM in most of the cases. However, it is learnt that the process of 
hybridization and the frequency of appearance in the GA cycle play an important 
role in improving the solution quality. Therefore, an attempt is made in this paper 
to hybridize QA with GA with a self adaptive mechanism. In the later part of this 
paper, the superior quality of the same is observed through the same set of 22 
benchmark problems.  

Y.Yun et.al. [8] developed a adaptive local search to implement in GA 
cycle for solving multistage base supply chain problems. Later in 2010, S.Junjie 
and Z.Qiuhai[9] mixed the internal mechanism of Radio Forecast Network ( RFN) 
,self adaptive GA and gradient descent method to overcome the short coming of 
learning rule of RFN Network. In the same year J.Li and H.R.fung [10] proposed 
an adaptive adjustment (self adaptive) of the control parameters to improve the 
excellence of the rate of convergence. A mixed strategies of adapting operation 
parameter with hybridization of GA and SA (Simulated Annealing) is proposed as 
a mixed excellence algorithm in [11]. S.L.Xiu and HE Y.Yao [12] tried to 
improve two drawbacks of quantum evolution algorithms. They are (a) slow 
convergence rate and (b) poor robustness. They introduce a novel self adaptive 
genetic algorithm.  

The rest part of the paper is organized as follows. In section 2, the Hybrid 
Real Coded GA (H-LXPM) is described. In Section 3, the proposed hybridization 
of self adaptive QA with LX-PM is discussed. In Section 4, parameter settings and 
the numerical results and their analysis are presented. Section 5 contains the 
conclusion of this paper. 

 
2   H-LXPM Algorithm 
  

In solving unconstrained optimization problems, Deep and Thakur [2, 7] 
proposed a real coded GA. They used a new crossover operator namely Laplace 
Crossover (LX) [2] and a new mutation operator called Power Mutation (PM) [7]. 
The GA thus designed is named as LX-PM. The working mechanism is presented 
briefly in the next subsection. 

 
2.1 Pseudo Code of LX-PM 
 

begin 
 Gen=1 
 Generate initial population randomly using real coding 
 Evaluate fitness of each individual in the population 
 While (termination criterion is not satisfied) do 
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  Gen=Gen+1  
  Apply Tournament Selection operator 
  Apply Laplace Crossover operator 
  Apply Power Mutation operator 
  Apply Complete Elitism 
  Apply Quadratic Approximation Operator 
 end do 

end begin. 
 

2.2 Quadratic Approximation 
 

 Quadratic Approximation (QA) is a method to generate one ‘child’ from 
three parents from the population. The working principle of QA is as follows.  

1. Select the individuals R1, with the best fitness value. Choose two random 
individuals R2 and R3 such that out of R1, R2 and R3, at least two are 
distinct.  

2. Find the point of minima (child) of the quadratic surface passing through 
R1, R2 and R3 defined as: 

 

Child = 0.5
       
        )1(

)()(

)()(

321213132
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2
2

2
12

2
1

2
31

2
3

2
2












RfRRRfRRRfRR

RfRRRfRRRfRR

 
Where f(R1) , f(R2) and  f(R3) are the fitness function values at R1, R2 and R3, 
respectively. 

 
2.3 H-LXPM 

 
 Deep and Das [1] proposed a hybrid real coded GA, where the real coded 

GA (LX-PM) undergoes the hybridization of QA as a local search. In the cycle of 
LX-PM as shown above, they applied QA just after the completion of the process 
of elitism. This hybrid version is named as H-LXPM. As a conclusion, authors 
presented that the H-LXPM outperforms LX-PM, though a set of 22 scalable 
benchmark problems of varying difficulty levels. 
 
3   The proposed self adaptive hybridization of real coded GA 

 
 In general, GA cycle plays with a population of individuals. While the 

generation goes on, initially much diversity is maintained in the population. 
Hence, the hybridization is essential to implement for faster convergence. But 
later, the individuals of the population come closer to each other. Then the 
hybridization does not appear to be much effective. Rather it increases not only 
the number of function calls but also the computational time. Keeping in view the 
above, a self adaptive hybridization of QA is proposed as follows.  
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3.1 Self Adaptive QA 
 

 To maintain the diversity in the population, in each LXPM cycle, the number 
of children need to be generated, should be decided.  The frequency of QA is 
proposed as a function of generation number. Hence it is called self adaptive QA 
and is defined as follows. 

The frequency of QA in a GA cycle = )2(









SizePopulation

NumberGeneration
PSFQA

 
  

  
3.2 Pseudo Code for S-LXMP 

 
 The proposed self adaptive QA is hybridized with LX-PM and is named as 

S-LXPM. The hybridization idea is reflected below. 
 
 begin 
 Gen=1 

 Generate initial population randomly using real coding 
 Evaluate fitness of each individual in the population 
 While (termination criterion is not satisfied) do 
  Gen=Gen+1 
  Apply Tournament Selection operator 
  Apply Laplace Crossover operator 
  Apply Power Mutation operator 
  Apply Complete Elitism 
  Apply Self-adaptive Quadratic Approximation Operator 
 end do 
end begin. 
 
The flow mechanism of S-LXPM is presented in Fig. 1. 
 
4. Test Problems, Experimental Setup and Result Analysis 

 
4.1 Test Problems 
 

In order to compare the performance of self adaptive hybridized GA (S-
LXPM) with H-LXPM, a set of 22 benchmark scalable problems are picked from 
Deep and Das [1]. The problems are listed in Table-1. The reason of considering 
such a set is that the problems carry 4 main characteristics as follows. 
 

i. They are scalable (where the problem size can be varied with the user’s 
choice). 

ii. They are of various difficulty levels.  
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iii. They contain uni-modal as well as multi-modal functions. 
iv. Each function value has an optimal solution ‘0’. 

 
 
4.2 Experimental Setup 
 

The H-LXPM and S-LXPM are implemented in C++ and the 
experiments are carried out on a Pentium Dual Core, 2.00 GHz machine with 1GB 
RAM under Windows 7 platform. A total of 100 runs are conducted for each 
hybridized GA, a different seed for the generation of random numbers is 
considered to start a run. A run is considered to be success if the value obtained by 
the algorithm is within 1% accuracy of the known optimal solution. But for 
Rosenbrock and Schwefel problem it is taken as 12 and 0.4 respectively. 

 
 

 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1: Schematic representation of S-LXPM 
 

An extensive series of experiment is carried out to fine tune the different 
parameters in S-LXPM. Finally they fixed as follows. 

i. For Laplace Crossover 
a) The location parameter a=0  
b) The scale parameter b=0.35 
c) The probability of crossover Pc=0.70 

Gen=Gen+1 
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ii. For Power Mutation 
a) The probability of mutation Pm=0.007  
b) The index of mutation p=0.25 

 
To stop a run, the criterion is either the objective function value is within 

1% accuracy for 100 consecutive generations or a maximum of 2000 generation is 
attained. For a fair comparison problem size is fixed at 10 as in Deep and Das [1] 
and the population size (PS) is taken to be ten times the problem size. 

 
Table 1. A set of Unconstrained Benchmark Problems 

Sl. 
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Function 

Function Bounds 
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4.3  Results and Analysis 
 
  In this section, the comparative computational results of H-LXPM and S-
LXPM on 22 benchmark problems are recorded. Table 2 contains results for 
comparative success rate and average number of function evaluations, Table 3 
contains computational time and Table 4 contains the mean and standard 
deviations of optimal fitness (objective function) values. All the values are 
reported for successful runs only. 

 
Table 2.   Comparative success rate and average number of function evaluation, 

using H-LX PM & S-LXPM 

Problem 
No. 

Success Rate 
Average Function 

Evaluations 

H-LXPM S-LXPM H-LXPM S-LXPM 

1 1 5 35700 22245 

2 100 100 22526 13097 

3 100 100 21214 12552 

4 24 5 32833 12123 

5 100 100 22242 16634 

6 92 93 21593 20105 

7 100 100 26936 14740 

8 7 12 34557 17757 

9 100 100 370352 145530 

10 87 2 61831 20352 
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11 98 100 23640 16856 

12 100 100 23690 13413 
13 100 100 22618 16556 
14 100 100 22492 17056 

15 100 100 26272 18059 

16 100 100 162066 67504 

17 *          *      *    * 

18 100 100 24058 17168 
19 2 2 25600 12528 

20 100 100 23286 16887 

21 100 100 22470 16358 

22 100 100 27404 16266 
 
 
 

Table 3.   Comparative computational time (in seconds) using H-LXPM and 
S-LXPM 

Problem 
No. 

H-LXPM S-LXPM 
Problem 

No. 
H-LXPM S-LXPM 

1 0.531 0.557 12 0.492 0.328 

2 0.343 0.25 13 0.347 0.343 

3 0.27 0.207 14 0.346 0.359 

4 0.517 0.312 15 0.375 0.332 

5 0.46 0.469 16 2.356 1.847 

6 0.546 0.325 17    *     * 

7 0.49 0.405 18 0.362 0.354 

8 0.462 0.499 19 0.399 0.257 

9 7.301 5.039 20 0.575 0.572 

10 0.875 0.6 21 0.481 0.437 

11 0.401 0.37 22 0.395 0.37 
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Table 4.   Comparative Mean and Standard Deviation of the optimal objective                      
function value   using  H- LXPM & S-LXPM 

Problem No. 
Mean Standard Deviation 

H-LXPM S-LXPM H-LXPM S-LXPM 

1 6.10E-14 9.80E-15 0.00E 00 6.11E-05 

2 1.57E-15 7.69E-20 1.50E-15 5.79E-20 

3 1.32E-15 6.61E-20 2.68E-15 5.91E-20 

4 4.01E-03 3.35E-03 4.43E-03 4.14E-03 

5 1.18E-12 5.55E-13 3.07E-18 2.73E-13 

6 1.89E-13 1.98E-13 2.64E-18 1.87E-13 

7 4.70E-04 4.69E-04 7.23E-14 4.92E-10 

8 1.65E-14 5.78E-18 1.67E-14 6.22E-18 

9 1.29E+00 1.08E+00 1.81E+00 1.40E+00 

10 1.27E-04 1.27E-04 6.82E-13 8.96E-11 

11 3.46E-15 8.21E-16 1.39E-15 1.37E-16 

12 7.41E-21 1.63E-21 6.04E-20 5.55E-21 

13 1.94E-22 7.46E-31 5.32E-22 2.99E-30 

14 1.73E-21 1.03E-30 1.17E-20 7.05E-30 

15 1.43E-13 1.07E-17 2.79E-13 4.40E-17 

16 2.98E-03 9.53E-04 1.05E-03 4.67E-04 

17       *       *       *      * 

18 1.78E-15 5.47E-16 1.19E-15 8.31E-16 

19 9.72E-03 9.71E-03 2.78E-17 3.14E-15 

20 3.81E-21 6.48E-30 2.25E-20 4.65E-29 

21 1.76E-21 2.46E-29 1.01E-20 1.93E-28 

22 3.93E-21 8.01E-25 2.76E-20 5.21E-24 
 

The computational results clearly shows that the proposed S-LXPM 
outperforms from H-LXPM on problem no 1-3, 8, 13-15, 20-22 and slight 
improved values on problem no 4-5, 7, 9, 11-12, 16, 18, 19 but for problem 
number 6, 10 the performance of S-LXPM is not as good as H-LXPM. The 
problem number 17 could not be solved by either of the two methods. Out of 21 
solved out problems, it is worth here to note that the success rate for S-LXPM is 
more than that of H-LXPM. In terms of computational time and average number 
of functions calls S-LXPM performs better. Hence from above discussion of 
results we observed that the proposed variants produce good results on considered 
test problems and could be recommended to solve other test problems and real life 
based applications. 

512 K. N. Das and T. K. Singh



5   Conclusion 

This paper presents a self adaptive Real Coded Genetic Algorithm called 
S-LXPM by incorporating Quadratic Approximation with its adaptive mechanism. 
The performance of both algorithms is evaluated with a wide variety of 22 
benchmark test problems taken from the literature. The experimental results show 
that the new variant S-LXPM is efficient for solving uni-modal as well as multi-
modal functions. This proposed algorithm seems to avoid the premature 
convergence up to some greater extend. It also manage to maintain the diversity in 
the population while solving non-linear optimization problems, with a higher 
efficiency and reliability.  
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Abstract. Evolutionary and swarm intelligence methods attracted attention and 
gained popularity among the data mining researchers due to their expedient im-
plementation, parallel nature, ability to search global optima and other advantages 
over conventional techniques. These methods along with their variants and hybrid 
approaches have emerged as worthwhile class of methods for clustering. Cluster-
ing is an unsupervised classification method. The partitional clustering algorithms 
look for hard clustering; they decompose the dataset into a set of disjoint clusters. 
This paper describes a brief review of evolutionary and swarm intelligence me-
thods with their variants and hybrid approaches designed for partitional clustering 
algorithms for hard clustering of datasets. 

Keywords: Evolutionary algorithm, Swarm intelligence, Clustering, Unsuper-
vised classification. 

1   Introduction 

Clustering has been approached by many disciplines in the past few decades 
because of its wide applications. The clustering classifies or groups the objects of 
an unlabeled dataset on the basis of their similarity. Each group known as cluster 
consists of objects such that the objects belonging to same cluster have more simi-
larity than objects belonging to the other clusters. Though several similarity meas-
ures, e.g., Manhattan distance, Euclidean distance, cosine distance, Mahalanabis 
distance, are available for different applications of clustering, the most widely 
used distance measure is the Euclidean distance [2]. Clustering problem is unsu-
pervised in nature as the clusters are unknown in number, volumes, densities, 
shapes and orientation, if any [1]. 
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Clustering methods can be broadly categorized as partitional or hierarchical 
[25]. Hierarchical algorithms can be further categorized as agglomerative (bottom-
up) or divisive (top-down). The agglomerative approach starts with each data 
point in its own cluster and merges them successively based on some proximity 
criterion until all data points are finally in a single cluster or some termination cri-
terion meets. Divisive approach starts with all the data points in single cluster and 
splits them into different sub clusters based on some splitting criterion until each 
data point make a cluster of its own or some termination criterion meets. On the 
other hand, the partitional methods decompose the datasets directly into a set of 
disjoint clusters based on some optimization criterion. 

Clustering can be carried out in two different modes fuzzy or Hard. In fuzzy 
clustering, each object may belong to each cluster with a certain fuzzy member-
ship grade [7]. In hard clustering, the clusters are disjoint and each object belongs 
to exactly one cluster. We can mathematically represent hard partitioning of a data 
set X, based on the descriptions in [5] as follows. Consider X= {x1, x2, ..., xN), 
where every data point xi in X corresponds to a n-dimensional feature vector. 
Then, hard partitioning of X is a collection C = {C1, C2, …, Ck} of K number of 
nonempty and non-overlapping  groups of data such that  

 
Ci ≠ ɸ                              i=1……K                                                                   (1)                                                     
Ci ∩ Cj = ɸ                      i, j=1,……,K and i ≠ j                                               (2) 
 
Clustering involves several issues and challenges, e.g., no standard guideline is 

available for feature selection/extraction, no standard design of clustering algo-
rithm or selection criteria is available, no widely accepted validity and interpreta-
tion criteria is available for measuring the quality of results, no standard guideline 
is available for choosing clustering validity index for a particular application or 
dataset, no standardized solutions are available for clustering tasks having wide 
applications in many areas. However, many clustering algorithms, e.g., K-means 
[4], k-Medoid [15], self-organizing map (SOM) [9] are available in the literature 
for solving partitional clustering problems. Nonetheless, these prototype-based 
conventional algorithms have many problems, e.g., they are quite sensitive to the 
initialization of prototypes, they do not provide any guarantee to the global opti-
mality rather they easily stuck into local minima [20], they are not computational-
ly feasible especially for the large datasets and large number of clusters. Specifi-
cally, for these reasons, powerful metaheuristics such as evolutionary algorithms 
and swarm intelligence based algorithms offer to be more effective methods to 
overcome the deficiencies of the conventional clustering methods as they posses 
several desired key features like up gradation of the candidate solutions iteratively 
based on objective function (fitness function), decentralization, parallel nature, 
flexibility, robustness, no need of prior information about domain knowledge, and  
self organizing behavior [14]. 

In this paper, we present a brief survey of evolutionary algorithms genetic algo-
rithm [12] and differential algorithm [10], a swarm intelligence based method Par-
ticle swarm optimization [11] along with their variants and hybrids of these algo-
rithms within and with conventional algorithms for partitional hard clustering. The 
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key aspects of the comparative study are (i) the algorithm and the operators in the 
backdrop of their design, (ii)  representation of clusters – medoid-based, centroid-
based, label-based, tree-based, or graph-based, (iii) encoding scheme of solutions - 
binary, integer, or real [6], (iv) type of dataset - real or synthetic, and (v) cluster-
ing validity indexes or objective function. In addition, we take note of an impor-
tant issue that whether the number of clusters is known apriori or is determined at 
run time. However, Cura [3] presents a method, which may be employed for both 
known and unknown number of clusters by defining separate fitness function for 
each. 

Rest of this paper is organized as follows. Section 2 presents a brief introduc-
tion of the evolutionary algorithms Genetic algorithm and Differential Evolution, 
and a most widely used swarm intelligence method Particle swarm optimization. 
Section 3 provides a review of solution methodologies based on evolutionary al-
gorithms and swarm intelligence methods for the hard partitional clustering. Con-
clusions and few important issues for future research are presented in Section 4. 

2   Evolutionary algorithms and swarm intelligence Techniques 

In this section, we present a brief introduction to the particle swarm optimiza-
tion, differential evolution and genetic algorithm. 

2.1   Particle swarm optimization (PSO) 

PSO is a swarm intelligence method modeled on social behavior of birds within 
a flock, where each particle represents a potential solution [16]. A change in the 
particle’s position is influenced by its won best position in the history and best 
particle’s position in the swarm; it is mathematically represented in equation (4). 
The performance of each particle is evaluated based on a predefined fitness func-
tion. In this way, the particles move towards the optimal solution within a defined 
search area. Based on neighborhood size of each particle within the swarm, it is 
categorized as global best PSO (gbest PSO) and local best PSO (lbest PSO). In 
gbest PSO, entire swarm is neighborhood of a particle whereas in lbest PSO a part 
of the swarm is neighborhood. Evaluation of current velocity of a particle (refer, 
equation (3)) consists of three parts (i) the previous velocity, which serves as a 
momentum of the previous flight direction; it is also referred to as inertia compo-
nent, (ii) the cognitive component, which quantifies how much a particle is influ-
enced by its own best position, and (iii) the social component, which quantifies 
how much a particle is influenced by the best particle in the neighborhood. In each 
generation, personal best (y) of a particle and global best particle (ŷ) in the neigh-
borhood is evaluated using an objective function. Change of velocity (v) and posi-
tion (x) of a particle in the swarm is expressed in equations (3) and (4). 
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vij(t+1) = vij(t) + c1.r1j(yij(t)–xij(t)) + c2.r2j(ŷj(t)–xij(t))                                            (3) 
xij(t+1) = xij(t) + vij(t)                                                                                             (4) 
 

Where j is the dimension of a particle, t is the iteration, r1 and r2 are random 
numbers in the interval [0, 1], and c1 and c2 are positive acceleration constants; 
commonly, c1 = c2 = 2. The PSO is sensitive to number of parameters, e.g., number 
of particles in the swarm, dimension of the search space, inertia weight, accelera-
tion coefficients, and neighborhood size. Inertia weight controls the exploration 
and exploitation abilities of the swarm [17]. The key strengths of PSO are its fast 
convergence towards global optimal solution, self organizing behavior, and few 
parameters to tune. Therefore, PSO has been widely applied to solve many diverse 
optimization problems in various areas including clustering. However, the main 
downside of the algorithm is premature convergence. Though it is originally pro-
posed for continuous valued search space, Kennedy and Albert [19] proposed dis-
crete PSO, known as binary PSO, to operate in discrete search space.  

2.2   Differential Evolution (DE) 

Storn and Price [21] propose DE, a stochastic population-based search strategy 
for continues –valued problem. The basic DE strategy can be described as the no-
tation DE/x/y/z, where x is the vector to be mutated (a random vector or the best 
vector), y is the number of difference vectors, and z is the crossover scheme (bi-
nomial or exponential) [21]. Some of the more frequently used strategies comprise 
DE/rand/2/bin, DE/best/1/bin, and DE/best/2/bin. In each generation, for each in-
dividual X1 in the current population, a mutation operator generates a mutant pa-
rameter vector T1 by mutating a target vector X2 with difference vector of two in-
dividuals X3 and X4, making sure that all these four individuals are different as 
shown in equation (5).  

 
T1j = X2j + β(X3j–X4j)                                                                                        (5) 
 
Where j represents dimension of an individual and β is a scaling factor, which 

manages the magnification of difference vector. For smaller values of β, the algo-
rithm converges slowly but it can be used to explore search in local area. Howev-
er, larger value of β assists greater diversity in search space but it may cause the 
algorithm to escape good solution. Therefore, the value of β should be balanced 
enough. Empirical results suggest that for large values of β and population size, 
solutions often converge prematurely [23]. Therefore, empirically decided value 
of   β = 0.5 generally exhibits good performance [21] [13]. A final trial vector is 
then generated by crossover operator through implementing a discrete recombina-
tion of the mutant vector T1 and the parent vector X1. Further, fitness value of the 
trial vector is compared with the corresponding parent vector and the one with the 
higher fitness value is selected for the next generation. It is gaining attention of re-
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searchers, for solving optimization problems, as it is easy to implement and re-
quires tuning of few parameters. 

2.3   Genetic Algorithms (GAs) 

GA is a stochastic optimization method that mimics the process of natural evo-
lution [12]. In GA, a solution to the problem is represented by a chromosome; a 
set of chromosomes is called a population. Typically, solutions of initial popula-
tion are generated randomly and then three genetic operators crossover, mutation, 
and selection are applied on solutions of current generation to produce new candi-
date solutions. The candidate solutions are selected for the next generation based 
on their fitness value. The crossover, which usually operates on two parents and 
produces two offsprings with some crossover probability, is primarily responsible 
for diversification of solutions in the entire search space. The mutation alters the 
gene of a chromosome to find solutions near it with a very small probability. Se-
lection operator selects solutions from current generation for next generation 
based on some selection strategy. This process of applying genetic operators to 
produce candidate solutions for next generation continues till termination criteria 
meets. GAs provides optimal or near optimal solutions to a vast range of optimiza-
tion problems as they are efficient, robust, self-adaptive, and parallel in nature. As 
GA is more suitable for discrete optimization problems and the clustering requires 
evaluating optimal number of groups in a multidimensional search space, it is 
suitable for the problem. Raghavan and Birchand [26] first introduced GA to the 
clustering. 

3   Literature survey 

In this section, we present a brief survey of recent ideas proposed for the clus-
tering based on particle swarm optimization, differential evolution, and genetic al-
gorithm along with their variants. In recent years, many researchers found that hy-
bridization of metaheuristics within and with conventional algorithms increases 
the efficiency and accuracy of clustering. Therefore, hybrid methods are also an 
integral part of this study. 

3.1   PSO variants for clustering 

Das et al. [32] propose a multi-elitist particle swarm optimization based algo-
rithm, which is able to obtain proper number of clusters and proper clusters auto-
matically for complex and non-separable datasets. As the canonical PSO con-

Partitional Algorithms for Hard Clustering 519



verges prematurely especially when swarm uses a small inertia weight or constric-
tion coefficient, the authors bring a concept of growth rate β as an additional pa-
rameter to each particle. Its value is increased if fitness function of the particle 
improves in successive iteration. If local best of a particle has higher fitness value 
than the global best of the swarm, it is moved to the candidate area, and finally, a 
particle in the candidate area that has the highest growth rate becomes the global 
best of the swarm. The authors use real-coded encoding scheme, Gaussian kerne-
lized distance measure, and Gaussian kernelized CS index as cluster validity in-
dex. The main downside of the algorithm is that the classification accuracy and 
mean number of classes obtained are considerably unsatisfactory when number of 
dimensions in the dataset exceeds 40. Chuang et.al [18] propose accelerated chao-
tic particle swarm optimization (ACPSO), which combines chaotic particle swarm 
optimization (CPSO) with an acceleration strategy; it works well when the number 
of clusters are known apriori and clusters are well defined. The CPSO maintains 
population diversity in PSO and saves it in entrapping in local convergence. It 
finds comparatively better solutions to its competitors, e.g., K-means, PSO, NM-
PSO, K-PSO, on variety of datasets with reference to the sum of the intra-cluster 
distance and error rate. 

3.2   PSO with conventional algorithms for clustering 

Omran et al. [29] propose a method, which uses lbest-PSO to avoid the local 
optima. It initially selects a group of centroids, say X, randomly chosen from the 
dataset, say D, and cluster centroids of global best particle, say Y, using binary-
PSO. Here, role of binary-PSO to choose active cluster centroids is similar as that 
of the activation threshold in [32]. The cluster centroids of global best particle are 
refined by K-means. The fitness of particles is evaluated on the basis of fitness 
function proposed by Turi [36]. To provide diversity in search space, new (X-Y) 
centroids are randomly selected from D to make group of centroids X for next ite-
ration. The primary advantage of this algorithm is that the user can select any va-
lidity index suitable for his/her dataset. Qian and Li [30] present an effective data 
clustering method where preprocessing of dataset is done by principal component 
analysis (PCA). PCA is not only used to reduce the dimension of features but also 
to overcome multicollinearity between features. The authors use K-means to in-
itialize particles in the PSO in order to improve its convergence rate. The authors 
use quantization error as fitness function to achieve quality of clustering. Some 
more aspects of this paper are described in Table 1. The main drawback of the al-
gorithm is that it does not deal with the issue of incomplete attribute sets in the da-
taset. 

For fast convergence and avoiding premature convergence, Tsai et al. [22] 
present selective regeneration particle swarm optimization (SRPSO), which im-
proves original PSO with two new features as follows. First, setting of cognitive 
and social parameters C1 and C2; they enable fast convergence of algorithm. It is 
suggested that C2 should be assigned greater value as compared to C1 so that the 
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new position of particle will be closer to the global best position. Second, selective 
particle regeneration is designed to avoid premature convergence; a likely trapped 
particle is re-assigned to a new position with certain degree of randomness in an 
attempt to escape from the local optimum. Taking advantages of K-means and 
SRPSO, the authors also develop a hybrid method KSRPSO. Here, K-means is 
used to generate the initial solutions for SRPSO to improve current best solution.  
Performance of algorithms is compared on the basis of sum of intra-cluster dis-
tances and error rate. The authors experiment on two synthetic and seven real da-
tasets to show that the SRPSO and KSRPSO are efficient, accurate and robust 
over original PSO algorithm and K-means algorithm. 

3.3   DE variants for clustering 

Das et al. [25] propose a method that determines number of clusters at run time. 
The authors suggest that it may yield proper number of clusters of previously un-
handled dataset in a reasonable time if a suitable choice of validity index is consi-
dered. It modifies classical DE by tuning parameters in two different ways to im-
prove its slow conversance property. First, the scale factor is changed in random 
manner in the range (0.5, 1); it helps to retain diversity as the search progresses. 
Second, the crossover rate (Cr) linearly decreases from Crmax to Crmin with itera-
tions during the run; it helps to initially explore a large search space and then 
search for the solutions in a relatively small local search space near the good solu-
tions where the suspected global optimal solution resides. The chromosome repre-
sentation and encoding scheme are similar to [32]. The authors compare the per-
formance of their algorithm with the algorithms proposed in [28], [29], and [21] 
focusing on three important parameters (i) quality of solutions measured by DB 
index and CS index, (ii) ability to find proper number of clusters, and (iii) compu-
tational time required to find the solution. The major drawback of the method is 
that its performance heavily depends on the choice of a suitable clustering validity 
index.  

3.4   DE with conventional algorithms for clustering 

Kwedlo [20] proposes a method (DE-KM) that combines DE and K-means to 
obtain clusters based on sum of square errors (SSE) criterion when number of 
cluster is known. Here, DE is a global search algorithm with slow convergence 
and K-means is local search algorithm with fast convergence. The purpose of 
combining these two is to make them compliment of each other or to take advan-
tages of both. Here, K-means algorithm is used in two ways, first, K-means is used 
to generate initial solutions in DE population, and second, K-means is applied to 
refine offsprings obtained by the mutation and crossover operators in DE. In both 

Partitional Algorithms for Hard Clustering 521



the cases, K-means is run till convergence. Tvrd´ık and Kˇriv´y [37] empirically 
find that DE hybridized with K-means performs comparatively superior to the 
non-hybrid DE based on optimizing two basic criteria, trace of within scatter ma-
trix and variance ratio criterion. Tian et.al [38] use K-Harmonic mean in the place 
of K-means with DE when number of clusters is fixed. 

3.5   GAs variants for clustering 

He et al. [35] propose a two-stage genetic clustering algorithm (TGCA) that can 
obtain proper number of clusters and proper clusters automatically. It employs 
real-coded encoding scheme, CH-value index as fitness function, and two-stage 
selection and genetic operators. Initially, it focuses on finding best number of clus-
ters, and then gradually moves finding global optimal cluster centers. The authors 
show its performance in comparison to other automatic clustering algorithms, e.g., 
hierarchical agglomerative K-means, automatic spectral algorithm, standard genet-
ic K-means clustering algorithm on four artificial and seven real-life datasets. 
Downside of the algorithm is that its search ability and grouping of data reduces in 
high dimensional datasets. Chang et al. [39] develop a GA for automatic clustering 
based on dynamic niching with niche migration to overcome the downsides of the 
fitness sharing approach. It works comparatively well even with datasets having 
very noisy background and high dimensions. 

3.6   GAs with conventional algorithms for clustering 

Kwedlo et al. [27] use GA to generate initial cluster centers for K-means as 
suggested in [29]. They use binary encoding for centroid based representation of 
clusters; a chromosome consists of N bits for a dataset having N objects. As the 
number of clusters K is fixed in the algorithm, a chromosome with exactly K bits 
set encodes a feasible solution. Therefore, two chromosome repairing methods 
random repair and distance based repair are used to modify each infeasible chro-
mosome created by crossover and mutation operator before fitness function (SSE) 
evaluation. In reproduction, the authors use modified two-point crossover and bit-
flip mutation to reduce the infeasible solutions. The Primary contribution of a me-
thod proposed by Wang et al. [40] is to create a new hybrid crossover operator in 
which string-coded crossover operator plays a role to retain the genetic characte-
ristics of the parent generation while real-coded crossover carry out to maintain 
population diversity. 
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3.7   Hybrid PSO/DE/GA for clustering 

As PSO suffers from premature convergence, Xu et al. [31] propose a hybrid 
DEPSO algorithm by using DE operator into the PSO procedure to add diversity 
to the PSO. It follows a two-step process; it carries canonical PSO in every odd 
iteration and DEPSO in every even iteration. In DEPSO, for every particle zi with 
its personal best Pi, four other particles with their personal best are randomly se-
lected from canonical PSO. An average weight is calculated by taking difference 
of personal best of two pairs selected randomly. This weighted difference is added 
to the Pi to create trial vector. Fitness of offspring created in trial vector is calcu-
lated against that of the parent; one with higher fitness is selected for the next gen-
eration. The authors use real encoding for centroid based representation of clusters 
as suggested in [32] and compare the performance of DEPSO with DE and PSO 
with regard to the number of iterations required for reaching a cutoff value of CH 
index in maximum of 100 runs. As the real partitions of the experimental datasets 
are already known, they use Rand index and Adjusted rand index to compare the 
performance of partitions to the real partitions. The same authors compare the per-
formance of eight cluster validity indices on same hybrid algorithm [8]. 

Rehab [34] proposes a hybrid algorithm that works in two phases. In first 
phase, a genetically improved particle swarm optimization (GAI-PSO), a meta-
heuristic, which combines the standard velocity and position update rules of PSO 
with the idea of selection, mutation, and crossover from GA, performs a global 
search to produce optimal initial seed as cluster centroids for next phase. In second 
phase, K-means locally improves the seed of cluster centroids of first phase to op-
timal centroids of clusters. In this way, a combination of global search ability of 
nature-inspired algorithms and fast convergence of local optimal algorithm K-
means avoid the drawback of both and produces good solution. Some more as-
pects of this paper are described in Table 1. Kuo et al. [24] present an approach, 
which combines binary-PSO and GA. A chromosome generated through binary-
PSO goes through the crossover and mutation operators in GA to generate new 
chromosomes. It uses elitist selection to send chromosomes to the next iteration. 
This process is continued until a termination criterion is met. Finally, the best 
chromosome is refined using K-means. However, their work is highly influenced 
by the work in [29] as encoding scheme, cluster representation, fitness function, 
and diversity maintenance are similar to [29]. 

 
Table 1.  A brief review of the proposed methods 

Pub   Purpose/Feature Encod Rep     K        FF DS 

[25] 
Clustering using improved 
DE 

RC CB Auto 
DB Index 
and CS 
measure 

R 

[31] Clustering with  DEPSO RC CB Auto 
CH index 
and SIL 
index 

R & S 
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Descriptions of abbreviations used are as follows: 
Pub: Publications; Encod: Encoding scheme of chromosome /particle; Rep: Re-
presentation of clusters; k: Whether number of clusters are fixed or determined au-
tomatically; FF: Cluster validity index /fitness function; DS: Type of Data set 
used; RC: Real-coded; BC: Binary-coded; CB: Centroid-based; Auto: Automati-
cally; R: Real; S: synthetic 

[32] 
Automatic kernel clustering 
with a Multi-Elitist PSO 

RC CB Auto 

Gaussian 
kernelized 
CS meas-
ure 

R & S 

[29] 
Dynamic Clustering using 
PSO 

RC CB Auto 
Proposed 
by Turi 
[36] 

R 

[35] 
Clustering using two-stage 
GA 

RC CB Auto CH-index R & S 

[27] 
GA is used to generate Ini-
tial cluster centres for the 
K-means 

BC CB Fixed 
Sum of 
square er-
rors (SSE) 

R & S 

[30] 

Data clustering using hy-
brid K-means and PSO 
where PCA serves to pre-
process the dataset 

RC CB Fixed 

Quantiza-
tion errors 
described 
in [30] 

R 

[34] 

Data clustering using ge-
netically improved PSO 
followed by K-means to re-
fine the solutions 

RC CB Fixed 
Sum of 
clustering 
Error 

R 

[22] 

Clustering using selective 
regeneration particle swarm 
optimization (SRPSO) 
method 

RC CB Fixed 
Sum of in-
tra-cluster 
distances 

R & S 

[20] 
Integration of DE and K-
means 

RC CB Fixed 

Sum of 
square er-
rors crite-
ria (SSE) 

R 

[24] 
Integration of PSO and GA 
for dynamic clustering 

BC CB Auto 
As pro-
posed by 
Turi [36] 

R 
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4   Conclusion 

This paper presents a survey of recent literature for the hard partitional nature-
inspired algorithms PSO, DE, and GA for data clustering. It describes key issues 
in the design of the algorithms for data clustering for known or unknown number 
of clusters such as kinds of algorithms with different operators and parameters, 
encoding scheme of solutions, objective function, and type of data set used. As al-
gorithms have their own pros and cons, in some cases, authors describe some ad-
vantages and limitations too. As nature-inspired methods are global search heuris-
tics with relatively slow convergence and the traditional algorithms, e.g., K-
means, are local search methods with relatively fast convergence, researchers 
usually hybridize the two to take advantages of both. The literature further sug-
gests that evolutionary algorithms and swarm intelligence methods are better al-
ternative for clustering in different domains. In addition, hybridization of evolu-
tionary and swarm intelligence algorithms themselves produces improved results 
by combing their supporting features as well as by taking care of exploration and 
exploitation capabilities of algorithms  in the search space. 

The authors are of the opinion that as the clustering algorithms are designed 
based on certain assumptions, under certain constraints, and for some specific ap-
plications, it is impossible to solve all the problems by a single clustering algo-
rithm. Therefore, there are several issues, which require attention of the research-
ers.  

a) Computational analysis of the algorithms is an important issue as clustering 
is a NP-Hard problem [33] that usually involves large datasets. 

b) Develop algorithms that can handle variety of data types, e.g., numerical, 
categorical, binary, and varying number of clusters with equal ease and ef-
ficiency.  

c) Develop algorithms that are capable to identify and rectify possible outliers 
and noise.  

d) Design efficient clustering algorithms that work for fixed numbers of clus-
ters as well as determine optimal number of clusters automatically based on 
the decision made by user.  

e) Develop computationally efficient (hybrid) algorithms for automatic clus-
tering when the dataset is unknown. 

f) Developing an appropriate fitness function is still a challenging task for 
many clustering problems. 

g) The most frequently used K-means to hybrid nature-inspired computing 
methods may be replaced with a better conventional local search method to 
increase the efficiency of hybrid algorithms. 
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Abstract.Feature selection is widely used in text clustering to reduce dimensions 
in the feature space. In this paper, we study and propose two-stage unsupervised 
feature selection methods to determine a subset of relevant features to improve ac-
curacy of the underlying algorithm. We experiment with hybrid approach of fea-
ture selection – feature selection (FS-FS) and feature selection – feature extraction 
(FS-FE) methods. Initially, each feature in the document is scored on the basis of 
its importance for the clustering using two different feature selection methods in-
dividually Mean-Median (MM) and Mean Absolute Difference (MAD).In the sec-
ond stage, in two different experiments, we hybridize them with a feature selection 
method absolute cosine (AC) and a feature extraction method principal component 
analysis (PCA) to further reduce the dimensions in the feature space.  We perform 
comprehensive experiments to compare FS, FS-FS and FS-FE using k-mean clus-
tering on Reuters-21578 dataset. The experimental results show that the two-stage 
feature selection methods are more effective to obtain good quality results by the 
underlying clustering algorithm. Additionally, we observe that FS-FE approach is 
superior to FS-FS approach. 

Keywords:  Feature  selection,  feature  extraction,  relevant,  redundant,  text 
clustering. 

1   Introduction 

With rapid development of the Internet technology, the amount of digital informa-
tion is drastically increasing day by day, thus making it difficult to extract relevant 
information in time from the huge corpus. Text clustering is one of the efficient 
ways to organize digital documents in a well-structured format to facilitate quick 
and efficient retrieval of relevant information in time. Traditionally, documents 
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are represented in a form of vector space model (VSM) [1], also known as feature 
vector model (FVM), where each dimension corresponds to a single term. It in-
creases the number of dimensions in the representation model unmanageably even 
for a modest corpus of documents. It necessitates a requirement of relevant feature 
selection as a lot of features are irrelevant, redundant and noisy which adversely 
affect the efficacy and efficiency of the clustering algorithm and sometimes even 
misguide them. Moreover, high dimensional feature space also makes it difficult 
to apply computationally intensive algorithm on all datasets. In this context, di-
mension reduction plays a key role in reducing the number of features.  
 
The primary aim of the dimension reduction methods is to generate low dimen-
sional subspace from high dimensional feature space without scarifying the per-
formance of the underlying algorithm.  These methods not only improve the per-
formance of the algorithm but also improve the understandability of the datasets, 
and reduce the storage requirements and computational complexity of the model-
ling process. These methods are broadly categorized as feature selection (FS) 
methods and feature extraction (FE) methods. 
 
Feature selection (FS) is a process of selecting discriminative set of features based 
on documents intrinsic characteristics. A number of FS methods, e.g., information 
gain (IG) [2], mutual information (MI) [4], chi-square ( ) [5], document fre-
quency (DF) [6], term variance (TV) [6], term strength (TS) [7], feature dispersion 
(FD) [8], are available in the literature for relevant features identification. Filter 
and wrapper are two subcategories of FS methods. Filter methods [2] quantify the 
relevancy of features based on statistical feature set, while wrapper methods [3] 
use classifier for selecting discriminative features subspace. These methods can be 
further subcategorized into two categories based on whether they used class label 
information or not for quantifying the relevancy of features. The FS methods, 
which use class label information for quantifying the relevancy of features, are 
known as supervised FS methods. The IG, MI, Chi-Square are all examples of su-
pervised FS methods. The primary limitation of these methods is that they can 
only be used when class label information is known apriori.  The other methods, 
which quantify relevancy of terms in data driven way, are known as unsupervised 
FS methods. The DF, TV, TS and FD are examples of unsupervised FS methods. 
Recently, a new concept of dispersion measures [9] has been proposed for quanti-
fying the relevancy of terms. In this study, we use dispersion measures mean-
median (MM) and mean absolute difference (MAD) for identifying relevant terms.   
 
Feature extraction (FE) methods transform high dimensional feature space into a 
low dimensional subspace without losing much information. The Principal com-
ponent analysis (PCA) [10], latent semantic indexing (LSI) [11], and independent 
component analysis (ICA) [12] are examples of FE methods. Among these, PCA 
has received alot of attention for dimension reduction [13, 14]. 
 
In this study, we experiment with two-stage unsupervised dimension reduction 
methods to reduce high dimensional feature space into low dimensional subspace 
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by removing irrelevant and noisy features. The experimental methods hybridize 
the FS methods by integrating with FS and FE methods. Such methods embed the 
advantages of both of these methods for dimension reduction.  In the first stage, 
each term is ranked by the discriminative power of features using MM [9] and 
MAD [9] individually. In the second stage, we transform thus obtained relevant 
feature subspace into low dimensional feature subspace using absolute cosine 
(AC) [9] measure to make a hybrid FS-FS method and using PCA to make a hy-
brid FS-FE method. It transforms high dimensional irrelevant and noisy feature 
space into low dimensional informative feature subspace. To evaluate the effec-
tiveness of the two-stage models, experiments are conducted using k-mean clus-
tering algorithm on Reuters-21578 dataset1. Experimental results explicitly indi-
cate that the two-stage models are more effective as comparatively the reduction 
in the dimension of feature space is more as well as they improve the performance 
of the K-mean clustering algorithm measured by sum-of-square error (SSE).  
 
The reminder of this paper is organized as follows. Section 2 discusses the related 
work.  Section 3 describes the mean-median, mean absolute difference, absolute 
cosine, principal component analysis for dimension reduction followed by k-mean 
clustering for creating clusters of documents. Section 4 outlines the two-stage un-
supervised dimension reduction methods. The effectiveness of the two-stage 
methods is demonstrated through experimental results for the clustering of text 
documents in Section 5. Finally, we conclude the paper in section 6. 

2   Literature Review 

Various studies [5, 6, 8, 9, 13, 14, 15, 16, 17, 18] are available in the literature in 
the area of feature selection for effectively and efficiently reducing the dimension 
of feature space without scarifying the performance of an algorithm.  Recently, 
several authors propose hybrid approaches, which take advantages of both the FS 
and the FE methods [13, 14], filter and wrapper methods [17, 18] and filter-filter 
methods [9,20] for dimension reduction. Some of the examples of the hybrid algo-
rithms are IG-PCA [13, 14], feature contribution degree and latent semantic index-
ing (FCD-LSI) [15], and maximum relevance minimum redundancy PSO 
(mr2PSO) [25].  More recently, some authors [9, 18, 20] introduce the concept of 
redundant terms removal along with relevant term identification for creating dis-
criminative feature subspace. In this section, we describe some works following 
this approach.  

 
Uguz [13] uses hybrid methods for selecting discriminative set of features. He 
uses filter-wrapper (IG-GA) and FS-FE method (IG-PCA) to convert high dimen-
sional feature space into low dimensional subspace. First, each term in the docu-
ment is ranked on the basis of its importance for classification using the IG. In the 
                                                            

1http://kdd.ics.uci.edu/databases/reuters21578/reuters21578.html 
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second stage, a FS method (GA) and a FE method (PCA) have been applied sepa-
rately to reduce the dimension of feature space. To evaluate the effectiveness of 
his proposed dimension reduction methods, he uses k-nearest neighbour (KNN) 
and C4.5 decision tree algorithm on Reuters-21,578 and Classic3 datasets collec-
tion for text categorization. The experimental results show that the proposed 
model is very effective in terms of precision, recall and F-measure. Similar ap-
proach has been used by Uguz [14] for Doppler signal selection. 

 
Usually strict term matching is used to represent a document in the vector space 
model. It does not take into account the semantic correlation between fea-
tures(terms)hence, leads to a poor classification/clustering accuracy.  To overcome 
this problem, Meng et al. [15] use LSI to replace the individual terms with statisti-
cally derived conceptual indices. Initially, they use a feature selection method 
FCD to select discriminative features set and then construct a new semantic space 
between features based on the LSI. The results show effectiveness of the proposed 
model on spam database categorization. Song et al. [16] also use LSI to propose a 
GA based method GAL to reduce the dimension of feature space. They show the 
superiority of their approach GAL over conventional GA applied in VSM model 
for Reuter-21578 document clustering results. 

 
Hsu et al. [17] introduce a hybrid feature selection method, which combines filer 
and wrapper methods. Initially, they select candidate feature subset from original 
feature space using computationally efficient filter methods F-Score and IG, and 
then refine the subspace using wrapper method inverse sequential floating search. 
Thus, the hybrid mechanism takes advantage of both the filters and the wrappers. 
They experiment with two bioinformatics problems, namely, protein disordered 
region prediction and gene selection in microarray cancer data and show that equal 
or better prediction accuracy can be achieved with a smaller feature set also. 
Foithong et al. [28] continue this concept of hybrid filer-wrapper method for fea-
ture selection. They select feature subspace using mutual information without re-
quiring a user-defined factor for the selection of the candidate feature subset. Ad-
ditionally, they reduce the computational cost of the algorithm and avoid local 
maxima of wrapper search method. Experimental results on 10 UCI datasets show 
the effectiveness of proposed model. 

 
Akadi et al. [18] propose a two-stage selection process for gene selection. They 
combine MRMR (Minimum Redundancy–Maximum Relevance) and GA to select 
informative genes subset. Initially, they use MRMR to filter out noisy and redun-
dant genes from the high dimensional space. Then, they use GA to select dis-
criminative subset of features and use classifier accuracy as a fitness function to 
select the highly discriminating genes on five different datasets. The comparison 
of the MRMR-GA with MRMR and GA show that the proposed model is able to 
find the smallest gene subset that gives the most classification accuracy in leave-
one-out cross-validation (LOOCV). Zhang et al. [20] and Unler et al. [25] also use 
MRMR to select discriminative features subspace. Zhang et al. [20], combine 
MRMR with ReliefF [27], which is an extension of Relief [26].  Unler et al. [25] 
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integrate MRMR with discrete particle swarm optimization (PSO) to bring the ef-
ficiency and accuracy of filters and wrappers for selecting discriminative feature 
subspace. 

 
Many methods have been proposed in the literature [9, 18, 20] for relevancy and 
redundancy assessments of the terms. These methods are computationally expen-
sive in nature.  To weed out this problem, Ferreira et al. [9] propose an efficient 
unsupervised and supervised feature selection filter method for high dimension 
feature space. Their findings show the efficiency and effectiveness of proposed 
model with lower generalization error than state-of -the-art techniques.  

3   Background 

In this section, we briefly describe feature selection methods MAD, MM and AC, 
feature extraction method PCA, and the K-means algorithm used for creating 
clusters of documents.  

3.1   Mean absolute difference (MAD) 

This measure [9] is simplified form of term variance [6].  It quantifies the rele-
vancy of feature based on their sample variance.  In other words, it quantifies the 
relevancy by computing the difference of sample from the mean value.  It is 
shown in equation 1. 

 
1

                                        1  

Here, X  is the value of feature i with respect to document j and X  is the mean of 
the features, given by equation 2. 
 

 X
1
n

X                                                              2  
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3.2   Mean-median (MM) 

This measure [9] is simplified form of skewness.  It quantifies the  relevancy of 
term based on absolute difference between the mean and median of  . It is 
shown in equation 3. 

| |                          3  

3.2   Absolute cosine (AC) 

This measure [9] quantifies the similarity between two vectors by measuring the 
cosine of the angle between them.It is shown in equation 4. 

 

cos ,
.

                                4  

 
Here and   are observed features, .  denotes the dot product, and . is the 
Euclidean norm. It measures the angle between given vectors. As the term fre-
quencies (tf-idf weights) cannot be negative, its value ranges between 0 and 1; 
0means both the vectors are orthogonal and 1 means both the vectors are collinear. 

3.3   Principal component analysis 

Principal component analysis (PCA) [10] is introduced by Karl Pearson in 1901. It 
is a mathematical technique that uses an orthogonal linear transformation to con-
vert the set of correlated variables into a set of new uncorrelated variables called 
principal components. The number of transformed principal components may be 
less than or equal to the original variables. Transformation of data to new space is 
carried out in such a way that the greatest variance of the data by any projection 
lies on the first component (called the first principal component), the second 
greatest variance lies on the second component, and so on. A detailed description 
of mathematical process of PCA is available in [22]. The most important step in 
computation of PCA is the determination of the appropriate principal components. 
The [21, 24] present some methods for automatically determining the number of 
suitable principal components in data driven ways. In this study, we use cumula-
tive percentage of variance for determining the number of principal components as 
used by [21]. It automatically selects informative features based on defined 
threshold. In this study, the threshold value used in all experiments is <95%. 
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3.4   Text clustering method 

In this study, we use k-mean [19] clustering algorithm for creating clusters of 
documents represented through various feature selection methods. It is the most 
widely used clustering algorithm in the literature, for document clustering too, be-
cause of its simplicity and efficiency. It is shown below.  

 
Algorithm: 

1. Select k points randomly form the feature vector space. These points rep-
resent initial centres of the clusters. 

2. Assign each vector (document) to the nearest cluster centre. 
3. Recompute the cluster centres when all vectors are assigned to the near-

est cluster centres. 
4. Repeat Steps 2 and 3 until the stopping criteria (i.e., number of iteration, 

improvement over centre positions) is not satisfied.  
 
Here, we use cosine measure for computing difference between vectors and cluster 
centres.  Cosine similarity of two vectors  ,  is defined as: 

 

 ,
  ,

                       5  

 
In this study, we use k=5, where k is the required number of clusters. The k-mean 
is susceptible to the selection of initial cluster centre; apoor selection of initial 
cluster centre may lead to the local optimum solution. Therefore, we run the k-
mean clustering algorithm with 10 different sets of initial cluster centres and fi-
nally select a set of partitions where the SSE is minimum. 

4   Experimental model for two-stage unsupervised dimension 
reduction methods 

Here, we discuss the two-stage experimental model for reducing dimensions in the 
representation model to improve the performance of the underlying algorithm. The 
first stage uses feature selection methods MM, MAD individually to remove ir-
relevant terms from high dimensional feature space, whereas the second stage uses 
feature selection method AC in one set of experiments and feature extraction 
method PCA in other set of experiments to transform the high dimensional feature 
subspace into a low dimensional subspace. The schema of the proposed model is 
shown in Fig. 1. 
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Fig 1: The general scheme of the three steps model for dimension reduction 

 
The first stage uses the feature selection measures MM and MAD individually to 
compute relevancy of the features. Then, first  p and q features are selected respec-
tively to form a new feature subspace. Instead of manually selecting the optimal 
number of features we use cumulative relevance criteria as used by [16]. 

 
The second stage, for transformation of the high dimensional feature space into a 
low dimensional subspace, uses the feature selection method AC in one set of ex-
periments as it does not depend upon the length and captures a scale invariant un-
derstanding of similarity and uses feature extraction method PCA in other set of 
experiments as it transforms a high dimensional subspace into a low dimensional 
subspace without losing much information. The MAD_AC and MM_AC are pro-
posed by Ferreira et al. [9]. In this article, we use these models only for the com-
parison purpose. Next, the k-mean clustering algorithm has been used to evaluate 
the effectiveness of the transformed features space. 

5   Experimental setup 

The experiments are conducted on Retures-21578 dataset for text clustering using 
K-means to examine performance of the proposed model. All the pre-processing 
steps and feature selection methods are implemented in java whereas the feature 
extraction and clustering methods are implemented in MATLAB. The experiments 
are run on machine with 2.80 GHz CPU and 2 GB of RAM under windows 7 en-
vironment. 
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5.1   Performance measure 

To evaluate the quality of various feature selection methods, we use the sum of 
square error (SSE) in K-means. It is an internal criterion and attempts to measure 
well a given partitioning is corresponding to the natural cluster structure of the 
data. It is formally defined as shown in equation 6: 

 

,                  6  

 
Here, ,  is square of the Euclidean distance between the ith centroid and 
the data points belonging to that cluster. The centroid is defined as: 

 
1

                                     7  

 

5.2   Results& discussion 

The pre-processing of the documents is performed in four stages. Initially, we re-
move the stop words2 -the common words that carry less weight and unnecessarily 
increase complexity of the underlying algorithm. In the second stage, we use por-
ter stemmer3for reducing derivationally related terms into common root form. In 
third stage, we remove duplicate terms and finally in stage four we construct the 
document vector using tf-idf (term frequency inverse document frequency) term 
weighting scheme [23]. It results in a feature vector model with dimension 
1339*7164, where 1339 is the number of documents and 7164 is the number of 
terms extracted after pre-processing steps. 
 
We conduct three sets of experiments. The first set of experiments consists of ob-
taining the relevant sets of features using FS methods, MAD and MM, individu-
ally (refer, rows 1 and 2 of Table 1). The second set of experiments consists of ob-
taining the relevant sets of features using FS-FS methods, MAD_AC and 
MM_AC, individually (refer, rows 3 and 4 of Table 1). The third set of experi-
ments consists of obtaining the relevant sets of features using FS-FE methods, 
MAD_PCA and MM_PCA, individually (refer, rows 5 and 6 of Table 1). 
 
 

                                                            
2http://www.unine.ch/Info/clef/ 
3http://tartarus.org/~martin/PorterStemmer/ 
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Table 1: Summary of experimental models 
Model 
Name 

Description  Idea # of fea-
tures se-
lected 

MAD Mean absolute 
difference 

MAD is used for relevant terms identifi-
cation. 

4522 

MM Mean-Median MM is used for relevant terms identifica-
tion. 

4394 

MAD_AC Mean absolute 
difference rele-
vant and redun-
dant  

Initially MAD is used for relevant terms 
identification, then AC is used for remov-
ing redundant terms. 

4468 

MM_AC Mean-Median 
relevant and re-
dundant   

Initially MM is used for relevant terms 
identification, then AC is used for remov-
ing redundant terms. 

3108 

MAD_PC
A 

Mean absolute 
difference princi-
pal component 
analysis 

Initially MAD is used for relevant terms 
identification, then PCA is used for trans-
forming high dimensional feature space 
into low dimensional subspace. 

658 

MM_PCA Mean-Median 
principal compo-
nent analysis 

Initially MM is used for relevant terms 
identification, then PCA is used for trans-
forming high dimensional feature space 
into low dimensional subspace. 

360 

 
Let the first set of experiments, where the dimension reduction is done by relevant 
terms identification through FS methods MM and MAD individually, be called as 
one stage feature selection as the dimension reduction of feature space is done 
once only. The obtained results are shown in Fig. 2.The MM performs better than 
MAD. It suggests that the features selected by MM measure are more informative 
than features selected by MAD.  
 
 

 
Fig 2: Comparison of MAD and MM in terms of the SSE 

 
Our next sets of experiments are based on two-stage procedure for dimension re-
duction. We call them two-stage dimension reduction methods asthe dimension 
reduction of the feature space is done two times in succession. Primarily, two-
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stage dimension reduction can be performed in two ways FS-FS and FS-FE. We 
perform both sets of experiments and present the obtained results in Fig. 3 and 
Fig. 4 respectively. It shows that the two-stage dimension reduction methods, 
whether FS-FS or FS-FE, perform better than a one stage methods as performance 
of the K-means clustering algorithm improves with the two-stage dimension re-
duction methods in comparison to the one stage dimension reduction methods. 
The performance of FS-FS methods MAD_AC and MM_AC are comparatively 
better than one stage methods MAD and MM (refer, Fig. 3). Similarly, FS-FE 
methods MAD_PCA and MM_PCA perform better than MAD and MM (refer, 
Fig. 4).  
 

 
Fig.3: Comparison of MAD, MM, MAD_AC and MM_AC in terms of the SSE 

 
 

 
Fig4: Comparison of MAD, MM, MAD_PCA and MM_PCA in terms of the SSE 

 
 

Further, we compare the performance of FS-FS methods and FS-FE methods. It is 
observed that FS-FE methods MAD_PCA and MM_PCA perform comparatively 
better than FS-FS methods MAD_AC, MM_AC (refer, Fig. 5). 
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Fig. 5: Comparison of MAD_AC, MM_AC, MAD_PCA, MM_PCA in terms of the SSE 

 
In feature selection, it is widely accepted that a feature is redundant if it is corre-
lated with some other features. The redundant terms adversely affect the perform-
ance of an algorithm.  It is evident that the two-stage dimension reduction methods 
are more effective than one stage dimension methods as they remove irrelevant 
and redundant features and improve the performance of the underlying algorithm. 

6   Conclusion  

In this paper, we experiment with two-stage unsupervised dimension reduction 
methods for feature selection by combining FS-FS and FS-FE methods.  First, we 
apply the FS methods MAD and MM individually to remove irrelevant and noisy 
terms, and then apply AC to make them two-stage FS-FS dimension reduction me-
thods MAD_AC and MM_AC. Further, we apply PCA to the FS methods to make 
them two-stage FS-FE dimension reduction methods MAD_PCA and MM_PCA. 
The experiments are conducted with Reuter-21578 dataset for text clustering. The 
experimental results demonstrate that the two-stage dimension reduction methods 
reduce the dimension of feature space more effectively in comparison to the indi-
vidual FS measure and improve the performance of the K-means clustering algo-
rithm. Additionally, we observe that FS-FE approach is superior to FS-FS ap-
proach. 
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