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Abstract Current research on Automatic Speech Recognition (ASR) focuses on
developing systems that would be much more robust against variability in envi-
ronment, utterance, speaker and language. In this paper all these major factors are
considered to develop a system which works powerfully for recognizing a set of
Tamil spoken words from a group of people at different noisy conditions.
Developing an ASR system in the presence of noise critically affects the speech
quality, intelligibility, and recognition rate of the system. Thus, to make a system
robust against different noisy conditions, the most popular speech enhancement
techniques such as spectral subtraction, adaptive filters and wavelet denoising are
implemented at four SNR dB levels namely -10, -5, 5 and 10 with three types of
noise such as white, pink and babble noise. This research work is carried out for
developing a speaker independent isolated speech recognition system for Tamil
language using Hidden Markov Model (HMM) under the above noise conditions.
Better improvements are obtained when the proposed system is combined with
speech enhancement preprocessor. Based on the experiments 88, 84 and 96 % of
recognition accuracy are obtained from enhanced speech using Nonlinear Spectral
Subtraction, RLS adaptive Filter and Wavelet approach respectively.
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1 Introduction

Speech recognition allows the system to identify the words that a person speaks
into a microphone or telephone and convert them into written text. The biggest
advantage of using ASR is the ability to achieve hands-free computing. It also
offers huge benefit for people with disability who find difficulties in using a
keyboard and mouse. Hence it is becoming an attractive alternate choice for users
to manage applications through voice rather than a mouse or keyboard. The sig-
nificant applications of ASR system include voice dialing, call routing, automatic
transcriptions, information searching, data entry, speech-to-text processing and
aircraft etc. Based on the requirement, the ASR system can be classified into
different broad categories. Accordingly it can be classified as isolated or contin-
uous speech and speaker-dependent or speaker-independent system. Some of the
speech recognition applications require speaker-dependent system whereas some
systems need speaker independent system where the inter-speaker variability
should be eliminated. Based on these constraints, it is desirable in many appli-
cations requiring small well defined vocabularies which efficiently work for a
group of people. Hence, today’s researches are more focused on developing
speaker independent isolated speech recognition systems. But, the great disad-
vantage of speaker-independent system is that the error rate is normally higher
than speaker-dependent systems. In recent times, with the combination of more
sophisticated techniques and improved independent speech recognition engines it
offers excellent performance with improved productivity.

Another important aspect in speech recognition system is its performance level
in noisy environment. Most of the systems achieve reliable performance in noise
free environments but works very poor in noisy conditions. Developing a highly
effective speech recognition system which achieves greater accuracy in noisy
conditions is a challenging task [1]. Also, the greater part of these speech rec-
ognizers have been primarily developed for English language. Hence, today
numerous researchers are mainly focusing on developing speech recognizers for
their native languages.

The paper is organized as follows. The overview of a proposed system is given
in Sect. 2 and the analysis of various speech enhancement techniques are explained
in Sect. 3. The Sect. 4 deals with feature extraction using MFCC and Sect. 5 briefly
explains about the HMM based speech recognition. The experimental results are
shown in Sect. 6. The subjective and objective performance evaluation is given in
Sect. 7. Finally, the optimum method for speaker independent isolated speech
recognition system for Tamil language is concluded in Sect. 8.
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2 Overview of the Proposed System

The proposed system involves various preprocessing and feature extraction tech-
niques as front end for the ASR system. The Fig. 1 shows the overview of speaker
independent isolated speech recognition system for Tamil language.

Initially, the system receives the analog signal which is converted into a digital
signal using Digital Signal Processor (DSP). Next, the digitized speech is given to
the speech preprocessing system which will perform dc offset removal and pre-
emphasis. Subsequently, the preprocessed signal is given to the speech enhance-
ment system for speech noise cancellation. After that, the useful feature vectors are
extracted from the enhanced speech signals using MFCC. Finally, the HMM
model is used to recognize the spoken word based on these feature vectors. These
techniques are explained in the subsequent sections.

3 Speech Enhancement Techniques

In real time environment, speech signals are normally corrupted by numerous
types of noise. The occurrence of noise in speech significantly decreases the
intelligibility and the quality of the signal. Reducing noise and enhancing the
perceptual quality and intelligibility of a speech without disturbing the signal
quality are the vital task. Hence, speech enhancement algorithm plays a crucial
role in speech recognition to improve the accuracy in noisy environment. Several
techniques have been proposed for this purpose namely spectral subtraction,
adaptive noise cancellation, kalman filtering, fuzzy algorithms, extended and
iterative wiener filtering, HMM-based algorithms and signal subspace methods
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Fig. 1 Overview of Speaker independent isolated speech recognition system
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etc. Achieving the high quality and intelligibility of the processed speech signal is
the major target of these techniques. The main objective of speech enhancement is
to improve the following:

• speech signal quality and intelligibility
• robustness of speech which is affected by noise
• speech signal-to noise ratio
• accuracy of speech recognition systems operating in noisy environments

In this paper, three types of speech enhancement techniques are implemented
namely spectral subtraction, adaptive filtering and wavelet. For this work, three
types of noises are considered namely white, pink and babble noise at four SNR
dB levels namely -10, -5, 5 and 10. The following section gives a brief outline of
these techniques.

3.1 Spectral Subtraction

The spectral subtraction is the conventional method proposed for additive back-
ground noise. It is mainly used to suppress the noise from the degraded signal and
it became more popular due to its simplicity [2]. It is represented in Eq. (1)

yðnÞ ¼ sðnÞ þ dðnÞ ð1Þ

where y(n) is the noisy speech which is composed of the clean speech signal s(n)
and the additive noise signal d(n). It is implemented by estimating the spectral
magnitude during no speech and subtracting this spectral estimate of the noise
from the subsequent speech spectral magnitude [3]. This technique is effective for
additive noise reduction, however they introduce some artificial noise which alters
the original signal. Hence these algorithms has gone through many modifications
with time and introduced new methods. They include Nonlinear Spectral Sub-
traction (NSS), MultiBand Spectral Subtraction, Minimum Mean Square Error
(MMSE), and Log Spectral MMSE [4]. In this paper, all these techniques are
implemented and the performances are measured both subjectively and objec-
tively. Based on the analysis, it was found that, the NSS is the premium method for
better noise cancellation [5].

3.1.1 Nonlinear Spectral Subtraction

Among the spectral subtraction techniques, the non-linear approach gives better
result since it make use of frequency dependent subtraction factor for different
types of noise [6]. In this method, in order to produce improved results, larger
values are subtracted at frequencies with low SNR levels and smaller values are
subtracted at frequencies with high SNR levels. It is estimated using Eq. (2).
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XeðxÞj j ¼ YðxÞj j � aðxÞNðxÞ
if

YðxÞj j[ aðxÞNðxÞ þ b DeðxÞj j
else

b ¼ YðxÞj j

ð2Þ

where b is the spectral floor, a(x) is a frequency dependent subtraction factor and
N(x) is a non-linear function of the noise spectrum

NðxÞ ¼ Maxð DeðxÞj jÞ ð3Þ

where NðxÞ is the maximum of the noise magnitude spectra.

aðxÞ ¼ 1
r þ PðxÞ

yðtÞ ¼ xðtÞ þ nðtÞ
Yj;k ¼ Xj;k þ Nj;k

ð4Þ

where r is a scaling factor and PðxÞ is the square root of the posteriori SNR
estimate given as

PðxÞ ¼ YðxÞj j= DeðxÞj j ð5Þ

The performance of this algorithm is further considered for comparing with the
other two enhancement techniques.

3.2 Adaptive Filtering

Adaptive filters also called self learning filters which do not have constant filter
coefficients and do not require a priori knowledge of signal or noise characteristics [7].
It has the potential to achieve enhanced performance in an environment where
information of the relevant statistics is not presented [8]. The well known and popular
kind of adaptive filters are Least Mean Square (LMS), Normalized Least Mean Square
(NLMS) and Recursive Least Squares (RLS) algorithms. The performances of all these
algorithms are analyzed to find out the efficient adaptive algorithm for speech
enhancement. Among these, LMS and NLMS algorithms are very simple and effective
method to implement but they are slower. Whereas the RLS algorithm makes the
converging speed and also offers better noise reduction and enhanced speech quality
and intelligibility when compared to the other algorithms. The RLS algorithm and its
advantages are discussed below.
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3.2.1 Recursive Least Squares Algorithm

RLS algorithms offer excellent performance in time varying environments like
speech [9]. It is a recursive implementation of the Wiener filter which is used to
find the filter coefficients that relate to producing the recursively least squares of
the error signal i.e. the difference between the desired and actual signal. In contrast
to LMS and NLMS algorithm, the RLS aims to reduce the mean square error. At
each instant, an exact minimization of the sum of the squares of the desired signal
estimation errors are performed by referring the values of previous error estima-
tions. The RLS approach offers faster convergence and smaller error with respect
to the unknown system, at the expense of requiring more computations [10]. In this
paper, the performance of LMS, NLMS and RLS algorithms are experienced at
different noisy conditions. As a result, it was observed that the performance of
RLS algorithm is superior to other adaptive algorithms [10].

3.3 Wavelet Denoising

Wavelet denoising is a non-parametric estimation method that has been proposed
in recent years for speech enhancement applications. Transform domain always
plays an important role in any speech signal processing application. Fourier
transform was the earlier choice of domain but creates annoying musical noise in
speech noise suppression [11]. Later, some methods have been proposed to solve
this problem but have not achieved satisfied performance. In recent years, wavelet
domain based approach has been found to be a very useful tool for solving various
problems particularly for speech denoising [11]. Compared to Fourier transform, it
is possible in wavelets to obtain a good approximation of the given function f by
using only a few coefficients which is the great metric [12]. If an observed signal
includes unwanted noise, the result is an additive signal model given by (6)

yðtÞ ¼ xðtÞ þ nðtÞ ð6Þ

where y is the noisy signal, x is the clean signal, and n is the additive noise.
Then the wavelet transform performs the following (7)

Yj;k ¼ Xj;k þ Nj;k ð7Þ

where Yj,k represents the kth set of wavelet coefficients across the selected scale j.
In wavelet transform, the noise is typically represented across time with smaller

coefficients whereas signal energy is focused on larger coefficients. This improves
the possibility of separating the signal from the noise based on some threshold
[12]. The main advantage of wavelet denoising is that it removes noise from the
corrupted signal without modifying the speech content. Among different types of
wavelet family, Daubechies wavelets are a powerful and efficient approach as they
are orthogonal and localized both in real and Fourier space [12]. In this paper,

562 C. Vimala and V. Radha



level 8 Daubechies 4 wavelet has been implemented which offers comparatively
good performance than some other wavelets family.

All the above three algorithms are implemented and their performances are
measured both subjectively and objectively. For the experiments, the separate
noise corpus from NOIZEUS were collected and added to the Tamil Speech
signals. Analysis is done on noisy speech signal corrupted by white, pink and
babble noise at -10, -5, 5 and 10 SNR dB levels. The following Fig. 2 shows the
results of speech enhancement using Nonlinear Spectral Subtraction, RLS adaptive
algorithm and Wavelet approach for a sample signal corrupted by 10 dB babble
noise. It is clear from the experiments that the wavelet technique offers better
performance for all types of noise and SNR levels which are considered for this
work. The subjective measures of these techniques are explained in the perfor-
mance evaluation section. The enhanced output signals from these techniques are
taken as an optimum input signal for feature extraction.

4 Speech Feature Extraction

The most significant part of all recognition systems is the feature extraction, which
converts the speech signal into some digital form of meaningful features.

Fig. 2 Results of speech enhancement and its spectrogram representations. a Original babble
noise signal at 10 dB SNR. b Enhanced signal using nonlinear spectral subtraction. c Enhanced
signal using RLS adaptive algorithm. d Enhanced signal using wavelet
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Providing prominent features is the major task in speech recognition system to
achieve good accuracy. The good choice of features makes the speech recognition
job easier in classification. The widely used feature extraction techniques are
Linear Predicting Coding (LPC), Mel Frequency Cepstral Coefficient (MFCC),
RASTA and Perceptual Linear Prediction (PLP). In this paper, the MFCC feature
extraction technique is chosen due to its prominent characteristics. The following
section gives details about MFCC feature extraction.

4.1 Mel Frequency Cepstral Coefficients

The human ear has high frequency resolution in low-frequency parts of the
spectrum and low frequency resolution in the high-frequency parts of the spec-
trum. The coefficients of the power spectrum of a speech signal can be transformed
to reflect the frequency resolution of the human ear. MFCC is based on the short-
term analysis, and thus from each frame a feature vector is computed. To extract
these coefficients the speech sample is taken as an input and hamming window is
applied to minimize the discontinuities of a signal. Then Discrete Fourier Trans-
formation (DFT) is used to generate the Mel filter bank. According to Mel fre-
quency wrapping, the width of the triangular filters varies and so the log total
energy in a critical band around the center frequency is included. After warping
this log energy, the numbers of coefficients are obtained. This coefficient takes the
best effects of Discrete Cosine Transformation (DCT) for the cepstral coefficients
calculation. MFCC can be computed by using the Eq. (8)

Mel fð Þ ¼ 2595�log10 1þ f=700ð Þ ð8Þ

Typical feature vector of 39 different parameters for each 10 ms of speech are
extracted. It can be observed from the experiments that the performance of the
system can be improved if the energy and delta coefficients are used additionally.
These features are given as the input for the post processing steps and they are
explained in the following section.

5 Speech Recognition Using HMM

Undoubtedly, modern general-purpose speech recognition systems are based on
HMM. The reason for using HMM is that it can be trained automatically and it is
simple and computationally feasible to use. The greatest advantage of HMM
model is it is more robust to environment noise and distortions. It is a stochastic
approach with set of states and transition probabilities between those states. Here,
each state describes a stationary stochastic process and the changeover from one
state to another to define how the process changes its characteristics in time [13].
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Each state of the HMM can model the generation of the observed symbols using a
stationary stochastic emission process [13]. It allows phoneme or word rather than
frame-by-frame modeling of speech. Basically, the problem of speech recognition
can be stated as follows. In a given acoustic observation X = X1, X2…Xn, the
objective is to find out the matching word sequence W = W1, W2…Wm which has
the maximum posterior probability P(W|X) [14]. It can be defined by the Eq. (9)

W ¼ arg max
w

PðW=XÞ ¼ arg max
w

PðWÞPðX=WÞ
PðXÞ ð9Þ

where P(W) is the probability of word W uttered and P(X|W) is the probability of
acoustic observation of X when the word W is uttered. P (X|W) is also known as
class conditioned probability distribution. P(X) is the average probability that
observation X will occur [14]. The goal is to find the word W by maximizing the
probability of X. To accomplish the above task an ASR system requires three
significant components which are also considered as post processing steps. They
are acoustic model, dictionary and language model. Since all these models are
language independent, these models are created manually for Tamil language.
Once all these models are developed, then the HMM model will perform likeli-
hood evaluation, state sequence decoding and HMM estimation to find out the
most probable word sequence from the given observation vector. The experimental
results and the performance evaluation of the proposed system are given in the
following sections.

6 Experimental Results

The main objective of this research work is to develop an ASR system to recognize
isolated speech in Tamil Language from a group of speakers. Speaker independent
speech recognition system itself makes the system complex. In addition to speaker
characteristics, the environment, vocabulary size, Signals to Noise Ratio (SNR)
also make the system very complex to implement. In this paper, all these factors
are considered but the vocabulary size is limited to 50 words. Since speech corpora
are not available for Tamil language it is created manually. The corpus containing
50 utterance of isolated speech were collected from 10 females. The database
consists of 10 repetitions of every word produced by each speaker. The experi-
ments were carried out in three conditions namely clean speech, noisy speech and
enhanced speech with different type of noisy conditions. The best input signal for
speech recognition system is identified according to the results obtained from
speech enhancement. Next, the useful feature vectors extracted using MFCC are
given as the input for the HMM based speech recognition. It can be observed that
the HMM offers better results and higher accuracy in clean and enhanced signals.
The wavelet based enhanced signals has achieved a great performance compared
to Nonlinear Spectral Subtraction and RLS adaptive filters. In this work, both
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objective and subjective measures are considered to ensure the performance of
speech enhancement techniques for improved accuracy and they are explained in
the next section.

7 Performance Evaluations

Developing an ASR system continues to be a challenging field for researchers due
to a great number of factors, which cause variability in speech. The main objective
of this work is to recognize a set of Tamil words from a group of people under
different noisy conditions. In this paper, the performance evaluations are done for
both speech enhancement and recognition separately.

7.1 Evaluation of Speech Enhancement Techniques

For speech enhancement, three types of techniques are employed namely Non-
linear Spectral Subtraction, RLS adaptive algorithm and wavelet based denoising
approach. These algorithms are measured based on three metrics namely Mean
Square Error (MSE) Rate, Peak Signal to Noise Ratio (PSNR) and Signal to Noise
Ratio (SNR). Based on these measures it was found that the wavelet based
denoising method confirms its superiority by offering less MSE and higher SNR
and PSNR values. The wavelet method has produced better signal quality and
intelligibility in all the noisy conditions and at different SNR dB levels which are
implemented in this research work. The performance of wavelet was found to be
comparatively good with subjective listening tests also.

7.2 Evaluation of Speech Recognition Accuracy

The speech recognition system is generally measured in terms of Word Error Rate
(WER), which is the ratio between misclassified words, and total number of tested
words. Generally, ASR research has been focused on minimizing the recognition
error to zero in real-time independent of vocabulary size, noise, speaker charac-
teristics and accent. The proposed system can able to recognize 48/50 words on an
average by using clean signal. The following Figs. 3 and 4 illustrate the perfor-
mance of the proposed system based on accuracy rate and WER for different types
of signal employed in this research work.

The average accuracy of a given database is shown in Fig. 3 and it is clear from
the above figures that the wavelet approach with HMM performs extremely well
for all the datasets at different conditions for all the speakers enrolled in the
database. The results prove that the proposed system offered higher accuracy level
and less WER.
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8 Conclusion

In recent years, considerable amount of research works were focused on human
computer interaction through speech recognition system. Whereas language barrier
is one of the significant factors which make these technologies less accessible.
Based on this specific need, in this paper an efficient speaker independent isolated
speech recognition system is implemented for Tamil language. The proposed
system is developed using HMM since it is a most flexible and successful approach

Fig. 3 Performance
evaluation of proposed
system based on accuracy

Fig. 4 Performance
evaluation of proposed
system based on WER
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to speech recognition. The main objective of this work is to recognize the spoken
words under different noisy conditions. In this paper, three types of noises are used
namely white, pink and babble noise at four SNR dB levels like -10, -5, 5 and
10. The most popular speech enhancement techniques namely spectral subtraction,
adaptive filters and wavelet denoising are implemented for removing the above
mentioned noise types. The performances of these techniques were evaluated
based on MSE, PNSR and SNR values. Based on the results, it was found that the
spectral subtraction algorithm has achieved good noise cancellation but fails to
produce intelligibility in enhanced speech. The RLS adaptive algorithm also
performed well and offered good results in speech quality and intelligibility to
some extent. Compared to the above algorithms, very good performance was
achieved through wavelet denoising for all the noise factors considered for this
work. The prominent input obtained from these speech enhancement methods are
further analyzed with speech recognition accuracy. The comparison is done with
different conditions like clean, noisy and enhanced signals. Comparatively,
excellent accuracy and minimum WER are obtained through wavelet approaches.
The system is found to be successful as it can identify spoken word even in noisy
conditions which is the greatest advantage of HMM. Based on the experiments, it
is concluded that the combination of wavelet and HMM approach can yield a
highly effective recognition performance for speaker independent isolated speech
recognition for Tamil language.
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