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Preface

We are very happy to bring this Proceedings of International Conference on Advances
in Computing 2012 (ICAdC 2012). This Conference is being organized by the depart-
ments of Information Science & Engineering, Computer Science & Engineering, and
Computer Applications of M.S. Ramaiah Institute of Technology (MSRIT), Bengaluru,
Karnataka, India. This programme is being organized under the Golden Jubilee celebra-
tions of MSRIT (Estd. 1962). We are happy to organize the event at MSRIT, Bengaluru,
where the idea for this Conference was blossomed. The participants to visit Bengaluru
in July may experience rain and wind opportunities. The themes of the Conference,
viz., Theoretical Computer Science, Systems and Software, and Intelligent Systems,
cover the broader spectrum of computing and its advances; these are the common fac-
tors of all the three departments. The Conference tries to provide the platform to all
senior and young researchers to share their knowledge as well to have networking for
strengthening their research activities. We have received overwhelming response from
all corners but could not accommodate them all. We are extremely delighted to receive
research contributions from different parts of the world, including Australia, United
Kingdom, South Africa, Ethiopia, Iceland, Vietnam, Iran, and Mauritius. It is true that
the success of such events depends on the quality of the papers and on the efforts of
the Conference organizers. All the contributions are peer reviewed by program com-
mittee members/technical committee reviewers. The reviews are focussed primarily on
originality, quality and relevance to the theme of the Conference. As large numbers of
contributions were accepted, it was decided to have parallel sessions so that interested
groups may interact with other researchers in their interested research areas. We con-
vey our special thanks to all the authors for submitting their research outcomes to this
Conference, to the program committee/technical review committee, and to numerous
reviewers who did an excellent job in guaranteeing that the articles in this volume are
of good quality.



VI Preface

We also thank all the committee members for their efforts to make the Conference a
grand success. The editors profoundly thank the management for the generous financial
support extended to this Conference.

Aswatha Kumar M.
Selvarani R.

T.V. Suresh Kumar
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Technical Note

Computing power is increasing day by day, making the impossible become possible. We
can create and visualize virtual world, speeding up time to simulate the creation of the
universe or slowing down time to understand the interaction of the most basic particles
of matter. Technology has grown to a wider dimension in all the sectors and has made
everything virtual, is driven by the advancement in technology. However, this seems
to apply mainly to developed nations, while developing countries still struggle with
antediluvian machinery and systems. The primary sector that supplicates rapid devel-
opment is intelligent computing and ICT, all are interdependent. The role of Intelligent
Computing and ICT in a developing society cannot be exaggerated. Hence there is a
need for academicians to take a major role in providing a smooth takeover of advanced
intelligent computing and ICT in the young mindsets and interested researchers.

The development of technology in the domain of intelligent computing, communi-
cation and Information providing an end user/terminal requirement has given the way
for integrated system design and development. Similarly, rapid advances in modern high
speed networks and wireless/mobile networks, with the support of Internet growth, have
produced tremendous research and commercial opportunities in the areas of mobile
multimedia Networks (2G, 3G, and 4G), ubiquitous and pervasive computing systems.
The main focus of this International Conference – ICAdC-2012 is to provide the bene-
fits to the academicians, researchers and industrialist to bring in a smooth transition in
the developing countries. Some of them include the following.

• Provide a platform to engineers, academicians, budding research scholars, Ph.D.
scholars of various Engineering Colleges/ Universities/ Institutes to show case their
research in the field of education and develop aptitude for writing technical papers.

• Discuss the future direction of research and new technologies, which can be helpful
in research.

• Networking the professionals from various sectors with academic institutions for
better education and work flow.

• Promote the benefits of the applications of Standards and Ethics in the government,
academia and industry.

ICAdC-2012 seeks to bring together international researchers to present paper and
generate discussions on current research and development in all aspects of IT.



XII Technical Note

Special Emphasis will be made on the aspects of R&D development through several
presentations of research papers and key note addresses. The conference addresses the
following topics: New Theoretical Computer Science, Systems and Software, Intelli-
gent Systems.

We wish the dignitaries, participants and specially the organizing team in making
this event a grand success.
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Abstract. Effective and efficient job scheduling is an important aspect of Grid 
computing. Task scheduling becomes more complicated in a Grid environment, 
due to geographically distribution, heterogeneity and dynamic nature of grid re-
sources. In this paper, a new computational scheduling policy called Multilevel 
Feedback Queue (MLFQ) scheduling, which is designed to support the alloca-
tion of resources for gridlets (jobs) is proposed. Gridlets provided by the users 
are assigned to processing elements (PEs), and gridlets whose remaining service 
time is shifted between queues of the MLFQ scheduler to get completed. In 
MLFQ, the total architecture is divided into multiple prioritized queues. This 
approach provides gridlets which starve in the lower priority queue for long 
time to get resources. As a result, the response time of the starved gridlets  
decreases and overall turnaround time of the scheduling process decreases.  
This scheduling policy is simulated using Alea GridSim toolkit to test the  
performance. 

Keywords: Grid computing, Job Scheduling, Multilevel feedback queue,  
GridSim. 

1   Introduction 

Grid computing is a distributed computing which has emerged for solving a large 
scale intensive data through sharing of resources over the network [1]. In grid compu-
ting systems, there are often large amounts of resources available to be used for com-
puting jobs. Scheduling in a grid computing system is not as simple as scheduling on 
a multi-processor machine because of several factors. These factors include the fact 
that grid resources are sometimes used by paying customers who have interest in how 
their jobs are being scheduled [2]. However, grid computing systems usually operate 
in remote locations so scheduling tasks for the clusters may be occurring over a net-
work [3]. Job scheduling algorithms are commonly applied to grid resources to opti-
mally post jobs to grid resources [4, 5]. Usually, grid users submit their jobs to the 
grid manager to utilize and fulfill the facilities provided by grid. The grid manager 
distributes the submitted jobs among the grid resources to minimize the total response 
time.  
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In a Grid environment, there is moderately large number of job scheduling algo-
rithms proposed to minimize the total completion time of the jobs [6, 7]. These algo-
rithms works on minimizing the overall completion time of the jobs by analyzing the 
suitable resources to be assigned to the jobs. In contrast with minimizing the overall 
completion time of the jobs does not necessarily result in the minimization of execu-
tion time of each individual task. In this paper, we propose a new scheduling policy 
for grid computing which uses multilevel feedback queue technique concept to avoid 
the starvation of low priority jobs for a longer duration to get resources to complete 
their requested services. In this technique, jobs are scheduled according to their re-
maining service time and they are shifted down from queue to queue as they have 
some remaining service time. Every queue has unique time quanta that gradually in-
crease from top level to bottom level queues so that longer jobs gradually moves from 
top to bottom level queues for getting completed. All low priority jobs will process on 
intermediate queues and gets completed with minimal duration, so that all jobs will 
get an equal opportunity to utilize grid resources efficiently. The rest of the paper is 
organized as follows. Section 2 presents the related works. In Section 3 the system 
model for scheduling in Grid computing environment is presented. In section 4, the 
MLFQ scheduling technique is proposed. The simulation of the MLFQ scheduling al-
gorithm using Alea GridSim is presented in section 5. Finally, section 6 concludes the 
paper. 

2   Related Work 

There has been significant research continuing to attempt to devise scheduling algo-
rithms for grid environments’ problem of efficient job assignment. Some of the jobs 
scheduling algorithms in a grid environment are given below. 

X. He et al. [9] have proposed an algorithm based on the conventional min-min al-
gorithm known as QoS guided min-min which schedules the jobs requiring high 
bandwidth before others. F. Dong et al. [12] have proposed an algorithm called QoS 
priority grouping scheduling. This algorithm, considers completion time and accepta-
tion rate of the jobs and the makespan of the entire system as key factors for job sche-
duling. E. Ullah Munir et al. [13] have proposed a new job scheduling algorithm 
which makes use of grid computing environments known as QoS Sufferage. K. Etmi-
nani et al. [14] have proposed an algorithm which provides a solution on basis of 
max-min and min-min algorithms. The algorithm discovers the situations where to 
adopt one of these two algorithms, based on the standard deviation of the estimated 
completion times of the jobs on every computing resources. L. Mohammad Khanli et 
al. [10, 11] have proposed a QoS based scheduling algorithm for an architecture 
called Grid-JQA. In this method the solution involves applying an aggregation formu-
la which includes a combination of different parameters together with weighting fac-
tors to perform operations on QoS.  
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3   System Model 

In this section, we present the system model of scheduling in Grid computing envi-
ronment. An open queuing network model of Grid resources is considered as shown 
in Figure 1. There are input queues to store user gridlets waiting to be processed by 
one of the processing elements present in grid resource. They are connected with a 
high-speed network with negligible communication delay. The processing elements 
speed is measured in terms of million instructions per second (MIPS) rating. The 
processing elements can be either homogeneous or heterogeneous. For homogeneous 
PEs, the MIPS rating is same where as for heterogeneous it is different from each oth-
er. Each Grid resource system consists of machines having a set of PEs and each PE is 
having an independent multilevel feedback scheduling policy. The system comprises 
three levels of queues, namely, the first level with fixed time quanta which is double 
in the level two queues and a FIFO in the third level. 

 

Fig. 1. A queuing network model for the GridSim scheduling system 

The proposed model works under the following assumptions: 

1. Gridlets arriving into the system are independent of one another. 
2. When gridlets are mapped to the machines, based on their requirement, it checks 

for the (resource) availability list. 
3. No information is available on the workload of incoming gridlets.  
4. The initial processing speed of each PE is provided and processing capacity of 

Grid resources is updated from time to time based on last gridlet executed and time 
taken for task completion. 

3.1   Multilevel Feedback Queue (MLFQ) 

Multilevel feedback queue plays a significant role in multilevel queue scheduling. In 
MLFQ, jobs are scheduled according to their remaining CPU burst and they are 
shifted down from queue to queue as they have some remaining CPU burst. Every 
queue has unique time slice that gradually increases from upper level queue to lower 
level queue. So the CPU intensive jobs go down from upper queues to lower queues 
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gradually for getting completed. Thus, lower priority queues are filled with CPU in-
tensive jobs and as a result these processes start to starve for getting CPU attention. 
The MLFQ scheduling organizes the queues to minimize the queuing delay and op-
timize the queuing environment efficiency [8]. 

3.2   State Diagram  

The system is modeled in a state transition diagram as shown in Figure 2. As gridlets 
arrives to the input queue, each gridlet is selected and it acquires the requested re-
sources from grid resource list. Once it acquires the requested resources, it finds the 
suitability of the resources and checks for the required PEs, MIPS, bandwidth and sto-
rage. If the suitability is fulfilled, the scheduler assigns gridlets to the resources se-
lected from the resource list. Gridlets are scheduled according to their remaining ser-
vice time and they are shifted down from queue to queue as they have some 
remaining service time. Every queue has unique time slice that gradually increases 
from upper level queue to lower level queue. So the PEs intensive gridlets go down 
from upper queues to lower level queues gradually for getting executed. If the gridlet 
fails to execute at this stage then it is placed back into input queue during the course 
of execution for later resumption. 

 

Fig. 2. State Diagram 

4   Proposed Solution  

In this section, we briefly explain the proposed solution for scheduling the jobs using 
MLFQ technique in Grid environment. The user submits gridlets along with the re-
quirements to the Alea GridSim scheduling system. The submission of gridlets to the 
resources involves checking the suitability of the available PEs. If the requirement is 
satisfied, the gridlets are assigned to the respective resources. This technique uses a 
dynamic priority mechanism to schedule the gridlets to the system efficiently and 
maximize the resource utilization. The MLFQ scheduling model is depicted in the 
Figure 3. The gridlet waiting for the service is placed in the waiting queue. The grid-
lets that are scheduled in the queue Q1 are executed. If the gridlets in Q1 submitted for 
execution do not complete in the given time quanta of Q1 then those gridlets are 
pushed onto the next level queue Q2. Then the gridlets pushed on to Q2 are executed 



 Multilevel Feedback Queue Scheduling Technique for Grid Computing Environments 5 

along with the gridlets present in queue Q1. Similarly, if the gridlets in Q2 submitted 
for execution do not complete in the fixed time quanta of Q2 then those gridlets are 
pushed onto the next level queue Q3. However, the gridlets present in Q3 are executed 
based on FCFS scheduling policy. The shorter gridlets completes its execution quick-
ly, without migrating to lower level queues. All gridlets gets an opportunity to execute 
and thus reduces starvation of gridlets.   

 

Fig. 3. Multilevel Feedback Queue (MLFQ) Scheduling model 

5   Simulation 

In this section we show the performance of MLFQ scheduling technique trough sev-
eral experiments using Alea simulator, an extension of GridSim simulation toolkit. 
The experiment involved 5000 jobs that were executed on 14 clusters having 806 
CPUs. We run the simulation by providing input data set and it completes all the jobs 
submitted to the grid over a span of time. MLFQ is able to increase the machine usage 
by using MLFQ approach and average machine usage per day as depicted in Figure 4.  
The number of waiting and running jobs on an average against each day is depicted in 
Figure 5. MLFQ is capable of a higher resource utilization and reduction of the  
 

 

Fig. 4. Percentage of average machine 
usage per day 

Fig. 5. Average job execution per day 
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Fig. 6. CPU usage per day    Fig. 7. Percentage of cluster usage 

 
number of waiting jobs through the time and the number of waiting and running jobs 
per day. The requested and available CPU usage per day is shown in Figure 6. Figure 7 
presents the average machine usage per cluster. Simulation results show that there is a 
minimization of overall response time and waiting time of gridlets. 

6   Conclusion 

The paper describes a new approach to schedule tasks efficiently in a grid environ-
ment. We proposed a Multilevel Feedback Queue Scheduling (MLFQ) for Alea, a 
GridSim based simulator. The approach is based on processing capability of individu-
al grid resources. Our policy provides a solution by implementing MLFQ scheduler 
where lower priority gridlets will complete quickly, without migrating to the lower 
levels of the hierarchy. So that we can achieve high times. The transportation cost and 
overall communication delay is considered for future work.  
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Abstract. Recognizing and identifying the objects present in a video is a 
challenging task in the area of computer vision.  The paper presents a method 
through image processing activities, to recognize a vehicle passing through a 
highway.  The video of the vehicle is recorded and a frame, which contains the 
backside or front side of the vehicle, is separated for further processing.  This 
single frame is an image, might have the vehicle object any where in it.  A prior 
knowledge of the structure of the vehicle is used to locate the vehicle in the 
frame.  The number plates of the vehicles normally will have significant 
features like with the specific background (White or Yellow) and the vehicle 
numbers are written in a rectangular area with these features is adopted to locate 
the number plate in the frame.  Further segmentation is carried at character level 
using contour traversal method. A fourteen segment projection method is 
followed to recognize the characters of the segmented characters.  The proposed 
method is able to segment and recognize the vehicles in the most of the ideal 
situations. 

Keywords: Video to image conversion, Edge detection, Contour traversal, 
Character segmentation. 

1   Introduction 

Interest in the potential of digital images has increased enormously over the last few 
years, fuelled at least in part by the rapid growth of computer imaging.  Users in many 
professional fields are exploiting the opportunities offered to access and manipulate 
remotely sensed images in all kinds of new and exciting ways[1].  However  they are 
also discovering that the process of locating a desired image in a large and varied 
ambiance can be a source of considerable frustration[1]. 

Detecting the position of the text in digital images is of paramount importance in 
document analysis[1][2].  There are some research attempt made towards recognizing 
text in videos[3][4].  Image processing algorithms often consider the identification of 
text characters as trivial problem since those images of text characters. However the 
scenario is complicates when text is part of image. Image segmentation is required 
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before the characters are being recognized. The presence and interpretation of text in 
these images can provide visual information in addition to possible text in the form of 
captions, subtitles or image objects.  Input scenes are decomposed in to set of binary 
images where connected components are analyzed for the possible presence of text 
characters[3]. The process of locating text in a given image is the first step in the 
problem of text reading. The problem of text detection gets complex with the 
variations in fonts, sizes and textures.  However in this case law enforcement makes 
the numbers written on the vehicle with normal font makes the recognition much 
easier. 

Input is taken from a stationary camera, which continuously takes the video of the 
vehicles passing in front if it. To increase the performance of recognition, 
preprocessing activities like normalization, skew detection and correction and 
segmentation are performed. Quality of the video produced by the camera is not 
always consistent; hence it is required to preprocess the video. 

The paper is organized as follows:  In section 2 details about the preprocessing 
adopted for this application is presented.  Section 3 discusses about contour traversal 
technique adopted to segment the rectangles present in the image.  In section 4 an 
illustration is given about the details of segmenting the characters in a number plate.  
Experimental results and conclusions are presented in section 5 & 6 respectively. 

2   Preprocessing  

Generally all images contain some noise in the image.  This noise should be removed 
before any further processing is done[9].  There are several standard algorithms 
available, which can be used for noise for removal and smoothening. 

2.1   Gaussian Convolution 

Gaussian convolution is typically used for image smoothing, in which large changes 
in intensities between adjacent pixels are diminished by weighted averaging. It uses a 
symmetric normalized 2-D Gaussian smoothing operator G (x, y) for its convolution 
kernel: 
 

                                        (1) 
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Fig. 1. Gaussian Convolution 

In Gaussian convolution method, substitution of the values of x and y as given in 
figure 1 and logically placing on the image to produce smoothened image. Normally, 
the center value of the mask is dominating as shown in table 1. The mask shown in 
table 1 is derived from equation (1) for =0.4.  

Table 1. The Guassian Mask for before normalization (Sum of the weights 
=1.7722) 

 

Table 2. The Guassian Mask for before normalization (Sum of the weights =1) 

 

Before performing any operation the picture is converted to binary as it reduces 
complexity and decision is only to know the area of text in the image. 

 



12 T.N.R. Kumar, S.K. Srivatsa, and S. Murali 

Edge Detection 

Edges of the objects give more details about the boundary and shape of the 
intermediate component.  After scanning picture horizontally, if there is a change in 
then it is considered that point as edge point.  Scanning is performed on same picture 
vertically and if there is any change in color, then it is considered that point as edge 
point.  Figure 2a shows the image before edge detection and 2.b shows the edges of 
the image.  Robert cross operator [6] is used to detect the edges 

First form of Roberts Operator 

 

Second form of Roberts Operator 

 

 
Where Vf is the gradient operator 
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                                 Fig. 2a.                                                            Fig. 2b. 

3   Segmentation of Number Plate 

Number plates in any vehicle will have significant features, like with specific 
background and written on a rectangular portion. This knowledge enables the 
segmentation of number plates using contour traversal method, a rectangle which 
contains some characters.  The method is illustrated below. 

3.1   Contour Traversal  

Contour traversal is widely used in image processing application.  The chain codes 
are used to characterize a pixel on the contour.  Chain code is a local feature, which 
gives the spatial association between two successive points.  An arbitrary point is 
considered as starting point.  Traversing along a contour of the object and reaching 
the starting point may produce a rectangle. Situation may arise where the contour 
traversal encounters two branches. In such situations the contour traversal is 
terminated. 

This technique is used to recognize the closed loop present in the image.  If there is 
more than one rectangle present in the image only bottom most rectangle where 
generally the number plate is present is only considered and the remaining rectangles 
present in the image is ignored.   

 
Fig. 3.  
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4   Character Segmentation and Recognition 

The segmented number plate has two distinct intensities, the foreground that is 
generally black and the background that is generally white/yellow.  Segmentation is 
initiated by scanning the image horizontally and vertically.  When a black pixel is 
encountered, scanning is continued until a white pixel encountered and all the co-
ordinates of the black pixel as well as the white pixel as stored in an array and check 
for continuity.  If there is continuity in black pixel then it is a character and if there is 
continuity in white pixel then it is considered as gap between two characters and these 
characters are segmented separately. 

 

Fig. 4.  

 
Fig. 5. 

5   Character Using Projection Method 

Segmented characters are taken as input to this stage of recognition[10].  A logical 
box with horizontal line in the middle enclosing the number is imagined.  Logically 
divide the number in to vertically two halves.  Horizontally project all left half bright 
pixels of the numbers on to the segments  ‘f’ and ‘e’ and project all right half bright 
pixels of the number on to the segment ‘b’ and ‘c’.   
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Fig. 6. Segmentation of the logical box in to 14 lines 

Similarly divide the numbers in to three parts horizontally.  Vertically project all 
the pixels in the first part on to segment ‘a’, project all the pixels in the second part on 
to the segment ‘g’ and project all the pixels in the third part on to segment ‘d’.  
Determine the dynamic thresholds of each segment.  These thresholds are used to find 
whether sufficiently large number of pixels is projected on to the corresponding 
segments.  Considering the string segments that cross the thresholds identify the 
number.  Figure 7 shows how the number ‘3’ is divided horizontally and vertically. 
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Fig. 7. Projection of  Number 3 to segments and formulation of segments  

Experimental Results 

Video taken by the stationary camera is to be converted to frames or picture frames.  
Software video works is used to convert the video in to frames.  A best frame is 
selected out of the number of frames generated by the software and it can be saved as 
a bitmap file. 

In experimentation a sample set of 25 different vehicle images are taken from a 
camcorder.  The recognition of number plates and recognition of characters varies 
from 70% to 80% for different images.  In this experiment it will only recognize 
English characters and as well as numbers.  It is assumed that the number plate is 
written in normal font, however some of the number plates are written in fancy styles, 
is difficult to recognize. 

6   Conclusion  

Segmenting the number plate in an image and recognizing the vehicle through its 
number is one the major task highlighted in the paper.  The various activities involved 
in this process are taken from some existing algorithms.  The simple recognition 
algorithm proposed here is suitable for recognizing the characters in a limited set.  
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The performance of the algorithm as a whole has shown satisfactory results, which 
could be used to record the vehicle numbers in database.  However it is a real time 
activity, further enhancement specially in video processing and handling partially 
visible number plates are required to make it complete. 
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Abstract. Most important challenge in Wireless Sensor Networks is to improve 
the operational efficiency in highly resource constrained environment based on 
dynamic and unpredictable behavior of network parameters and applications re-
quirement. In this paper we have proposed a method of clustering and analysis, 
to study the system behavior with respect to network parameters and applica-
tions requirement. The method involves in the adoption of Fuzzy logic and 
Hidden Markov Model for the analysis of sensor node parameters and Compu-
tational intelligence for clustering. The simulations are carried out to evaluate 
the performance of the proposed method with respect to different parameters of 
sensor networks and applications requirement. 

Keywords: Wireless Sensor Networks, Clustering, Hidden Markov Model, 
Neural networks, Fuzzy logic. 

1   Introduction 

In the recent years, Wireless Sensor Networks (WSNs) has found a wide variety of 
applications and systems with vastly varying requirements and characteristics. As a 
result, the complexities of the system design issues and their requirement have  
increased with respect to hardware and software. Integrating sensor nodes into sophis-
ticated sensing, computational and communication infrastructures to form wireless 
sensor networks will have a significant impact on a wide array of applications ranging 
from military, scientific, industrial, health-care and domestic services. Various appli-
cations of WSN are Telemedicine, Habitat monitoring, Structure health monitoring, 
Active Volcano, Seismic monitoring, and Avalanche Victims. Wireless sensor net-
works are usually a large number of sensor nodes, which are tiny, compact and low 
cost embedded devices, which can be readily deployed in various types of unstruc-
tured environments within predefined and specified area or sometimes an approx-
imate area of interest, either inside the phenomenon or very close to it. Efficiency of 
such systems would improve by providing distributed, localized and energy efficient 
techniques. Here the sensor nodes have native capabilities to detect the nearest  
neighbors and help to develop an ad-hoc network through a set of well-defined proto-
cols. This leads to the existence of clusters of nodes, which can enhance the network 
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operations under network management, processing and aggregation of sensor data. 
Therefore there are many advantages with clustering and their analysis based on the 
system parameters and applications requirement. The systematic clustering by choos-
ing the key parameters and response to their dynamic behavior in resource con-
strained sensor networking environment will be a challenging and complex issue. 

In this work, we have proposed a method of clustering and analysis to study the 
dynamic behavior of the system that includes sensor network parameters and applica-
tions requirement. The method involves the Fuzzy Logic in fuzzifyng the sensor node 
parameters. Hidden Markov Model (HMM) is used in estimating a sensor node suita-
ble for a particular application. We have used Kohonen Self Organization Map Neural 
Network (KSOM-NN) [1] as Computational Intelligence for clustering. 

The organization of the paper is as follows. A brief discussion on some of the re-
lated works is explained in section 2. Section 3 explains the proposed Dynamic clus-
tering model. Concept of clustering is explained in section 4. The description of the 
proposed clustering algorithm is narrated in section 5. Simulation and results are de-
scribed in section 6 and concluding remarks are given in section 7.  

2   Related Works 

In this section a brief discussion on the related works pertaining to Fuzzy logic, Hidden 
Markov Model and clustering in WSNs are discussed. In [2] fuzzy logic systems to 
analyze the lifetime of a wireless sensor network are presented. It uses a type-2 fuzzy 
membership function (MF), where a Gaussian MF with uncertain standard deviation is 
used to model a single node lifetime in wireless sensor networks. Clustered WSN im-
plemented in [3], it implements a protocol for trade-off between loads and increase in 
life expectancy of the network. In [4] a two-level fuzzy logic is utilized to evaluate the 
qualification of sensors to become a cluster head. In the first level the qualified nodes 
are selected based on their energy and number of neighbors.. Then, in the second level 
nodes overall cooperation is considered in the whole network with fuzzy parameters 
are discussed. A human movement monitoring, which also adapts to the new move-
ment and new sensors using hidden markov model is implemented in [5]. In [6] an ac-
tion recognition framework based on an HMM, which is capable of both segmenting 
and classifying continuous movements for the distributed architecture of Body Sensor 
Networks is presented. In [7] wearable sensor network that monitors relative proximity 
using Radio Signal Strength indication (RSSI), and then construct a HMM system for 
posture identification in the presence of sensing are discussed. 

A distributed, randomized clustering algorithm [8] to organize the sensors in a 
wireless sensor network into clusters is discussed. The algorithms generate a hie-
rarchy of cluster heads and observe that the energy savings increase with the number 
of levels in the hierarchy. The Linked Cluster Algorithm [9] where a node becomes 
the cluster head, if it has the highest identity among all the nodes within one hop of it-
self or among its neighbors is presented. Budget-based clustering approaches [10], 
message efficient distributed clustering [11] are proposed, involving autonomous sen-
sor network clusters of bounded size by keeping lower overall message complexity.  
In [12] determination of the optimal number of clusters in an observation area is  
implemented. 
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3   Dynamic Clustering Model 

 

Fig. 1. Dynamic Clustering model  

Dynamic clustering model using Neuro-Fuzzy Technique and Hidden Markov 
Model is shown in figure 1. The sensor data readings are fuzzified. Ex: Power present 
in sensor nodes, memory available and processing speed of sensor nodes are given to 
fuzzifier. The fuzzifier assigns monitoring coefficients for each sensor nodes accord-
ing to predefined fuzzy rules. Ex: Monitoring coefficients for sensor node which can 
be used for critical monitoring, used for event monitoring, continuous and cannot be 
used for monitoring because of very low power availability. These coefficients are 
then given HMM to estimate the application coefficient for each sensor node that is 
suitable for various applications. Ex: A senor node can be suitable for Precision agri-
culture, Environmental monitoring, Habitat monitoring, Disaster monitoring etc. 
These coefficients of sensor node are given to KSOM neural network for clustering. 
Depending on the application requirement, cluster of sensor nodes suitable for Preci-
sion agriculture, environmental monitoring, seismic monitoring, habitat monitoring 
and disaster monitoring are obtained. 

4   Clustering in WSN 

Clustering is the architecture of choice as it keeps the traffic local and sensor  
nodes would send information only to the nearby cluster head within a fixed radius.  
 

  

--- 

     Fuzzifer 

HMM 

KSOM for  clustering 

Sensor node parameters (power, memory, processing speed) 

 
Cluster nodes for 
suitable environ-
mental monitoring 

Cluster of nodes 
suitable for habitat 
monitoring 

Monitoring coefficients of nodes 

Application coefficient 

Cluster of nodes 
suitable for Preci-
sion agriculture 
monitoring 
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Clustering sensor nodes are advantageous because they conserve limited energy re-
sources (power) and improve energy efficiency. In a cluster, each cluster will contain 
a cluster head. Each cluster head gathers information from its group of sensors, per-
form data aggregation and relay only relevant information to the sink as shown in fig-
ure 2.  By aggregating the information from individual sensors, can abstract the cha-
racteristics of network topology along with applications requirement and it also 
reduces the bandwidth. This provides scalability and robustness for the network and 
increases the lifetime of the system. 

 

 

Fig. 2. Clustered Wireless Sensor Network  

5   Proposed Clustering Algorithm 

We propose a method for clustering and cluster analysis to study the behavior and op-
eration of WSN with respect to network parameters and applications requirement. 
There are application parameters, which will have the influence over the resources 
available in WSN. Hence there is a need to understand how WSN behaves keeping its 
resource-constrained environment with respect to applications requirement. For clus-
tering we have adopted the computational intelligence technique, which deals with the 
numerical data and does not use knowledge in the AI sense and exhibits computation-
al adaptivity with fault tolerance [13]. This study is essential to enhance the clarity in 
understanding the behavior of WSN parameters pertaining to the specific applications 
to improve the operational efficiency.  The proposed clustering algorithm is given  
below. 

 
 
 

Sink 

Task manager 

Sensor field 

Sensor node 

Cluster 

Cluster head 
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Algorithm 1. Proposed Dynamic Clustering Algorithm 
 

Begin 
1. The sensor node parameters such as memory, power available, processing speed 

of each sensor nodes is considered.  

2. These sensor node parameters are fuzzified using fuzzy logic with fuzzy rules as 
given in Table1. 

3. The fuzzifier assigns monitoring coefficient for each node, depending on its power 
availability, memory availability, processing speed. 

4. These monitoring coefficients are given to HMM to estimate application coeffi   
cient for each sensor node. 

5. These application coefficients are given to KSOM neural network to obtain clusters 
depending on the application requirement. 

End 

5.1   Fuzzy Logic 

The model using fuzzy logic consists of a fuzzifier, fuzzy rules, fuzzy inference engine, 
and a defuzzifier. Input variables used are sensor node parameters such as power available 
in sensor node, memory and processing speed. Membership function and Fuzzy rules are 
applied to the sensor node parameters. The membership functions developed and their cor-
responding linguistic states are represented in Table 1 and figures 3 through figure 6.  The 
Fuzzifier assigns the monitoring coefficients for each sensor nodes. 

                  

Fig. 3. Membership function for power present in sensor node  

 

Fig. 4. Membership function for memory available in sensor node  

0      1.0      1.2                       2.0      2.5           3  in  mw 

low medium high 

0      40      50                    80     90           128    in  kB 

low medium high 
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Fig. 5. Membership function for processing speed in sensor node  

 

Fig. 6 Membership function for monitoring coefficient of sensor node  

Table 1. Fuzzy rules 

 Power Memory Processing speed Monitoring coefficient 

1 low low low Not used 

2 medium medium medium critical 

3 medium high medium event 

4 medium medium high event 

5 medium high high event 

6 high high medium continuous 

7 high medium high continuous 

8 high high high continuous 

Sensor nodes which have high power, memory and processing speed can be used 
for continuous monitoring. Sensor nodes with medium power, high memory and high 
processing speed can be used for event monitoring, sensor nodes with medium power 
and low memory and processing speed can be used for critical monitoring. Sensor 
nodes with low power and low memory and low processing speed cannot be used for 
monitoring.  

5.2   Hidden Markov Model 

A Hidden Markov Model (HMM)[14] is a statistical Markov model in which the system 
being modeled is assumed to be a Markov process with unobserved (hidden) states.  

0      3.5         4                       4.5    5           7.3    in  MHz

low medium high

Not used critical event continuous 

0      0.1        0.2            0.25         0.3           0.45        0.5             1 
                                                                                     monitoring coeff 
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s- states (application coefficients);    y-observations (monitoring coefficients); 
a- State transition probabilities;         b-output probabilities; 

Fig. 7. General Architecture of a Hidden Markov Model  

A Hidden Markov Model is shown in the figure 7 and it is denoted by equation 1. 

                                                     λ=(п,A,B)                                                           (1) 

N applications of WSN are modeled as N hidden states, with S = {S0, S1, …, SN-1} the 
set of hidden states, in our case N=4 and qt the hidden state at time t.  

M is the number of observable parameters, M monitoring coefficients of sensor 
nodes are considered, with y = { y0, y1, …, yM-1} the set of observable parameters and 
Ot the observable state at time t. 

 A={aij}, the transition probabilities between the hidden states Si and Sj,  
       where aij =P[qi+1= Sj | qt = Si], 0≤ i, j≤ N-1. 
B = {bj(k)} - the probabilities of the observable states yk in hidden states Sj, 
       Where bj (k) = P[Ot = yk | qt = Sj ], 0 ≤ j ≤ N −1, 0 ≤ k ≤ M −1  

The following transition state matrix probabilities and emission probabilities are con-
sidered for HMM computation. 
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π = {πi} - the initial hidden state probabilities, where пi = P[ q1 = S i], 0≤ i ≤ N −1. 

Learning 

The parameter learning task in HMM is to compute, given an output sequence or a set 
of such sequences, the best set of state transition and output probabilities. The task is 
usually to derive the maximum likelihood estimate of the parameters of the HMM 
given the set of output sequences. To solve this Baum–Welch algorithm is used. The 
Baum–Welch algorithm is a forward-backward algorithm, and is a special case of the 
expectation-maximization algorithm.   The forward algorithm is used to compute the  
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probability of an output sequence given the model parameters.  The Viterbi algorithm 
is used to find the most likely sequence of hidden states to have generated a particular 
output sequence, given the model parameters.  

5.3   Kohonen Self-Organizing Map Neural Network (KNN) 

Clustering computation is carried out using Kohonen Self–Organizing Map Neural 
Networks (KSOM-NN) algorithm to cluster the sensor nodes depending on the para-
meters of interest. The KSOM-NN is competitive, feed forward type and unsuper-
vised training neural network. They have the capability of unsupervised learning and 
self-organizing properties, is able to infer relationships and learn more as more inputs 
are presented to it. The Application coefficient of each sensor nodes is considered to 
cluster sensor nodes using Kohonen Self-Organizing Map Neural Networks. Cluster 
of sensor nodes suitable for various applications are formed. The figure 8 shows a 
typical example of a KSOM-NN [15] with 4 input and 20 output neurons. 

 

 

Fig. 8. A typical KSOM-NN model with 4 input and 20 output neurons 

Let the input pattern be: I = (I1, I2,.,I|V|), where there are |V| input neurons in the in-
put layer. Now suppose there are Q neurons in the output (competitive) layer, let Oj be 
the jth output neuron. So the whole of the output layer will be: O= (O1,O2,.,OQ) for 
each output neuron Oj there are |V| incoming connections from the |V| input neurons. 
Each connection has a weight value W. So, for any neuron Oj on the output layer the 
set of incoming connection weights are: wj=(wj1,wj2,.,wj|v|). The Euclidean distance 
value Dj of a neuron Oj in the output layer, whenever an input pattern I is presented at 
the input layer, is:  

            =
=

.|V|

 1i

2) ji W- iI (jD .                   (2) 

The competitive output neuron with the lowest Euclidean distance at this stage is the 
closest to the current input pattern, called as winning neuron. The neighborhood size 
and weight updating computation are   

 ht=ho (1-t/T) and )( oldwIoldwneww jjj −+= α             (3) 

The size of the neighborhood h, starts with a big enough size and decreases with re-
spect to learning iterations. Where, ht denotes the actual neighborhood size, ho de-
notes the initial neighborhood size, t denotes the current learning epoch and T denotes 
the total number of epochs to be done. Where, α is the learning rate parameter, typical 
choices are in the range [0.2 . . 0.5]. 

Input layer 

Neurons 

Connection weights 

Competitive output 
layer 
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6   Simulation and Results 

In order to evaluate the performance of the proposed method simulation is carried out 
based on sensor node characteristic features such as power present in sensor nodes, 
memory available and processing speed. Fuzzy logic is used to fuzzify the sensor 
node parameters. The fuzzifier gives the membership function coefficients for moni-
toring. Then the monitoring coefficients are given HMM to estimate the application 
coefficient for each sensor node. These application coefficients are given to KSOM to 
obtain dynamic clusters depending on the application requirement. 

Clustering of sensor node using KSOM-NN is computed for various numbers of 
nodes by taking monitoring coefficients of sensor node. The clustering implementa-
tion is carried out using C++ programming language by defining suitable classes and 
structures. Simulation experiments are carried out rigorously by taking different num-
ber of nodes in sensor networks, i.e., 100 to 1000. The simulation program is run for 
many iterations until they converge to stable clusters. A plot of monitoring coeffi-
cients for various parameter of a sensor node such as power, memory available and 
processing speed is shown in figure 9, and figure 10. The result shows that as power, 
memory and processing speed is high for a sensor node, then monitoring coefficients 
generated is also high. Such type of sensor node can used for continuous monitoring. 
If power present in a sensor node is very low, then monitoring coefficient generated is 
low such sensor nodes cannot be used for monitoring purpose. These results help us in 
analyzing, whether a node is capable of monitoring a phenomenon or not and how 
well it can monitor an area of interest.  

 

Fig. 9. Monitoring coefficients of sensor node with respect to power and memory 

 

Fig. 10. Monitoring coefficients for sensor node with respect to power and processing speed 
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. 

Fig. 11. Cluster formed with respect to application requirement 

 

Fig. 12. Time for computation to form clusters with respect to parameters of sensor node 

The figure 11 shows the number of clusters formed with respect to application 
coefficient of sensor nodes in WSN. The results show that the number of clusters 
formed is dependent of the number of parameters of sensor nodes chosen and the ap-
plication requirement. These results are essential and can be easily used in various 
applications depending on the critical region of interest. For example, nodes which 
can be used for continuous monitoring are suitable for precision Agriculture, and 
nodes which can be used for event monitoring are suitable for monitoring of seismic 
area. The computation time for clustering is measured with respect to application and 
number of sensor nodes as shown in figure 12. These results show on how the indi-
vidual parameters affect the formation of cluster and its size. These results would be 
used in real time decision making applications and in adaptive systems. 
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7   Conclusion 

In this work we have proposed a method for clustering and their analysis to study the 
dynamic behavior of the cluster formation based on the system parameters and appli-
cation requirements. The technique involves the adoption of computational intelli-
gence to form clustering and analyzing sensor node parameters in WSN. We have 
used computational intelligence, Neuro-Fuzzy techniques and Hidden Markov Model 
for the above computations. The simulations are carried out to evaluate the perfor-
mance of the proposed method with respect to different parameters of sensor net-
works and applications requirement. Since we are analyzing and estimating sensor 
nodes depending on the application requirement, proactive decisions can be taken. 
The decisions can be redeployment of sensor nodes , when we estimates some of the 
sensor cannot be used for monitoring because of very low power, or sensor nodes are 
less in number for a particular application requirement. This method of study would 
give scope for more understanding the chaotic behavior of environment and system 
parameters of WSN to enhance the operational efficiency. 
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Abstract. Performance of the software system to be achieved when the data 
distribution and load balancing takes place properly. Performance prediction 
and workload assessment in early design stages is important factor to be consi-
dered in distributed database system.  Design level fragmentation and allocation 
helps to assesses workload of applications. One of the application of the shapely 
value is used in the domain of distributed data base system is to measure the 
relative importance of individual server contribution.  We consider the individ-
ual server cooperation. Our goal is to study database distribution issues that, be-
sides workload. We propose an algorithm to measure the individual server con-
tribution  for transaction processing system during the early design stages.   We 
develop model using UML2.0.with the case study.   

1   Introduction 

Developments distributed database systems (DDS) is a collection of sites connected 
by a communication network, in which each site is a database system in its own right, 
but the sites have agreed to work together, so that a user at any site can access data 
anywhere in the network exactly as if the data were all stored at the user’s own site. 
Distributed Design involves making decisions on the fragmentation based on the re-
quirement and placement of data across the sites of a computer network [10].  In a 
distributed design has two phases: fragmentation and allocation.  

The Unified Modeling Language (UML) is widely used as modeling language.  
UML is a graphical modeling language that is used for visualizing, specifying, con-
structing and documenting software systems [11]. Performance models can be gener-
ated from use cases during requirements phase.  

Game theory aims to help us in understanding situations in which decision makers 
interact. An important aspect associated with the solution concepts of Cooperation 
Game Theory (CGT) is the equitable and fair sharing of fragments which are distri-
buted in system. 

The remaining part of this paper is organized as fallows.  In Section 2 we proposed 
to study the related work. Then we proposed a methodology and algorithm using 
game theory concepts of distributed database design in section 3. Application and  
methodology proposed. in Section 4. Numerical results and analysis proposed in sec-
tion 5. Finally a conclusion and future work is given in Section 6. 
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2   Related Work 

Various researchers made significant contribution to distributed databases and shapely 
value and its applications. In [15] author address forming procurement networks for 
items in supply chain management. Procurement networks involves a bottom-up as-
sembly of complex production, assembly, and exchange relationships through suppli-
er selection and contracting decisions based on cooperative game theory concepts.  In 
[17][18] author describes cooperative profits during the cooperation, which seriously 
affects the efficiency and effectiveness. So it is necessary to allocate cooperative  
profit reasonably among members to improve the cooperative relationship between 
members in stability of supply chain.  In [16] this paper the author address marginal 
contribution of each sensor the observation of spatially correlated sensor field, and 
can be used to allocate the probability of each sensor’s being measured in proportion 
to its contribution using shapely value. In [6] authors describes the coalitional games 
were used in the domain networks and it is used in measure the relative importance of 
individual nodes. Author develops exact analytical formulas for computing.   

In [8][16][6]  author describes the Supply chain Profit allocation issue based on the 
game theory concepts. In [4] [3] the author considers how to design coordination 
strategies to achieve the coordination in decentralized supply chain, considering dif-
ferent types of pricing, and they propose the algorithm for sharing of revenue by 
supply chain coordination. In [16] author proposed two model ie Stackelberg model 
and Cournot model for a multistage cooperation. A  multi-stage cooperation and com-
petition model based on flexibility in port service supply chain.   In [15] this paper au-
thor addresses the interruptible load management by allocation and quantification of 
wholesale price spike. The Shapley value in cooperative game theory is applied to al-
locate the benefit among the participants.  In [10] author investigate   the performance 
of Marginal cost (MC) and Shapley value (SH) mechanisms for the sharing the cost of 
multicast transmissions.  The supply chain coordination mechanism between supply 
and demand are addressed in [9]. 

In all the approaches, the researchers use application of shapley value in supply 
chain management system. Some authors address the cooperation game theory con-
cept by allocation of cost sharing by cooperative mechanism and some address the 
node centrality, domain networks and it is used in measure the relative importance of 
individual nodes.  Authors do not consider the application of shapley value in server 
cooperation in transaction processing system. Using Shapley value concept authors do 
not consider the performance analysis, workload assessment of server in distributed 
database system during early design stages.  Keeping these in view we propose an al-
gorithm to predict the performance of distributed database system during early stages 
of software system and assess the workload of the server.  We use the shapely value 
for computing the individual server workload. 
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3   Methodology 

3.1   Proposed Methodology 

The algorithm for the proposed methodology is given below. The algorithm uses the 
procedure to compute the server cooperation using the shapely value for assesses the 
workload of the server and also used to measure the relative importance of individual 
nodes.  

Step 1.  We propose the network infrastructure by considering the number of servers 
which are connected in high speed LAN   

Step 2.  We propose the applications and identify the functional requirements, data 
requirements, and identify important scenarios of the system. 

Step 3.  Based on the function requirements, develop use case diagram by using 
UML. 

Step 4.    Identify the entity, relation ship among the entities, types of attributes in each 
entity. Draw E-R diagram and develop global conceptual schema using E-R 
diagram  

Step 5.    In a given application identify the set of query that arise, data requirement of 
the server and propose deployment environment. 

Step 6.   Attribute usage matrix determines the exact number of attributes is associated 
with other attributes and identify the possible predicates and     develop pre-
dicate usage matrix. These  matrix which helps for fragmentation. 

Step 7.  Divide the global schema into a set of   horizontal, vertical and mixed frag-
ments.  

Step 8.   Fragment in step seven are distributed into   the proposed system architec-
ture. ie allocate these fragments into servers using allocation algorithm .  

Step 9.  Identify the   probability of server interacting with the other server for compu-
ting the transaction. The results are input to the step ten in computing the 
shapley value. 

Step 10.  The details of Shapley value computation is given in the section 3.3. 

3.2   Preliminaries 

A cooperative game with transferable utility [1] is defined as the pair (N; v) where N 
= {1,2,…..n}  the set of players and v : 2N  R is a real-valued mapping with v(φ) = 
0. The concept of Shapley value, which was developed axiomatically by Shapley [2], 
takes into account the relative importance of each player to the game in deciding the 
payoff to φ(N, v)  =  (φ1(N, v); φ2(N, v) ; φn(N, v)) the Shapley value of the transfer-
able unit game (N, v). Mathematically, the Shapley value, φi(N, v), of a player i is 
given by, 

               φi(N; v) =  
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where φi(N; v) is the expected payoff to player i.   
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3.3   Algorithm for Calculating Shapley Value :(Step 10 of Methodology) 

Input the number of servers N  
                        for all scenarios S do  

            Develop Use case model U 
            Develop global schema 
              Fragment and allocate in proposed system architecture.  
            for all  use case U do 
                        Input coalition function V ie the probability  
                                each server     contribution with other server  
  Input V(1,2,….. N) ←100 
                                   (All combination of servers) 
            for  i    ← 1 to  N  do  
   v(i) ←   0  
                       end for 
            for  i ←  1  to  N     do 
                              for j ←  i + 1  to  N   do 
    input V(i, j) 
                                end for;   end for 
                       {calculate the shapley value } 
            for i ←  1   to  N do  
                   Generate the permutation of servers 
 for each server do 

                                         Compute shapley value ie individual server  workload 
     end  for  
 end for  

                end for. 

4   Application and Methodology 

4.1   Description of the Problem 

The banking system we have considered is highly distributed in nature. The database 
of the application deployed in these servers where application resides. We consider 
three servers customer accounts, Loans, and the Employees for illustrative purpose 
and we assume that data base index exist in three servers.  We focus on transaction of 
the customer, loan processing, employee salary, leaves monitoring, attendance, que-
ries etc. The data base fragments are  allocate in to these three servers using allocation 
algorithm given in[5].     

4.2   Illustration 

The important scenario as represented in use case diagram in figure 1.  Identify the 
major entity and attributes and draw ER diagram, develop global conceptual schema 
for example Customer Accounts, Employee, Loan, Leave, Customer Transaction,  
Salary are in the global conceptual schema. The major transaction is deposit, with-
drawn, loan processing, balance enquiry; know the status of salary, Status of leave 
etc. The attribute usage and predicate usage matrix are shown in the table 1 and  
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table 2 respectively.  The  deployment environment as shown in figure 2 which con-
tains three servers which we proposed.  

Customer

Salary

Deposit

Withdraw

Loan

Employee

Manager

Leave & Manager

 
Fig. 1. Use case diagram for  Banking system 

Table 1. Attribute usage matrix 

Method/Att. Cust 
name 

ACC No Cust 
Address 

Bal Type of  
Trans 

signature Access 
Freq. 

Deposit 1 1 0 1 1 0 40 

With draw 1 1 0 1 1 1 60 

Bal inquiry 1 1 0 1 0 0 40 

The set of transaction as T1: Deposit ( Acc no = (P1), T2:  Withdraw : (P1) , T3: 
Loan Enquiry  : P1,P3 T4: Status of Accounts (P4)(P1), Display (P1)(P2)(P3)(P4)  

Table 2. Predicate usage matrix 

Transaction P1 P2 P3 P4 Acc Feq 

T1 1 0 0 0 40 

T2 1 0 0 0 50 

T3 1 0 1 1 60 

T4 1 1 1 1 70 

Based on the attribute usage, application requirement divide the global conceptual 
schema into set of fragments and allocate these into server. F1 ← CUST (No, Name, 
Accono, Loan No,Adds ),F2 ←  SAL(Eno, Ename, Bp, Adds, Desc, DOJ). 

F3 ← LOAN ( Lno, Cno, Amt,Type) etc Allocate these fragments in to Customer, 
Salary, Loan server respectively. 

Loan Salary
Apps & Data

Customer

Apps & Data

Apps & Data

High speed LAN

High Speed LAN

 

Fig. 2. Deployment diagram for case study 
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Determine the probability of server interacting with other server by analysis. For 
example the loan server S1 and Customer server S2 must exchange of data.  The 
probability of cooperation with S1, S2 is represented in value function ie V(S1, S2) = 
40. This value represents the Percentage of server coordinating with S1, S2. The 
computational results are represented in section 5.  

5   Numerical Results and Analysis 

The term V is the probability of server cooperation with the other server in query 
processing. Let N be the number of servers in the system architecture. The servers are 
involved in executing a query by using different fragment in the distributed system.  
 

Table 3. Characteristic function and Shapley value of three servers 

V(1,2) V(1,3) V(2,3)  Shapley  
value(Φ1)S1

Shapley 
Value(Φ2)S2

Shapley value 
(Φ3)S3 

20 30 30 31.6 31.6 36.6 

20 30 70 18.3 38.3 43.3

20 80 30 40 15 45 

20 70 80 21.6 26.6 51.6

80 20 70 26.6 51.6 21.6

80 20 30 40 45 15

80 80 30 50 25 25

80 80 90 30 35 35 

50 50 90 20 40 40

50 90 50 40 20 40 

50 80 90 25 30 45

90 50 50 40 40 20 

90 50 90 26.6 46.6 26.6

90 50 50 40 40 20 

20 20 50 23.3 38.3 38.3

20 50 20 38.3 23.3 38.3

20 50 50 28.3 28.3 43.3

50 20 20 38.3 38.3 23.3

50 22 50 28.6 42.6 28.6 

50 50 15 45. 27.5 27.5

50 50 50 33.3 33.3 33.3 

22 55 90 16.6 33.6 50.16

19 90 55 33.16 15.6 51.6 

45 19 90 14 49.5 36.50

50 90 22 49.3 15.3 35.33 

90 25 53 34.83 48.83 16.33

96 60 26 50.6 33.3 15.66
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Let V(S1, S2, S3) = 100 indicates the 100% cooperation of all servers  in transaction 
processing under distributed database system.  Let  V(S1, S2) = 40 is  the probability  
 

of sever cooperation in query processing using two servers S1 and S2. and  
V(S1)=V(S2)= V(S3) = 0 indicates that  the probability of cooperation is  zero ie no  
transaction processing  with the single server alone. The computation of shapely value 
by varying combination of servers (S1,S2),(S2,S3),(S1,S3) is given in the table 3.  
The probability of possible coordination of (S1,S2), (S2,S3) and (S1,S3)   of servers 
are takes as  low, medium and maximum. The computational results of shapely values  
are  mentioned in the table 3. 

In table 3 the probability  of servers  coordination S1, S2 represented in column 1 
as V (S1, S2). Similarly  V (S1, S3) and V (S2, S3). We have considered low, me-
dium and maximum likelihood of contribution of servers.  The respective shapely 
value which essentially  provides workload of each server for processing of query. 
Earlier the database are fragmented and distributed on to different servers .  For illu-
stration we have considered three servers .   For example if  V(S1, S2) = 20 similarly 
is V(S1, S3) = 30  and    V(S2, S3) = 30. The  computed value of  shapely value of the 
server S1 , S2 and S3 are 31.6,  31.6, and 36.6 respectively. The results represents  
workload  of the individual sever..  

Table 4. Statistical values 

Parameters 

V(1,2) V(1,3) V(2,3)  Shapley 
value(Φ1)S1 

Shapley 
Value 
(Φ2)S2 

Shapley 
value 
(Φ3)S3  

AVERAGE 50.23077 50.80769 54.42308 32.02654 33.81269 34.12385 

STD DEV 26.88391 24.9624 25.48281 9.830821 10.73288 10.88328 

MODE 50 50 50 40 38.3 43.3 

MEDIAN 50 50 50 32.38 34.3 35.915 

From the table 4 we observed that the average probability of server contribution in 
various combinations is almost is 50 percentage correspondingly the wok load han-
dling by the server S1, S2, and S3 average is  32.02, 33.81 and 34.12. respectively. 
Hence the results shows that the servers are equally bearing the workload . Similarly 
the standard deviation, mode and median shows the load sharing by the server is  
consistent.  
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Fig. 3. Load sharing of servers with 
corresponding  value function of the 
servers 

Fig. 4. The shapley Value of three Server vs 
the  server coordination 

 
 

 
We observed from the graph  in figure 3 indicates the  column 1, 3 and 5 are the 

probability of server contribution with the combination of  (S2, S3),  (S1,S3) and (S1, 
S2)  values the corresponding shapley are represented by the server  S1, S2, and  S3 in 
column 2, 4 and 6 respectively. The computed results show the workload managed by 
server with different probable input values by the server coordination. The  graph in 
figure 4 indicates the server cooperation in different values of server combination.  
These represents the all possible combination of input values, the servers are sharing 
the workload . 
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Fig. 5. Probability of  Server 
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Fig. 6. Work load sharing by the different 
servers  

The graph in figure 5 indicates server contribution in distributed system in sharing 
the workload.  When the number of servers is increases the load is mutually sharing 
by transaction processing system. In figure 7 shows the server behavior   in load shar-
ing in transaction processing system. 
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6   Conclusion 

In this paper we proposed an algorithm for assessing the workload of the sever. in dis-
tributed database system in early design stages. We address the relative importance of 
each server by computing SV in the proposed architecture. The key requirements are 
to understand the importance of each server which are involved in processing a query. 
We model the application with UML and simulate using  C language and report the 
results. Further the system can be  simulate and find the various performance parame-
ters as response time, system utilization and queue length average waiting time, idle 
time of the server, average service time, average time between arrival, and result can 
be reported.  
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Abstract. A multi-agent system (MAS) is a system composed of multiple 
interacting intelligent agents. MAS can be used to solve problems that are 
difficult or impossible for an individual agent to solve. The different 
characteristics of MAS help in solving highly complex distributed problems. 
One of the important characteristics of MAS is its cooperative nature. This 
character helps different agents to interact with each other by exchanging 
messages. One of the major challenges in MAS is quantifying the cooperation 
between agents. In this paper, we propose a new methodology to compute the 
cooperative index of MAS in the early stages of its development. For this 
calculation, execution graph is used to model the software specifications. The 
proposed methodology is illustrated with a case study and the results are 
compared with the cooperative index obtained from the Unified Modeling 
Language (UML) sequence diagram.  

Keywords: Multi-Agent Systems, Cooperative Index, Execution Graph. 

1   Introduction 

Multi Agent System has grown in popularity as a feasible solution to complex 
distributed information system where it is assumed that the computational 
components are autonomous in nature. The main characteristic of agent includes 
autonomy, co-operation, pro-activeness, social ability, mobility. Against this 
background a wide range of software engineering paradigms have been devised. 
Several agent oriented software engineering methodologies and different architectures 
have been proposed by different authors [11-12]  [15 - 16]. Cooperation is the primary 
characteristic of multi agent system where the overall system exhibits significantly 
greater functionality than the individual components. The agents in MAS cooperate 
with each other in the system in some way to accomplish some goal. Such 
cooperation can be communicative in that the agents communicate by sending and 
receiving of signals/messages with each other in order to cooperate. The agent 
cooperation has received a considerable amount of attention in the MAS literature.  

Performance is one of the important quality attributes that to be addressed along 
with the development of any software system. As the communication between the 
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agents plays a vital role in the performance, it is necessary to address the performance 
issues of cooperating agents.  There are various approaches for predicting the 
performance of software systems in the early stages of software development. 
Software performance engineering (SPE) coined by Connie U Smith is a methodical 
quantitative approach for constructing software systems to meet the performance 
requirements. The advantages of SPE includes increased  productivity, improved 
quality and effectiveness of the resulting software product, controlled cost of the 
sustaining hardware and software, enhanced productivity during implementation and 
testing. SPE methodology covers performance data gathering, quantitative analysis, 
prediction strategies, management of uncertainties, data presentation and tracking, 
model verification and validation, critical successes factors and performance design 
principles. SPE coined by Smith consists of two models called software execution 
model and system execution model. The software execution model is represented by 
the Execution Graph (EG).  The data required for performance prediction are 
annotated in the execution graph. Solving the software execution model provides the 
data required for the machine model (system execution model) [7]. 

In this paper, we are proposing a methodology to quantify the cooperation among 
the agents in MAS with the help of execution graph by considering the cooperative 
characteristics of agents at the early stages of Software Development Life Cycle 
(SDLC). The remaining part of the paper is organized as follows: Section 2 presents a 
brief related work in the area of cooperation in MAS and SPE; the methodology for 
calculating Co-operative index using execution graph is explained in section 3; the 
proposed methodology is illustrated with a case study in section 4; the conclusion and 
future work are discussed in Section 5.  

2   Related Work 

Nicholos R Jennings, Katia Sycara and Michael Wooldridge discussed an overview of 
research and development activities in the field of autonomous agents and multi-agent 
systems in [19]. They aim to identify key concepts and applications, and to indicate 
how they relate to one-another. In their paper, some historical context to the field of 
agent-based computing is given, contemporary research directions are presented and a 
range of open issues and future challenges are highlighted. Agent cooperation is one 
of the well studied areas of MAS. Many classic theories are applied in the research of 
cooperation: logic theory, game and economic theory and Petri-net etc. A series of 
cooperation models are put forward based on these theories [10] [14] [18] [20]. As 
cooperation has attracted so many researchers, the current state of the art is captured 
in [4]. A cooperative game theory (CGT) for coalition formation in multi-agent 
systems is proposed in [3], where a novel model for the cooperative game has been 
used. The implementation of cooperation is enforced in terms of coalition formation 
and algorithms for their formation are discussed. A metric suite for the 
communication of MAS is suggested and a demonstration is provided to prove that a 
well balanced communication is related to high levels of Quality of Service measured  
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by response times in [13]. Software Performance Engineering (SPE) has evolved over 
the past years and has been demonstrated to be effective during the development of 
many large systems [8]. The extensions to SPE process and its associated models for 
assessing distributed object-systems are discussed in [6]. [3] Describes the use of 
SPE-ED, a performance-modeling tool that supports SPE process, for early life cycle 
performance evaluation of object–oriented systems. The transformation of Unified 
Modeling Language (UML) models into execution graphs and predicting the 
performance at the early stages of the software system is illustrated with a case study 
in [9]. Software performance engineering (SPE) has been established as a strong area 
of research in software engineering. Huge literature is available on SPE for distributed 
systems. A very little amount of research is carried out to assess the performance for 
MAS in the early stages of SDLC. Cooperative index can be used in the assessment of 
software performance [1]. Sequence diagram is used as a model to calculate the 
cooperative index in [1]. Various representations are used for modeling performance 
characteristics of software systems in the literature. However, initially, most of the 
researchers have used execution graph as the performance model for assessing the 
performance in the early stages of the software development. Hence, we propose to 
use the execution graph as the performance model to quantify the cooperative index 
between the agents. In this paper, a methodology is proposed to augment the 
communication between the agents in the execution graph and to compute the 
cooperative index from the execution graph.  

3   Proposed Methodology  

Cooperation between agents is defined as how effectively agents respond to the 
request of its neighbor agent. We have modeled the scenario of cooperation of agents 
with its neighbor by message passing. We have defined a term called Cooperative 
Index (CI) which quantifies the cooperation between the agents by considering the 
number of messages an agent received from the neighbor, the number of messages 
forwarded by the agent to the neighbor, the total number of messages generated by the 
agent for accomplishing its own task and the number of messages sent out of the total 
number of messages generated to accomplish the agents own task. We have 
formulated this model by considering the models developed in [21]. In the proposed 
methodology, the annotated Execution Graph is used to predict the Cooperative Index 
of agents in MAS. An execution graph is a graph, whose nodes represent one (or more 
than one) sets of actions (actors) and edges represent control transfer between them. 
According to [8], an EG node can be of basic node, expanded node, repetition node, 
case node, pardo node and split node. Each node is weighted by the demand-vector 
representing the resource usage by the node. We have devised a vector called as 
communication vector which is represented by 4-tuple to represent the message 
passing type between the agents. The 4-tuple is of the form (F, R, Sr, Sp) where “F” 
represents the number of messages forwarded by an agent to another agent, “R” 
represents the number of messages received by an agent, “Sr” represents the number 
of messages send by an agent to other agents for its own work to be processed, “Sp”  
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represents the messages for its self process. Depending upon the type of the request, 
values are assigned to the 4-tuple. If there is no action for any of the element in the 4-
tuple a value “0” is assigned for the corresponding element, otherwise the name of the 
agent involved in that action is assigned to the corresponding element. A sample 4-
tuple vector is given below: 
 

RU (U, A1, A1, A1)  
“RU”    Request from User 
 “U “    The message was forwarded by user 
 “A1”   A1 (agent) received a message for activity RU 
“A1”    A1 (agent) generated a message for its own process and send to other agent 
 “A1”   A1 (agent)   has self process. 

We propose an algorithm to model the software specification with execution graph 
and annotate with communication vector. 

 

 

4   Numerical Results 

The MAS we have considered is based on supply chain management (SCM) systems 
[17]. Agents are autonomous and can operate in open electronic environments that are 
now becoming very popular which is the case with SCM. The proposed MAS include 
five agents namely Manager Agent (MA), Production Agent (PA), Inventory Agent 
(IA), Supply Agent (SA) and Delivery agent (DA) in a Supply Chain Management 
(SCM) system. While following their own goals, the agents work in cooperation in 
order to achieve the common ultimate goal to maximize the overall profit.  
 
 
 
 
 
 

while (Agent exists) 
loop 
   Initialize the elements of the 4-tuple 
   {F = 0; R = 0; Sr = 0; Sp = 0} 
   Get all Execution Graph 
   while (Execution Graph Exits) loop 
            do (for all the nodes in the Execution Graph) 
                 if (the value of the element in the 4-tuple is  matched with agent)  

then 
            increment the corresponding element count by 1 

endif 
            enddo 
endwhile
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Fig. 1. Execution Graph with communication 
vector 

Fig. 2. Execution graph for Case Study 

 

 
 

                       
  
 
 
 
 
 

Fig. 3. Execution Graph for Production Agent Fig. 4. Execution Graph for Manager Agent 
 
 
Fig 1 represents a general model for execution graph with the communication 

vector for the agents in MAS. Fig 2 represents the execution graph in the high level 
view for the SCM system. Fig 3 represents the execution graph for the particular 
agent Manager and Fig 4 represents the execution graph for the production agent for a 
request from the user. Similarly we can construct the execution graph for other agents 
also. From the execution graph, the Co-operative index of each agent is calculated 
with the help of the equation 1.  

 
Co (i) = Ru * Wai + (1- Ru)* Gai                                        (1) 

    

  Wa  w i     if Sa Fa 00            otherwise          where      w i ∑ F R∈NS  F   

 Ga  g i     if ∑ Ta∈N 00            otherwise             where         g i ∑ S∈N∑ T∈N    
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Fig. 5. Agent Vs Co-operative Index 

Fig 5 represents the illustration of obtained co-operative index value using 
execution graph. The result shows that the Delivery agent (DA) is having the highest 
Co-operative index and Supplier agent (SA) has lowest Co-operative index. From the 
result we can infer that an agent who receives more messages on behalf of other 
agents is having high Co-operative Index. 

The proposed methodology discusses the calculation of cooperative index from the 
execution graph. In [2] we have calculated the cooperative index of MAS with the 
help of UML sequence diagram for the same case study .The calculated Cooperative 
index value in that paper is same as the value obtained using the proposed 
methodology. But if we consider the construction of the software models, sequence 
diagram is easier to construct than execution graph. Moreover, it can be noted that 
execution graph is not a standard graph; but UML Sequence diagram is widely used 
by the industry people for modeling the software systems. However, the execution 
graph is used as the performance model in assessing the performance early in the 
SDLC [22] by that research group. Hence, we suggest depending on the familiarity 
with the model and purpose, the corresponding model can be used for calculating the 
cooperative index. 

5   Conclusion and Future Work 

One of the vital characteristics of MAS is Cooperation. The Cooperative index 
quantifies the cooperation between the interacting agents. In the performance 
prediction of MAS the Cooperative index plays an important role. Hence, in this 
paper we have proposed a methodology to calculate the cooperative index from the 
execution graph, which is a representation of performance model. The methodology is 
illustrated with a case study on MAS and the Cooperative index is obtained from the 
execution graph. The cooperative index value is compared with the one that is 
obtained using sequence diagram for the same case study. As the results are same, the 
cooperative index can be obtained from any of these models depending on the 
familiarity of the analyst. As the future direction, while assessing the performance of 
MAS the Cooperative index can be considered as one of the performance parameters. 
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Abstract. The QoS multicast routing problem is to find a multicast routing tree 
with minimal cost that can satisfy constraints such as bandwidth, delay. This 
problem is NP Complete. Hence, the problem is usually solved by heuristic or 
intelligence optimization. In this paper, we present a Teaching learning based 
optimization method to optimize the multicast tree. A fitness function is used to 
implement the constraints specified by the Quality of Service conditions. The 
experimental results dealt with relations between the number of nodes, edges in 
the input graph and convergence time, the optimal solution quality comparison 
with other evolutionary techniques. The results reveal that our algorithm 
performs better than the existing algorithms. 

Keywords: Multicast, QoS, routing, teaching learning based optimization, 
fitness function. 

1   Introduction 

The rapid development in network multimedia technology enables more and more 
real-time multimedia services such as video conferencing, on-line games, distance 
education etc. to become mainstream internet activities. These services often require 
the network to provide multicast capabilities. Multicast refers to the delivery of 
packets from a single source to multiple destinations. The central problem of QoS 
routing is to set up a multicast tree that can satisfy certain QoS parameters. However, 
the problem of constructing a multicast tree under multiple constraints is NP-
Complete [1]. Hence, the problem is usually solved by heuristic or intelligence 
optimization. 

In QoS multicast routing, each node or link has some parameters associated with it. 
These parameters are used to determine the most efficient path from the source to the 
destinations. Thus, these network resources must be handled and shared in such a way 
that the most optimal solution can be obtained for the QoS multicast routing problem 
with minimal cost. This cost is determined by the parameter values associated with 



50 A. Naik et al. 

each link which may be present in a chosen path from a source to a destination. 
Genetic Algorithms(GA) and Ant Colony Optimization(ACO)[2] have also been used 
to solve this problem. Particle Swarm Optimization(PSO)[3][4] technique is applied 
to solve the QoS multicast routing. Besides this other algorithm based on quantum 
mechanics named as Quantum-Behaved Particle Swarm Optimization (QPSO) was 
proposed [5]. Later on PSO along with Genetic Algorithm (GA) was introduced 
which become hybrid genetic algorithm and particle swarm Optimization (HGAPSO) 
[6] to solve multicast QoS routing. A tree based PSO has been proposed in [7] for 
optimizing the multicast tree directly. However, the performance depends on the 
number of particles generated. Another drawback of the algorithm is merging the 
multicast trees, eliminating directed circles and nested directed circles are very 
complex. In this paper we have use Teaching Learning based Optimization techniques 
for optimization of QoS multicast routing problems. 

The TLBO method is based on the philosophy of teaching learning processes effect 
of the influence of a teacher on the output of learners in a class. Here, output is 
considered in terms of results or grades. The teacher is generally considered as a 
highly learned person who shares his or her knowledge with the learners. The quality 
of a teacher affects the outcome of the learners. It is obvious that a good teacher trains 
learners such that they can have better results in terms of their marks or grades. We 
have used this concept of algorithm for optimization of QoS multicast routing 
problems.  

The rest of this paper is structured as follows. Section 2 discusses the Multicast 
Routing problem formulation in computer network. Section 3 presents the Concepts 
of Teaching learning based Optimization technique. Section 4 presents the TLBO 
algorithm for multicast routing. Section 5 details the experimentation carried out and 
presents the discovered results. The paper concludes with a discussion on the 
observations.  

2   Multicast Routing Problem Formulation 

A QoS multicast routing problem is usually involved in several constraints. In this 
paper, we simplify the QoS constraints and mainly focus on the band-width-delay 
constrained least cost multicast routing problem.  

Communication network can be modeled as an undirected graph   ,  , 
where  is the set of all nodes representing routers or switches,  is the set of all 
edges representing physical or logical connection between nodes. Each link , ∈  in  has three weights , , , , ,  associated with it, in which 
positive real values , , , , , denote the available bandwidth, the delay 
and the cost of the link respectively. Given a path ,  connected any two nodes x, 
y in G, it can be presumed that: 

The delay of a path is the sum of the delays of the links  ,  :  

                    , ∑ ,, ∈ ,                                     (1) 

The available bandwidth of ,  is considered as the bottle neck bandwidth of , : 
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                   , min ,, ∈ ,                                            (2) 

In QoS transmission of real time multimedia service, the optimal cost routing problem 
with delay and bandwidth constrained can be described as follows: Given   ,  , a source node , and a multicast member set  ⊆   , the problem is 
to find the multicast tree ,  from source s to all destinations ∈  , where  ⊆   , and  must satisfy the following conditions:  

                    min ∑ ,, ∈                                          (3) 

                    ∑ ,               ∀, ∈ , ∈                          (4) 

                    , ,                           ∀ ∈                          (5) 

Where ,  is the set of links in the path from source nodes  to destination  in 
the multicast tree.  Relation (3) means that the cost of multicast routing tree should be 
minimum. Relation (4) means that the delay requirement of QoS, in which  is 
the  permitted maximum delay value of real time services. And relation (5) guarantees 
the bandwidth of communication traffic, in which  is the required minimum 
bandwidth of all applications. 

3   Teaching Learning Based Optimization 

This optimization method is based on the effect of the influence of a teacher on the 
output of learners in a class. Like other nature-inspired algorithms, TLBO [11] is also 
a population based method that uses a population of solutions to proceed to the global 
solution. A group of learners are considered as the population. In TLBO, different 
subjects offered to learners are considered as different design variables for the TLBO. 
The learning results of a learner is analogous to the ‘fitness’, as in other population-
based optimization techniques. The teacher is considered as the best solution obtained 
so far.  

There are two parts in TLBO: ‘Teacher Phase’ and ‘Learner Phase’. The ‘Teacher 
Phase’ means learning from the teacher and the ‘Learner Phase’ means learning 
through the interaction between learners. 

3.1   Teacher Phase 

In our society the best learner is mimicked as a teacher. The teacher tries to 
disseminate knowledge among learners, which will in turn increase the knowledge 
level of the whole class and help learners to get good marks or grades. So a teacher 
increases the mean learning value of the class according to his or her capability i.e. 
say the teacher  will try to move mean  towards their own level according to his 
or her capability, thereby increasing the learners’ level to a new mean . Teacher  
will put maximum effort into teaching his or her students, but students will gain 
knowledge according to the quality of teaching delivered by a teacher and the quality  
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of students present in the class. The quality of the students is judged from the mean 
value of the population. Teacher  puts effort in so as to increase the quality of the 
students from  to , at which stage the students require a new teacher, of superior 
quality than themselves, i.e. in this case the new teacher is .  

Let  be the mean and  be the teacher at any iteration .  will try to move mean  
 towards its own level, so now the new mean will be  designated as . The 

solution is updated according to the difference between the existing and the new mean 
given by 

                          _ =                                 (6) 

where  is a teaching factor that decides the value of mean to be changed, and  is a 
random number in the range [0, 1]. The value of  can be either 1 or 2, which is 
again a heuristic step and decided randomly with equal probability as 

                            = 1  0,1  2 1                              (7) 

This difference modifies the existing solution according to the following expression       

                            , , _                                 (8) 

3.2   Learner Phase 

Learners increase their knowledge by two different means: one through input from the 
teacher and the other through interaction between themselves. A learner interacts 
randomly with other learners with the help of group discussions, presentations, formal 
communications, etc. A learner learns something new if the other learner has more 
knowledge than him or her. Learner modification is expressed as  

               1:  
                             Randomly select two learners  and  , where    
                                         ,  = , +  (   −  ) 
                                             ,  = , +  (   −  ) 
                                 
                 
Accept   if it gives a better function value. 

4   The TLBO Algorithm for Multicast Routing 

The TLBO-based algorithm for solving multicast routing are overviewed as follows. 
The process is initialized with a group of random learners (solutions). Then determine 
the best teacher among the learners which have the best fitness value. Subsequently in 
each time interval learners improved based upon teacher and themselves. 

Initialization of individuals 

To apply the TLBO method for multicast routing problems, we use the “individual” to 
replace the “learner”. In the initialization process, a set of individuals is created at 
random. Individual ’  position at iteration 0 can be represented as the vector  
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           0 0 , 0 , … … … , 0                                  (9) 

where  is the number of network nodes of individual  corresponds to the generation 
update quantity covering all network nodes. 

Before starting the TLBO algorithm, we can remove all the links, which their 
bandwidth are less than the minimum of all required thresholds . If in the refined 
graph, the source node and all the destination nodes are not in a connected sub-graph, 
this topology does not meet the bandwidth constraint. In this case, the source should 
negotiate with the related application to relax the bandwidth bound. On the other 
hand, if the source node and all the destination nodes are in a connected sub-graph, 
we will use this sub-graph as the network topology in our TLBO algorithm. 

Evaluation Function Definition 

We defined the evaluation function f given in Equation (10) as the evaluation value of 
each individual in population. The evaluation function f is a reciprocal of the 
performance criterion   in Equation (3).It implies the smaller  the 
value of individual T, the higher its evaluation value. 

                           
∏ ∈ ∏ ∈∑ ∈                                                  (10) 

                           ,                                          (11) 

             
1,               ,,               ,  .                                 (12) 

Where  is the penalty function, and the value of the 0.5 in the paper. 

5   Experimental Results 

We have performed simulation to investigate the performances of multicast routing 
algorithms based on TLBO algorithm. The source and the destination are randomly 
generated. The bandwidth and delay of each link are uniformly distributed in range 
[10,50] and [0,50ms] respectively. The cost of each link is uniformly distributed in 
range [0,200].  

To analyze the performance of the proposed algorithm, different sets of input were 
generated and the algorithm was tested for varying number of nodes and edges. In 
Table 1, we have compared the running times between genetic algorithm (GA), 
immune algorithm(IA), ant colony algorithm (ACO), Particle Swarm Optimization 
(PSO) and (Teaching learning based Optimization)TLBO algorithm for different 
combinations of node and edge. 
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Table 1. Comparison of running time (in s) 

Nodes  Edges  TLBO PSO ACO IA GA 
20 32 0.08 0.21 0.27 0.35 0.48 
40 89 0.19 0.38 0.45 0.51 0.63 
80 172 0.80 1.36 1.42 1.48 1.59 
120 239 1.32 1.97 2.68 3.12 3.16 
160 336 3.46 4.18 5.37 5.82 7.72 
180 371 5.12 6.46 8.19 8.93 9.85 
200 427 6.89 8.36 9.73 10.26 11.25 

 
Fig. 1. Convergence behavior  

Table 2. The optimal solution quality comparison 

Algorithm  Optimal  Sub-optimal Invalid 
TLBO 89.4% 9.7% 0.9% 
PSO 81.2% 17.5% 1.3% 
GA 78.4% 19.4% 2.2% 
IA 78.9% 19.6% 1.5% 
ACO 79.9% 18.2% 1.9% 

 
Table 1 results clearly show that the running time of TLBO algorithm grows very 

slowly with the size of the network and the running times of TLBO is smaller than 
GA’s ,IA’s and ACO’s and PSO’s . This behavior has been shown in the Fig. 1. 
Therefore, the proposed TLBO algorithm is very effective. Furthermore, for the same 
multicast routing, we made 300 simulations by TLBO algorithm against 
GA[8],immune algorithm(IA)[9], ACO algorithm [10] and PSO algorithm. The 
computation results are shown in Table 2.We can find that TLBO algorithm 
performances better than GA, IA, ACO, PSO. So our proposed PSO algorithm has 
good performance. 
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6   Conclusion 

Multicast routing problem arises in many multimedia communication applications, 
computing the band-width-delay constrained least-cost multicast routing tree is a NP-
complete problem. In this paper, a novel multicast routing algorithm based on the 
TLBO algorithms is proposed. The experimental results show that this algorithm has 
better performance and efficiency.  
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Abstract. Preserving a sensitive data has become a great challenge in the area 
of research under data privacy.  There are popular approaches such as k-
anonymity, t-closeness [1] and l-diversity which are effective measures for 
preserving privacy. These techniques lead to solving many of the privacy 
issues. But all these measures suffer from one or the other types of attacks. To 
minimize these attacks, a new measure called p-sensitive, t-closeness is 
introduced. This measure will preserve the sensitive data by distributing 
different values of sensitive attribute according to t-closeness approach by 
introducing p-sensitivity, by minimizing attacks and improving the efficiency 
and utility of the data. This technique is termed as p-sensitive, t-closeness 
which satisfy p-sensitivity and t-closeness for a table by relaxing the threshold 
value t, so that; it will satisfy the p sensitivity to overcome many of limitations 
of previous approaches. 

Keywords: k-anonymity, t-closeness, p-sensitivity, p-sensitive, t-closeness. 

1   Introduction 

There are popular approaches to preserve privacy[5] in the field of data privacy. But, 
many of the techniques have their own limitations. The proposed technique is p-
sensitive, t-closeness, will overcome many of limitations of other popular techniques 
such as k-anonymity [2] and t-closeness. Our technique will overcome skewness 
attack and similarity attack, since there is sensitivity concept applied on t-closeness. 
This would be a great advantage to preserve sensitive attribute values. There is a need 
of better techniques which will overcome many types of attacks from which the 
present techniques are suffering and increase the utility of data. Increase in utility of 
data [4] is very important to achieve which prevents information loss, as researchers 
need the data to utilize for the analysis or different purpose in the field of research. P-
sensitive, t-closeness will overcome limitations of many of techniques and minimize 
the data loss. It satisfies the condition for table in which the minimum p number of 
distinct values will be there for sensitive attribute under the specific threshold value t. 
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2   Proposed Approach 

The new measure states that, the table which satisfies t-closeness should also satisfies 
p-sensitivity. The records of table are distributed in such a way that, it should satisfy 
the p-sensitive property and threshold level should not go beyond relaxation limit 
trelax. The threshold t can be relaxed up to t relax under which it satisfies the p-
sensitivity. In such a way that, utility of data should not decrease and correlation 
among the Qi group. 

 
Definition1. Quasi-identifier [2] (Qi): Qi is a set of attributes in a table, which cannot 
identify individual by itself, but can identify individual by linking with external table. 

 
Definition2. (k-anonymity property): The k-anonymity property for a anonymized data 
is satisfied if every combination of key attribute values in anonymized data occurs k 
or more times. 

 
Definition3. (p-sensitive, k-anonymity property ): The anonymized data  satisfies p-
sensitive k-anonymity property [3] if it satisfies k-anonymity, and for tuples in each Qi  
with the identical combination of key attribute values that exists in anonymized data, 
the number of distinct values for each sensitive  attribute occurs at least p times within 
the same group. 

 
Definition4. (p-sensitive, t-closeness):  The table T satisfies p-sensitive, t-closeness 
property, if it satisfies t-closeness with the threshold value ranging from t to trelax, and 
each Qi-group has at least p distinct categories of the sensitive attribute. 

3   P-Sensitive, t-Closeness 

The table1 shows the original data which can have 4 records in one equivalence class.  

Table 1. Original data 

Zip_code Age Salary Disease 
47977 21 360000 Heart Attack 
47901 57 430000 Heart Attack 
47982 47 380000 Diabetes 
47904 45 590000 Diabetes 
47609 34 143000 Brain Tumour 
47605 21 600000 Bladder Cancer 
47654 23 360000 Brain Tumour 
47609 30 650000 Brain Tumour 
47604 10 230000 Flu 
47602 45 230000 Gastritis 
47678 50 160000 Neck Pain 
47903 21 467000 Neck Pain 
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Table 2 satisfies the p-sensitive, t-closeness for p=2 and t=0.2. The Zip_code, Age 
and Salary belong to set of Quasi-identifiers, Qi. Disease is considered as a sensitive 
attribute.  

Table 2. Table satisfying 2-sensitive, 0.2-closeness 

Zip_code Age Salary Disease 
47*** >20 6LPA Brain Tumour 
47*** >20 4LPA Heart Attack 
47*** >20 2LPA Gastritis 
47*** >20 3LPA Heart Attack 
47*** >20 6LPA Bladder Cancer 
47*** >20 5LPA Diabetes 
47*** >20 1LPA Brain Tumour 
47*** >20 3LPA Diabetes 
47*** >10 1LPA Neck Pain 
47*** >10 2LPA Flu 
47*** >10 4LPA Neck Pain 
47*** >10 3LPA Brain Tumour 

 
Table T2 satisfies 2-sensitive, 0.2-closeness by distributing salary values and 

satisfying 2 distinct values for sensitive attribute disease. 
 

Algorithm 1. (Basic Algorithm to test the p-sensitive t-closeness property) 

Input: anonymized data – a masked microdata. p, k (p ≤ k) natural numbers greater 
than or equal to 2. Threshold value t is minimum 0.1 to maximum relaxed value 0.65 

Output: Condition is true (p-sensitive k-anonymity [7] and t, 0.1<=t<= trelax, where 
trelax =0.65 is satisfied) 
Condition is false (p-sensitive k-anonymity and t, 0.1<=t<= trelax, where trelax =0.65 
is not satisfied) 

if anonymized data  has k-anonymity property then 
{ 
Condition = true; 
for each combination of key attribute values and each confidential attribute do 
{ 
Let x be the number of distinct values for that confidential attribute. 
If ((x < p) && (t<=0.1&&t>=0.65)) then 
{ 
Condition = false; 
Break loop; 
} 
} 
} 
else Condition = false; 

Fig. 1. Algorithm for p-sensitive, t-closeness 
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The main concept behind this technique is to combine the advantages of t-
closeness and p-sensitive, k-anonymity. So that, it will overcome the skewness attack 
[4] and similarity attack [4] without losing the correlation among Qi attributes. The 
algorithm in figure1 tests that, if the table satisfies the p-sensitive, t-closeness, then it 
should satisfy the t-closeness and p-sensitive, k-anonymity for threshold value range 
between t to trelax. 

The quasi-identifier attribute values are generalized and suppressed within the 
same equivalence class to anonymize the data. In Table 2, the first equivalence class, 
the values of the sensitive attribute disease is having more than 2 distinct values 
satisfying 2-sensitivity as value of p>=2. There is always trade-off between the utility 
and threshold value. As the threshold value decreases, utility will also decreases.  

As the t value relaxed to higher levels, utility will increase. But at the same level, 
the privacy [6] should also be preserved. 

4   Experimental Set-Up and Results 

A set of experiments were conducted for an test data consisting of 10000 tuples 
randomly selected from the Adult dataset from the UC Irvine Machine Learning 
Repository [10]. In all the experiments, we considered age, education_num, work 
class and sex as the set of quasi-identifier attributes; and occupation as the sensitive 
attribute. Micro data p-sensitive t-closeness was enforced in respect to the quasi-
identifier consisting of all 6 quasi-identifier attributes and 1 occupation sensitive 
attribute. Although many values of k and p were considered, due to space limitations, 
we present in this paper only a small subset of the results. 

 
 

 

Fig. 2. Time efficiency for different to (p,k) values in terms of seconds 
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Figure 2 shows the resulting values for t value ranging from 0.45 to 0.65. Data 
sample is randomly chosen as 10000 tuples from adult dataset. 

5   Comparison 

Table 3. Comparison of privacy models v/s attack models 

Privacy Models 

Attack Models 

Attribute 
disclosure 

Skewnes
s attack 

Member
ship 
disclosure 
attack 

Similarity 
attack 

Data 
utility loss 

k-anonymity       

p-Sensitive, 
k-anonymity        

    t-closeness 
      

 
Table 3 shows comparison of privacy models with respect to their attacks. K-anonymity fails to 
protect attribute disclosure [4]. p-sensitive, k-anonymity undergoes membership 
disclosure and t-closeness will include data utility loss. Our approach is compared with 
other privacy models such as, k-anonymity, p-Sensitive k-anonymity, and t-closeness. 
The results shows there are no attacks and the data quality is improved by relaxing the 
threshold level up to trelax. to improve the data quality. 

6   Conclusion 

In this paper, the anonymization [8] is done using generalization [8] and suppression 
method. Most of the popular techniques will employ these methods. But, 
generalization and suppression will cause the numerical attributes generalizes to 
become categorical which is one of the disadvantage. The closeness cause the records 
distributed evenly throughout the table by impairing correlation between quasi-
identifiers and sensitive attributes [9] by preserving privacy. The open challenge for 
many of the popular techniques such as, k-anonymity, t-closeness is, there is no 
specific computational approach to reach them for a specific data to be anonymized. 
The combined feature of applying p-sensitivity and threshold for achieving closeness, 
causes overcoming the skewness attack and similarity attack which will be an added 
advantage. The further work will be extending the concept of sensitivity to notice the 
trade-off between threshold and sensitivity in detail.  
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Abstract. Natural Language is the primary medium for human communication. 
Function of a Natural Language (NL) is to communicate semantic content of its 
expressions directly to unravel this task we used the notion of Virtual Key-
boards. Virtual Keyboards are commonly used as an on-screen input method in 
devices with no physical keyboard. This paper presents the usage of Virtual 
Keyboards the aim is to build a machine that could communicate in Natural 
Language particularly for Kannada to Telugu and vice-versa. It is designed us-
ing Unicode Character Set “UTF-8”, achieves Translation of characters, words 
and sentences from source language text to target language. We have built the 
Bilingual Dictionary for Kannada-Telugu which consists around 1000 words. 
The experimental results and their performance are analyzed using Precision 
and Recall as described in this paper. 

1   Introduction 

There is a dramatic increase in the quantum of knowledge and information resulting 
in increase in the production of books and other multimedia communication materials 
including Compact Discs - Read Only Memory (CD-ROM). These repositories of 
knowledge are the bridges between information generators and the information users. 
The success of such a repository is completely dependent upon how tactfully the rec-
orded knowledge is well organized and retrieved. To do this CLIR [1] is used. 

Cross Language Information Retrieval (CLIR) is the retrieval of relevant informa-
tion for a query expressed in native language. While retrieval of relevant documents is 
slightly easier, analyzing the relevance of the retrieved documents and the presenta-
tion of the results to the users are non-trivial tasks. To accomplish this task, we 
present our Kannada Telugu and Telugu Kannada CLIR systems as part of Ad-Hoc 
Bilingual task. We take a query translation based approach using bi-lingual dictiona-
ries [2] shown in Fig 1. Both Kannada and Telugu use the “UTF-8” / western win-
dows encode and draw their vocabulary mainly from Sanskrit. 
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Fig. 1. Dictionary Based method for Query Translation  

1.1   Machine Transliteration 

The Language transliteration is one of the important area in natural language 
processing. Transliteration is mapping of pronunciation and articulation of words 
written in one script into another script. Transliteration should not be confused with 
translation, which involves a change in language while preserving meaning. There are 
many standard formats possible for Devanagari English transliteration viz. ITRANS, 
IAST, ISO 15919, etc. but they all use small and capital letters, and diacritic charac-
ters to distinguish letters uniquely and do not give the actual English word found in 
the corpus. 

1.2   Machine Translation 

Machine translation[3], sometimes referred to by the abbreviation MT (not to be con-
fused with computer-aided translation, machine-aided human translation MAHT and 
interactive translation) is a sub-field of computational linguistics that investigates the 
use of computer software.  Machine translation is the process of translating from 
source language text into the target language. There are many challenges to face when 
attempt to do machine translation. 

 

· Not all the words in one language have equivalent words in another language 
· Two given languages may have completely different structures.  
· Translation requires not only vocabulary and grammar but also past knowledge. 

These transliteration and Translation can be done by using virtual keyboards 
which is more easy to use and provides graphical user Interface. 

2   Virtual Keyboards for Kannada/Telugu 

Kannada or Canarese is one of the 1652 mother tongues spoken in India. Forty three 
million people use it as their mother tongue. Kannada has 44 speech sounds. Among 
them 35 are consonants and 9 are vowels. The vowels are further classified into  
short vowels, long vowels and diphthongs. It is also one of the 18 Scheduled  
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Languages included in the VIII Schedule of the Constitution of India is recognized as 
the Official and Administrative language of the state of Karnataka [4]. It belongs to 
the Dravidian family of languages. Within Dravidian, it belongs to the South Dravi-
dian group. The Dravidian languages stand apart from other family of Indian languag-
es like Indo Aryan, Sino Tibetan and Austro Asiatic by having distinctive structural 
differences at phonological, morphological, lexical, syntactic and semantic levels.  

 

Telugu ( ెలుగు) is a Central Dravidian language primarily spoken in the state of 
Andhra Pradesh, India, where it is an official language [5]. According to the 2001 
Census of India, Telugu is the language with the third largest number of native speak-
ers in India (74 million), 13th in the Ethnologue list of most-spoken languages world-
wide, and most spoken Dravidian language. We have designed The Virtual keyboard 
for Kannada/Telugu as shown in Fig 2. (a) and (b). 

 

          Fig. 2. (a). Kannada Virtual Keyboard             (b). Telugu Virtual Keyboard 

3   Experimental Setup 

Several corpora were collected to estimate the parameters of the proposed models and 
to evaluate the performance of the proposed approach. The corpus BUBShabdaSaga-
ra-2011 for training consisted of 1000 words in dictionary for Kannada/Telugu. The 
training corpus composed of a bilingual word list. In the experiment, the performance 
of word translation extraction was evaluated based on precision and recall rates at the 
word. Since, we considered exactly one word in the source language and one transla-
tion in the target language at a time.  

The word level recall and precision rates were defined as follows: 

                                      (1) 

 

                       (2) 
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4   Results and Performance 

Cross Language Information Retrieval Tool [6] is built by using the ASP.NET as 
front end and Database as back end, the Kannada/Telugu is encrypted by using the 
“UTF-8” [7] /Encoding system. Telugu and Kannada and vice-versa are the source 
language and the target language, respectively, in our query translation. All the expe-
riments carried out here involve the same set of Kannada/Telugu queries and the same 
query expansion [8], translation and retrieval method. The only difference between 
the experimental conditions is in what dictionaries are used in the query translation. 
We have trained the systems with corpus size of 200, 500 and 1000 lexicons and sen-
tences respectively. Performances of the systems were evaluated with the same set of 
500 distinguished sentences/Phases that were out of corpus. The experiment results as 
shown in Fig 3 and Fig 4. 

 

Fig. 3. Sample Results for Word 

  

Fig. 4. Sample Results for Sentences 

From the experiment we found that the performances of our systems are signifi-
cantly well and achieves very competitive accuracy by increasing the corpus size as 
shown in Fig 5. 

 

Fig. 5. Performance Graph 
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5   Conclusion 

Dictionary-based query translation has been widely used in CLIR because of its sim-
plicity and the increasing availability of machine-readable bilingual lexicons. We 
have presented our Kannada→Telugu and Telugu→Kannada CLIR system developed 
for the Ad-Hoc bilingual Task. Our approach is based on query Translation using bi-
lingual dictionaries. We focused on translation of lexis and sentences, which has been 
demonstrated to be one of most effective ways to obtain more accurate translations. 
The implementation results are shown above with evaluation metric. The proposed 
method can be easily extended to other language pairs that have different sound sys-
tems without the assistance of pronunciation dictionaries. Further paragraph transla-
tion is to be carried out as part of Ad-Hoc bilingual task for Kannada to Telugu, Telu-
gu to Kannada. 
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Abstract. A wireless sensor network is a deployment of massive numbers of 
small, inexpensive, self powered devices that can sense, compute and 
communicate with other devices for the purpose of gathering local information 
to make global decisions about a physical environment. Wireless Sensor 
Networks are tightly constrained in terms of transmission power, onboard 
energy, processing capacity and storage, and thus require careful resource 
management. We mainly have LEACH(Low Energy Adaptive Clustering 
Hierarchy) and PEGASIS(Power Efficient Gathering in Sensor Information 
Systems) protocols. But LEACH doesn’t support distribution of cluster heads 
optimally and PEGASIS has the overhead of data delay. This proposed 
approach  emphasizes on increasing network lifetime via efficient routing path 
ands , efficient energy consumption. 

Keywords: Wireless Sensor Networks- WSN, Cluster Head- CH, Base  
Station- BS  

1   Introduction 

This approach emphasizes on increasing the life-span of the network by optimum 
selection and distribution of the Cluster Heads (CH), thus increasing energy 
efficiency of the network.  

2   Assumptions and Dependencies 

• Base Station (BS) is immobile. 
• All sensor nodes in the network are energy constrained. 
• Nodes in the network are not dynamic while the CHs are being selected.  
• All the nodes are present in the X-Y co-ordinate system with left bottom 

corner as the origin. 
• All sensor nodes are scattered within the range. 
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3   General Description 

Wireless Sensor Networks are tightly constrained in terms of transmission power, 
onboard energy, processing capacity and storage, and thus require careful resource 
management. 

The proposed approach emphasizes on energy efficiency, network life-time, 
optimum selection of the cluster heads and providing security.  

Initially the sensor nodes send a Hello packet to the BS, which comprises of the 
position of the node, transmission time and the residual energy using CSMA/CA 
protocol.fig 1 shows the initial network considered. 

  

Fig. 1. 

The BS gets the maximum and minimum values of X and Y according to the 
position of the sensor nodes using which a virtual square is drawn. The virtual square 
is partitioned into grids in 5X5 order as shown in fig 2. In response to the Hello 
packet sent by the sensor nodes, the BS will provide the grid-ID based on the co-
ordinates of the respective grid. 
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Fig. 2. 

And only one CH is selected for every grid, i.e., the one which has the least 
transmission time. 

The BS sends a message to the CH which includes the following fields, Source, 
Destination, MAC addresses of all its subscribed nodes and the neighboring CH-ID. 
The CH multicasts an advertising message to all its subscribed nodes .The subscribed 
nodes will save the MAC address of its CH for secure data transmissions. 

Compute the value ‘k’, which is equal to total number of nodes divided by number 
of grids formed. If the number of nodes, say p in each zone <<k, then assign the 
sensor nodes to the cluster in neighboring grids. As each node maintains the address 
of all its neighboring nodes, it checks for all its neighbors one by one according to the 
grid IDs’, and if found averagely densed, then the nodes are added to it until it reaches 
value k. Repeat this until all the p nodes are distributed to its neighbors. 

Now find the position (side) of the BS with respect to the virtual square, such that 
the CHs in the row nearest to that, communicates with it. 

When the BS receives query from the user, it will forward to the CHs’ in the    
nearest row/column based on its position, and from which it sends to its neighboring 
CHs’ along the same line as shown in fig(c) forming 5 virtual linear chains in the 
network. 
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Fig. 3. 

Now the CH transmits the query to its subscribed nodes using the combination of 
FDMA and TDMA protocols. In each allotted slot, FDMA is used for transmission 
and reception of data.  

Based on the query the data is aggregated in each cluster, and is forwarded along 
the same virtual chain via CHs’ to the CH which actually communicates with the BS. 

i.e, The last CH in each zone refers the MAC address in the routing table for the 
CH from which it received the query, to send the aggregated data. This is repeated 
until all the aggregated data from different CH nodes reaches the CH which 
communicates with BS and hence sends the data to BS. 

And finally the CHs’ nearest to the BS will send the aggregated from all the CHs’ 
in its row (if BS is on left or right side of the square (network)) or column (if BS is 
above or below the square (network)) as shown in fig 4 to the BS. From which the 
data is processed and sent back to the user. 
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Fig. 4. 

In the second round, the node within the same CH with the next least transmission 
time and highest residual energy is selected as CH and notified. This step is continued 
until all the subscribed nodes in the cluster become CH.  

4   Proposed Algorithm 

Step 1: Initially, send the HELLO packets to the BS, containing position of all     the 
nodes in the network along with their energy level. Determine the minimum and 
maximum values of X and Y based on the position of the sensor nodes and plot the 
virtual square, which is being partitioned into 5X5 grids. 

Step 2: A node with least transmission time in each grid is selected as CH and then a 
virtual chain is formed along the CHs’ in the same line based on the position of BS. 

Step 3: Once the network is divided into 5X5 grids, transmit the query from BS to all 
the CHs’ in the nearest row/column, from which it is propagated to all other CHs’ 
along the virtual chain. Now the data is aggregated in each grid based on the query 
and are sent in the reverse order of its arrival  until the initial CH collects all the 
aggregated data from other CHs’ along the virtual chain, which communicates  and 
hence sends data to the BS. 

Step 4: For the next coming rounds, select the CH from same cluster which has the 
next least transmission time and highest residual energy. 

Goto Step 3. 
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5   Future Enhancements 

For very large networks, data accuracy can be provided by using a cache memory in 
the nodes. When the BS receives the data, it checks the accuracy using CRC. If the 
data is accurate the BS sends an ACK, else NAK is sent to the CH to resend the data 
present in the cache memory. 
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Abstract. User-centric services and service provisioning has been a strong 
motivator for modern internet technologies, and, in particular, Web 2.0 
technologies. Of particular interest to this study is its ability to have widespread 
societal impact. Hence in this work we assess the impact of such advancements 
in how one widespread societal function works, i.e. libraries; and we study 
digital libraries and their associated software systems that are being critically 
impacted by such technologies. Thus the objective of this paper is to derive 
several overarching standards and criteria for building user-centric digital 
libraries from both a technical (structure) and utilitarianism dimensions and 
explore two different Digital Libraries (Dspace Software - Khazar University 
and Green stone Software - New Zealand Digital library) with their 
corresponding software systems.  Using quantitative methods of comparison we 
conclude, that while both Digital libraries and their associated software systems 
have some advantages for their users, they also have several disadvantages.  

Keywords: Digital Library, Digital Library Software, Green Stone, Dspace. 

1   Introduction 

The two principal building blocks that are used in the improvement of digital libraries 
(DLs) are the Internet and the World Wide Web. According to statistical reports the 
World Wide Web (or the web) has been one of the great successes in the history of 
computing and this connected collection of information across the Internet around the 
world is a significant step forward for mankind. The web and its associated 
technologies have led to fundamental and rapid development of DLs. In order to 
manage and control huge collections of artefacts over long periods of time, libraries 
are often early adaptors new technologies; this includes microfilm, through online 
information services, and CD-ROMs, etc. The internet and web are thus pervasive 
technologies used by existing and new libraries to make immense societal impact on 
the current and future generations of humankind; for example, social search engines 
such as Aardvark [1,2] are an attempt to establish trust with their clients by 
concentrating on question and answering techniques. This study focuses on defining 
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characteristics for such a user-centric digital library; as a case study we explore a 
quantitative evaluation method for comparing two digital library efforts with 
associated software systems. 

2   Background 

Several publishers and libraries became involved in building online collections of 
scientific journals in the late 1980s.  According to mercury technical reports series [3] 
the Mercury Electronic Library project at Carnegie Mellon University between 1987 
and 1993 was one of the first steps to create a campus digital library. The advanced 
computing infrastructure at Carnegie Mellon was built by Mercury that consisted of a 
high-performance network, a fine computer science department, and the norm of 
innovation for university libraries. Mercury and CORE cooperated further on 
numerous other projects to use scanned images of journal articles. 

Projects like Mercury, CORE, and Tulip were not envisioned as a long production 
system.[4] Each of them had technically limitations, for example, they suffered from 
the small size of the collections provided to researchers. The arrival of the web and 
the common availability of web browsers went a long way towards solving the 
problem of user interface development. Though web browsers were a good start, they 
were not ideal for a digital library; however, they have the huge advantage that they 
can be on all standard computers and operating systems, thereby addressing the 
availability issue from a user-centric perspective. In the mid-1990s, publishers’ began 
establishing avenues to provide scientific journals online. When commercial 
publishing on CD-ROM had increased as a vital part of the industry, few journals 
were accessible online. Thus users of online information   services were expanding 
faster than printed material and most of the major publishers of scientific journals 
have got along rapidly to electronic publishing, such as the approach taken by the 
Association for Computing Machinery (ACM) and the IEEE; as well as the large 
commercial publishers including Elsevier, John Wiley, and Academic Press, and by 
societies such as the American Chemical Society, and by university presses, including 
M.I.T. Press. [5]  

3   Digital Library Definition 

In literature once can fund find different definitions for DLs and these are named in a 
variety of ways by its various stakeholders. According to Adams and  Blandford [6], 
librarians refer to them as databases and people in arts and humanities name them 
electronic archives. In  the  UK  and  Western Europe,  DLs  are referred to as digital  
surrogates, being regarded as substitutes for traditional libraries in their role of 
collections of validated and structured information[7].  Leiner [8] stated a DL is a 
collection of services and information objects that are available digitally. Information 
objects can be defined as anything in a digital format such as books, journal articles 
and sounds, since DLs organize and present information objects to users, and support 
them in dealing with these objects. In Brown [9] the authors treat DLs as an archive, 
and explore some of the challenges associated in developing smaller digital archives 
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for internal use, specifically from an education and pedagogical perspective.  Lang 
[10] described that the goal of a DL is to improve access for all users. However, DL is 
a widely accepted term describing the use of digital technologies to acquire, store, 
preserve and provide access to information and material originally published in digital 
form or digitized from existing print, audio-visual and other forms. 

Additional to above goal for DLs, new DLs should address another important 
purpose, which is related to their users (customers). Today DLs are typically centred 
around specific user communities who are mainly interested in these services; hence 
they have been built to meet the discipline-specific needs, without much rationale for 
fixed concepts on how these collections are typically managed. While creators and 
users improve and grow;  the systems need to address overarching issues that relate to 
organizing information, retrieving it, establishing quality control, standards, and 
services. Such an approach will allow us to find new and creative answers to these 
age-old questions in providing meaningful information to the wider society.  

4   Digital Library Evaluation Criteria  

In literature, researchers have identified various criteria to evaluate DLs. Such 
evaluation criteria have been adopted to address needs arising from characteristics 
such as library type, library purpose [9], library mission, library patrons, etc. For 
example across the various literatures we surveyed, the following have been used as 
criteria in order to evaluate DLs.   

4.1   Collection 

Wealth and diversity of resources, how much the collection of library are capable to 
meet its patrons’ needs and fulfill information needs of target users.   

4.2   Information Organization and Representation  

Which metadata, subject scheme or classification system the library uses. How do 
these tools help to facilitate of information search and retrieval library materials?  

4.3   Technology 

What is the fundamental technology? Is it a database, commercial system or open 
source software? Does the library offer any documentation on the technology or 
architectural form they have working to build the library? 

4.4   Interface Features 

Consists of such issues as browsing, searching, navigation, results display etc. Some 
of the main considerations in this connection are: 

• Option of basic and advanced search modes 
• easy to use is the interface 
• easy to learn is the interface 
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• What retrieval performances have been provided? 
• How customizable are consequence displays? (e.g. brief vs full 

description of the item) 
• Does the interface offer any explanation or customization facilities 

such as book marking, saving search history, creating or modifying 
objects inside the library? 

• How are fonts, images, icons and button labels designed? 
• Document declaration condition (regarding to images and digitized 

recourses) 
• Audio and video information search and retrieval situation 

(regarding to multimedia DLs) 
• Does the interface track usability standards and principles? 

4.5   Standards 

Does the library use some standards relating to metadata, interoperability, 
accessibility and knowledge organization? 

4.6   Documentation 

Does the library offer any information on its policies and guidelines considering 
target users, collection improvement, digitization and preservation, standards and 
tools used to support and preserve the library? 

Libraries are one of main information centers in societies. According to some 
authors the rapid growth of World Wide Web and its technologies and tools have lead 
to a reduced role of libraries to some extent.  The internet and related informational 
websites have thus created a competitive environment for libraries. To sustain, 
libraries should try to play their fundamental role as a useful information center for 
their patrons. One of the means by which libraries can still differentiate and maintain 
their competitive advantage for their patrons is by making available reliable and 
accurate information than what is available on the internet. Leveraging and utilizing 
2.0 technologies is a current and recent trend by libraries. Given the public’s 
acceptance of the internet, implementing DLs from a user-centric perspective can still 
enhance and revitalize the role libraries in modern society. 

In general, library performs three main tasks, which consist of collecting, 
cataloging, and retrieving resources that are of importance to their users. Certainly 
there are other additional tasks that were mentioned in our literature survey, such as 
library management, library preservation, and so on.  Our primary consideration in 
selecting the following special categories and sub-categories discussed below is to 
cater to the primary library tasks. From this perspective, we select particular elements 
that are of importance to a user-centric library system. Using these insights, we then 
analyze some recent DLs and associated software system (Greenstone and Dspace). 
Hence through this study we have derived certain categories and sub- categories that 
can enhance the user centric nature of library and compare and contrast two 
competing DLs and associated software systems to draw some insights.  
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To conduct this effort, we adopted a combined framework to determine various 
evaluation criteria (some identified by pervious research works) and evaluate their 
applicability to open-source library software systems. Using Greenstone and Dspace 
as examples we then explore the purpose of these libraries and in particular the main 
mission for any digital library is to be user-centric for its users. Our framework is 
categorized into four sub- characteristic categories, and each sub-category includes 
certain characteristics that are deemed important for successfully developing  
such user-centric DL systems. The major categories we propose here include the 
following:  

4.6.1   General Information 
The purpose of this category is to offer general information about the software. In 
fact, instead of long descriptions about the software and their history / background, 
readers need to be able to gain such information quickly. The general information 
category is divided to four sub-categories such as About, URL, membership, license, 
language support and use. Actually general information can enumerate a kind of 
library policy and development strategy in the case of DLs software systems.  

4.6.2   Design and Customization 
Just like storefronts in a mall /shopping lane, design and customization of DLs play 
the role of ‘buy-in’ from their clients. Here we identify the role of design and 
customization on DLs that enhance user experience; these include: stable release, 
search modes, developer / development status, type, program language used, and 
protocol supported. Indeed library building, ordnance of building, classification of 
materials that is related to search mode, special facilities and services for members 
and patrons in a classic library and so on are important to attract and satisfy users are 
also important for DLs.   

4.6.3   Security and Access 
Security and information privacy are the cornerstone of issues that helps sites gain 
trust of their users. DLs must endure that their patrons are assured of security and 
privacy, topics central to their adoption.  One of the issues related to security of DLs 
are copyrights. Other sub-categories of interest there include access, file upload, and 
privacy policy.  

4.6.4   Collaborative Tools  
As mentioned earlier, the main difference between web2.0 and web1.0 is related to 
communication. Web2.0 enhances communication among users. To address this gap, 
some employ social software tools to support user collaboration. Most websites use at 
least one or more such tools to connect with their users. So the use of collaborative 
tools in DLs such as blog, email, FAQ, training materials (inform of catalogue or 
brochure files and social medias) are all key aspects of a user-centric DL system. 
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5   Comparative Evaluation of OSS DL Systems (Greenstone and 
Dspace) 

Categor Sub-category Dspace Greenstone 

 
G

en
er

al
 in

fo
rm

at
io

n 
 

About 
DSpace is an open source software package 
that Provides the tools for management of 
digital assets, and is commonly used as the 

basis for an institutional repository. 

Greenstone is a suite of software to serve 
digital library collections and build new 

collections. It provides a new way of 
organizing information and publishing it. 

URL www.dspace.org www.greenstone.org 

Membersh Free for every one Free for every one 

License 

BSD license (This means that any 
organization can use, modify, and even 
integrate the code into their commercial 
application without Paying any licensing 

fees.)

GPL (General Public License) 

 
Language 
support 

The DSpace web application is available 
in over twenty languages. So if English 

is not your local language, you can 
customize the language which DSpace 

uses.  You can also configure DSpace to 
support multiple languages, so that the 

language your user sees is the 'preferred 
language' set in their web browser 

English, French, Spanish, Russian and 
Kazakh. Greenstone also has interfaces in 

many other languages 

used 
educational, government, private 

and commercial institutions. 
universities, libraries, and other 

public 

D
es

ig
n 

an
d 

cu
st

om
iz

at
io

n 

Stable Dspace 1.8.0 Greenstone3: 3.04 

Developer Dura Space University of Waikato 

Developm Active Active 

Type Institutional repository software DLs 

Program 
language 

Java Java 

Search 
mode 

You can decide what fields you would 
like to display for browsing, such as 

author, title, date etc. on your DSpace 
website and can also select any metadata 

fields you would like included in the 
h i f

Various searching and browsing 
options, and include collections in 

Arabic, Chinese, French, Maori, and 
Spanish, as well as English. 

Protocol 
Supports 

OAI-PMH, OAI-ORE, SWORD, WebDAV, 
OpenSearch, OpenURL, RSS, ATOM 

OAI-PMH, METS, 

Se
cu

ri
ty

 a
nd

  a
cc

es
s Access Internet Internet or on CD-ROM 

File 
upload 

books, theses, 3D digital scans of objects, 
photographs, film, video, research data sets, 

etc. 

text, html, jpg, tiff, MP3, PDF, video, 
and 

Word 

Privacy 
policy 

The personal information we receive 
through DSpace, such as names, emails 

and phone numbers, is used solely for the 
purposes of the functioning and 

assessment of the system. 

The main Greenstone download, 
suitable for most users’ General 

documentation about Greenstone, for 
users and developers. A work in 

progress. 
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C
ol

la
bo

ra
ti

ve
 t

oo
ls

 

Mailing 
Lists 

The primary way DSpace users discuss 
issues and communicate with one another 
is through the various mailing lists . The 
DSpace community has three very active 
mailing lists where you can meet other 

DSpace users and developers. 

There are two mailing lists intended 
primarily for discussions about the 
Greenstone digital library software. 
Active users of Greenstone should 

consider joining the mailing list and 
contributing to the discussions 

Blogs 

The DuraSpace Blog features news and 
information from the DSpace and Fedora 

communities. You may subscribe to the RSS 
from this blog, and/or receive a monthly 
DuraSpace Blog Digest by subscribing to 

dspace- general@lists.sourceforge.net 

Contain a blog category and 
weekly the updates of this section 

will report with the plans and 
changes for next week will be 

mention. 

FAQ 

Check out the EndUserFAQ for answers 
to the most common questions about 

DSpace. For technical questions about 
customizing DSpace or contributing to the 
codebase, see the development/technical 

FAQs at the TechnicalFAQ Wiki 

The FAQ (Frequently Asked Questions) 
pages consist of a set of commonly 
asked questions and their answers. 

These cover issues such as installing, 
building collections, formatting etc. 

Training 
Materials 

There are a variety of training materials 
and resources that have been developed 

by the DSpace user community. Many of 
these can be used as self- guided tutorials 
or adapted and used as the basis to lead 

training sessions. 

Installer's Guide describes in detail the 
installation process. 

Social medias RSS, Facebook RSS, Facebook 

6   Vu DL Software System  

Given our analysis in the previous section, it can be seen that some facilities provided 
by a recent development, Vu DL, is an attempt to address some of the 
recommendations above for Greenstone and Dspace. It is a simple to use DL 
administration application completely powered by open source technologies (GPL). 
Some of the functionality currently provided by Vu DL consists of a built-in METS 
metadata editor, service image generation tools, an XML database repository, and an 
OAI server, along with record drivers for easy implementation with Vufind, produce 
"service" files from scanned originals.   

For example Vu DL uses image facility to respect patron’s habits such as display of 
resources like book in form of digital book not just html pages, folio book pages, or 
zoom in and out preferences in order to allow the patrons experience a customized and 
familiar virtual environment.  Also things such as “issue tracking” can be added on as a 
special option for patrons. An issue tracker (JIRA) allows patrons to search through an 
issue archive to see if the problem s/he may be experiencing has been fixed. Another 
special feature of Vu DL package is agent information that includes information about 
IP owners and editors. Such information can enhance the security.  [11] 

7   Conclusions 

In this paper we presented the results of a user-centric comparative study of two DLs. 
First, surveying the DL literature, we derived key factors that can support user-centric 
design of DLs. Then using these factors we did a comparative survey of two popular 
DL platforms. We observed that, from a user-centric perspective, both these systems 
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have few advantage as well as some drawbacks. Significant drawbacks include: the 
lack of a good resources classification, the lack of creativity in order to attract patrons 
in form of design and customization of the DL webpage such as weak design of 
search mode especially on display of search results and the lack of offering personal 
profile for more security.  

It is to be noted that new DLs users are not only consumers but also producers of 
information. By describing information collected through the DL they can create new 
information objects that are published in the DL, thus inspiring its content.  Also DLs 
of the future will be capable to work on huge information object types.   For example, 
one can mix text, tables, etc. of scientific data as well as images (such as integrated   
3D images) with appropriate explanation and videos; for the patron to better 
understand the subject of interest. New DLs are therefore required to present services 
that support the authoring of these new objects and the workflows that lead to their 
publication. Libraries of the future can provide their patrons such integrated DL 
environments that help user assimilate and understand information in a much more 
profound manner. Currently we are observing a large expansion in the demand for 
DLs (from socio-economic to research projects of interest) and these require intense 
collaborative efforts by user groups that earlier would not have had much of a 
collaborative working relationship. Supporting such collaborative working 
partnerships can further enhance the service DLs may provide to different 
organizations in a globalized world, that extend far beyond a persons’ local 
neighbourhood and also in [1,2] the authors discuss a social search engine that is 
designed to guide naive users through search networks for finding answers to their 
questions. In a similar manner, in libraries of the future, DL support assistants will 
provide the familariality of 'someone' who can help library clients navigate the vast 
amounts of information that exists on the web, in a guided manner. 

Significant future research is necessary to validate these (sometimes intuitive) 
observations. For example, we are aware that there are limitations in information 
sharing between institutes, corporate, organizations and universities – such barriers to 
effective functioning of DLs need to be overcome.  
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Abstract. In this paper, a simple fast block matching algorithm based on Adap-
tive Hexa-Diamond Search (AHDS) is proposed to estimate motion vector pa-
rameter. This search consists of two sequential search stages: 1) initial search 2) 
refined local search. For initial search stage, hexagonal pattern is proposed to 
reduce the computational complexity, in which the least error is determined. 
The point that has the least error becomes the origin for subsequent refined lo-
cal search steps, and the search pattern is changed to Small Diamond Search 
Pattern (SDSP) until the final motion vector (MV) is found. Based on the expe-
rimental results, AHDS needs only 4% of the total computations compared to 
Full Search (FS) algorithm and is very close to Adaptive Rood Pattern Search 
(ARPS). The result shows that time saved is 93.24% compared to FS algorithm. 
AHDS gives performance close to ARPS in terms of computational complexity, 
processing time and similar results as it is in other existing algorithms in terms 
of image quality.  

1   Introduction 

Block matching algorithm for motion estimation (ME) has been widely adopted by 
video coding standards[10, 4] such as H.263, H.264, MPEG-2, and MPEG-4. It is an 
efficient technique to eliminate temporal redundancy. Motion estimation deals with 
the fact that the two consecutive frames of a video sequence will be similar except for 
changes induced by moving objects within the frames. In block matching algorithms 
(BMA) the current frame is divided into a matrix of macro blocks (MB) that are com-
pared with corresponding block and its adjacent neighbors in the previous frame to 
produce motion vector (MV). The search area for a best match block is constrained up 
to search parameter ‘P’ pixels on all four sides of the corresponding macro block in 
previous frame. There are several block matching algorithms like Full search (FS)[3], 
Three step search (TSS)[2], New three step search (NTSS)[11], Simple and efficient 
three step search (SESTSS)[6], Four step search (FSS)[9], Diamond search (DS)[12] 
and adaptive rood pattern search (ARPS)[14]. Among these algorithms, FS is most 
computationally expensive with the best image quality and makes ME the main bot-
tleneck in real-time video coding applications, so the fast block matching algorithms 
like TSS, NTSS, SESTSS, DS and ARPS are developed to reduce computational 
complexity by limiting the number of search points. Thus, using fast BMA is  
indispensable to reduce the computational cost. The existing fast BMAs[1] can be 
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classified into four categories as 1) Fast BMA using a fixed set of search pattern, 2) 
Fast BMA based on inter-block correlation[7], 3) Fast BMA using hierarchical or 
multi resolution[8] search framework and 4) Fast BMA using sub sampled pixels on 
matching-error computations [14].  

From the analysis, each class of above said fast algorithms achieve different trade-
off between algorithm complexity, search speed and picture quality. Hence the idea is 
to combine the pattern-based method with the spatial-correlation method. Inter-block 
correlations dynamically determine the size of the search pattern[5]. Our major con-
cern for the algorithm development is to achieve simple and feasible implementation. 
The proposed algorithm is compared with the FS, TSS, DS, SETSS, NTSS, FSS and 
ARPS in terms of complexity and performance. 

In Section 2, the proposed AHDS algorithm for motion estimation is described in 
detail. The proposed AHDS uses search points in hexagon pattern[13] for initial 
search and then switches to SDSP for repetitive refined local search steps. The  
performance of the proposed method is demonstrated by experimental results in  
Section 3. Conclusions are drawn in Section 4. In this paper the AHDS is compared 
with other algorithms in terms of Peak Signal to Noise Ratio (PSNR), number of 
computations and elapsed processing time.  

2   Adaptive Hexa-Diamond Search (AHDS) Algorithm 

A small search pattern which has compactly spaced search points is more suitable 
than a large search pattern containing sparsely spaced search points to detect small 
motion. The large search pattern has the advantage of quickly detecting large motion, 
but results in unnecessary search for small MVs. The optimality of the pattern based 
search depends on size of the search pattern and the magnitude of the predicted MV. 
Hence, different search patterns are used in accordance with the computed motion be-
havior for the current block. Therefore there are two issues to be addressed: 1) to pre-
determine the motion behavior of the current block for effective motion estimation 
and 2) the adaptive size and shape of the search pattern. 

Regarding the first issue, in most cases adjacent MBs belong to the same moving 
object and has similar motion. Therefore, the current block’s motion behavior can be 
reasonably predicted by referring to its neighboring block’s MVs in the spatial and/or 
temporal domain. Hence the coherency of the motion in a frame is considered i.e. if 
the MBs around the current MB moved in a particular direction then the current MB 
will also have similar motion behavior. For the second issue, two types of search pat-
terns are used: one is the adaptive pattern for initial search while the other one is the 
fixed size search pattern for repetitive refined local search until the final MV is found. 

The search is based on the fact that the motion in a frame is coherent and the 
blocks are processed in a raster-scan order. The MV of the neighboring blocks on the 
immediate left, above, above-right, above left are available as region of support 
(ROS) and is considered as reference to the current block to predict the target MV ac-
curately. ROS is used as only one block that is situated at immediate left to the current 
block to predict the MV because it minimizes the memory requirement. Calculating 
the statistical average of MVs in the ROS is a common practice to obtain the pre-
dicted MV. The mean and median predictions have also been tested.  
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Two types of search patterns are used. One is hexagon pattern, which is dynamical-
ly determined for each MB according to its prediction motion behavior. The hexagon 
pattern will be used only once at the beginning of each MB search. The objective is to 
find a good starting point for the remaining local search so as to avoid unnecessary in-
termediate search and reduce the risk of being trapped into local minimum in the case 
of long search path. The new starting point identified is as close to the global mini-
mum as possible. Since the usage of more blocks involves higher computational com-
plexity, the search will be done in a selected area (P). To start with the search, first 
confirm the initial position, if the macro block is in the left most column then make 
sure that only once hexagonal pattern search is done with step size = 2, else step size 
can be found 

S=max {|MVpredicted(x)|, (|MVpredicted(y)|}   (1) 

where MVpredicted(x) and MVpredicted(y) are the x-coordinate and y-coordinate of the 
predicted MV respectively. Hence the proposed search algorithm is used in an area 
where there is a probability of finding the best match block limiting the search to the 
neighboring blocks.  

 

Fig. 1. Adaptive Hexa-Diamond Search Pattern 

Fig.1 shows the search pattern used in the algorithm the shape of the initial pattern 
is symmetrical with six search points located at six vertices to form a hexagon pattern. 
Including one at the centre point there are total 7 search points. The step size refers to 
the distance between the centre and the search points. Since the initial shape of the 
search pattern includes all directions it can quickly detect any motion and the search 
will directly jump to a region in the direction of the predicted MV. The outcome of 
the initial stage is to detect the major trend of the moving object. Furthermore, the 
symmetry in shape of the AHDS not only benefits hardware implementation but also 
contributes to the robustness. 

The hexagon format is used because the boundaries of the hexagon are interlaced 
horizontally and vertically due to which the AHDS search could search for motion to 
the very edge of the image. In addition to the hexagon pattern it is desirable to add 
predicted motion vector into the search as it is likely to be similar to the target MV. 
Hence, this contributes to increase in probability of accurately detecting the motion in 
the initial search stage. The magnitude of the MV’s component with greater absolute 
value is nearly close to the length of the MV. The initial idea in deciding the pattern 
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size is to use only one of the two components of the predicted MV that has the larger 
magnitude.  

S=max {|MV2 predicted(X)|, |MV2 predicted (Y)|}   (2) 

In the above step, the adaptive pattern gives the new search centre, which becomes 
the origin for subsequent search steps i.e. SDSP, similar to which is used in DS, com-
prising of 5 points of unit step. In refined local search the procedure keeps on doing 
SDSP until least error is found to be at the centre of the SDSP. 

In summary, the search pattern contains a hexagon pattern consisting of either 8 
(no overlapping) search points including the search point indicated by the predicted 
MV or 7 (with overlapping) search points to be searched in the initial search stage 
when predicted MV is not zero while the refined local search comprises of 5 search 
points in diamond pattern. 

3   Experimental Results and Analysis 

A standard mathematical model is used for the analysis of PSNR which measures an 
objective difference between the two images by mean-square error (MSE). The fol-
lowing Eq.3 and Eq.4 are used to calculate PSNR  









=

MSE
dBPSNR

2255
log*10)(                  (3) 

where                       2

1 1
2

||
1

ij

N

i

N

j
ij RC

N
MSE −=  

= =
                                   (4)  

ijC and ijR are the pixels being compared in Current block and reference block re-
spectively and NxN is image size. 

In terms of block distortion method, the sum of absolute differences (SAD) is 
commonly used and is defined by Eq.5 
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The AHDS algorithm uses %PSNR to indicate gain in PSNR using the Eq.6 
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To evaluate the performance of the proposed AHDS technique, it is compared against 
FS, TSS, NTSS, SESTSS, FSS, DS, ARPS in terms of %PSNR, number of computa-
tions or number of search points and elapsed processing time. The macroblock size is 

1616 ×  pixels and search window size is 77 × . Six video sequences are used in 
simulation. The original and compensated images of “Alex”, ”diskus”, ”mom”, 
”mom_daughter”, “sflowg”, “stennis” are shown in Figures 2.a to 2.f. 
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Fig. 2a. Original and Compensated images of 
“alex” 

Fig. 2b. Original and Compensated images of 
“diskus” 

  

Fig. 2c. Original and Compensated images of  
“mom” 

Fig. 2d. Original and Compensated images of 
“mom_daughter” 

     

Fig. 2e. Original and Compensated images of  
“sflowg” 

Fig. 2f. Original and Compensated images of   
“stennis” 

The simulation is done using MATLAB7. 30 frames are used.  The results are ta-
bulated for AHDS and other algorithms. Table 1 shows the average %PSNR im-
provement values per frame for six video sequences. FS gives the highest PSNR 
amongst all block matching algorithms as it calculates the cost function at each possi-
ble location in the search window and hence the FS algorithm is used as reference and 
%PSNR improvement value is calculated. Figures 3.a to 3.f shows the average PSNR 
for all sequences. 

Table 1. Average %PSNR Improvement for 30 frames compared with FS 

Algorithms 

Sequences 

TSS SESTSS 

 

NTSS 

 

FSS 

 

DS 

 

ARPS 

 

AHDS 

alex   99.785  99.561 99.995 99.853 99.977 99.958 99.954 

diskus   99.629 98.674 99.631 99.426 99.478 99.668 99.694 

mom   99.894 99.808 99.938 99.811 99.767 99.904 99.882 

mom_daughter 99.738 99.29 99.864 99.753 99.81 99.793 99.796

sflowg 99.369 99.188 99.546 98.857 98.673 99.442 99.424

stennis 99.315 98.895 99.272 99.246 99.475 99.083 99.086
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Fig. 3a. Comparison of average PSNR for  
“alex” video sequence 

Fig. 3b. Comparison of average PSNR for   
“diskus” video sequence 

       

Fig. 3c. Comparison of average PSNR for 
“mom” video sequence 

Fig. 3d. Comparison of average PSNR for 
“mom_daughter” video sequence 

   

Fig. 3e. Comparison of average PSNR for 
“sflowg” video sequence 

Fig. 3f. Comparison of average PSNR for 
“stennis” video sequence 

Referring to Table 2 AHDS requires less number of computations as compared to 
other algorithms. AHDS needs only 4% of the total computations compared to FS al-
gorithm and is very close to ARPS. The results are as shown in Figures 4.a to 4.f for 
all sequences. 

Table 2. Average computations for 30 frames   

Algorithms 

Sequences 

ES TSS SESTSS 

 

NTSS 

 

FSS 

 

DS 

 

ARPS 

 

AHDS 

alex   204.28 23.5 16.679 16.847 16.843 13.667  7.3557 8.1046 

diskus   204.28 23.426 16.216 21.99 19.226  17.593  9.5987 10.913 

mom   206.52 23.416  16.504 20.164 17.768  14.899  7.3592 8.182  

mom_daughter 206.52 23.464 16.436 19.951 17.8 15.022  7.7289 8.6652

sflowg 202.05 23.352 15.442 26.07  20.427 19.856  10.619 12.29 

stennis 202.05 23.165 16.492 17.421 14.698 18.963  7.0886 7.7284



 Adaptive Hexa-Diamond Search (AHDS) Algorithm 91 

   

Fig. 4a. Comparison of average computations  
per frame for “alex” video sequence 

Fig. 4b. Comparison of average computations 
per frame for “diskus” video sequence 

   

Fig. 4c. Comparison of average computations 
per frame for “mom” video sequence 

Fig. 4d. Comparison of average computations 
per frame for “mom_daughter” sequence 

   

Fig. 4e. Comparison of average computations 
per frame for “sflowg” video sequence  

Fig. 4f. Comparison of average computations 
per frame for “stennis” video sequence 

Table 3 shows that the percentage total time saving for 30 frames compared with 
FS algorithm. The result shows that time saved is 93.24% compared to FS algorithm 
for “tennis” sequence (fast motion). Total time saving is calculated in Intel Core2Duo 
processor @1.80GHz. The results are as shown in Figures 5 .a to 5.f for all sequences. 

Table 3. Total Percentage time saving for 30 frames compared with FS 

Algorithms 

Sequences 

TSS SESTSS 

 

NTSS 

 

FSS 

 

DS 

 

ARPS 

 

AHDS 

alex   87.39 90.07  90.62 90.65  90.49  93.58 93.06  

diskus   87.41  90.24 87.97   89.32 88.13  92.49  91.61  

mom   87.04 89.61  88.47   89.67 89.39  93.34  92.77 

mom_daughter 86.90  89.65  88.57   89.68 89.33 93.13  92.56 

sflowg 87.15  90.14  85.74   88.33 86.26 91.57 90.63  

stennis 87.43  89.86  90.09  89.71 89.23 93.63 93.24 
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Fig. 5a. Comparison of total percentage time 
saving  for “alex” video sequence 

Fig. 5b. Comparison of total percentage time 
saving for “diskus” video sequence 

   

Fig. 5c. Comparison of total percentage time 
saving for “mom” video sequence 

Fig. 5d. Comparison of total percentage time 
saving for “mom_daughter” sequence 

  

Fig. 5e. Comparison of total percentage 
saving time for “sflowg” video sequence 

Fig. 5f. Comparison of total percentage time 
saving for “stennis” video sequence 

4   Conclusion  

The paper shows that the AHDS technique has less number of search points and as a 
result less computation is required. It shows that the improvement results from the 
adaptability of the search pattern. This avoids local minimum matching error points 
by tracking the trend of the motion at the initial stage. The algorithm is compared 
with FS algorithm and it shows improved PSNR. AHDS needs only 4% of the total 
computations compared to FS algorithm and is very close to ARPS. The result shows 
that time saved is 93.24% compared to FS algorithm for tennis sequence. Thus the 
proposed algorithm demonstrates superior speed while maintaining similar perfor-
mance. Since it requires less computation it contributes to less memory usage. The re-
sults that are tabulated eliminate temporal redundancy and produces better quality im-
ages. Thus AHDS is an efficient and robust motion estimation algorithm for real time 
video coding application. 
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Abstract. Here is a description of a probabilistic algorithm to help two people, 
lost in a complex maze, find each other in minimum possible time. These prob-
lems are broadly classified as ‘Rendezvous Problems’[1]. The algorithm can be 
used in many practical situations like robots finding each other, detectives 
catching thieves, etc. The important point to note is that this algorithm works 
when the user is aware of the entire network of roads. He need not know any-
thing else say the initial location or the present location of the other person.  

1   Introduction 

‘Rendezvous Problem’ is a classical problem which dates back to the 18th century. 
One of its instances is say when two people get lost in a complex maze and there is no 
mode of communication between them. They have to find each other as quickly as 
possible. Should they wait at their positions hoping the other person to find them or 
should they roam aimlessly to increase the probability of meeting (according to them). 
Below is a probabilistic algorithm which might help them in this regard. 

2   Key Idea of the Algorithm 

The user who is going to use the algorithm needs to know the complete network (a 
graph with nodes as meeting of two or more roads and edges as the roads). Once this 
is known, using the speed of user, the algorithm finds all possible ways of going from 
the initial position and finds the probability of meeting for each such way. This prob-
ability is found using the general notion that nodes from where there is more visibility 
are better than those with less visibility. Once all probabilities are known, the user is 
directed to go via the maximum probable path. 

3   Design of the Algorithm 

3.1   Elements Used 

3.1.1   Data Structures 
1. Graph: Graphs are used to represent the maze i.e. the network of roads with roads 

as edges and crossings as nodes of the graph. 
2. Priority Queue or Heap: Heap is used to implement Dijkshtra’s algorithm[2] be-

cause of its fast insertion, extraction and modification of data (O(logn) time). 
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3.1.2   Behavioral Functions 
1. Setting of Probabilities: This function sets up the probabilities of vertices i.e. the 

nodes of the graph. The entire procedure is explained later. 
2. Dijkshtra’s Algorithm: This is a standard algorithm used to find the shortest dis-

tance between two nodes of the graph. 
3. Decision Maker: This function, once given the probabilities of all nodes of the 

graph, finds the optimum path to be taken by the user. 

3.2   Developing the Algorithm 

3.2.1   Setting the Initial Probabilities of the Nodes 
The nodes of the graph are assigned an initial probability based on the length of the 
path visible from them. The more is the length of path visible from a particular node, 
the more is the probability of finding the other person from that node. So, in other 
words, this probability is a measure of the quality of the node. The way this probabili-
ty is assigned is quite simple and is as follows: 

Let there are n edges originating from a vertex v of lengths l1, l2, l3, ……, ln. We de-
note the probability of the vertex v denoted by Pv as: 

                               (1) 

The use of the factor of 2 in the denominator is because we want the sum of probabili-
ties to be exactly equal to 1 and we have counted every edge twice. 

3.2.2   Setting the Weighted Probabilities of the Nodes 
Once the initial probabilities of the nodes are set, we need to set the weighted proba-
bilities to these nodes. If the node is situated close to a probable node, such a node 
should have a high weighted probability since we can easily switch from such a node 
to the highly probable node and increase the probability of meeting. Let there are in 
total N vertices in the graph denoted by v1, v2, v3, ……, vn. The weighted probability of a 
vertex v denoted by Wv is: 

                                                       (2) 

Where ti,j is the time taken by the user to go from vertex vi to the vertex vj. This time 
is calculated via the following equation: 

                                                         (3) 

Here, disi,j is the shortest distance between the vertices vi and vj and is found using the 
‘Dijkshtra’s Algorithm’. 
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Note: 

Everything is in terms of discrete time intervals. There is no notion of fractional or 
zero time now. So, the time taken to go from any vertex to itself is now 1 unit i.e. ti,i = 
1 even though disi,i = 0. This is a kind of least count error in our system. 

The weighted probabilities Wvi are not actually probabilities. They may be greater 
than 1. They are only a measure to denote the quality of the nodes.  

3.2.3   Making the Decision 
Once we have with us the initial probabilities and the weighted probabilities, almost 
half the work is done. Given the initial position of the user, the algorithm directs him 
to the node with maximum weighted probability amongst all which are reachable 
from the initial position of the user.  

3.2.4   Dynamic Probabilities 
User waiting over a certain vertex: As the waiting time of the user over a certain ver-
tex increases, the dynamic probability of that vertex continuously decreases (but in 
discrete time). 

If the waiting time over the vertex v is denoted by lagv, the dynamic probability of 
the vertex v, Dv is calculated as follows: 

                                                   (4) 

This inclusion of such a dynamic probability is necessary since if there were no such 
dynamic probability then the user would have remained static for the rest of the time 
and the algorithm would have failed. 

User visiting a certain vertex repetitively: If the user visits a certain vertex again 
and again and he is not able to find the other person over there, its dynamic probabili-
ty should get decreased. This is done by including a ‘reluctance ratio’ denoted by α 
and is a constant between 0 and 1. Usually, 

 

So, the dynamic probability becomes: 

                                             (5) 

Every time user visits a particular vertex, the dynamic probability of that vertex gets 
multiplied by the constant α. This is important to prevent the user from following a 
certain path repetitively. 

4   Working with an Example 

Figure 1 shows an example of a typical network of roads. The distances are written on 
the edges and nodes are numbered. Let’s take two persons, both having speeds of, say 
10 m/sec. Initial probabilities can be easily found using the equations given in the 
previous section. Also, a simulation has been shown when A starts from node 9 and B 
starts from node 1 in the Table 2. 
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Table 1. Probabilities and qualities of the vertices 

Vertices Weighted Probabilities Quality 
Vertex 1 0.127 Good 
Vertex 2 0.114 Good 
Vertex 3 0.115 Good 
Vertex 4 0.098 Average 
Vertex 5 0.099 Average 
Vertex 6 0.138 Good 
Vertex 7 0.115 Good 
Vertex 8 0.109 Good 
Vertex 9 0.07 Bad 

Vertex 10 0.155 Best 
Vertex 11 0.15 very good 
Vertex 12 0.127 Good 
Vertex 13 0.096 Average 
Vertex 14 0.12 Good 
Vertex 15 0.15 very good 
Vertex 16 0.094 Average 
Vertex 17 0.063 Poor 
Vertex 18 0.065 Poor 

 

Fig. 1. The network of roads, with roads as edges and crossings as nodes 

 
 
 
 



 A Probabilistic Solution to Rendezvous Problem 99 

Table 2. The overall status of A and B trying to find each other 

Time  A’s Status B’s Status 

0 sec  static at node 9  static at node 1 

10 sec  moving towards node 10  moving towards node 15 

15 sec   reached node 10  reached node 15 

18 sec  moving towards node 11 
 static at node 15 but starts to 

move 

23 sec  reached node 11  moving towards node 12 

26 sec  moving back towards 10 reached node 12 
30 sec 

 
 moving towards node 10 

 
reached node 11 

 

 
The above table clearly shows the simulation for the particular case we have taken 

when person A starts from the vertex 9 while B starts from the vertex 1. Notice the 
use of dynamic probabilities given by the Formulas 4 and 5. By following the algo-
rithm, they are able to meet each other in a little span of time i.e. 30 sec. 

5   Major Assumptions 

The major assumptions in the algorithm are as follows: 

Co-linearity of Nodes: The algorithm assumes that if a node, say B is connected to 
two nodes, say A and C, then A and C are not visible from each other even though all 
three nodes might be in a straight line. 

Least Count Error: We are working with times which are positive integers. This 
forces an assumption in our algorithm that the speed of the users must be quite less 
compared to the distances since then only will the generated time intervals will be 
much larger than the least count time so as to neglect the least count error. 

Linearity of Paths: The paths should be linear, not curved. 
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Abstract. There has been a focus on developing image indexing techniques 
which have the capability to retrieve image based on their contents. The main 
feature extraction methods are content Based Image Retrieval (CBIR) also 
known as query by Image content (QBIC). This paper presents a technique to 
derive the colors, shapes, textures, or any other information that can be derived 
from a satellite image Using Texture filters and realizing it with artificial neural 
networks. This image processing technique are been utilized to identify impor-
tant urban features such as buildings and gardens and rural features such as nat-
ural vegetation, water bodies, and fields. Textures are represented by Texel, 
which are then placed into a number of sets, depending on how many textures 
are detected in the image. 

Index Terms: feed-forward, back-propagation, artificial neural network, SOM 
(self-Organization Mapping). 

1   Introduction 

The main objective is to extract the features of a satellite image using ANN tool. An 
Artificial Neural Network (ANN) is an information processing paradigm that is 
inspired by the way biological nervous systems, such as the brain, process 
information. Each neuron is assigned a weight to particular node of a texture of an 
image. SOM (Self Organization Mapping) technique is used by ANN to analyze 
texture of an image. ANN analyzes the image using a clustering tool and pattern 
recognition tools. 

Procedure for Satellite Image Processing 

Spatial Transformation Stage 

A spatial transformation (also known as a geometric operation) modifies the spatial 
relationship between pixels in an image, mapping pixel locations in an input image to 
new locations in an output image. These functions perform certain specialized spatial 
transformations, such as resizing and rotating an image. In addition, it includes func-
tions that you can be used to perform many types of 2-d and n-d spatial transforma-
tions, including custom transformations.  
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2   Working on ANN Tool 

An Artificial Neural Network (ANN) is an information processing paradigm that is 
inspired by the way biological nervous systems, such as the brain, process informa-
tion. The key element of this paradigm is the novel structure of the information 
processing system. It is composed of a large number of highly interconnected 
processing elements (neurons) working in unison to solve specific problems. 

3   ANN Tool Works on the Principle of SOM 

There are two initialization (random and linear) and two training (sequential and 
batch) algorithms implemented in the tool box. By default linear initialization and 
batch training algorithm are used. The training is done in two phases: rough training 
with large (initial) neighborhood radius and large (initial) learning rate, and fine tun-
ing with small radius and learning rate. If tighter control over the training parameters 
is desired, the respective initialization and training functions, e.g. SOM batch train, 
can be used directly. There is also a graphical user interface tool for initializing and 
training SOMs. 

 

Fig. 1. Satellite Image used 

4   Principle behind SOM 

Units are connected to one another. Connections correspond to the edges of the under-
lying directed graph. There is a real number associated with each connection, which is 
called the weight of the connection. We denote by Wij the weight of the connection 
from unit ui to unit uj. It is then convenient to represent the pattern of connectivity  
in the network by a weight matrix W whose elements are the weights Wij. Two  
types of connection are usually distinguished: excitatory and inhibitory. A positive  
weight represents an excitatory connection whereas a negative weight represents an 
inhibitory connection. The pattern of connectivity characterizes the architecture of the 
network.  
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Fig. 2. Back propagation algorithm 

5   Equations 

A unit in the output layer determines its activity by following a two-step procedure. 
First, it computes the total weighted input xj, using the formula:  

                                             (1) 

Where yi is the activity level of the jth unit in the previous layer and Wij is the weight 
of the connection between the ith and the jth unit. Next, the unit calculates the  
activity yj using some function of the total weighted input. Typically we use the  
sigmoid function: 

                                           (2) 

Once the activities of all output units have been determined, the network computes 
the error E, which is defined by the expression: 

                                      (3) 

Here yj is the activity level of the jth unit in the top layer and dj is the desired output 
of the jth unit. An important application of neural networks is pattern recognition. Pat-
tern recognition can be implemented by using a feed-forward (figure 2) neural net-
work that has been trained accordingly. During training, the network is trained to as-
sociate outputs with input patterns. When the network is used, it identifies the input 
pattern and tries to output the associated output pattern. The power of neural networks 
comes to life when a pattern that has no output associated with it, is given as an input.  

6   Neural-Network Implementation Using MATLAB  

6.1   Neural Network Clustering Tool 

NCTOOL launches the neural network clustering wizard and leads the user through 
solving a clustering problem using a self-organizing map. The map forms a  
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compressed representation of the inputs space, reflecting both the relative density 
of input vectors in that space, and a two-dimension compressed representation of 
the input space topology. The work flow for any given problem has seven steps. 

1. Collect data    5. Train the Network 

2. Create the Network    6. Results obtained 

3. Configure the Network               7. Validate the Network 

4. Initialize the weights and biases 

7   Results Obtained 

 

Fig. 3. Outputs of Spatial domain Transformation 

8   Validate the Network 

Self-organizing feature maps (SOFM) learn to classify input vectors according to how 
they are grouped in the input space. They differ from competitive layers in that 
neighboring neurons in the self-organizing map learn to recognize neighboring 
sections of the input space. Thus, self-organizing maps learn both the distribution (as 
do competitive layers) and topology of the input vectors they are trained on. This can 
tell you how many data points are associated with each neuron. SOM weight positions 
plots the input vectors as green dots and shows how the SOM classifies the input 
space by showing blue-gray dots for each neuron's weight vector and connecting 
neighboring neurons with red lines. 
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Fig. 4. Sample hits by Nctool and SOM weight positions 

9   Creating a Regression Plot 

The next step in validating the network is to create a regression plot, which shows the 
relationship between the outputs of the network and the targets. If the training were per-
fect, the network outputs and the targets would be exactly equal, but the relationship is 
rarely perfect in practice. It calculates the trained network response to all of the inputs in 
the data set. The final command creates three regression plots for training, testing and 
validation. The three axes represent the training, validation and testing data. The dashed 
line in fig.5 shows each axis represents the perfect result – outputs = targets. The solid 
line represents the best fit linear regression line between outputs and targets. 

 

Fig. 5. Validation performance and Plot regression 

The R value is an indication in fig.5 shows the relationship between the outputs 
and targets. If R = 1, this indicates that there is an exact linear relationship between 
outputs and targets. If R is close to zero, then there is no linear relationship between 
outputs and targets. 



106 T. Karthikeya Sharma, N.S. Sarvesh Babu, and Y.N. Mamatha 

Abbreviations and Acronyms 
NC - neural network cluster, SOM - self-organization tool. 

10   Conclusion 

The method presented here estimates the amount of Color (RGB) content in a satellite 
image. Neural networks also contribute to other areas of research such as neurology 
and psychology. In this system initial image processing stage is implemented at first 
and image segmentation procedure is done. Then suggested features are calculated for 
each region and a three layer perceptron neural network is trained for detection of 
Texture in satellite images. After these processes the system is evaluated using nctool 
and nntool. The plots value of these calculated parameters shows the percentage of 
Texture content in desirable level of a satellite image.  
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Abstract. This paper defines a set of program restructuring operations (refac-
torings) that support the design, evolution and reuse of java application. Long 
parameter list and Shotgun surgery most complex refactorings are defined. De-
gree of coupling and cohesion is calculated to check whether these bad smell 
having low cohesive and high coupling or not. Removing these bad smells is 
one way of avoiding problems that arise due to the presence of bad smells. This 
makes the source code more maintainable and more comprehensible. 

Keywords: Bad smells, Refactoring, NRV, NAV, DIT, NOC, CBO, RFC. 

1   Introduction 

The size and complexity of software systems increases with time. The maintenance 
and debugging of such system is more costly, more difficult and burdensome. Object 
oriented software systems are known to evolve during their whole lifetime. This evo-
lution leads to several anomalies (Bad smells) decreasing desired system properties 
like readability, flexibility, scalability, modifiability and maintainability. Refactoring 
allow re-engineering of these desired properties by changing the internal structure of 
software while preserving its external behavior. [4] 

1.1   The Problem 

Most of the authors detect duplicate code [11, 5] and using code cloning to avoid the 
complication of maintenance and evaluation of software. The design of reusable soft-
ware is very hard. Reusable software usually is the result of many design iterations, 
some of these iterations occur after the software (i.e. backward engineering) [6].  

Some changes to object-oriented (JAVA) software can be made simply by adding 
new subclasses or by adding new operations on existing classes, while leaving most 
of the original software unchanged [8].  However, JAVA software is harder to change 
than it might at first appear to be. Changing in java software often requires changing 
the abstractions embodied in existing object classes and the relationships among those 
classes. This involves structural changes such as moving variables and methods be-
tween classes and partitioning a complicated class into several classes. When a struc-
tural change is made to a class or set of classes, corresponding changes may also be 
needed elsewhere in a program, due to naming, typing and scoping (inheritance) de-
pendencies. When we are talking about dependencies and consistently updating the 



108 D. Syamala Kumari and D. Kanhar 

program, it can be time consuming, difficult and error prone. The reusability benefits 
of object-oriented programming (JAVA) can be difficult to realize without some form 
of automated support for making these structural changes [1].  

2   Related Work 

Object –oriented programming is often touted as promoting software reuse.  Some-
times however the benefits of object-oriented approach are overstated, and claims are 
made that features can be added to an object-oriented system without disturbing the 
existing implementation [1]. 

2.1   Software Reuse 

The high costs of developing software motivate the reuse and evolution of existing 
software. Software reuse in its broadest sense involves reapplying knowledge about 
one software system to reduce the efforts of developing and maintaining another sys-
tem [10]. Closely related to software reuse is software maintenance, where knowledge 
about a software system is used to develop a version that refines or extends it.  Ap-
proaches that support reuse address one or more of the following four important as-
pects [2]: (1) Finding a reusable component, (2) Understanding the component. (3) 
Modifying a component or a set of components, (4) Composing the components  
together. 

While some software reuse techniques have focused at the code level [7], others 
have focused on design-level reuse [9]. There are limitations on the reuse of code [7]: 
it works best when the domain is narrow and well understood and the underlying 
technology is very static. Sometimes the design of software is reusable even when the 
code is not. However, a major problem with design-level reuse [9] is that there is no 
well-defined representation system for design. Reuse does not happen by accident; 
one needs to plan to reuse software and look for software to reuse. Reuse requires the 
right attitude, tools and techniques [3]. Tools and techniques to support software reuse 
include compositional and generational approaches [10]. The composition-based 
model of reuse is based on the notion of plugging components together, with little or 
no modification of those components, in order to create target software systems. The 
components might be code skeletons [2], subroutines [9] or methods [1]. 

Restructuring a program can make it easier to understand the design of a program 
and can assist in finding reusable components. Some restructurings modify a compo-
nent to make it more reusable; such components can be easier to compose together for 
an application. 

2.2   Software Restructuring 

Software sometimes needs to be restructured before it is reused. Software restructur-
ing as “the modification of software to make the software: (1) Easier to understand 
and to change or (2) Less susceptible or error when future changes are made [1]. 

A major goal of software restructuring is to preserve or increase the value of a 
piece of software. Restructuring a system may make it possible to add more features 
to the existing system [1], or make the software more reusable in other systems.  
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Software restructuring approaches have become increasingly attractive as the cost of 
programmer time relative to computer time has increased. Software restructuring is 
most often used during software maintenance, where the lack of software structure of-
ten is most evident and expensive. However, it can also be applied in the earlier de-
sign and development phases. 

3   Proposed Approach 

Our approach is to detect two bad smells long parameter list and shotgun surgery.  
Long parameter list says, a method is having large number of parameters as its input 
and shotgun surgery says if a super class is modified then that change will effects to 
the derived classes.  To measure these bad smells we used some metrics (NRV, NAV, 
DIT, NOC, and CBO).  Software metrics have been proved to reflect software quality 
evaluation methods [6].  These software metrics is useful to provide measurable in-
formation about the structure of the software system.  The result of these evaluation 
methods can be used to indicate which parts of a system to be reengineered. 

3.1   Detecting Bad Smell 

3.1.1   Long Parameter List 
No consistent or precise definition of large parameter list [7] is currently available. 
Large parameter lists are often operationally defined by individual detection methods. 
One of the detection methods is categorized as follows: 

In large parameter list we can find three coupling types: 

• Data and control flow coupling, 
• Global coupling, 
• Environment coupling 

Using these measures, a module coupling indicator, Mc, is defined in the following 
way: 

Mc=k/M               (1) 

Where k=1, a proportionality constant and 

M=Di + (a*Ci) + (b*Co) + Gd + (c*GC) + W + R   (2) 

Where a=b=c=2, Di=number of input data parameters, Ci=number of input control 
parameters, Co=number of output control parameters, Gd=number of global variables 
used as data, Gc=number of global variables used as control, W=number of modules 
called (fan-out), R=number of modules calling the module under consideration  
(fan-in). 

The higher the value of Mc, the lower is the overall module coupling. 

3.1.2   Shotgun Surgery 
This can be identified by the degree of interdependency between modules. And this 
can be detected by Coupling Model Graph [6] based technique. There are no standard 
measures of interdependency. For given modules x and y, we can create an ordinary 
classification for coupling by defining six relations on the set of pairs of modules: 
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• No coupling relation R0 : x and y have no communication. 
• Data coupling relation R1: x and y communication by parameters. 
• Stamp coupling relation R2: x and y accept the same record type as 

a parameter 
• Control coupling relation R3: x passes a parameter to y with the in-

tention of controlling its behavior. 
• Common coupling relation R4: x and y refer to the same global  

data. 
• Content coupling relation R5: x branches it into, changes data in, or 

alter statement in y. 

Coupling model graph based technique [6] to model CMG we use a directed graph 
with more detail than a call graph but less than the full module structure chart. The 
nodes correspond to the modules, and there may be more than one arc between two 
nodes. 

 

Fig. 1. Coupling Model Graph 

Each arc from node x to a node y represents coupling interdependency between 
modules x and y; specifically, each arc is labeled by a pair (i ,j), where i represents the 
coupling relation Ri, and j is the number of times the given type of coupling occurs 
between x and y. e.g. : There are four modules M1,M2,M3, and M4. Where modules 
M1 and M2 share two common record types, module M1 pass to module M3 a para-
meter that acts as a flag in M3, and module M2 branches into module M4 and also 
passes two parameters that act as flags in M4. 

3.2   Measure the Bad Smells with Some Metrics 

3.2.1   Long parameter List 
Long parameter S includes code fragment f1, f2,.…., fm. A block/code fragment fi 
references Si number of variable defined externally, and it assigned t0 ti number of va-
riables defined externally.NRV(S) represents the average of the externally defined va-
riables referenced in the code fragments. NAV(S) represents the average of externally 
defined variables assigned in the code fragments [7]. 

3.2.2   Shotgun Surgery 
The objects are coupled if and only if at least one of them acts upon the other. x is 
said to act upon y if the history of y is affected by x, where history is defined as the 
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chronologically ordered sates that a substantial individual traverses in time. The  
different measurement matrices are Weighted Method per Class(WMC),Depth of  
inheritance tree (DIT), Number of Children(NOC), Coupling between object 
classes(CBO) [8]. 

4   Automated Tool 

We implemented an automated tool with java. We developed this tool, having follow-
ing functionalities: 

• Search the bad smells, 
• Measure the bad smells taking some metrics, 

As a preprocessing, Java programs are parsed and stored in syntax table for each and 
every file. The application domain is modeled as a hierarchy of classes. This hie-
rarchy can be represented as a tree, called inheritance tree. The nodes in the tree 
represent as classes. 

5   Case Study 

Apache-Tomcat (version 6.0.32) was chosen as the target for two reasons. First, tom-
cat is written in Java language. As previously mentioned, the current implementation 
can only handle Java language. Second, the tomcat package includes many test cases 
that can be used to confirm that tomcat’s external behavior has not been changed due 
to refactoring. 

6   Result Analysis 

We found out the nunmber of parameter as input argument of the method and calcu-
lated the degree of coupling using above metrics.  Given table shows the result of Ar-
rayElResolver.java class, which having different methods and each method having 
different parameters as its argument and calculated the degree of coupling for each 
method. 

Table 1. Result of Degree of Coupling 

Method Name No. of parameter Degree of Coupling 

getValue 3 0.1 

setValue 5 0.14285714285714285 

isReadOnly 3 0.1 

checkBounds 2 0.07692307692307693 

coerce 1 0.05623157894736842 
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According to the above table we also plot a graph.  According to software design 
hypothetication high coupling is a bad design.  In the graph we can see that the me-
thod setValue having 5 parameters as its argument and it has high degree of coupling.  

 

Fig. 2. Graph of Degree of Coupling 
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Abstract. Enterprise Resource Planning(ERP) systems are used in all types of 
organizations. Many vendors are providing ERP software. The aim of ERP 
system is to reduce the costs and increase the benefits in terms of increased 
revenues and sales. However, all ERP implementations are found to be costly as 
compared to benefits gained from it. Also the costs in using the ERP creep up 
from time to time . This paper highlights the relation between main contributors 
of costs in ERP systems which include architecture, implementation, integration, 
maintenance, training and vendor consultation and provides ways to reduce 
these. Cloud computing, SOA, EAI and ASP model for ERP implementation 
provide a number of ways of reducing costs.  

Keywords: Cost, Cloud technology , EAI, ERP architecture, ERP integration, 
SOA.  

1   Introduction 

In today’s globalized economy and competitive environment, a total business solution 
implementation is required which is capable of supporting various business processes 
within the organization as well as maintains value chains with its customers as well as 
suppliers. Enterprise resource planning (ERP) is a software solution which integrates 
various functional areas of an organization using best industry and management 
practices. Modern Enterprise Resource Planning software is used not only in business 
for increasing the profits, speed up the delivery and maintaining a healthy customer 
relationship but also for improving operational efficiency and effectiveness of 
information services .All the business organizations may aim at the similar structure 
as is currently adopted by ERP software. ERP software has been used by capital 
intensive industries, such as manufacturing, construction, aerospace, defense, finance, 
education, insurance, retail, and telecommunications sectors. ERP has been selected 
worldwide for its integration capability, reputation, standard software, three-tier 
client/server architecture, business engineering, and migration tool from the  
mainframe[3]. 
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The ERP solutions will likely continue to define the IT standards that could enable 
end users to integrate most of their information systems into one cohesive technology 
infrastructure. The main benefits of ERP applications are  improved organizational 
efficiency, implementation of best practices, better alignment of organizational 
processes, and improved data accessibility .The business objectives of ERP solutions 
are customer services and lower cost for the organization. All benefits though can be 
achieved with high cost. The aim of this paper is to identify various costs in ERP to 
be considered and which processes or technologies can help in cost reduction. First 
the issues in ERP cost estimation process are discussed, then various costs in ERP 
software are identified . Various ways of reducing different costs are identified.  The 
service oriented architecture , enterprise application integration , application service 
provider model and cloud computing are the best technologies identified for reducing 
the ERP costs in a number of ways. 

2   ERP Costs and Estimation 

ERP planning is the first phase in the overall ERP implementation life cycle. Cost 
estimation is an important activity of the planning phase. Cost overrun is the one of 
the most critical risk in ERP implementation. Though properly planned, ERP projects 
end up incurring more costs than estimated. This is due to the fact that there are many 
hidden costs associated with ERP implementation which are ignored during formal 
cost estimation. ERP costs include:  

1. Establishment costs (cost of platforms, cost of hardware, software, cost of 
interfaces and data migration requirements, deployment of cost), Hardware costs 
(leased, networking services costs) and Software cost (Application license costs, 
database license cost, OS license cost, Monitoring and management tool cost, 
costs of the software, external services) . 

2. Recurrent costs (schedule requirements and constraints, training and associated 
training material and consultation services) i.e. operating costs.  

3. Avoided costs (costs for platforms no longer in use or required to be 
decommissioned) 

4. Post establishment costs (maintenance, licensing updates, version upgradation) 

Though cost estimation is difficult task but it is very important in order to meet with 
the budget requirements. All organization are in pressure to be accurate at this. So in 
order to calculate the cost of an ERP system, proper plan, a process or a model should 
be designed to calculate the various types of costs in an organization. The process or 
cost model should also aim at reducing the time and effort for doing cost estimates at 
regular intervals. The cost estimates made should always improve as the process 
becomes mature. The process should also allow to compare various cost estimates. A 
framework developed using system dynamics simulation modelling of a case study 
organization can help the organizations to better predict the long-term cost of ERP 
systems, identify key cost drivers, and determine what dynamic relationships 
customizations have on total cost of ownership [6].    
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In order to estimate the costs there are generally three basic methods[15]: analog 
estimation method, top-down estimation method and parameter model estimation 
method.  

 
(i) Analog estimation method : in this method, the actual costs of previous projects 

are used as the basis for the current cost estimate. Using this method we must 
carefully analyze the current projects and past projects. 

(ii) Top-down estimation method (bottom-up estimating): This method works on 
work breakdown structure in a project .It includes estimates of individual work 
items and the summary of individual work items into the overall project. In order 
to estimate correctly, individual work items and estimated the size of the staff 
experience are required .  

(iii) Parameter model estimation method: It is a mathematical model to estimate the 
project cost. It uses the project characteristics as parameters to estimate the 
project cost. This model if provided with accurate historical information and 
easy to quantify project parameters, can model the size of the project is capable 
of estimating the cost reliably. 

In the ERP project cost estimation, emphasis should be placed on the software 
development cost estimates because other costs can be easily obtained in the market 
reference price. Along with this, the other costs for which the estimates should be 
included are infrastructure cost, cost of consultation by ERP vendor , cost of training 
the employees within the enterprise, the cost of integration, implementation and 
maintenance, estimated cost of licensing for first time and renewing the same, various 
subscription fees for shared resources and for version upgradation.  

3   Ways to Reduce Costs in ERP 

Various ways are suggested here for reducing the costs associated with ERP. Main 
costs considered are consultation cost, architecture cost, implementation cost, 
integration cost and maintenance cost. 

3.1   Consultation Cost by ERP Expert 

The professional charges payable to the outsider also depends on the extent of the 
services availed by the company. This has also been verified by Ziaee et al. that the 
costs of the consultation before the procurement are a big portion of ERP system [13]. 
Instead of conducting refresher programs and correcting the error during 
implementation, training should be done before implementation which will prove to 
be less costly. 
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3.2   ERP Architecture Cost 

Most ERP systems have three distinct features in their architecture. These integrated 
features could facilitate compatibility between task and technology in the ERP 
system.  

1. Data dictionary : which specifies thousands of domains that are associated with 
supporting fields and arranged in numerous tables. This data dictionary could be 
used across all functional areas within an organization. Once data are entered into 
the ERP system, it could be shared across an entire value chain in the firm.  

2. A middleware : which could make distributed systems possible by allowing users 
to set up application modules and databases at different locations. Data could be 
moved from a central system to a remote system, permitting applications to 
exchange information between them. The middleware not only routes data, but 
also knows what data are needed in a given situation.  

3. A Data warehouse or a repository : This is the foundation of the business 
framework, because the repository captures all semantics in the business 
processes, business objects, and organization model. It contains a comprehensive 
description of the ERP applications, including all meta information about models, 
technical programming objects, and business objects. The ERP repository is able 
to exchange information via application programming interfaces (API). 

These three technology features are used to coordinate marketing, manufacturing, 
distribution, and human resources tasks in the organization. When an integrated ERP 
is in place, an organization can build whole enterprise applications on top of it. These 
enterprise applications could provide a timely feedback to enable optimal responses to 
changing conditions of customer demand and manufacturing capacity. All the ERP 
systems cannot fit as per the complete requirement of any organization in spite of the 
fact that they have business practice processes in their repository. So the organization 
needs to select those applications available from software vendors for its specific 
requirements, and integrate both the applications and ERP system into the 
organization's IT backbones.This has also been verified by that a big portion of ERP 
system acquisition costs are the costs of ERP architecture. Most of these costs are 
related to the analysis of the organizational processes and a careful determination of 
the required modules by ERP vendors and consultants.  

A large amount of the consulting costs are saved if the modules are studied by the 
customer organization in the ERP software selection process. A two phase method 
can be used to select ERP vendor and software where the preliminary actions are 
forming a project team and doing business process re-engineering (BPR), collecting 
information about ERP software packages and vendors and filtering unqualified 
vendors out[13]. While in the second phase (selection phase),a modular approach for 
ERP vendor and software selection is presented. 
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3.3   ERP Integration Cost 

Integration of other applications or software with ERP not easy. So the organization 
needs to modify or adapt the current ERP which is a costly affair[3]. The major cost 
factor is in integrating ERP with other applications or software. Implementation of 
Capability Maturity Model Integration can also help in reducing integration  costs[5]. 
This model defines three levels of process maturity in a system: initial development 
process, managed development process and defined development process. Many of  
the ERP vendors use service oriented architecture (SOA) which is design paradigm 
which uses loosely coupled services. The services implemented are independent of 
any particular technology. This reduces the integration cost for ERP because of using 
open standards. Also using cloud computing, Software as a Service can help in 
making making ERP integration with other applications or hardware faster, easier, 
and less risky[9].  Enterprise Application Integration (EAI) can help in reducing  
integration costs to a great extent. EAI is used for application integration across 
multiple enterprises[14]. The sharing of business logic and information across 
multiple enterprises results in reduced integration costs.  

3.4   ERP Implementation Cost 

ERP project implementation road map: Project preparation; BPR; System developing 
and tuning, final testing and system go-live. This term will include all the exercises 
from business process engineering to gap analysis to actual restructuring, training, 
modifying and transferring data and systems from the old form to new form as costly 
affairs. The nonmonetary costs include manpower and time spent. In order to save the 
costs, the company can go ahead with the process of implementation with the help of 
In-house IT staff than engaging the services of an ERP consultant.   

Using SOA, the applications are composed of common business services which can 
be reused and shared among many business units. This reduces the implementation 
cost and increases flexibility. 

3.5   Training Cost 

This is also a crucial determinant of ERP costs. There are two modes of training 
offered in companies. Companies hire trainers to update their IT staff on use of ERP. 
They in turn train the user to get acclimatized to ERP's functioning. This method costs 
less but has lot of drawbacks but still many companies go for it not only because of 
doing away with the need to train everyone in the company. In spite of the drawbacks 
this method has claimed relative success in some companies. The other method is 
training the users and the IT staff as well .In this method the IT staff will be trained on 
technical parameters while the users will be trained on usage. This method though is 
costly but is highly successful.  Training both the users and IT staff is essential .So 
ERP training costs can be reduced if in-house IT staff are competent to handle other 
areas without training. Another solution is to have trainers in the organization itself to 
save the cost for training all users from outside consultants. 
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3.6   Infrastructure Cost 

The cost of infrastructure includes the cost of hardware and IT resources required in 
ERP system. One way to reduce this cost is to use the cloud computing using 
infrastructure as s service. Using infrastructure as a service, the ERP  user can store 
and process the information on computing resources available at another places.  
This reduces the infrastructure cost and allows the ERP user to deploy and run 
arbitrary software and hardware through virtualization.  Infrastructure cost can also be 
reduced using platform as a service (PaaS) Platforms that can be used to deploy 
applications provided by customers or partners of the PaaS provider. It provide the 
user the capability to deploy onto the cloud infrastructure customer-created or 
acquired applications created using programming languages and tools supported by 
the provider.  

Application Service Provider(ASP) model for ERP implementation can also reduce 
fixed costs and overall hardware cost[14]. This is done by deploying, hosting and  
managing access to applications to multiple parties from centrally managed data 
server facilities. The ERP customer need only to pay the subscription fee for network 
components, server-level computing hardware and software.   

3.7   Maintenance Cost 

Since maintenance is the longest phase of the ERP lifecycle, there is ample 
opportunity to improve the system in a variety of ways including business process 
reengineering (BPR) and extending the use of delivered functionality [12].The 
companies should have better insights in and control over the processes like 
maintenance and evolvability to improve business and software development 
processes in order to increase productivity, reduce costs, improve quality, and thus 
strengthen their position relative to competitors [1]. In order to reduce long-term 
maintenance costs, Business Process Reengineering (BPR) is encouraged in order to 
take full advantage of the ERP software but it is difficult because it requires 
significant enterprise-wide change management which results in high upfront costs 
([7], [10]). To address evolvability during the whole lifecycle of the system and to 
maintain the enterprise system at reasonable costs, companies have a strong need at 
the level of software architecture [2] . In order to take full advantage of ERP systems, 
and to control TCO, ERP implementations require drastic structural and cultural 
changes within the organization including BPR [8].  

Maintenance cost can also be reduced by using public cloud. When a public cloud 
is used, the ERP solution is owned and remotely hosted by the vendor. The users pay 
a subscription for the services they offer, (licensing model) called Software as a 
Service (SaaS) instead of licensing the software itself.  There is no need  for costs and 
resources required for ongoing maintenance, support and version control with SaaS 
which are provided by the vendor itself. Hence the maintenance cost is minimized. 

A summary of technologies for reducing costs in ERP is shown in figure 1: 
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Fig. 1. Technologies for reducing costs in ERP 

4   Conclusion 

In order to provide lower cost for organization and customer services, continuous 
business reengineering is supported by ERP [4]. This was not supported by MRP 
systems and MRP II systems. The adoption of an ERP system brings about new 
changes to the organization and its information systems. The ERP system with its 
integrated built-in controls becomes an enabling technology for internal auditors to 
maintain effective controls over operations and provides assurance of reliable 
transaction information consistent with the organization’s goals and objectives. 
Traditional controls, such as separation of responsibilities, will not be cost-effective in 
the ERP system and may not be able to deliver the required level of control. 
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Almost half of ERP software implementations fail from an investment perspective.  
A key driver for the success of an ERP implementation begins with choosing the right 
application with the right pricing model. The ERP system that is selected should be 
based on total cost of ownership and pricing models as well as for the features and 
functionality of the technology. Cloud technology would be referred to as an 
infrastructure tool that can be used to reduce hardware and IT costs while SaaS would 
be referred to as a deployment and business model that provides customers with a 
new way to purchase software and reduce cost. Similar technologies are SOA which 
allows the reuse of various business services using open standards to be integrated 
easily with less cost among various enterprises. EAI and ASP model for ERP 
implementation can also be used which reduce the cost of infrastructure by proving 
access to centrally managed network resources. 
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Abstract. In this paper, we present an approach to generate test cases by 
usingtogether the UML activity diagram and the sequence diagram. Our 
approach consists of transforming the sequence diagram into a graph called 
Sequence Graph (SG) and transforming the activity diagram to the Activity 
Graph (AG). Henceforth, System Graph (SYG) is formed by integrating the two 
graphs i.e. SG and AG. The SYG is then traversed to form the test cases. We 
have used DFS (Depth First Search) method as a Graph Optimization technique 
.for traversing the SYG.It was observed that the test cases obtained from this 
method is not only exhaustive but also optimized. The test case thus generated 
is suitable for system testing and detect the operational, interact and, scenario 
faults.Our approach is also capable of handling the state explosion problem in 
case of concurrent systems. 

Keywords: Sequence Graph, Activity Graph, System Graph, DFS. 

1   Introduction 

In a typical software development project, more than 50% of the software 
development is being spent on testing in terms of time as well as finance [1]. As the 
complexity and size of software grow, the time required to carry out the process of 
testing also increases. Manual testing is time-consuming and error-prone. Therefore, 
automated testing processes are more preferred. The process of testing effort can be 
divided into three parts: test case generation, test execution and test evolution. The 
latter two parts are relatively easy to implement provided the proper passing condition 
is provided. However, the first part, i.e. to determine the test cases generation requires 
knowledge up to certain level. 

UML is known as the language for creating Models. UML provides life-cycle 
support in software development and is widely used to describe analysis and design 
specifications of software [2]. It is a big challenge to study the test case generation 
from UML diagram.  An activity diagram shows the flow of activity in a system. An 
activity is an ongoing non atomic execution in some action. Activity ultimately results 
in some action. Action encompasses calling another operation, sending signal, 
creating and destroying objects. Graphically, an activity diagram is a collection of 
vertices and arcs [3].The Figure 1 (a) shows the activity diagram for the card 
validation in ATM transaction. On the other hand a sequence diagram is an 
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interaction diagram that emphasizes the time ordering of messages. Graphically, a 
sequence diagram is a table that shows objects arranged along the X axis and 
messages, ordered in increasing time, along Y axis. Figure 2 (a) shows the sequence 
diagram for card validation. 

In this paper, we proposed the test case generation from UML diagrams. We use 
sequence diagram and activity diagram as sources of test case generation. Then by 
using an optimization technique DFS, we try to optimize the test case that is generated 
in respect to the number of test cases. Our generated test suite aims to cover various 
interaction faults, scenario faults and operational faults. 

The rest of the paper is organized as follows. In Section 2, we discuss the existing 
work done on test generation techniques using different UML diagrams. In Section 3, 
we discuss how we generate the graph from the respective UML diagrams and also 
propose an algorithm that generates a system Graph(SYG) by integrating both graphs. 
In Section 4, we present generation of test cases from SYG using the optimization 
technique DFS. In Section 5 we give a snapshot of the test case generated using the 
proposed algorithm on the given example. Finally, in Section 6 we conclude the paper 
with an inside to the future work. 

2   Related Work 

In this section, we survey the different test case generation technique using different 
UML diagrams. 

Mall et.al [4] proposed an algorithm to generate test cases from a combination of 
use case and sequence diagrams. First, they convert the use case diagram in to use 
case diagram graph (UDG) and the sequence diagram in to Sequence Diagram Graph 
(SDG). Then by integrating the SDG and UDG, they generate system testing graph 
(STG). In the algorithm for UDG, there have mentioned that there is an edge from the 
use case diagram to the sequence diagram, but when the edge comes it is not clearly 
mentioned in the paper. 

Wang et al [5] proposed a method to generate the test cases from activity diagram. 
In this paper, another diagram called IOAD (input/output explicit Activity Diagram) 
is generated from activity diagram. In the IOAD diagram only the external elements 
i.e. send and accept signals are represented. The non-external inputs and outputs are 
suppressed and the data objects like invoice and order are dropped as these objects are 
implicit tasks. As these fields are dropped this method does not convey the total 
information to the programmer, they take it as an abstract view. 

3   Proposed Approach 

In our proposed algorithm we convert the system under test into a graph called 
System Graph (SYG) which is an integration of activity graph and sequence graph. 
We first transform sequence diagram (SD) graph into a sequence graph (SG) [4], the 
activity diagram (AD) into activity graph (AG) [9] and then integrate the SG and AG 
to form SYG. Next, we generate the test cases by using the System Graph. In the 
following section, we discuss the different steps of our approach. 
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10. EndIf 
11.          T T∪ T1 
12.          If  ci∈ CSi 
13.       γ = CSi CSi+1 

 // there is edge from the present node to the next node of the of the same 
Activity Graph 

14. EndIf 
15. EndFor 
16. End 

4   Test Case Generation  

After storing all essential information for test case generation using SYG, we now 
traverse the SYG to generate test cases. We purpose an algorithm TCG-SYGthat 
automatically traverses the SYG so as to generate the test cases. 

While traversing the system graph (SYG) we use DFS (Depth First Search) [8] 
optimization technique.  As its name implies, DFS traverses "deeper" in the graph 
whenever possible. In depth-first search, edges are explored out of the most recently 
discovered vertex v that still has unexplored edges leaving it. This process continues 
until we have discovered all the vertices that are reachable from the original source 
vertex. If any undiscovered vertices remain, then one of them is selected as a new 
source and the search is repeated from that source. This entire process is repeated 
until all vertices are discovered.Now we present own algorithm TCG-SYG, in 
pseudocode form. 

Algorithm 2: TCG - SYG 
Input: System Graph (SYG) 
Output: Test Suite (T) 

1. Enumerate all paths P = {P1, P2, P3,…..,Pn} 
fromstart node to a final node in the SYG.   

2. For each path P i∈P do  
3. nj = nx // nj is the current node ; start 

withnxthe start node 
4. preCi is the precondition of the node corresponding  to scenario stored in nx 
5. tiΦ // initially the test case for the path Pi is empty 
6. while ( nj ≠ nz )  do nz being the final node 

 
7. Select Test Case 

     t= {preC, I (a1, a2, a3,.., an), O(d1,d2,d3,.,dm),         
postC} 
where preC = precondition of the method m 
I (a1, a2, a3,.., an) = set of input values for  
the method m(…)from fromObject 
O(d1,d2,d3,.,dm)= set of resultant values in  

thetoObject when the method m(…) is  executed  
postC = the postcondition of the method m(…) 

8. Add t to the test set ti, that is,  ti= ti∪ t 
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9. nj = nk // Move to the next node nk on the path Pi      
10. T = T ∪ti 
11. Endwhile 
12.  Determine the final output Oi and  postCifor the node stored as nz 
13. t = {preCi, Ii, Oi, postCi} 
14. Add the test case  t to the test case T, that is,  

T T∪ t 
15. EndFor 
16. Return (T)  
17.  Stop 

 

The algorithm TCG-SYG starts by enumerating all paths in the SYG, from the start 
node to the different final nodes.  Steps 2 to 15 are iterated for each path in the SDG.  
Step 4 determines the initial precondition of the node from the start node nx. For each 
considered path, Steps 7 to 11 determine the various pre conditions, input, output and 
post conditions for each interaction of the considered scenario. This gives the test 
cases for finding out interaction faults if any. And finally Step13 gives the test case 
corresponding to the scenario as a whole.  

The test cases generated using theses algorithms and for the case ATM card 
Validation is shown in  Figure 4.  

 
 

 
 

Fig. 4. Test cases generated using GEN-SYG and TCG-SYG for the case ATM card Validation 

Test name: = “ATM CARD VALIDATION” 
Precondition : ATM is displaying an welcome message, Ask the User to enter the 
ATM card 
 
Test case 1 
Input: user input ATM card 
Condition: Not a valid ATM card  
Output: Eject card 
Postcondition : display the welcome message 
 
Test case 2 
Input: Card = ATM, status =“ valid” 
Condition: Account  =“ closed” 
Output: Eject card 
Postcondition : display the welcome message 
 
Test case3 
Input: Card= ATM, status = “valid”, Account=“open” 
Output: Display “enter pin” 
Postcondition: pin is enter and checked for validity 
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5   Conclusions and Future Work 

We have proposed an approach to use activity diagram and sequence diagram as 
UML diagram for generating test cases. We convert the diagrams into intermediate 
representations called System Graph (SYG), which is an integration of intermediate 
representation of activity diagram and sequence diagram. The test cases obtained in 
this method is exhaustive i.e. no more valid test cases can be generated apart from the 
test cases generated in this method. In the activity diagram, a conditional statement is 
required for having the possibility of multiple paths. The solution of the statement 
leads us to the optimum result. Sequence diagram represent the various interactions 
possible between the objects during the operation. For developing the sequence 
diagram, an experienced developer will consider all the cases. So whenever we 
integrate the two UML diagrams it will cover all the possibility. Apart from this 
characteristic, the system is able to solve faults like operational, integration and 
scenario faults using sequence diagram. Activity diagram also solves the problem of 
concurrent execution problem which leads to state explosion problem. 

In this paper while traversing the graph, we use the method of Depth First Search 
(DFS) as the method of traversing each graph. As DFS is one of the optimization 
algorithm while graph traversal, so that the test cases obtained in this methods are not 
only exhaustive but also optimum. 

During the process of test case generation, we have tried to solve many problems 
but still some of the problems related to combination of activity and sequence 
diagram remained unsolved. In our future work, we will try to combine one or more 
UML diagrams with this existing system, so that the system is able to handle all types 
of error. This step will lead us to develop a generalized method. Further, we have only 
used the DFS algorithm to optimize the test cases generation. A further analysis on 
results and performance of our model using other graph optimizing technique will be 
an interesting work to carry out in future. 
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Abstract. This Paper represents technique for user authentication using keys-
troke dynamics. In this paper we have included Inter key time, Key hold time as 
well as some other keystroke features to verify the user. As the user types a 
combination of string, its key hold time and inter key time is noted, which is 
then compared with trusted user values using Euclidean distance. Then token 
system is used to check whether user is valid or not. It has improved user au-
thentication such that Type 2 error is 0 % but type 1 error is 30 %. 

1   Introduction  

With the increasing use of Computer in every field the main issue that arises is the se-
curity of the system. Various techniques like user id and passwords are used for secu-
rity of system but it is easy to shoulder surf or spoof those passwords [7]. After that it 
was decided to use randomly generated passwords but that was very difficult to re-
member [6]. Keystroke analysis is the cheapest method for identification of user. We 
can use timing constraints on user’s typing pattern. As the user types a particular pat-
tern its key hold time and inter key time is recorded that can be used for user authenti-
cation [2]. This will help us to distinguish different users. Six features are used in or-
der to authenticate the valid user. These feature sets are used in classification method 
for identifying valid user. In order to evaluate the performance of the feature sets we 
can check error values. Two types of errors are possible in this case: Type 1 error in 
which decision is wrong but the person is right and Type 2 error is that in which sys-
tem is unable to identify false user and recognize it as valid user [2]. 

2   Related Work 

A number of methods have already been developed for keystroke authentication. 
In [1] P. Campisi et al. proposed that keystroke dynamics can be used for authenti-

cation over mobile devices. In [2]Features of keystroke dynamics are explained by 
Heather Crawford in order to further improve the methods. In [3] Deian Stefan and 
Danfeng Yao focused on TUBA framework to detect synthetic forgery attack. 

In [4] ukree Sinthupinyo et al. used Back propagation method over non fixed 
length string for keystroke dynamics. In [5] Obaidat and Balqies Sadoun proposed 
that several neural network techniques can be applied on inter key and key hold time 
for user authentication. In [6] Mariusz Rybnik et al. used keystroke dynamics  
with short fixed text. In [7] Himon Modi et al. solved the problem of spontaneously 
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generated password authentication as well as focused on error. In [8] Sungzoon et al. 
considered Inter key time and Key hold time with password authentication to get 
more accuracy. 

3   Proposed Set of Features 

In this paper we have used some additional features for user authentication. We have 
applied Euclidean distance between data collected from trusted users and incoming 
user’s typing characteristics and find most suitable match using token based approach. 
We have used following features. 

3.1   Inter Key Time  

Time elapsed between release of first key and pressing of second key. 

3.2   Key Hold Time  

Time elapsed between any key press and it’s release. 

3.3   Key Type Change Time  

It is basically the Inter Key Time. It is of two types, first in which first key is alphabet 
and second is other than alphabet, second in which first is other than alphabet and 
second key is alphabet. 

3.4   No. of SHIFT  

It is the no. of times SHIFT key is used while typing the pattern. 

3.5   No. of BACKSPACE  

It is the no. of times BACKSPACE key is used while typing the pattern. 

3.6   No. of CAPS  

It is the no. of times CAPS key is used while typing the pattern. 

4   Background Details 

The main focus of this paper is to develop a technique for user verification that is 
simple, robust and cheap. Keystroke recognition is such type of technique. It is a good 
authentication tool but not as powerful as it should be. This section will cover: (A) 
Types of Errors, (B) Pattern Typing Characteristics and (C) Classification Method.  
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4.1   Types of Errors  

Main concept behind Keystroke recognition is to detect the validity of user depending 
upon typing style and timing. The result of classification can be measured using two 
types of error: Type 1 error i.e. authorized user is not verified and is not allowed to 
access resource; Type 2 error i.e. unauthorized user is allowed access to resources. 
Values of Type 1 and Type 2 errors depends upon the sensitivity of resource. If the 
value of Type 1 error is more than system is over secure and it requires a lot of au-
thentication for trusted user to get access to the resource and if Type 2 error is more 
than system is not so secure because it can grant access to untrusted users. In this way 
we can say that Type 1 error is acceptable up to a certain limit. These two types of er-
ror cannot be removed completely because one error decreases if other increases. 
Since both of these are inversely proportional to each other, therefore it is very diffi-
cult to build a system that is completely prevented from these two errors. 

4.2   Pattern Typing Characteristics 

Since we can verify a user by using only user name and password but password can 
be easily stolen by anyone. Therefore we have used this password protection scheme 
with Dynamic entry of text i.e. we will determine the typing characteristics of user. 
Firstly we use Inter key time and Key Hold time. As given in figure. Another terms 
are key symbol type change time. It is of two types first one is the time in which al-
phabet is pressed before any other character and second in which alphabet is pressed 
after other symbol. Another characteristic is whether user has used SHIFT key or 
CAPS key for typing capital letters and how many times it has used BACKSPACE.  

4.3   Classification Method 

We can use any distance algorithm or any other clustering algorithm for this purpose 
but we have used Euclidean distance algorithm in which we have calculated the dif-
ference between timing values of trusted users and incoming user. 

 

Fig. 1. Pattern Characteristics 
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5   Data Collection 

Now our next step is to collect the data that consist of all pattern features values for 
all trusted users. For this we have prepared a form that consists of two columns one 
for entering user name and second consists of string that has to be entered by user. 
During entering of that string in text box it will calculate number of times SHIFT or 
CAPS is pressed and number of times BACKSPACE is used as well as it will calcu-
late Inter key time, Key Hold time and Key type change time. We have taken string 
for experiment ASdffgh123jkfdsdSDuytr. Now the final dataset will consist of keys-
troke latencies depending upon the key combination given in Table 1-2. After getting 
all Inter key, Key Hold, Key type change time; their average is calculated and all 
these values are placed in a separate file for future reference. 

Table 1. Inter Key time and Key Hold Time Key Combination 

For Inter Key 
Time 

For Key 
Hold Time 

AS A 

SD S 

Df d 

ff F 

fg f 

gh g 

h1 h 

12 1 

23 2 

3j 3 

jk j 

kf k 

fd f 

ds d 

sd s 

dS d 

SD S 

Du D 

uy u 

yt y 

tr t 

 r 

Table 2. Key Type Change Key Combination 

Type 1 Type 2 

h1 3u 
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6   Experiment and Results 

We have to perform an experiment to check the validity of user. For this we have pre-
pared a form that consists of multiple columns. First one is for user name and then for 
password entry. If user has entered user id then he has to enter password and for 
wrong password he has given three chances and if again no correct password is en-
tered then form disappeared saying that you are not allowed, otherwise first string is 
enabled which has to be entered by user and this procedure go on up to five strings. 
For all these five strings we have calculated key hold time, inter key time, key type 
change time as well as number of times user have pressed SHIFT, BACK and CAPS. 
After that their average values are calculated which were then compared with each 
key hold, inter key, key type change time of all trusted users list and their Euclidean 
distance is calculated and minimum Euclidean distance value is given as maximum 
token and that user is taken as suspected user which is then compared for number of 
SHIFT or CAPS used and if they match then number of BACKSPACE is compared 
and some constraints are applied if all these conditions matched then user name is 
compared with that user if it matches then only he is granted access otherwise not. 
Results are given in table 3. It is clear from the results that out feature space method 
achieved type 2 error as zero percent.  

Table 3. Accuracy Achieved At Various Combinations 

Attributes Accuracy in % Type 1 Error in % Type 2 Error in % 

Key Hold + Inter Key 
Time 

30 40 70 

Key Hold Time + Inter 
Key Time + Key Type 
Change Time 

50 35 50 

Key Hold Time + Inter 
Key Time + Key Type 
Change Time + no. of 
SHIFT or CAPS used 

60 35 30 

Key Hold Time + Inter 
Key Time + Key Type 
Change Time + no. of 
SHIFT or CAPS used 
+ no. of BACKSPACE 
used 

70 30 0 
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7   Conclusion and Future Work 

Previous researches shows the static level of analysis and have only a limited range of 
accuracy but as we have used dynamic analysis which shows a great accuracy level 
because in this we have reached to 0 % type 2 error and type 1 error is also minimized 
and it reaches to high accuracy level. But it can further be improved. If we use more 
number of attributed to classify pattern then accuracy level can be increased. We can 
also use randomly generated password to check the timing constraint and also for col-
lection of data we can used a single string that is generated randomly. Therefore fur-
ther research must be carried out to get full benefits of keystroke dynamics. 
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Abstract. Several programming languages, such as Perl and Java, provides 
an extended variation of regular expressions to match patterns in a text. 
We study one such extension, Regex expression, that includes back-reference 
operator in addition to standard regular expression operations. Although match-
ing a regular expression can be done in polynomial time, it is known to be NP-
complete for Regex expressions. We study decidability properties for Regex 
languages and show that it is not possible to improve matching complexity 
based on semantic analysis of Regex expressions. We also give an algorithm for 
matching that is efficient for certain types of Regex. We compare our results 
with another algorithm proposed earlier. 

1   Introduction  

The theory and applications of finite automata and corresponding regular languages 
has been an extensively studied topic. Regular expression is a convenient notation to 
describe regular languages and they closely relate to Non-Deterministic Finite 
Automata (NDFA). However in practice many applications, such as Perl and Java, use 
an extended notation for regular expression by introducing several operators that are 
not studied in theory. These new operators often allow to express languages that are 
no longer regular. 

This paper is concerned with study of such an extension called as Regex 
expressions (or simply Regex). We assume that the reader is familiar with finite 
automata and regular expressions. For details, we refer to [7]. 

Regex are an extension of regular expressions that are used to match patterns in 
applications. 

Definition 1.1 ([2]). Let ∑ be a finite alphabet. A Regex over ∑ is a well-formed 
parenthesized formula, consisting of operands in ∑*∪{\i|i ≥ 1}, the binary operators . 
and +, and the unary operator * (Kleene star). By convention, () and any other form of 
“empty” expression is a Regex denoting ϕ (consequently, ()* will denote ϵ). Besides 
the common rules governing regular expressions, a Regex obeys the following 
syntactic rule: every control character \i is found to the right of the ith pair of 
parentheses, where parentheses are indexed according to the occurrence sequence of 
their left parenthesis.                                          ◊ 
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An example of Regex is (1a + b)*\1. We number the brackets to make it easy  
to match them with corresponding \ operator (also referred to as back-reference  
operator). 

Given a Regex, r, the language, L(r), represented by r is the set of all words 
matching it in the sense of regular expression matching, with the following additional 
semantic rules: 

I. During the matching of a word with r, a control \i should match a sub-word 
that has matched the parenthesis i in r. There is one exception to this rule: 

II. If the ith pair of parentheses is under a Kleene star and \i is not under the same 
Kleene star, then \i matches the content of the pair of parentheses under the 
Kleene star, as given by its last iteration. 

For example, L((1a + b)*\1) = {ww | w ∈ (a + b)*}. Note that this language is not 
context-free. 

Given a Regex, r, and a string, s, the matching problem requires to answer the 
question whether s ∈ L(r)? The membership problem for regular expression is 
solvable in polynomial time [9]. On the contrary, the Regex matching problem is 
known to be NP-Complete [1]. Thus, we look for possible improvements that 
guarantees to perform well on certain class of Regex. In particular, we address the 
following questions in rest of the paper. 

 
Semantic Classification. Given a Regex, r, is it decidable that L(r) is context-   free? 
(Section 2).  

Syntactic Classification. Is it possible to identify syntactic structures in Regex such 
that their presence will guarantee matching to be done in polynomial time? 
(Section 3). 

 
Finally, conclusions are presented in Section 4. 

2   Decidability for Regex Languages 

Given a Regex, r, is it possible to design an algorithm that tells whether L(r) is 
context-free? The motivation for asking this question is that if it is feasible to design 
such an algorithm, then an existing algorithm for parsing Context Free Grammars 
(CFG) can be used for Regex matching. Since parsing problem for a CFG is solvable 
in polynomial time, it will be guaranteed that at least for those Regex that defines 
context-free languages, the matching can be done in polynomial time. 

Our proofs about decidability of different properties of Regex languages are based 
on the following theorem. 

 
Theorem 2.1 ([6]). Let  be effectively closed under union and under 
concatenation by regular sets and let “L1 = ∑ *” be undecidable for L1 ∈ . If P is 
any property that is defined on  and (a) is false for at least one L2 in , (b) is 
true for all regular sets, (c) is preserved by inverse gsm1, union with ϵ, and 
intersection with regular sets, then P is undecidable for . 
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Let  be the set of Regex languages. We know that  is closed under union and 
concatenation with regular sets. We also know that universality property of Regex is 
undecidable from [3]. Therefore, L1 = ∑ * is undecidable for L1in . Thus, for any 
property P satisfying the above three conditions, P will be undecidable for . The 
following lemma is proved in [3]. We give an alternative proof of the same. 

 
Lemma 2.1 ([3]). It is undecidable whether the language of given Regex is regular. 

 
Proof. Let regularity be a property defined on . Let L = {anban|n ≥ 0}, 
then L ∈  and L is not regular. Regularity is true for all regular sets, preserved by 
inverse gsm, union with ϵ, and intersection with regular sets. Thus, by Theorem 2.1, it 
is undecidable whether the language of given Regex is regular.                         □ 

 
Lemma 2.2. It is undecidable whether the language of given Regex is linear context-
free. 

 
Proof. Let linear context-free be a property defined on . Let 

 
then L ∈  and L is not linear context-free. Linear context-free is true for all regular 
sets and is preserved by inverse gsm [5]. It is also preserved by union with ϵ, and 
intersection with regular sets. Thus, by Theorem 2.1, it is undecidable whether a 
Regex language is linear context-free.                         □ 

 
Lemma 2.3. It is undecidable whether the language of given Regex is deterministic 
context-free. 

 
Proof. Let deterministic context-free be a property defined on . 
Let L = {anbanban | n ≥ 0}, then L ∈  and L is not deterministic context-free. All 
regular sets are deterministic context free languages, and deterministic context free 
property is preserved by inverse gsm, union with ϵ, and intersection with regular 
sets [4]. Thus, by Theorem 2.1, it is undecidable whether the language of given Regex 
is deterministic context-free.                                       □ 

 
Lemma 2.4. It is undecidable whether the language of given Regex is context-free. 

 
Proof. Let context-free be a property defined on . Let 

 

then L ∈  and L is not context-free. All regular sets are context free languages and 
context free property is preserved by inverse gsm [5], union with ϵ, and intersection 
with regular sets [7]. Thus, by Theorem 2.1, it is undecidable whether the language of 
given Regex is context-free.                           □ 

 
Using Greibach theorem, similar proofs can be given about undecidability of 
complement of Regex to be regular or context-free. Thus, we conclude that it is not  
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directly feasible to analyze a Regex as context-free and then use an existing algorithm 
for parsing CFG to speed up Regex matching. In other words, the semantic 
classification of Regex expressions is not possible. 

3   Regex Matching Algorithm 

In this section, we give an algorithm for matching Regex patterns. In [8] based on a 
syntactic analysis of Regex, an algorithm for matching is presented. We compare our 
algorithm with that given in [8]. 

In order to perform matching, a Regex is converted into a suitable format and a 
machine is built using the same, which is used for matching a given string. The rules 
of parenthesis indexing used for the Regex are as follows [2]: 

a) Entire expression is enclosed by a pair of parentheses. 
b) Inner pairs of parentheses have an index smaller than those of the 

parentheses that surrounds them. 
c) If two pairs of parentheses are enclosed in an outer parentheses and are 

not nested, then the left pair has a higher index than the right one. 

For a Regex, r, following the above mentioned rules of parentheses indexing, every 
pair of parenthesis uk is associated with a Regex, rk, over ∑ k = ∑ ∪{u1,v1,...,uk-1,vk-1}, 
where vk denotes the back-reference operator for the kth parenthesis \k. The machine 
for the Regex r(= rn) is constructed as follows: 

a) The machine for vk is constructed with a start state Ovk and a final 
state Fvk. The inner construction for the machine is determined 
dynamically. 

b) The  machine  Ak   for   uk  is  constructed  using  the  machines  of u1 to  
uk-1 and v1 to vk-1 as done in [1] using NDFA’s. 

The input string, s, is matched with the Regex, r, using a Regex Machine which 
consists of the machine (An) constructed above, two stacks and a counter. 
Configuration of Regex Machine has the form (w,c,Γ(1),Γ(2)), where, 

• w is the portion of input string which is yet to be evaluated, w ∈∑ *. 
• c is a counter which denotes the number of characters which have been 

evaluated. 
• Γ(1) is a stack containing the current set of states. 
• Γ(2) is a stack containing the set of states reachable from the states in Γ(1) using 

the next character to be evaluated. 

The initial Configuration of the Regex Machine is (s,0,On
x,ϕ), where s is the  

input string and On is the start state of rn(= r) and x is a array of length 2(n - 1) filled 
with -1. 

Type of Transitions 

System changes it’s configuration in one of the six ways, 

 

These are shown in Table 1. 
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Table 1. Types of Transition for Regex Machine. Ar(i) indicates ith element of Ar 

 

Dynamics of Regex Machine  

Each state of Regex Machine is of the form Qx, where x is an array of the form 
(c1,1,c1,2,...,c(n-1),1,c(n-1),2) and of length 2(n- 1). Here ck,1 + 1 to ck,2 represents the 
portion of input string to be matched by vk and this array is updated during the 
evaluation. The epsilon-function is used to compute the reachable states from any set 
of states using only ϵ-transitions [1]. To perform this, a simple reachability algorithm 
is used. The epsilon-function uses E transition, rtb and btr given in Table 1. 
The goto(Q,c) function is used to compute the set of states reachable from any state 
using letter c and it uses the letter- and I-transitions given in Table 1. The SS function 
performs stack switch. Final configuration of the Regex Machine is (ϵ,|s|,Γ(1),Γ(2)), 
where |s| is the length of the input string. The string is accepted only if Γ(1) ∩ Fn≠ϕ. 
These steps are summarized in Table 2. 

Table 2. Execution of Regex Machine 
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Optimization of array size 

The optimization is based on reducing the size of the array x, used with every state of 
the Regex Machine. The terminology required for the optimization is as follows. 

Interval: Interval for the ith parentheses is defined as the portion of a Regex starting 
from the ith left parenthesis and ending at the last back-reference of that parenthesis. It 
is not defined for those parentheses for which back-references do not exist. 

Maximum Overlapping Intervals (MOI): It is defined for a Regex as the maximum 
number of overlapping intervals at any point in the Regex. The reduced length of the 
array, which is based on the MOI is computed using the algorithm given below. 

I. Read the Regex and store the indexes of parentheses which have at least one 
back-reference in the Regex. 

II. Create an array of i’s and \i’s placed according to the position of the ith left 
parenthesis and last ith back-reference operator in the Regex. For example 
for r1r2\1\2r3 the array will be 1,2,\1,\2. 

Read the array created in the previous step and allot the smallest free natural number 
to the index i when it is encountered and free that index i when \i is encountered. 

Let k(i) be the natural number allocated to the index i in the previous step. Then, in 
the array x associated with the states of Regex Machine, ci,1 refers to the 2k(i) index of 
the array and ci,2 refers to the 2k(i) + 1 index of the array. 

Let p be the maximum number of natural numbers used, then the array size is 
reduced to 2p. Here MOI(r) = p. 

An Example  

Consider a Regex r = (a + b)*a\1 and an input string w = abab to be matched. 
Applying the rules of parentheses indexing and rewriting the Regex r we get, r = 
(2(1a + b)*a\1), r1 = a + b and r2 = r1

*av1. We do not require the optimization steps for 
this example as only one back-reference is present in r. The machines A1 

and A2 for r1 and r2 constructed using the above rules are shown in Figure 1 and 2,  
respectively. 

 

Fig. 1. Machine A1 for regular expression, r1 

 

Fig. 2. Machine A2 for regular expression, r2 
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The current set of states in the stack after every transition is shown Figure 3. The 
stack contains the final state after the string is consumed, hence the string is accepted. 

              

 

Fig. 3. Stack contents after every transition for the example 

Correctness  

The correctness of matching algorithm is straight forward as NDFA’s of the regular 
expressions match the string correctly in every round of evaluation. The back-
references are matched correctly, as the index of the string matched by every 
parenthesis is stored and updated as needed and these indexes are used to match the 
back-references. Thus, without optimization, the matching is correct. 

For the correctness of the optimization, if a natural number k(i) is associated with 
only one index i then ci,1 + 1 to ci,2 represents the portion of input string to be matched 
by \i and thus, this is same as what was being done before. 

If a natural number k(i) is associated with more than one index, for instance k(i) 
= k(j) and i > j then in the Regex, parenthesis j starts after the last back-reference 
operator of parenthesis i, thus the indexes 2k(i) and 2k(i) + 1 can be used by 
both i and j indexes of the Regex. 

Complexity  

Let r be the Regex, |r| the length of r, M the total number of possible states in NDFA 
of r, n the number of parentheses in r and s the length of the input string to be 
matched. The time complexity can be analyzed as follows. 

Maximum number of states of the form Ii,j,k is s*s*n. Length of array on each state 
is 2MOI(r) thus, maximum possible states is ((M + ns2)s2MOI(r)). Each stack in the 
Regex Machine contains distinct states thus having a maximum size 
of ((M + ns2)s2MOI(r)). A total of (s) computations are performed to match a string 
of length s. Thus the time complexity is ((M + ns2)s2MOI(r)+1)). 

Every state in the machine has at most two out-going states, M is at most equal to 
2|r|. Thus, the time complexity is ((|r| + ns2)s2MOI(r)+1). We can write (|r| + ns2) 
as (ns2) and hence the time complexity will be (ns2MOI(r)+3). 
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The space complexity can be analyzed as follows. Since every state in the Regex 
Machine has an array of length 2MOI(r), the total space required by the stack 
is (MOI(r)ns2MOI(r)+2). 

An Example  

Let Regex r = (5(4a)\4(3b)\3(2a)\2(1b)\1). Optimization is performed on the given 
Regex as described below. 

a) Indexes 1, 2, 3 and 4 have back-references in the Regex. 
b) Create the array 4,\4,3,\3,2,\2,1,\1. 
c) Processing the above array, k(4) = 1, 1 is free, k(3) = 1, 1 is free, k(2) = 1, 1 

is free, k(1) = 1, 1 is free. 
d) c1,1, c2,1, c3,1, c4,1 all point to first position in array and c1,2, c2,2, c3,2, c4,2 all 

point to second position in the array. 
e) MOI(r) = 1, thus size of the array is 2. 

Hence the time complexity of matching for this example is (s5). 

3.1   Comparison with Earlier Work 

The above algorithm creates sub-classes of Regex languages for which the 
membership problem can be solved efficiently using parameter MOI. Similar class 
has been created by Reidenbach in [8] using a parameter known as variable distance. 
Both the algorithms outperform each other under certain cases. 

For example a Regex r = r1r2\2r3\3r4\4r5\5r6\6\1. Here MOI(r) = 2 and vd(r) = 5. 
Therefore complexity of our algorithm is (ns7). While the complexity using Janus 
automata is (|r|3s(vd(r)+4)) = (|r|3s9). 

On the contrary for the Regex r = r1r2r3r4\1\2\3\4. Here MOI(r) = 4 and vd(r) = 4. 
Therefore complexity of our algorithm is (ns11). While the complexity using Janus 
automata is (|r|3s(vd(r)+4)) = (|r|3s7). A hybrid algorithm based on these two 
algorithms can be constructed by calculating the MOI and vd of the given Regex and 
then using the appropriate algorithm based on them. 

4   Conclusions 

We have shown that Regex matching algorithms cannot be improved based on the 
semantic classification of Regex as regular, linear-context free or context free 
languages. This is done by proving that these properties are undecidable for Regex 
expressions. 

We introduce the notion of Regex Machines and use it to design an algorithm to 
match Regex patterns, which runs in polynomial time for a certain class of Regex. We 
have compared our algorithm with an existing algorithm [8] and provided examples 
where each algorithm performs well. We suggest to use a combination of the two 
algorithms for pattern matching of Regex expressions. 
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Abstract. This paper explores a concept of randomized algorithms [6] com-
bined with linked skip list. A skip list is a probabilistic data structure where 
elements are kept sorted by key.  It allows quick search, insertions and deletions 
of elements with simple algorithms. It is basically a linked list with additional 
pointers such that intermediate nodes can be skipped. It uses a random number 
generator to make some decisions. Skip Lists are used as an alternative to ba-
lanced trees.  A skip list is a practical data structure that gives good results 
while keeping the implementation simple. 

1   Introduction 

Data Structure [1][7] is a mathematical or logical representation of particular way of 
storing and organizing data in a computer so that it can be used efficiently. One of the 
type of non-primitive linear data structure is Linked List. Linked list is a relatively easy 
data structure to implement.  It is simple to keep a linked list of n elements sorted.  To 
perform a search n comparisons are required in the worst case.  Now, suppose a second 
pointer pointing two nodes ahead is added to every other node, the number of compari-
sons required goes down to ceil (n/2)+1 (in the worst case).  Adding one more pointer 
to every fourth node and making them point to the fourth node ahead reduces the num-
ber of comparisons to ceil(n/2)+2.   If that strategy is continued so every node with i 
pointers points to 2i-1 nodes ahead, O(log n) performance is obtained and the number of 
pointers has only doubled (n + n/2 + n/4 + n/8 + n/16 + ....  = 2n).  

2   Skip List Problem Definitions: A Probabilistic Data Structure 

A typical representation of linked list and skip lists node [2][3][4][7] of the data struc-
ture described in Fig. 1. The nodes representation of a skip list are in the following 
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proportions: 50% of them are level 1 node, 25% are level 2 nodes, 12.5% are level 3 
nodes, etc. The number of levels required is log2 n where n is the expected number of 
elements. The data structure described above is great for searching but insertions and 
deletions would be really difficult to implement and inefficient as almost all the 
pointers must be modified.  Maintaining perfect balancing is time consuming.  This 
data structure can be made more flexible for simple insert and delete operations.  This 
can be done quite easily while keeping a good (though not perfect) balancing as fol-
lows: The level of every new node to be inserted is chosen randomly with a probabil-
ity distribution that keeps approximately the proportions of nodes of level i as de-
scribed above.  Probabilistic analysis shows that the average cost of insert, delete and 
search operations is O(log n).  

Skip list [5] operations are O(n) in the worst case.  It happens when all (or almost 
all) the nodes are given level 1 at insertion.  In that case, the skip list becomes an or-
dinary linked list.  The motto of Probabilistic Data Structure [8] such as Skip List is 
Don't worry, be happy!  as this case is highly unlikely to happen as n increases.  In 
this case we simply accept the result of random Level 1 and expect that probability 
eventually work in our favor. The advantage of this approach is that the algorithms 
are simple, while requiring only O(log n) time for all operations in the average case. 

In practice [8], the Skip List will probably have better performance than a Binary 
Search tree (BST). The BST can have bad performance caused by the order in which 
data are inserted. For example, if n nodes are inserted into a BST in ascending order 
of their key value, then the BST will look like a linked list with the deepest node at 
depth n−1. The Skip List’s performance does not depend on the order in which values 
are inserted into the list. As the number of nodes in the Skip List increases, the prob-
ability of encountering the worst case decreases geometrically. Thus, the Skip List il-
lustrates a tension between the theoretical worst case (in this case, O(n) for a Skip List 
operation), and a rapidly increasing probability of average-case performance of O(log 
n), that characterizes probabilistic data structures.   

 
 

 

Fig. 1. Linked list and Skip Lists 
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3   Designs and Implementation: Algorithms 

In the following algorithms  

• Forward pointers of a level i node are stored in an array called forward in-
dexed from 1 to i 

• There is a constant called MaxLevel.  All levels must be smaller than or 
equal to this constant 

• The level of a node is not stored  
• The level of a list = maximum {levels of the nodes in the list}. 

3.1   Initialization 

A new list is initialized as follows: 
In Fig. 2 a node called NIL is created and its key is set to a value greater than the 

greatest key that could possibly be used in the list (i.e. if the list will contain only keys 
between 1 and 999, then 1000 may be taken as the key in NIL). Every level ends with 
NIL. The level of a new list is 1.All forward pointers of the header point to NIL.  

 

Fig. 2. Skip List with 4 levels 

 

 

Fig. 3. Searching for the key element in skip list 
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3.2   Searching 

Start at the highest level of the list.  
Move forward following the pointers at the same level until the next key is greater 

than the searched key If the current level is not the lowest, go down one level and re-
peat the search at that level from the current node Stop when the level is 1 and the 
next key is greater than the searched key If the current key is the searched key return 
the value of that node.  Otherwise, return a failure. The steps are demonstrated in  
Fig. 3.  

SEARCH(list, searchKey)  
1. x <- list.header  
2. for i <- list.level downto 1  
3.     do    while x.forward[i].key < searchKey  
4.               do    x <- x.forward[i]  
5. x <- x.forward[1]  
6. if x.key = searchKey  
7.     then return x.value  

    else return failure 

 

Fig. 4. Inserting an element to skip list 

3.3   Insertion / Deletion 

The insertion or deletion (Fig. 4 and Fig. 5) of a node consists mainly in a search fol-
lowed by pointers update. An array update is used to store the last node reached at 
every level.  It is used when changing the pointers after a node has been inserted or 
deleted.  

The level of the new inserted node is determined randomly by the function 
RANDOM-LEVEL. 
 
INSERT(list, searchKey, newValue)  

1. x <- list.header  
2. for i <- list.level downto 1  
3.     do    while x.forward[i].key < searchKey  
4.                  do     x <- x.forward[i]  
5.             update[i] <- x  
6. x <- x.forward[1]  
7. if x.key = searchKey  
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8.     then    x.value <- newValue  
9.     else    newLevel <- RANDOM-LEVEL()  
10.                if newLevel > list.level  
11.                     then    for i <- list.level + 1 to newLevel  
12.                                     do    update[i] <- list.header  
13.                                 list.level <- newLevel  
14.                 x <- MAKE-NODE(newLevel, searchKey, newValue)  
15.                 for i <- 1 to newLevel  
16.                     do     x.forward[i] <- update[i].forward[i]  
17.                              update[i].forward[i] <- x  

 
DELETE(list, searchKey)  

1. x <- list.header  
2. for i <- list.level downto 1  
3.     do    while x.forward[i].key < searchKey  
4.                  do     x <- x.forward[i]  
5.             update[i] <- x  
6. x <- x.forward[1]  
7. if x.key = searchKey  
8.     then    for i <- 1 to list.level  
9.                     do     if update[i].forward[i] <> x  
10.                                     then break  
11.                             update[i].forward[i] <- x.forward[i]  
12.                 FREE(x)  
13.                 while list.level > 1 and list.header.forward[list.level] = NIL  
14.                     do list.level <- list.level - 1  

 
RANDOM-LEVEL()  

1. newLevel <- 1  
2. while RANDOM() < p  
3.     do     newLevel <- newLevel + 1  
4. return MIN(newLevel, MaxLevel)  

3.4   Random Level  

This last algorithm deserves some explanations.  
The function RANDOM( ) returns a number between 0 and 1.0. -p is a constant be-

tween 0 and 1.0 (suppose p = 0.5). RandomLevel works like flipping a coin.  Say 
head is a win and tail is a lost.  The electronic coin is flipped until a tail is obtained.  
Every time it is head the level is increased by 1 and the coin is flipped again.  

Note: if p = 1/4, there is an average of 1.33 pointers per node.  This saves space with-
out reducing significally the search time. 
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Fig. 5. Deleting an element from skip list 

4   Results and Benefits 

The BST is efficient but may become easily unbalanced after several insertions and 
deletions.  Balanced trees (2-3 tree, red-black trees, ...) are guaranteed to remain bal-
anced and thus does the basic operations in O(log n) in the worst case.  Theoretically, 
they are efficient but their implementation is complicated.  On the other hand skip 
lists are easier to implement.  The algorithms for insertions and deletions are simpler 
and faster.  They do not guarantee O(log n) performance but they do have an  O(log 
n) performance in the average case (for insert, delete, search) and the probability of a 
high deviation from the average is quite high.  Therefore, a very bad performance 
(O(n)) is extremely unlikely and its probability decreases exponentially as n in-
creases.  For most applications they are as efficient as balanced trees structures (see 
timings table below).  They are also space efficient as no balance information needs to 
be stored in the nodes and they can work well with an average of only 1 1/3 pointers 
per node.  Unlike the BST, the performance of a skip list does not depend in the order 
of insertion. Their implementation simplicity makes them a good alternative to BST 
and other tree structures. 

Table 1. Timings of Implementations of Different Algorithms 

Implementation Search Time Insertion Time Deletion Time 

Skip lists 0.051 msec (1.0) 0.065 msec (1.0) 0.059 msec (1.0) 

non-recursive AVL trees 0.046 msec (0.91) 0.10 msec (1.55) 0.085 msec (1.46) 

recursive 2-3 trees 0.054 msec (1.05) 0.21 msec(3.2) 0.21 msec (3.65) 

Self-adjusting trees :    

Top-down splaying 0.15 msec (3.0) 0.16 msec (2.5) 0.18 msec (3.1) 

Bottom-up splaying 0.49 msec (9.6) 0.51 msec (7.8) 0.53 msec (9.0) 
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5   Conclusions and Further Work 

A skip list is a probabilistic data structure where elements are kept sorted by key.  It 
allows quick search, insertions and deletions of elements with simple algorithms. It is 
basically a linked list with additional pointers such that intermediate nodes can be 
skipped. It uses a random number generator to make some decisions. The paper ex-
plores different techniques adapted to skip lists like insertion, deletion and searching 
for a key element. The functions are implemented in ‘C’ programming language un-
der Linux environment and results are compared with other existing methods. The al-
gorithms for insertions and deletions are simpler and faster.  They do not guarantee 
O(log n) performance but they do have an  O(log n) performance in the average case 
(for insert, delete, search) and the probability of a high deviation from the average is 
quite high.  Therefore, a very bad performance (O(n)) is extremely unlikely and its 
probability decreases exponentially as n increases.  For most applications they are as 
efficient as balanced trees structures. They are also space efficient as no balance in-
formation needs to be stored in the nodes and they can work well with an average of 
only 1 1/3 pointer per node. 
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Abstract. Automatic Summarization is the creation of a shortened version of 
the text by a Computer Program. It is a brief and accurate representation of in-
put text such that the output covers the most important concepts of the source in 
a condensed manner. The summarization process could be extractive or abstrac-
tive. Extract summaries contain sentences that are copied exactly from the 
source document. In abstractive approaches, the aim is to derive the main con-
cept of the source text, without necessarily copying its exact sentences. It is 
generally agreed that automating the summarization procedure should be based 
on text understanding that mimics the cognitive processes of humans. However, 
this is a sub problem of Natural Language Processing (NLP) and is a very diffi-
cult problem to solve at this stage. Through this paper, we intend to review var-
ious architectures which have been proposed for automated text summarization. 

1   Introduction 

Over the past decade the research and progress in the field of text summarization has 
led to development of methods such as Computational Intelligence (CI), Artificial 
Neural Networks (ANN), Fuzzy Systems (FS), Evolutionary Computation, Hybrid 
systems and other methods & techniques. However, there are a number of problems 
[5] while applying these techniques to Text Summarization problem: 

1. Difficulty in preselecting the system’s architecture. 
2. Catastrophic forgetting. 
3. Excessive training time required. 
4. Lack of knowledge representation facilities. 

To overcome the above problems, improved and hybrid methods and techniques are 
required both in terms of learning algorithms and systems learning [6]. 
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2   Methods for Automated Text Summarization 

2.1   Text Summarizer Based on Graph Theory 

 

Fig. 1. Architecture of Text Summarizer based on Graph Theory 

Generally, this methodology requires statistical induction of synset clusters and en-
tails costly training of specific key domains. The present study word net is rich 
enough to obtain useful results in text categorization and summarization without  
training the tagged corpora. Stanford Parser is used to generate the parse tree of a sen-
tence and extract typed dependencies among the words of a sentence. The typed de-
pendencies provide a description of grammatical relationships between the words of 
sentence. 

After the semantic grading of the nouns and verbs, also called nuclei, has been 
done, keywords among the nuclei are identified these keywords are nuclei having a 
semantic grading or polysemy count of <=5. After all the keywords have been deter-
mined, keyword counts of each and every sentence, the semantic unit of summary, are 
determined. Then, the semantic appreciation of each sentence i.e. modifier effect on 
nuclei is determined. Using these two criteria and considering proper nouns, sentences 
for the summary is picked. Our study suggests that there are some limitations of this 
system. They are as follows: 

1. The software is subject to the memory limitations of the parser. If the parser runs 
out of memory while processing a long passage, the software generates an error. 

2. The parser also sometimes trips up when considering apostrophes and double 
quotes. It is unable to process them appropriately. 

3. Due to the humungous size of the WordNet database, it takes a considerable 
amount of time (40 seconds to 1 minute) for the summary to be generated. The en-
tire database must be traversed for each token in order to calculate their precedence 
and semantic grading. 
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2.2   Text Summarizer Based on Fuzzy Logic [7] 

 

Fig. 2. Text Summarizer based on Fuzzy Logic 

This architecture is based on decision module (fuzzy logic) and its essence is  
that this system has decision making capabilities. It has four major components, as 
follows: 

1. Pre-processor: The source text document is fed to the pre-processor which includes 
pre-processing activities such as sentence segmentation, stop word removal, word 
stemming. Segmentation means to split the sentences based on a delimiter full 
stop. Stop word removal means to remove words(noise) such as ‘is’, ‘are’, and’ 
etc. Word stemming is achieved using Porter Stemmer. Stemming converts word 
into its root form. For e.g. ‘Worked’ and ‘Working’ get converted to ‘Work’. 

2. Feature Extraction: Feature vector is computed for each sentence. Every sentence 
in the document along with its ID has a feature vector with nine fields for the sig-
nificant text features. All the features will have the value range between 0 and 1. 
Significant text features considered in the design of the proposed approach are 
word similarity among sentences, word similarity among paragraphs, iterative 
query score, format based score, numerical data, cue-phrases, term weight, themat-
ic features, and title features. 

3. Fuzzy Logic Module: Triangular membership function [3] and fuzzy logic are uti-
lized to score a sentence based on the extracted text features. This module consists 
of four parts: Fuzzifier, Rule base, Inference Engine and Defuzzifier. 

– A fuzzifier converts the input feature values into linguistic values (Very Low, 
Low, Medium, High, and Very High) using the membership function. The lin-
guistic value denotes a fuzzy set (E.g. Low) to which a given sentence feature 
belongs 
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– Rule base: The most important procedure in any fuzzy system is defining the 
fuzzy IF-THEN rules. Sample of fuzzy rule is given below: 

IF (Word similarity among sentences is H) and (Word similarity among para-
graphs is VH) and (Iterative query score is H) and (Format based score is M) 
and (Numerical data is H) and (Cue-phrases is VH) and (Term weight is M) 
and (Thematic feature is VH) and (Title features is H) THEN (Sentence is 
important) 

– Inference Engine: The Inference engine compares the fuzzy input obtained 
from the fuzzifier with the Knowledge /rule base and decides the importance 
of a sentence. The output of inference engine is one of the linguistic values 
from the set {Unimportant, Average, and Important}. 

– Defuzzifier: The input for the defuzzification process is a fuzzy set and the 
output is a single number. As much as fuzziness helps the rule evaluation dur-
ing the intermediate steps, the final desired output for each variable is general-
ly a single number. The linguistic values obtained from the inference engine 
are converted into crisp values by the defuzzifier. The crisp value denotes how 
close the sentence is to the given linguistic value. Centroid defuzzification me-
thod has been used to defuzzify values in this system. 

4. Sentence Selection & Assembly: This module has two steps. First, determining  
the no. of sentences to be included in the summary, based on the amount of com-
pression given by the user. Second, extracting the appropriate sentences for the 
summary. 
 

This system has the following advantages: 

1. Decision module is modeled using a fuzzy inference system. The summary of  
the document is created based upon the degree of importance of sentences in the 
document. 

2. The semantic relation, among the extracted sentences in the summary, is main-
tained by the features like word similarity among sentences and word similarity 
among paragraphs 

3. Summary is generated quickly and the results (though subjective) are better. 

There are some disadvantages in this system. They are: 

1. The major problem with purely statistical methods is that they do not account for 
context. Specifically, finding the aboutness of a document relies largely on identi-
fying and capturing the existence of not just duplicate terms, but related terms as 
well. 

2. This concept, known as cohesion links semantically related terms which is an im-
portant component in a coherent text is missing. 

3. There is no training or learning method to enhance the capability of system. The 
system also lacks in adaptive learning. 
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2.3   Text Summarizer Based on Evolutionary Connectionism [6] 

It consists of the following components: 
1. Pre-processing 
2. Feature extraction 
3. Fuzzy model 
4. Evolutionary Programming (EP) model 
5. Connectionist model 
6. Sentence selection and assembly 

Pre-processing, Feature Extraction, Fuzzy Model and Sentence Selection & Assembly 
are the same as explained in former part of this study. The added variations are EP 
Model and Connectionist Model, which essentially overcome the disadvantages of the 
Text Summarizer explained in Sec 2.2. 

Evolutionary Programming (EP) module generates large number of feature vectors 
(chromosomes) iteratively utilizing cross over and mutation operators subsequently, 
fuzzy logic is employed on the chromosomes and it returns the fuzzy score for each 
chromosome. Then, the chromosomes with their fuzzy score are fed to the neural 
network for training. 

A lot of research using neural networks is made under the more common name 
“connectionist”. Here, Multi-layer Perceptron Neural Network (MLPNN) has been 
used. A multilayer perceptron is a feed forward artificial neural network model that 
has at least one layer in-between the input and the output layer. A neural network 
MLP couples, through functions and weights, certain variables (called inputs) with 
certain other variables (called outputs) [4]. The neural network used in this system has 
configured with a nine inputs, one hidden and one output layer. 

3   Evaluation and Results 

DUC 2002 [10] dataset contains documents on different categories and this dataset 
have been used as experimentation material to test these systems. There are many 
ways by which we can evaluate the retrieval quality of an Automatic Summarization 
System. The quality of summary (Intrinsic Evaluation) is determined using precision, 
recall and f-measure. Precision is used for calculating the ratio of correctness of the 
sentences in the summary. Recall calculates the ratio of number of relevant sentences 
included in the summary. The weighted harmonic mean of precision and recall is 
called as f-measure. 

Table 1. Comparative Results of Subjective Evaluation 

Summarizer Precision Recall F-measure 
Copernic 0.8  0.775  0.786  
Intellexer 0.825  0.7083 0.7559  
MS-Word 0.5916  0.625  0.5913  
Graph Theory 0.7666  0.6555 0.7  
Fuzzy Logic 0.83  0.79  0.8095  
Evolutionary  
Connectionism 

1 0.77 0.87 
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The subjective evaluation is carried out on parameters such as Content, Readability 
and Overall Responsiveness (OR). The study also reveals that the subjective quality 
of the generated summary is acceptable and it is as follows: 

Table 2. Comparative Results of Intrinsic Evaluation 

Summarizer Content Readability OR 
Copernic 9 8.5 8.5  
Intellexer 9 8 8 
MS-Word 6 6.5 6.5  
Graph Theory 8  8  8  
Fuzzy Logic 9 9 9 
Evolutionary  
Connectionism 

9  9  9  

4   Conclusion 

This study explicitly reveals the amount of work done in the domain of text summari-
zation. The authors [8] had initially proposed an Evolving Connectionist environment 
for Text summarization. This was followed by development of a summarizer based on 
Semantic Network, maintaining in mind the previous ideology of creating a network 
and an environment. 

Now, Semantic Net did have some limitations but the results were promising and 
this led to development of a summarizer based on fuzzy model. The results with this 
system were better as it had decision making capabilities. However, the concept of 
creating a network was not much focussed upon here. Also there was an environment 
but the system didn’t possess incremental learning capabilities rather it was just a sys-
tem capable of learning and without any feedback mechanism or ability to learn from 
past experiences. 

The next stage of this development (as per our study) is a summarizer based on 
Evolutionary Connectionism, which also has an added advantage of Fuzzy Decision 
Making Capabilities. This study clearly reveals that the idea of creating a summarizer 
whose architecture involves learning from the environment and a network structure 
has been implemented successfully by the authors [6]. They once quoted that to over-
come the problems in the field of text summarization, improved and hybrid methods 
and techniques are required both in terms of learning algorithms and systems learn-
ing and have now provided a solution to the problem. 

As an ending note we wish to point out that, initially the authors proposed evolving 
connection but the idea got translated to evolutionary connectionism. Now, as per our 
study, these are two different concepts. While Evolutionary Connectionism is an 
adaptive, incremental learning and knowledge representation system that evolves its 
structure and functionality, where in the core of the system is a connectionist architec-
ture (neural network) that consists of neurons (information processing units) and con-
nections between them. The former is a CI that is based on neural networks, but using 
other techniques of CI that operate continuously in time and adapt their structure and 
functionality through a continuous interaction with the environment. Evolutionary 
Connectionism is much closer to the way human brain works. 
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Abstract. Steer by wire is one of the most advanced technologies used in the 
automobile industry. This paper describes implementation of Kinect based 
Steer-by-wire system. It elaborates a novel concept of vehicle steering by use of 
hand gestures. The key idea is to replace the steering wheel and angle sensor by 
Kinect and use its gesture recognition capability for performing steering ac-
tions. This paper focuses on advanced control design method to carry out steer-
ing functions using gesture recognition.  

1   Introduction 

Steering control is a core part in vehicle’s design as it controls the actual movement of 
a vehicle. Recent advancements in automotive industry make use of electronics and 
computers for safety and comfort of drivers. The use of electronic components (sen-
sors or encoders) in place of mechanical and hydraulic controls to control a wide 
range of operations such as acceleration, braking, steering etc. is known as ‘by-wire’ 
technology [16]. The implementation of electronics elevates the performance, pro-
vides safety and reliability with reduced manufacturing and operating costs [7]. Con-
ventional steering system comprises of steering wheel, steering shaft, power assist 
unit and gear assembly. When the driver steers, input through steering wheel is trans-
mitted by steering shaft through gear reduction mechanism, enabling steering motion 
of front wheels [14]. Steer by wire system substitute electronic components in place 
steering shaft and introduces feedback motor attached to steering wheel.  

By implementing algorithms and accomplishing tasks as mentioned, interaction be-
tween driver and steering control can be made more efficient and convenient. What 
we propose is use of Kinect, which is a motion sensing device capable of gesture and 
speech recognition [11], to control the steering through gestures. Here we replace the 
steering wheel, angle sensor and feedback actuator of a vehicle by Kinect. The pur-
pose of this paper is to introduce a modified steer-by-wire system which would be ca-
pable of sensing angle from driver’s hand gestures and convert it into vehicle move-
ment accordingly without actual need of steering wheel.  

The use of Kinect in steer-by-wire system provides many benefits. The main bene-
fit of such system is for physically disabled and elderly people. As the person driving 
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the vehicle just needs to specify the gesture or command instead of actually rotating 
the steering wheel, these people can drive vehicles without much effort. Also as the 
Kinect is a programmable and reconfigurable device, it can be used in various ve-
hicles with slight modifications in the code. It can also be configured as per driver’s 
convenience to signal gestures. Thus as a whole, the use of Kinect in steer-by-wire 
system simplifies driving experience.  

2   Related Work 

Need for a simplified interior design and better space utilization leads to the rise of 
steer-by-wire technology. Many physical modifications are required to change charac-
teristics of handling in conventional steering systems. But, vehicles equipped with 
steer-by-wire can accomplish same characteristics through active steering interven-
tions. In conventional steer-by-wire system, mechanical linkage between the steering 
wheel and the front wheel is removed to provide vehicle stability and to assist driver 
for autonomous steering control. Fu Xiuwei, Fu Li and Kong Feng [12] proposed a 
steer-by-wire system using MATLAB environment, active steering control and the 
controlling scenario of integral separation PID. Their research showed that steer-by-
wire controller based on Integral Partition PID Control [12] gives better dynamic cha-
racteristics than conventional controller. 

Handling and stability of steer-by-wire system is very important at high speed and 
affects the difficulty level of driving. Duan Jianmin, Wang Ran and Yu Yongchuan 
[3] researched two control strategies viz. the immobile steering sensibility type con-
trol strategy and the yaw rate and sideslip angle control strategy [3] and increased 
handling and stability of steer-by-wire at high speed.  

Paul Yih and J. Christian Gerdes [13] proposed a method for altering vehicle han-
dling characteristics by augmenting driver’s steering command with vehicle state 
feedback. The vehicle’s response can be reduced or enhanced based on driver’s prefe-
rence and road condition. A vehicle state was accurately estimated using global  
positioning system and inertial navigation system sensor measurement [13]. They ex-
perimented that such a system can achieve modified handling behavior that is exactly 
equivalent to physically changing the cornering stiffness of the front tyres. 

Compared to other steering systems, steer-by-wire system provides variable steer-
ing ratio, easy assembling and enhancement of active safety. To improve return abili-
ty of steer-by-wire system and reproduce realistic driving feeling, Ba-Hai Nguyen and 
Jee-Hwan Ryu [6] proposed a method by measuring road wheel motor’s current di-
rectly. The steering torque on the rack is measured by current sensor. The current sen-
sors are available at low costs and thus offer a simple and cost-effective solution to 
reproduce a real driving feel. They developed the force feedback control algorithm 
which not only gave a realistic driving feel, but also improved the return ability. 

On-board controller translates higher-level vehicle commands into vehicle motion 
or activation of the vehicle’s equipment. Prototype of Distributed Control System 
(DCS) developed by RedZone Robotics [1] consists of a network of small, intelligent  
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nodes mounted throughout the vehicle. The nodes communicate via a controller area 
network bus, with a master unit to oversee the network operation. DCS provides cost-
effective, flexible control and monitoring of a variety of robotic vehicle functions [1]. 

The introduction of Kinect by Microsoft led to a new enhancement in natural user 
interface at a considerably lower cost compared to that of sensors and cameras. In-
itially it was just used with the XBOX gaming applications, but after the release of 
OpenKinect [8] and Microsoft Kinect SDKs [5], it became a platform to develop 
more useful applications or integrate it with a huge domain of applications other than 
gaming. The release of above SDKs made it easier for the academic researchers and 
enthusiasts to create rich experiences by using Kinect. The main intention was to ex-
plore the development of natural user interfaces. 

Kinect Identity technique [4] made use of multiple technologies and careful user 
interaction to achieve the goal of recognizing and tracking player identity. It tracks 
the identity in two ways viz. biometric sign-in and session sign-in. The identity sys-
tem consists of 3 techniques namely face recognition, clothing color tracking and 
height estimation [4]. 

Jun-Da Huang [2] used gesture tracking capability of Kinect in physical rehabilita-
tion system viz. Kinerehab [2]. In this system, gestures are used to find out whether 
the rehabilitation has reached a particular standard and whether the movements of 
students are correct or not. An interactive interface using Kinect also enhances stu-
dent’s motivation, interest and perseverance with rehabilitation. 

Hand gesture detection is an important aspect of HCI. The authors of [9] used Ki-
nect for hand detection and gesture recognition. But typical resolution of 640*480 for 
Kinect sensor provides problem in recognition of hand. It was eliminated using a nov-
el shape distance metric called Finger-Earth Mover’s Distance to measure the dissimi-
larities between different hand shapes [10]. 

3   Proposed Method 

The system consists of two main parts, steering section and wheel section. Steering 
section is actually a modification of usual steer-by-wire system. The steering wheel, 
angle sensor and feedback motor are replaced by Kinect. Kinect acts as a device 
which performs function of both the steering wheel and the angle sensor. 

Microcontroller (μC) is a core part of system design and it works as an interme-
diate between steering section and wheel section. It contains algorithms to convert 
output of Kinect into the desired input for the actuator which is usually represented as 
voltage levels. 

The other part of system viz. wheel section consists of actuator, pinion angle sen-
sor and gear assembly. Kinect provides the steering actuator with input angle. The ac-
tuator with steering gear (rack and pinion arrangement) is responsible for correspond-
ing turn of the tyres. The dashed rectangular portion in the system architecture  
(Fig. 1) depicts implementation of Kinect in steer-by-wire system. 
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Fig. 1. System Architecture 

3.1   Components 

3.1.1   Kinect 
Kinect is a device which is capable of gesture and speech recognition. It contains a 
RGB camera, 3D depth sensors and multi-array mic. It is a highly advanced and low 
cost device for effective natural user interface [5]. Kinect makes use of skeletal track-
ing and 3D depth data capabilities for detecting gestures [15]. With Kinect, hand ges-
tures of the driver are tracked. As the driver’s hands move in a 3-Dimensional plane, 
the corresponding co-ordinates are tracked and are converted into an angle which is 
given to μC. Corresponding hand gestures should be within the range of Kinect, so 
that positions of hand with respect to Kinect can be shown on the screen of a comput-
er. A graphical display is used as an interface to user for displaying the steering ac-
tions through an image of a steering wheel and corresponding hand movements. A 
specific set of voice commands such as I AM READY to start the steering, STOP to 
stop steering etc. are also used so as to make the system flexible. 

3.1.2   Micro-controller 
Most of the control mechanism of a steer-by-wire system depends on the microcon-
troller (μC). It takes the angle from Kinect and converts it into the pulse (voltage lev-
el) with which the actuator should rotate. μC consists of the algorithms so as to con-
vert the data from Kinect and give it to the motor driver. The output of the μC doesn’t 
provide enough power (0-5 V) to rotate the actuator. Here the motor driver comes into 
picture. 
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3.1.3   Motor Driver (Controller) 
Motor driver is used to supply motor with necessary input. It helps in obtaining re-
quired torque with which actuator rotate. Motor driver works as a DC to DC step up 
power converter. It boosts the voltage level as per the requirements. 

3.1.4   Actuator (Servomotor) 
DC servomotor is used to provide steering actuation. It is attached to the remainder of 
the connecting shaft via flexible coupling. DC servomotor is used because it reduces 
noise and maximizes the motor life. Servomotor consists of motor, gear head and 
feedback circuit. If the torque applied by the motor is sufficient to overcome the fric-
tion and road forces, wheels begin to move. 

3.2   Gesture and Speech Recognition 

A predefined set of gestures is implemented in system. Particular actions occur ac-
cording to the gesture of user. The main gesture implemented is virtual steering action 
by hands. This gesture would specify whether to turn in left or right direction. Also, it 
would determine by what angle wheels should turn. The gestures are triggered by au-
dio commands from the user. They are used to indicate whether user is ready or not. 

3.3   Determination of Turning Angle of Wheels 

From a gesture, we determine the angle by which wheels are to be turned based on a 
steering ratio and lock to lock turns. The steering ratio determines the angle by which 
wheel should be turned based on rotation of steering wheel. The steering ratio 12:1 
means turn the wheel by 1 degree when steering wheel is rotated by 12 degrees. The 
steering ratio may range from 12:1 to 20:1 depending on the design of the steering 
system in a particular vehicle. The lock to lock turns specifies the number of rotations 
of steering wheel when it is rotated from a lock on one side to the lock on the other. 
Thus knowing the steering ratio and lock to lock turns, we determine the angle by 
which wheels to be turned based on the angle specified by gesture. Here, we have 
considered gesture frame of 900 for specifying the angle by which wheels to be turned. 
Whether to turn right or left, will depend on corresponding position of right and left 
hand. 

360
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θ
δ

μ

×
×

=                                                   (1) 

Where,  θ - Gesture angle δ - Angle by which wheels to be turned μ - Steering ratio 
LTL - lock to lock turns 
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3.4   Workflow 

The driver should be given some instructions regarding use of gestures and audio 
commands. Kinect waits for triggering of audio command to start the gesture recogni-
tion (e.g. I am ready). Next, it waits until both hands of the driver are recognized. If 
both hands are recognized and distance between the two hands is greater than some 
threshold value, whole steering is controlled by hands. Gestures are detected as  
hands move making virtual action of steering. The gesture system is explained in  
algorithm 1. In algorithm 1, lines 6-14 comes into picture only when command isn’t 
stop or halt. As driver move his hands for performing virtual steering action, Z and X 
coordinates of his hands are tracked and angle between them is measured (Fig 2). 

This angle is used to determine the angle by which wheel needs to be turned. When 
the command recognized is stop, the gesture system temporarily stops measuring the 
angle made by the hands. When the command recognized is halt, the gesture system 
stops tracking (steering operation stops). The tracking of user hands along with the il-
lusion of hand wheel is shown on the display screen, so that the driver can actually 
see by what angle the wheel is turned. The corresponding angle is passed to μC. It 
then converts the angle into a pulse (0-5 V) and sends it to motor driver (motor con-
troller). Motor driver supplies appropriate current/voltage to actuator, as voltage out-
put from μC is very low for rotation of actuator. As actuator rotates uniformly, pinion 
rotates correspondingly making rack to move horizontally. Thus the tie-rods move 
and the wheels turn by an angle. 

Feedback system is used to provide feedback of actual rotation of wheels to driver. 
Actual position of wheels is measured by pinion angle sensor. Pinion angle sensor 
gives feedback to μC. Thus the micro controller gives its output to computer applica-
tion which runs Kinect and shows the effect of rotation of steering on display screen 
(an illusion of steering wheel on display is created which rotates). Thus even though 
driver applies much gesture on rough road, the wheels rotate by less degree and cor-
responding steering rotation is shown on screen.  

 

Fig. 2. Gesture Angle Determination 
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Algorithm 1. Measuring Gesture angle 
 

Require: HANDS SHOULD HAVE SAME DISTANCE FROM KINECT 
Ensure: DRIVER IS TRACKED 
 
1.  Start the system 
2.  Start gesture tracking by a audio command I AM READY. 
3.  GOTO 5 
4.  Continue recognizing commands until RESUME or HALT is recog-

nized 
5.  while (command != STOP and command != HALT and distance be-

tween hands > threshold) do 
6.          if (righthand.Z < lefthand.Z) then 
7.    Z = lefthand.Z − righthand.Z 
8.    X = lefthand.X − righthand.X 
9.    tan θ = Z/X 
10.          else if (righthand.Z > lefthand.Z) then 
11.   Z = righthand.Z − lefthand.Z 
12.   X = righthand.X − lefthand.X 
13.   tan θ = Z/X 
14.          end if 
15.         Pass angle θ to μC 
16.  end while 
17.  if (command == HALT) then GOTO 20 
18.  else GOTO 4 
19.  end if 
20.  STOP 

3.5   Fault Tolerance 

The steering control system (μC) can diagnose faults by detecting input and output 
signals and driving current of motor. If this system fails, there must be some alterna-
tive to control the steering. The control unit (μC) then stops responding by activating 
the fail safe relay mode. This is indicated on display screen, activating the manual 
steering (conventional mechanical steering). The mechanical system of steering con-
trol which is used can be folded inside the dashboard by using telescopic cylinder.  
On activating fail safe mode, the telescopic cylinder can be opened to have the me-
chanical steering popped up. The vehicle will now be driven by conventional steering 
system. 

4   Conclusions 

The proposed gesture controlled steer by wire system provides flexibility to driver 
and efficiently controls vehicle movement. Important aspect of this research is how to 
interact between user gestures and mechanical components of steer-by- wire system. 
Introduction of angle tracking system based on driver’s gesture provides a new way to 
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replace steering angle sensors and other mechanical components. Feedback system is 
used for steering angle correction due to obstacles and unexpected disturbances while 
driving. In the simplest form, the proposed system provides a new steering system 
which works and feels like conventional steer-by-wire system without actual steering 
wheel. By introducing Kinect based steer-by-wire system, our research shows a new 
way for driver assistance, flexibility and added new features like voice recognition to 
initiate steering procedure. While dealing with steer by wire, Kinect accuracy should 
be dealt properly, as it is very sensitive to human actions. 
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Abstract. Wikipedia is the world's largest collaboratively edited source of 
encyclopedic information repository consisting almost 1.5 million articles and 
more than 90,000 contributors. Although, since its inception on 2001, the 
numbers of contributors were huge, A study made in 2009 found that members 
(contributors) may initially contribute to site for pleasure or being motivated by 
an internal drive to share his knowledge. But latter they are not motivated to 
edit the related articles so that quality of the articles could be improved [1] 
[5].In our paper we address above problem in economics perspective. Here we 
propose a novel scheme to motivate the contributors of Wikipedia with the 
mechanism design theory that is the most emerging tool at present to address 
the situation when data is privately held with the agents. 

1   Introduction 

Wikipedia is the world’s largest collaboratively edited source of encyclopedic 
information repository. The simple editing system for user contribution is distinctive 
feature of Wikipedia. The simple editing process inspires a person with almost no 
technical background of Wikipedia to contribute by writing his/her known 
information. Over 1.5 million article and more than 90000 contributors are key factors 
of Wikipedia to consider as one of the largest information reference website. 

As Wikipedia is the best example of user created encyclopedia and collaborative 
user generated platform, its success and failure is decided by user participation. 
Indeed, content enrichment of Wikipedia is defined by overwhelming participation of 
motivated users. A 2010 study has found that although members may initially 
contribute to the site for pleasure, they are motivated primarily by an internal drive to 
feel efficacious and self-confident. Surprisingly, aside from potentially fueling a first-
time contribution, enjoyment was found to have no significant impact on knowledge 
sharing behavior in Wikipedia [1]. 
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Table 1. Detailed categories of respondents 

Type 2009(%) 2010(%)
Readers 62.55 65.92

Occasional Contributors 24.49 23.25
Regular Contributors 9.18 7.42

This is obvious that readers' response is higher due to information or knowledge 
reference. However the contributors response is an unsettling issue. Table1. Figures 
are signifying that occasional contributors and regular contribution rate is declined to 
1.24%, and 1.76% respectively, see also [4]. 

Above information is addressing the primary question of how to motivate users 
(both reader and present contributors) for Wikipedia contribution. Though research 
[12] make conclusion that intrinsic motivation can play an important role in online 
communities but table-1 and [4] statistic shows controversial picture. Whereas a 
present effort in research on motivation of contributors is focused on extrinsic 
motivational factor and approach is to interprete Wikipedia contributor motivation in 
economic module. In [9] author presents an interesting social reward scheme in Wiki 
System. In this work author gives rank of contributors on the basis of amount of 
references, rating of articles, most viewed articles and to represent resulted rank 
author use star and spark-lines data visualization technique. To cope up with 
motivation problem and to motivate contributors, Wikipedia community started to 
honor its contributors by giving Barn-stars award .There- after some other awards viz. 
motivation award, personal user award and barns- star ribbons[2] also given to 
contributors for motivation. Wiki cup [3] one more interesting scheme run by 
Wikipedia to create competitive environment among contributors. But apart from this 
effort Wikipedia community has not reached at conclusive figure. 

In Wikipedia information edited or articulated in collaborative way and be 
considered as public goods or property. Let us suppose that number of readers is 'r' 
and number of contributors is 'w'. Then in Wikipedia r > w, i.e. readers are larger than 
contributors [Table.1]. If we analyze this information from economic aspect then we 
will be eligible to see net utility of reader and contributor. 

1.1   Problem Definition 

Let us say R is a set of reader {  }, W is a set of writer {w1, w2, …, w 

n}, t is a time spend by writer to collect and edit it, β is an amount spend by writer for 
internet and other resources, is an information gain common for both, paycost-effort 

for writer is evaluated in following eq. p = (t + β).Utility function denotes 
paycost-effort of contributor and reader as follows.) Indicate no efforts. 
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                                      Aim: 

                               Maximize   
                                  Subject to: 

                               Minimize    

Where  and and  

We are supposing, 87% reader [table 1] are not interested to contribute due t  
i.e. pay cost factor, which decrease the utility of contributor, hence their true e orts for 
information contribution is not revealed out. Here our approach is to make  
by providing incentive. In other words we try to make contributor's e ort utility nearly 
equal to reader hence every one motivated to contribute. 

In our work we use an Incentive Compatible Mechanism-Design [19] [20], an 
emerging and important economical tool to module the situation when data is 
privately held by agents. Mechanism design is subset of game theory and set of 
protocols to achieve social-welfare. Mechanism design considers those problems in 
which multiple agents are selfish and organized by some set of rules or protocols to 
meet specified goal. Incentive compatible mechanism design tries to motivate the 
agents to reveal their true value or character (here we consider willing to take truth e 
ort for information contribution which agents have as private or true value).Thus 
eliciting true value of agents can be achieved by providing some payment or 
incentives to these selfish agents. Thus these set rules or a protocol of mechanism 
design is able to guide the agents towards a social-welfare. 

1.2   Terms 

Before we proceed further here we are defining some terms. 
 

o Paycost-Effort: This term indicate that contributor pay some 
amount, his/her time and e ort to contribute wikipedia. It is 
indicated by 'p', Our mechanism try to reduce 'p' to increase 
paycost-effort utility of 'k' contributor by providing incentive to 
them for contribution in competitive environment.  

o Reputation Points: It is very hard to major the paycost effort of the 
contributor in some specific unit. Hence we are converting paycost 
effort of contributor in reputation points by designing polynomial 
algorithm with small modification in the existing wikipedia edit 
history mechanism.It is indicated by 'R'. From now onwards in this 
paper, we use reputation points of contributor ‘i' as her paycost-
effort. 

o Utility: In motivation problem the utility of bidder is the form of 
monetary. Here utility of contributor is in the form of paycost effort 
he/she save by getting incentive with respect to reader and his 
competitor. It is indicated by 'u'.  
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While proposing an IM (Incentive mechanism), we consider following issues; 

o Incentive structure on the basis of social need which helps to reduce 
paycost effort 'p' and helps to increase utility with nearly equal to 
reader.   

o Competitive Environment in Wikipedia user to gain 
incentive (to increase utility).  

o To achieve, social matching for community enrichment.  
In IM an incentive in the form of Byline credit1 to contributors (we explain incentive 
structure in our mechanism section).Proposed scheme is considering only registered 
users not to anonymous. In [14] the results show that there is a positive correlation 
between user registration and the quality of contributed content. The majority of the 
revisions are submitted by registered users. 

1.3   Why Incentive Compatible Mechanism 

If we consider paycost-effort factor & table-2 statistics then this make reader as 
rational or selfish agent in information contribution. The issue of motivation for 
participation is more complex when a production of information is done by 
collaborative way. Wikipedia is a best example of public goods where information is 
produced in collaborative way. Most of the research concludes that intrinsic altruism 
behavior does not sustain in social capital, if the losses incurred by the altruistic agent 
are relatively high, then the degree of altruism goes down. 

- Free Riding-Free riding shows selfish or rational nature of agents in 
cooperative information production. Agents take more benefit with less 
share or contribution in information production. Fischer shows that high 
cooperation is not sustained as equilibrium and degree of free riding 
decides cooperation. If there is more free riding then there is less 
cooperation and vice versa.  

- Social Loafing-Social loafing is another phenomenon that indicates the 
rationalism of agent. In social loafing, persons make less e orts to 
achieve a goal when they work in a group than when they work alone.  

- Survey Analysis-Rishab [Wikipedia survey] point out non contributing 
reasons in Wikipedia. Among several reasons, which de ne selfish nature 
of user. We consider that following some of them.  

Table 1. Detailed categories of respondents 

Reasons for not-contributing (%)
Others are already doing it, there is no need for me 19.08 
I don't have time 31.31 
I don't feel comfortable editing other people's work 23.68 
I don't think I have enough information to contribute 53.06 
I am happy just to read it, i don't need to write it 45.49 

                                                           
1 A line in a newspaper naming the writer of an article. In some cases, bylines may be used to 

give credit for who wrote an article. They are a small element in books, magazines, 
newspaper, or newsletter design but certainly important to the author. 
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In brief our aim is:  
1)To reveal out the true e ort value of every contributor through competitive 
environment by means increasing their utility 2)To increase utility of contributor, we 
try to reduce paycost effort p of contributor by providing incentive to them. 

The rest of the part of this paper is organized as follows: Section-2: describes related 
work. In section-3: we discuss about our tool mechanism design in brief and our 
motivation Problem Definition. In section-4: Problem Definition .In section-5: Our 
scheme to motivate to contributors and also show simulation result and limitation of 
our work .In section-6, we come on conclusion of our work. 

2   Related Work 

The work which is mostly closed to ours is [6]. In this vivek et al. use a game 
theoretic framework for motivating contributors in social media. Author proposes 
technique from a system designer’s perspective. In this work user is considered as 
rational agent and finds out the optimal incentive level to in enhance the selfish agents 
for maximize the system utility. In other work like information providing in terms of 
resource exchange perspective [a elsever paper] shows that altruistic triats, social 
rewards and reciprocity influence willingness to provide information. We consider 
research work of [7][8] is nutritious food for our work. Sheizaf Rafaeli et el [8] is 
given considerable weight age incentive based motivation. Authors compel us to 
concentrate to-wards following point for wikipedia participation. 1) Professional 
versus non professional partici-pation. 2)  Content contribution. 3) Continuous versus 
one time participation. In [7] Andrea Forte et el. highlight the importance of incentive 
structure for open-content publishing like wikipedia. In this paper author accentuate 
on byline to credit authors unlike scientific community for their hard work. In this 
work, our outlook to consider motivation of contributors is quantitative and 
qualitative to get solution for how people will contribute to Wikipedia. 

3   Background and Motivation Problem 

3.1   Mechanism Design 
Mechanism design is the subfield of microeconomics and game theory that considers 
how to implement good system-wide solutions to problems that involve multiple self-
interested agents, each with private information about their preferences [21]. In 
following way mechanism is- 

Let N be the number of agents or participants. Each agent  can have private 
information or type or valuation e.g. in an auction the type of agent would be his 
valuation price for the item offered. Ai is the set of possible strategies or actions for 
agent i. Depending on his type, the agent will pick an action or strategy, , 
e.g. in an auction, a strategy of i would be a bid of a certain amount.  

The mechanism provide as output function o = o Agents 
 to optimize the utility . The objective or certain outcome can be achieved 

by using payment given to the agent(s). 
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4   Our Scheme 

We are proceeding our scheme in following subsections: 
 
-Incentive Structure and Solution of a problem 
- Reputation Algorithm 
- Incentive Allocation 
- Claim: Our mechanism is truthful. 
- Time Complexity of Mechanism 
- Byline-Credit and Social Matching 

4.1   Incentive Structure and Solution of Problem 

While proposing incentive compatible mechanism design, we consider social need of 
people. In social network, self-marketing is an effective way to demonstrate 
someone’s capability and skillfulness in his/her work area. Self-marketing or self-
presentation is coming forward as a basic need of netizen. People namely employee, 
students, scholars, some govt. employee is interested to express or represent 
themselves. All these people need some medium to fulfill this need. Personal web 
pages provide a facility for express or advertise to an individual. In proposed 
mechanism, we consider this fact and design incentive structure which will fulfill this 
social need. 

Here we consider  number of memory slots of  unit each to create personal 
web page for Wikipedia contributors, i.e. provide a service as web-host and web-
domain (wiki-webhosting) for their contribution. Let us say and is a 

charge of web domain and web hosting respectively. Then , where 
 is a reward or incentive for contributor. We know in its hard to 

evaluate a time of contributor in money. But if we consider of contributor then 
. if we consider t of contributor then  

4.2   Formulation of Reputation-Points  

Here effort of a contributor is a function , where and is a paycost-
effort and reputation points respectively of contributor . Let us say  is Unique 
page edited,  is Average Edits per Page,  denote contributor deletes  

amount edition of himself,  shows contributor  deletes amount edition of 

contributor represent contributor deletes amount edition of 
contributor other than . 

Reputation points will be provided to each contributor on the basis of constructive 
edition. These reputation points will be consider as type (or private value) of 
contributor in resource allocation problem. Wikipedia has its own mechanism to 
count constructive edition done by contributor. Whereas Wiki counts edit history of 
its contributor with respect to A) Unique page edit. B) Average edit per page. C) 
LiveEdit. D) Deleted Edit. E) Total Edit. But we are interfering small change in 
existing system of Wiki for counting reputation points of contributor with help of 
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Algorithm-1. In wiki Edit variable can be consider as either new edition, updation or 
deletion in page. Every edit in page made by contributor is considered as positive 
edition. But consequently, edit count alone does not directly correlates with the effort 

put into improving Wikipedia. = +  Where  is reputation points of 

contributor is auction period and and is saved reputation 
points of contributor from previous computation. 

4.3   Incentive Allocation 

First come first serve mechanism cannot help to reveal out the truth effort of 
contributor. Hence it is not possible to calculate incentive evaluation of contributors'. 
As a result we adopt auction mechanism to create competitive environment for 
incentive allocation. Where auction mechanism provides a base to understand an 
incentive evaluation of contributor. We represent incentive allocation as follows: 

is a set of contributor(bidder ) who make bid. 

is a bid vector.  
is reputation points, indicate maximum effort taken by contributor 

 
is number of rewards(incentive) for bid. Where . 

Mechanism sort out all in following order   
, First contributor is considerd as winner for 

reward. Where in case of winner is considered as random. 
These winner pay contributor's reputation point as a payment.  
We have to note that each bidder i 2 n bids so as to maximize her profit. Where as 

 is balance reputation points of contributor which is used for next 
reward allocation computation. 

    Algorithm 1 Calculate Reputation Points of i 

1: REPCOUNT  
2: { 
3:  
3: if Delete = = TRUE then 
4:  if  

5:         
6:          

7:   else if  TRUE && N then  

8:         
9:            

10:         
11:  else  

12               

13:                        
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14:               end if  
15:      else  

16:   
17: end if  

  

Truthfulness 
 

Theorem 1.  Our k-round Wiki-reward Mechanism is Truthful 
 

Proof. We divide the proof for 1st round and then for any arbitrary tth round. In first 
round carry or saved reputation points of ith contributor is Rsi = 0.And also the 
contributor joining for the first time in any tth round, his or her Rsi = 0. 
First Round: 

 
Say is the reputation points of contributor earned by giving maximum effort, that 
we call revealing his true effort and is reputation points of (k + 1)th contributor. 
We show in our mechanism s/he can't gain any pro t by deviating from . And Let us 
Say contributor has given less e ort and say his reputation points earned is 

  

- Case1:    
Utility of contributor  is and In this case 
contributor  is still winning but  is reduced. So, giving less effort not 
maximizing his net utility even if he is winning.  

- Case2:   
Contributor loose reward hence his net utility is zero.  
 The above two cases confirm that deviation from is not maximizing his utility. So, 
revealing true e ort is the dominant strategy. 

Any tth Round 

Now consider the process continuous for  rounds after every  duration. And each 
contributor tries to save max reputation points that are carry to the next round. Then 

utility of contributor , where reputation points saved by  at round 
t,and   

Now we look for any  round process. Here we prove that any round,apart 
from saved     reputation Rs

t
i ,contributor i has to give best effort, otherwise he cannot 

increase his gain or utility. So, in any round the saved amount reputation of 
previous round is , and let us say in between round to 

contributor earn reputation points by pay max effort.and  is reputation 
points of (k + 1)th contributor.  
 
If deviate and earn  (make less effort) then 

- Case 1:   
Here Utility  and .In 
this case contributor  is win but as  hence his utility is reduced 

. 
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- Case 2:   

If we consider this case, contributor gave less effort than , here we consider 
following two sub cases  

1.   

Utility  and  

agent  win , but utility is  

2.   
This case implies that  Hence contributor lose, 

round (present) contest hence utility is zero. 
From above two cases, we can say for any contributor give max or showing true 

effort  is a    dominant strategy. 

4.4  Time Complexity of Mechanism 

The overall time complexity of our mechanism could be given as follows: 
 1. Time to sort out contributors according their reputation points in non increasing 

order is:   
2. To calculate utility of contributor i in each round t is  where    
3. Total time taken to calculate step1 and step2 for t number of round is: 

 where  some constant  
4. Over all time complexity is   

4.5   Byline-Credit and Social Matching 

Only motivation to contributors' for Wikipedia is not our aim but also how to perform 
social inter-action among information seeker and contributor (article expert) is key 
question. Social matching system brings people together in both physical and on-line 
space [18].With present technique it is not possible for information seeker to find 
article expert. We consider this problem and provide byline credit to contributor as 
incentive with webhosting. [7] author suggests for byline credit as a incentive in 
Wikipedia like scientific community, here we consider this suggestion as incentive as 
well as tool for social interaction between information seeker. Social interaction 
technique work in following way. 

 
a. Auction winner (contributor) will create home-pages what is our 

incentive for personal advertisement.   
b. Byline-credit is provided to winning contributor as shown in   fig 

[1] on her contributed articles. 
c. Information seeker click on byline credit and home page of 

contributor will open this will lead further social interaction 
between information seeker and contributor.  
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Fig. 1. Byline-Credit 

5   Limitation and Future-Work  

Suppose contributor contributes only on mechanism design article and her total 
reputation points is . Contributor  contributes on several articles as well as on 

mechanism design. Suppose  s total reputation points is  and consider rj 
reputation point she collect by contributing on mechanism design. Let us 

say , then according to our scheme  is winner then 
byline credit will provide to each article contributed by her. But  <  is deserve 
for by-line credit in mechanism design article. In future work we will try to resolve 
above problem by designing an incentive compatible mechanism for individual 
article. 
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Abstract. A neural model is used to analyze decoding of information from  
response and reproducing the response from a given stimuli. Extended leaky  
integrate and fire (LIF) model of neuron proposed by Deco and Scurmann is 
analyzed to study the effects of diffusion and jump process. Relationship in 
generated spikes and spike firing rate required to encode stimulus is validated. 
We have taken input stimuli spike train to be generated by Poisson process and 
studied the entropy of Poisson process during a small time window. We ex-
amined the information theoretic framework to simulate the coding strategy of 
single neuron for separating two different input spikes trains with use of infor-
mation theory. Simulations have done to detect the number of output spikes re-
quired to differentiates between input signals without decoding the neural code. 

1   Introduction  

There is challenging question in computational neuroscience relating to the mechan-
ism of information encoding in   brain and how does information propagate in the 
neural system. To this end researcher are looking for the neuron model which can ex-
plain complex functionality of neuron [2, 3]. 

There are several models of spiking neuron which have been proposed in the litera-
ture. One of the basic models of neuron H-H was proposed by Hodgkin and Huxley 
(1952).This model described biophysical mechanism in brain in terms of membrane 
potential. One of the limitations of H-H model is that it involves a large number of pa-
rameters. Attempts have been made to consider simpler which have the advantage of 
involving a few parameters  but at the same time capture neural dynamics one the 
well known model for generation of spikes is based on integrate and fire model 
[1,4,7]. 

A neural model can be used to either decode information from response or it can 
reproduce the response for a given stimuli. Neuron firings events are characterized by 
inter - spike intervals. Information in the brain is encoded through pattern of spike fir-
ing neuron in response to input signal.  Our interest is to know how many spikes are 
generated or what spike firing rate is required to encode stimulus. Deco and Schur-
mann [5, 6] studied transmission of information, preciseness of input detection and 
mechanism of coding by spiking neuron. 
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Neural firing event characterizes rate coding which encodes intensity of stimulus. 
Thus mean firing rate encodes the information. It has been observed by Softky and 
Koch[11] that spike train of cortical cells exhibit higher  degree of variability meas-
ured in terms of coefficient of variation in the visual area VI .  

They note that coefficient of variation of cortical cell is in the range of 0.5 – 1.0.  
Variability of ISI is one of the important aspects which enable to ensure that there is 
information in the input signal. This gives rise to time coding which requires precise 
time instances when spikes are emitted. 

These observations led to the use of the spiking models of neuron therefore to de-
scribe mechanism of neuron information processing and coding. Accordingly we are 
required to employ models which generate spike e.g. integrate and fire model where 
spiking units (neuron) generate code that propagate information. 

We wish to examine the Deco and Schurmann [5,6] information theoretic frame-
work  to simulate the coding strategy of single neuron for separating two different in-
put spikes trains with use of information theory [5, 6].We consider the model due to 
Deco and Schurmann who extended LIF model to study the effects of diffusion and 
jump processes. This model has enabled us to simulate to detect the number of output 
spikes required to differentiates between input signals without decoding the neural 
code. For the purpose of illustration we have taken input stimuli spike train to be gen-
erated by Poisson process. 

2   Generalized LIF Model 

Stochastic differential equation of a single neuron driven by diffusion process is given  

                                                                   (1) 

where W (t) is a standard Wiener process. This equation allows generating ISI distri-
bution in equation (1), 

τ = constant decay of membrane potential when no input signal is applied 
μ = drift parameter and 
σ = measure of the strength of randomness. 

Deco and Schurmann [5, 9] introduced another term proportional to increments in 
Poisson process. The modified LIF model reads as  

                                                    (2) 

where S (t) is homogeneous Poisson process. It may be noted that for Poisson process 
s (t), 

                                       (3)     

where ti are the Poisson distributed random instants with mean rate λ such that  λ-1 
represents the mean value of the time interval between two spiking events. 

For the sake of completion we give below the details of Poisson process. 
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2.1   Poisson Process 

S (t) is a Poisson process which is referred to as counting process with rate λ. An im-
portant aspect of the process is that it is independent increment process. In a time in-
terval of length t, the number of spikes is given as  

 

 , n = 0,1,…                             (4) 
 

It is a known result that if the arrival or generation of spikes is according to    Poisson 
process the inter arrival time is exponential.   

3   Spike Generations and Analysis 

We closely follow the work by Deco and Schurmann [5, 6]. A spike is generated 
when membrane potential V (t) > Ө (Threshold value) and is reset to a given initial 
potential V(0) after generation of spike. The spike generation time is denoted by  

 
 

           (5)                
 

The input signal is assumed to be described by independent stimuli in time and output 
spike trains are also independent because after the spike, the model is reset. We had 
taken the time precision ε so that λ ε << 1. 

3.1   Entropy of Poisson Process 

Our interest is to obtain an expression for the entropy of Poisson process during a 
small time window with precision ε. We further assume that λ ε << 1. The entropy is 
defined as 

                 (6)            
                                           

    

                                            

                                                 
 =   
    
   H    =   λ - λln λ ε  
         
    =   λ (1 - ln λ ε) 
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Output inter spike intervals are independent so the mutual information between the 
input and output spike train per unit time is given by 

 
                                         

                                                   (7)   
                                                                                           

                                      (8) 
 

where R =   is the rate of the output spikes. 
So spike times are restricted to those in the interval  .  Where  is the 

timing of the mutual information per output spike last output spike and the timing of 
the input spike is measure with respect to   

Thus         
                            =     -       
                                     
is the mutual information per output spike where  is the ISI of the output train. 

The entropies [5,6]  are 

                                and  

          
 

As given in Deco and Schurmann the loss of information is L = (Hin – Iio)/Hin. 

4   Simulations 

Diffusion processes represented with equation 1 is integrated numerically by     
discretizing as following 
 

   V (t + ∆t) = V (t) +             (9) 

 
where  is the standard Gaussian noise and   

  
 

represents the number of input spikes ti between t and t + Δ t.  
The simulation results are shown in figure. (For a single neuron) 
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Fig. 1. Input Mean Time vs CV 

 

Fig. 2. Input Mean Time vs Output Entropy H 
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Fig. 3. Input Mean Time vs Rate Output (R) 

 

Fig. 4. Input Mean Time vs Maximum Entropy (Hmax ) 

 

Fig. 5. Input Mean Time vs Mutual Information i/o 



 Simulating Spiking Neuron for Information Theoretic Analysis 189 

 

Fig. 6. Input Mean Time vs Loss of information (L) 

5   Conclusions and Future Work 

While examining information – theoretic analysis of single neuron we observed that 
the maximum efficiency in the transmission of information is not reached in the Pois-
son regime but just before it and when the output CV is high than also high transmis-
sion of information. Now for future work it is important to examine the effect of cor-
related inputs. This will throw the light on the effect of degree of correlation in the 
spiking pattern and ISI distribution.  
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Abstract. Increased reliance on the Internet has made information and commu-
nication systems more vulnerable to security attacks in VANET. Instead of de-
signing a defense against an attack, Game Theory attempts to design a defense 
against a sophisticated attacker who plans in anticipation of a complex defense 
in VANET. In addition, Game Theory can model issues of trust, incentives, and 
externalities that arise in security systems. This paper presents a Game theoretic 
potential for VANET security. The new technique termed NE (Nash Equili-
brium) with Markov chains has been computed based on the game model, for 
VANET security. In this paper, Markov chains (MC) are used to choose the ap-
propriate model for a given security problem in VANET and we have examined 
this new approach to extend the basic ideas of using game theory in VANET to 
predict transition rates for enhancing the security. The experimental evaluation 
will show that the Game theoretic approach of security measures for VANET 
using NE and MC perform better. 

Keywords: VANET, Nash Equilibrium, Markov Chain. 

1   Introduction 

A VANET technology which uses every moving car as nodes to form a network and it 
defines an efficient way of vehicular networking. Since the mobility rate [6] of ve-
hicle has been changed, the topology of the network will never be changed largely. 
This provides an integrated service for giving an effective and simple communication 
for vehicle mobility. To make a travel more convenient for the user, the VANET has 
provided a good service and the users’ request has also been processed efficiently. As 
information and communication technologies have now become an integral and indis-
pensable part of our daily life, there has been a significant shift in the global threat 
landscape. Today, the greatest security threats are coming to enhance the game theo-
retic approach for VANET security. 

Game theory approach address these troubles, as it features are capable to hold 
VANET security which is listed below, i) Several players with different goals struggle 
and interact with each other and they are ii) Used in several authority i.e., finances, 
decision theory, and control. Game theory provide mathematical framework for anal-
ysis, modeling, and decision processes for VANET security. Game theory authorizes 
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extra modeling of attacker [7] behavior and communication between defense and at-
tackers Compared with a pure optimization approach. Mathematical abstraction 
(framework) is useful for generalization of problems, merging existing ad hoc 
schemes in single window.  

Recently, game theoretic models are used to address network security issues. The 
concerns are carried over by Game Theory for information security problem [4]. In 
Game Theory, one player's result depends not only on his decisions, but also on those 
of his adversary. Likewise, the achievement of a security scheme depends not only on 
the real protection strategies that have been realized, but also on the deliberate actions 
taken by the attackers to initiate their attacks. It also depends on the actions of the us-
ers that are sharing the systems, and on the actions of their peers situated in other 
networks. All these agents act realistically according to their various incentives. Game 
Theory also helps the agents predict each other's behavior and suggests a course of ac-
tion to be taken in any given situation. 

2   Literature Review 

In general, a VANET can be modeled as a weighted graph G = (N, E). N contains the 
network nodes (eg; moving cars), while E is the set of edges. To improve the security 
of VANET, many techniques have been presented earlier. One of the technique 
named TPM hardware [Wagan, A.A. ; Mughal, B.M.; Hasbullah, H.,2010] [7], for the 
security framework of VANET by developing  the trusted infrastructure for neighbor-
ing nodes.  

To improve the communication security with game theoretic approach, [Assane 
Gueye, 2011] provided a Nash Equilibrium (NE) technique. The NE has been used 
here for variety of game applications. The variety of games like blocking games, in-
telligent virus attacking games and so on. [Samara, G. ; Al-Salihy, W.A.H.; Sures.R, 
2010] [8] analyzed a security issues of VANET environment. 

 

3   Enhancing Game Theoretic Approach for Vanet Security 

The basic assumption of a game theoretic model is that decisions makers are rational 
and take into account the rationality [7] of other decision makers. Players are termed 
as decision makers in a game and comprise the crucial entities of a game. A player 
can represent a person, a machine or a group of persons. Within a game, players per-
form actions that they describe from their particular action sets. The plan of actions 
that a given player takes during a game play is called the strategy of that player. 
When all players play their strategies, it leads to an outcome, which is the vector of 
the actions taken by the players in that game play. An outcome gives a positive or 
negative reward (prn) to each player. Being rational, each player is trying to choose 
the approach that capitalizes the received prn. The prn of a given player is derived 
from the preference that the player has of some outcome compared to others. A play-
er's preference is given by a utility function [3] that dispenses to each outcome a real 
number. 
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3.1   Markov Chains for Game Model 

The construction of Markov chains are used to measure the security and provide the 
game model based on the transitions in VANET.  It is an arbitrary process differen-
tiated as the next state depends only on the present state and not on the series of 
events that headed it. The Markov model is used to identify the probability of state 
transition from one state to another [8]. Depends upon the users’ actions states  
in VANET, it construct the Markov model of the system. To construct the Markov 
model, 

 
 Step1: Let the source be Ti 

Step2: Let Destination be Tj  
Step3: if transition from the state Ti to the state Tj  

Step4: Compute actions profiles of ρ1, ρ2….. ρk  
           With the rates of μ ρ1……. μρk consequently,  
Step5: Evaluate the total rate of the state transition from Ti to the state Tj: 
            λij = Σk n=1 μρn…………………(1) 
Step6: End If 

 
The Markov chains are used to identify the security state of the nodes in the network. 
The above pseudo code described the state transition of nodes from source to destina-
tion. Before transmitting the nodes in the given way, it is necessary to evaluate the ac-
tion profiles for each node in the network. Then choose the transition path and eva-
luate the rate of the transition path using Equation 1. Therefore, for computing the 
transition rates in Markov chain, it is enough to compute the rates of μρi. 

If in the state s of the system has equal rate of transition, then for action profile of 
ρi = ρr1, ρr2……. ρk with occurrence probabilities ( π*,s 1 (ρr1)………. π*,s k (ρk)), the rate 
will be as follows: 

Step7: if transition has equal state, 
Step8: Compute the action profiles ρi = ρr1, ρr2……. ρr k 

Step9: for each action profiles, 
Step 10:  Evaluate the total rate of the state transition  
               μ ρi = μ * π*,s j (ρj)………………..(2) 
Step 11: end for 
Step12: end if 

Therefore, to compute the rates of action profiles, it is enough to compute the rate of 
actors and the occurrence probabilities of the actions. The later is computed by solv-
ing the game model and the former is computed as follows.  

Step 13: If users’ actions on the state path fail, 
 With probabilities as γ1(1), γ2(2),……… γn1(n1), 
Step 14: The state of those actions rate is computes as 

               μ *, i
1 = μ1 * Σ n1

k=1 (1- γ1(k))……………..(3) 
Step 15: derive the game model 

The formulas referred in [2] for computing the Markov chains, to derive the game 
model. Based on users’ state transition, the Markov model is being designed. 
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Table 1 describes the probability of attack and defense factor based on vehicle den-
sity in a rural scenario. 

 

Fig. 2. Attack and Defense rate of VANET security in rural scenario 

Fig 2 describes the attack and defense rate of VANET security using NE and MC. 
In rural scenario, the vehicle density might be low. So when the vehicle density in-
creases, the probability of defense rate for the attack is high to show the better per-
formance. The probability of attack is also being low compared to urban scenarios. 
The attack and defense rate is measured in terms of probability factor. When using 
NE and MC for VANET security, the attack rate is very low compared to an existing 
ACO for VANET security. 

Table 2. Attack and Defense rate of VANET security in urban scenario 

Vehicle 
Density 

Probability (urban scenario) 
Attack factor Defense factor 

10 0.05 0.09 
20 0.16 0.19 
30 0.09 0.1 
40 0.14 0.17 
50 0.27 0.3 

 
Table 1 describes the probability of attack and defense factor based on vehicle den-

sity in an urban scenario. 
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Fig. 3. Attack and Defense rate of VANET security in urban scenario 

Fig 3 describes the attack and defense rate of VANET security in an urban scenario 
using NE and MC. In urban scenario, the vehicle density might be high. So when the 
vehicle density increases, the probability of attack is high and so the defense rate 
should also be high to show the better performance. The attack and defense rate is 
measured in terms of probability factor. When using NE and MC for VANET security 
in urban scenario, the attack rate is very high and defense rate is also being high com-
pared to an existing ACO for VANET security. 

Table 3. Performance Rate of VANET security using NE and NC 

Probability 
of Attack 

VANET security us-
ing NE and MC 
Performance Rate 

0.04 25 
0.08 34 
0.12 30 
0.16 35 
0.2 33 

 

Fig. 4. Performance measure of VANET security 
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Fig 4 describes the performance measure of VANET security using NE and MC 
for game theoretic approach. When the probability of attack for VANET security in-
creases, the performance for securing the VANET environment is also be high by us-
ing NE and MC. Since the Nash Equilibrium is used for VANET security, the state of 
the vehicles are maintained stable and it does not allow the intruders to intrude the 
vehicle in a specific interval of time. 

Finally, it is observed that the proposed MC and NE for VANET security efficient-
ly designed using NS2 simulator. The game model is derived based on users’ action 
profiles in the state transition paths using Markov chain model. Based on game mod-
el, derive the equilibrium state and identify the stable state of the game model. 

6   Conclusion 

To improve the game theoretic approach in VANET security, this paper presented a 
new technique MC (Markov Chains) and NE (Nash Equilibrium). The MC here pre-
sented an efficient game model based on the issues raised in the VANET environ-
ment. The NE has been computed efficiently based on the game model. By the way, 
the issues over VANET have been decreased. The security game outperforms the raw 
approach of protecting locations equivalent to their methods by ignoring attacker be-
havior. The numerical analysis is based on the sensible simulation data attained from 
traffic engineering systems. The simulation results showed that the game theoretic 
approach for VANET security using MC and NE is the best to use.  
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Abstract. Image scaling algorithms play important role in many image scaling  
applications. Image scaling is the process of enlarging an image or reducing the 
size of an image to make it suitable to display on the given display device. The 
paper mainly focuses image zooming to fit the given image on a display device 
to view the details on a bigger display device.  When the image is zoomed, arti-
facts like blurring, jagging and ghosting may arise. The main objective of the 
paper is to investigate and study the known algorithms for image scaling based 
on different comparative parameters in frequency domain. The different inter-
polation techniques such as nearest neighbor and bilinear are studied and com-
pared in both spatial and frequency domain. The paper proposes a novel scheme 
for fast computation of the different image interpolation techniques.  

1   Introduction 

An image may be defined as a two-dimensional function f(x, y), where x and y are 
spatial (plane) coordinates, and the amplitude of f at any pair of coordinates (x, y) is 
called the intensity or gray level of the image at that point. The field of digital image 
processing refers to processing digital images by means of a digital computer. Digital 
image processing involves the use of computer algorithms to perform image 
processing on digital images. The usefulness is apparent in many different disciplines 
covering medicine through remote sensing. The application of digital image 
processing includes medical applications, restorations and enhancements, digital ci-
nema, image scaling, image compression, image transmission and coding, color 
processing, remote sensing, robot vision, facsimile, etc.  

A fast algorithm for image interpolation is proposed for real-time enlargement of 
video images is discussed [8]. A novel method of nonlinear scaling is proposed to 
overcome the compatibility problem [7]. An adaptive resampling algorithm for zoom-
ing up images is based on analyzing the local structure of the image and applying a 
near optimal and least time-consuming resampling function that will preserve edge 
locations and their contrast. A method is proposed to take into account information 
about discontinuities or sharp luminance variations while doubling the input picture 
[5]. Popular methods such as bilinear Interpolation, cubic convolution and cubic con-
volution are investigated [4]. The different measures can be used to compare the dif-
ferent algorithms of interpolation [11] [6] [5] [10]. 
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Section 1 discusses the introduction, Section 2 briefs about image scaling, Section 3 
explains the different scaling techniques considered, Section 4 discusses the   imple-
mentation details and Section 5 discusses the test results. Conclusions are discussed in 
the Section 6.  

2   Image Scaling  

In computer graphics, image scaling is the process of resizing a digital image. In the 
case of scaling up (image enlargement), the methods used involve first resizing the 
image by padding with zeros, followed by convolution with a two-dimensional, spa-
tially invariant linear filter. Since we are dealing with matrices that represent discrete 
pixel values, we use the filter in the discrete domain. Hence each filter can be 
represented by the impulse function h, which is also called the mask of the filter. Scal-
ing down (image reduction) increases the incidence of high frequencies and causes 
several pixels to collapse into one. Hence we need to apply a smoothing filter in order 
to minimize aliasing problems in the target image. Apart from fitting a smaller display 
area, image size is most commonly decreased (or sub-sampled or down-sampled) in 
order to produce thumbnails. There are   several methods of increasing the number of 
pixels that an image contains, which evens out the appearance of the original pixels. 

Non-adaptive algorithms include: nearest neighbor, bilinear, spline, sinc, lanczos 
and others.  The more adjacent pixels they include, the more accurate they can   be-
come, but this comes at the expense of much longer processing time.  Interpolation is 
the problem of approximating the value for a non-given point in some space, when 
given some values of points around that point. Nearest neighbor interpolation is the 
simplest method and basically selects the value of the nearest point, and assigns that 
value to the output point and does not consider the values of other neighboring points 
at all, yielding a piecewise-constant interpolate. Bilinear interpolation determines the 
grey level value from the weighted average of the four closest pixels to the specified 
input coordinates, and assigns that value to the output coordinates.  

3   Image Scaling in the Frequency Domain 

Image transforms are extensively used in image processing and image analysis. 
Transform is a basically mathematical tool, which allows us to move from one do-
main to another domain (time domain to frequency domain). Image transforms are 
useful for fast computation of convolution and correlation. The transforms do not 
change the information content present in the signal. Transforms play a significant 
role in various image processing applications such as image analysis, image en-
hancement, and image filtering and image compression as well. The frequency do-
main representation clusters the image data according to their frequency distribution. 
In frequency domain filtering, the image data is dissected into various spectral bands, 
where each band depicts a specific range of details within the image. The process of 
selective frequency inclusion or exclusion is termed “Frequency domain filtering”. 
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3.1   Fast Computation of Nearest Neighbor Interpolation 

 

Fig. 1. Nearest Neighbor interpolation using frequency domain approach 

In nearest neighbor method, replace each row by a number of identical rows, and 
likewise for columns. This is known as scaling by pixel replication. In formal terms, 
this is achieved by applying a box interpolation filter. Hence the rows of zeros have 
been replaced with a copy of the pixel values directly above them, and the columns of 
zeros took on the values of the pixels to their immediate left. In general, to scale an 
image x times in the horizontal direction and y times in the vertical direction, we need 
a mask of size y rows and x columns with all the elements taking a value of 1. If the 
original image had n rows and m columns, and we want to scale it up by a factor of x 
in the horizontal direction and y in the vertical direction, then the zero-padded image 
will have x*n+1 rows and y*n+1 columns. 

3.2   Fast Computation of Bilinear Interpolation 

 

Fig. 2. Bilinear interpolation using frequency domain approach 
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Fig. 3. Filter co-efficient 

The figure 3 shows a matrix of a Bartlett filter used to scale an image up by a    
factor of 2 in both the horizontal and vertical directions. For example, in the case of 
scaling up 2 in both the horizontal and vertical directions, since each pixel is mapped 
into 4 pixels in the resulting image, we want the intensity to be 4 times greater than 
that of the original image in order to maintain the same average intensity level.  

4   Implementation Details 

The experiments are conducted at PESIT Multimedia Lab for different sets of input 
images of various file formats. The different interpolation algorithms considered are 
nearest neighbor, bilinear and spline interpolation for the comparison using different 
parameters such as MSE, PSNR, and quality index. The digital signal processor mul-
timedia developer kit DM 642 operating at 600 MHZ is considered for the experimen-
tation. All the source files are written in C programming language. The DM642 DSP 
is capable of executing eight instructions in parallel at the clock speed of 600  MHz  If 
we are able  to utilize  these  execution  units then we  can benefit from its processing 
power  and obtain a high performance solution. Otherwise, the performance may not 
be satisfactory. The un-optimized codes for different interpolation techniques are con-
sidered for validation.   

5   Test Results and Discussions 

Experiments are conducted for different set of images of different resolution and file   
formats. A sample of the result is displayed for the further discussion. Different com-
parison parameters such as MSE, PSNR, Quality index (QI) and computation time are 
considered.  
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Fig. 4. Input images considered for the discussion 

 

Fig. (a). Input 
image 

 

Fig. (b). Box filter 

 

Fig. (c). Bartlett filer 

Fig. 5. Cameraman image (Scaled by factor 2 in both horizontal & vertical direction)  

 

 

Fig.(a). Input 
image 

 

Fig. (b). box filter 

 

Fig. (c). Bartlett filer 

Fig. 6. Cameraman image (Scaled by factor 4 in both horizontal and vertical direction) 

The figure 4 indicates some of input images considered for the experimentation. 
The figure 5 and 6 indicates the original image and the subjective quality of the near-
est neighbor and bilinear interpolation. The tables 1, 2, 3 and 4 shows the comparison 
of different parameters such as Mean Square Error (MSE), Peak Signal to Noise Ratio 
(PSNR) and Quality index (QI) for different scaling factors 2, 4, and 8 for the came-
raman, circuit, rice and moon images. The table 5 shows the result for spatial domain 
computation time and frequency domain computation time. Computation time is the 
total time involved to obtain the zoomed image. 
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Table 1. Table showing different comparison parameters for the Cameraman image 

Scale factor 

Nearest neighbor 
(Box filter) 

Bilinear 
(Bartlett filter) 

MSE PSNR QI MSE PSNR QI 

2 376.8179 22.3695 0.9515 261.2432 23.9604 0.9651 

4 729.5694 19.5001 0.9066 497.8059 21.1602 0.9325 

8 1193.9 17.3612 0.8454 807.7252 19.0582 0.8865 

Table 2. Table showing different comparison parameters for the Circuit image 

Scale factor 
Nearest neighbor (Box filter) Bilinear (Bartlett filter) 

MSE PSNR QI MSE PSNR QI 

2 206.2694 24.9865 0.9830 133.5975 26.8728 0.9893 

4 428.847 21.8078 0.9574 255.7305 24.053 0.9721 

8 927.0181 18.4599 0.8910 590.7553 20.4167 0.9255 

Table 3. Table showing different comparison parameters for the Rice image 

Scale factor 
Nearest neighbor (Box filter) Bilinear (Bartlett filter) 

MSE PSNR QI MSE PSNR QI 

        2 372.82 
 

22.42 
 

0.943 201.24 
 

25.093 
 

0.961 

        4 734.564 
 

19.47 
 

0.88 407.805 
 

22.026 0.921 

        8 98 18.21 0.7463 653.725 19.976 0.801 

Table 4. Table showing different comparison parameters for the Moon image 

Scale factor 

Nearest neighbor 
(Box filter) 

Bilinear 
(Bartlett filter) 

MSE PSNR QI MSE PSNR QI 

2 86.2853 
 

28.7714 
 

0.9973 53.276 
 

30.865 
 

0.9985 

4           215.948 
 

24.7873 
 

0.9924 136.1032 
 

26.792 
 

0.9965 

8 563.3191 
 

20.6233 
 

0.9817 356.579 
 

22.609 
 

0.9903 
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Table 5. Comparison of computation time using spatial and frequency domain methods 

Scale factor 

Spatial domain  
(in milliseconds) 

Frequency domain  
(in milliseconds)     

Nearest neighbor Bilinear Nearest neighbor Bilinear 

2 19 42 14 40 

4 34 80 28 71 

8 55 125 49 112 

 
From the experimental results, it is clear that bilinear interpolation algorithmic 

yields better results than nearest neighbor interpolation. Bilinear interpolation has 
higher value of PSNR and Quality index for scaling factors 2, 4 and 8 which is shown 
in the table 1, 2, 3 and 4 for all the input images considered. For any scaling factors, 
bilinear interpolation has higher value of PSNR and quality index. Also the subjective 
quality of the image for bilinear interpolation is better than nearest neighbor interpola-
tion which is shown in figure 5 and 6. For the moon  image shown in the table 4, 
PSNR and Quality index for any scaling factor is high which indicates that if the vari-
ation in the intensity levels for the given image is less, then it is possible to scale-up 
or zoom the image without sacrificing the quality. Similarly for cameraman image 
shown in the table 1, since the variations are more, if we scale the image, quality also 
suffers. The computation time required using frequency domain methods are compa-
ratively less compared to spatial domain methods which is shown in table 5. 

6   Conclusions 

Bilinear interpolation can be used to zoom the image since it provides better results. 
But the main problem with bilinear interpolation is the computation time. Hence it is 
required to reduce the computation time which can be done by using frequency do-
main methods. Since filter based techniques are designed using frequency domain ap-
proach hence there is comparable reduction in computation time and complexity 
compared to spatial domain approach. Based on results, it is clear that even in fre-
quency domain box filter based algorithm requires less time than Bartlett filter based 
algorithm but Bartlett filter usage yielding better quality image than box filter use. Al-
so computation time can be further reduced by using fast computing transforms in 
place of FFT and IFFT. 
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Abstract. Automated systems for understanding low resolution images of dis-
play boards are facilitating several new applications such as blind assistants, 
tour guide systems, location aware systems and many more. Script identifica-
tion at character/word level is one of the very important pre-processing steps for 
development of such systems prior to further image analysis. In this paper, a 
new approach for word level script identification of text in low resolution im-
ages of display boards is presented. The proposed methodology uses horizontal 
run statistics and wavelet features for distinguishing 5 Indian scripts namely; 
Hindi, Kannada, English, Malyalam and Tamil. The method works in two phas-
es; In the first phase, the wavelet transform based texture features such as zone 
wise wavelet energy features, vertical run statistical features of wavelet coeffi-
cients and wavelet log mean deviation features of decomposed energy bands at 
2 levels are obtained from training word images and knowledge bases are con-
structed, one for each script/language under study. The second phase is testing, 
in which test word image is processed to obtain horizontal run statistics to de-
termine whether it belongs to Hindi script. Otherwise, a newly defined descri-
minant function that measures the city block distance between test sample and 
pre-constructed knowledge base of every script is used to identify the script of 
the test sample. The proposed method is robust and insensitive to the variations 
in size and style of font, number of characters, thickness and spacing between 
characters, noise, and other degradations. The proposed method achieves an 
overall identification accuracy of 89.7% and individual identification accuracy 
of 92% for Kannada Script, 97.67% for English, 82.5% for Malyalam and 87% 
for Tamil Script.  

Keywords: Script Identification, Low Resolution Images, Wavelet Features, 
City Block Distance, Display Boards. 

1   Introduction 

In recent years, the camera embedded hand held systems such as smart mobile 
phones, tablets and PDA’s are being widely used and they increasingly pro-
vide/exhibit higher computing and communication capabilities.  These devices with 
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internet access facilities are being used for wide variety of purposes such as informa-
tion seeking, mobile commerce and other business and enterprise applications. One 
such application is to understand written text on display boards in an unknown envi-
ronment. People who move across different places in the world for field work and 
business find it difficult to understand written text on display boards particularly in 
foreign environment. This is especially true in countries like India, which are  
multilingual. Hence there is a need for a gadget that helps people to understand dis-
play boards by detecting and translating written matter while providing localized  
information.  

The written matter on display boards/name boards provides important information 
for the needs and safety of people, and may be written in unknown languages. The 
written matter can be street names, restaurant names, building names, company 
names, traffic directions, warning signs etc. Researchers have focused their attention 
on development of techniques for understanding written text on such display boards. 
There is a spurt of activity in the development of web based intelligent hand held sys-
tems for such applications and few are summarized in the following and a more ela-
borate survey of related works is presented in the next section. A mobile context 
aware tour guide system (CyberGuide), which provides route map for the user to na-
vigate and retrieve the information based on user’s location and point/object of inter-
est is found in [1]. The context aware communication system (ComMotion) for mobile 
phones is described in [2]. The Image-based Deixis (IDeixis) enables hand held de-
vice to capture an image and query the web server to retrieve the relevant location in-
formation from web [3]. Web based hand held intelligent systems for streaming mul-
timedia, retrieving image based search information, city map navigation to gather 
information about a point of interest, and mobile learning and many more have been 
reported and are described in [4-10].  

In the reported works on intelligent systems for hand held devices, not many works 
pertains to understanding of written text on display boards. Therefore, scope exists for 
exploring such possibilities. The text understanding involves several processing steps; 
text detection and extraction, preprocessing for line, word and character separation, 
script identification, text recognition and language translation. In the Indian context, 
the written text on display board may contain multilingual information. Therefore, 
recognition and language translation tasks require script identification at word level. 
Hence, script identification at word level is one of the very important processing steps 
for development of such systems prior to further analysis. The script identification 
task also facilitates automation of grouping words of a specific script/language and al-
so separate interlaced words pertaining to other script/languages.    

The script identification of text in low resolution images of display boards is a dif-
ficult and challenging problem due to various issues such as font size, style, and spac-
ing between characters, skew and other degradations.  The reported works on script 
identification have identified a number of approaches, which are categorized into lo-
cal and global approaches. The local approaches use connected component analysis 
process for determining the script of text. The paradox inherent in such approaches is 
that, the extraction of connected components requires prior knowledge of the script of 
the document or display board image text. In addition to this, the presence of noise 
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and other significant degradations in natural scene display board images significantly 
affects connected component determination and analysis process, thus making such 
approaches inefficient. In contrast, the global approaches measure the properties of a 
region/block of text and give sufficient characterization of the underlying script. 
Hence, texture analysis is good choice for solving such a problem.  

In this paper, an approach for word level script identification of low resolution im-
ages of display boards using wavelet features is proposed. The method distinguishes 
input word into five scripts namely; Hindi, Kannada, English, Malyalam and Tamil.  
The method investigates use of zone wise wavelet energy features, wavelet log mean 
deviation features and newly obtained properties of wavelet coefficients for solving a 
practical but hitherto mostly overlooked problem in natural scene image processing-
the script identification of text in low resolution images of display boards. The de-
tailed description of the proposed methodology is given in following sections of the 
paper. 

The rest of the paper is organized as follows; the detailed survey related to 
script/language identification is described in section 2. The proposed method is pre-
sented in Section 3. The experimental results and analysis are given in Section 4.  
Section 5 concludes the work and lists future directions.  

2   Related Works 

The script identification in a low resolution image of display board is a necessary step 
for development of various other tasks of display board understanding system. A 
number of methods for script identification have been published in recent years and 
are categorized into local and global approaches. The local approaches perform con-
nected component analysis and use statistic based features for script identification. 
Few such methods are summarized in the following; An approach for determining the 
script and language of document images is proposed in [11]. Initially, the algorithm 
determines connected components and locates upward concavities in the connected 
components. It then classifies the script into two broad classes Han-based (Chinese, 
Japanese and Korean) and Latin-based (English, French, German and Russian) lan-
guages. The Han-based languages are later differentiated using statistics of optical 
densities of connected components. And Latin-based languages are identified based 
on the most frequently occurring word shape characteristics.  

An automatic technique for the identification of printed Roman, Chinese, Arabic, 
Devanagari and Bangla text lines from single document image is found in [12]. A me-
thod for script and language identification of noisy and degraded document images is 
described in [13]. This method identifies script based on document vectorization 
technique that converts each image into vertical cut vector and character extremum 
points that characterizes the shape and frequency of contained character or word im-
ages. The method is tolerant to the variation in text fonts and styles, noise, and vari-
ous types of document degradation. 
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In contrast, the global approaches measure the texture of a region of text to identify 
the underlying script. Some of the texture based approaches are detailed below; The 
method describing effectiveness of rotation invariant texture features for automatic 
script identification is found in [14].  The techniques that investigate use of texture 
analysis for script/language identification from document images are presented in [15-
16]. The effectiveness of features extracted from co-occurrence histograms of wavelet 
decomposed images and KNN classifier for script identification of 7 Indian languages 
is discussed in [17].  

In recent years, the methods that perform similarity analysis for script identifica-
tion/text recognition/quick reading of words/image analysis are also described in [18-
20]. A statistical script identification technique that determines the script of camera-
based images which suffer from perspective distortion is discussed in [21].  

After the thorough study of literature, it is found that only few works pertain to 
script identification of text in low resolution images and there is a scope for new me-
thod for script/language identification due to limitations of reported works. First, the 
performance of local approaches depends upon correct segmentation of connected 
components. Consequently, they are very sensitive to the segmentation error resulting 
from noise and various types of document degradation. Second, the global techniques 
need more time to measure the texture of a region. But, these methods are a good 
choice for analysis of low resolution images of display boards. Hence, use of textural 
features for script identification task is further investigated in the proposed work.  

It is also noticed that, the global techniques, operate on predefined size text blocks 
containing matter pertaining to same script for determination of script and language of 
underlying document. But this is not the case with written text on display boards in 
the Indian scenario, as text may contain multilingual information. Therefore, it is ne-
cessary to identify script and language at word level which is essential for later 
processing steps such as text understanding and language translation. The task of 
script identification at word level is difficult and challenging, because distinguishing 
properties are to be obtained from a small region containing text of variable size and 
font. Therefore more research is desirable to model texture of small region containing 
text of variable size and font for better characterization and classification with re-
duced computational complexity.   In the current work new properties of texture using 
wavelet coefficients are employed for script identification of text in low resolution 
images of display boards. The detailed description of the proposed methodology is 
given in the next section. 

3   Methodology for Word Level Script Identification 

The proposed method uses following processing steps such as Preprocessing, Feature 
Extraction, Construction of Knowledge Bases and Script Class Identification. The 
block schematic diagram of the proposed model is given in Fig.1. The detailed de-
scription of each processing step is presented in the following subsections; 
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Fig. 1. Block Diagram of Proposed Model 

3.1   Preprocessing 

The works reported in literature preprocess document image to obtain uniform sized 
text block, detect and correct skew, and remove uneven spacing between lines, word 
and characters to obtain optimal texture features for improved classification rate. Be-
cause, the presence of noise, skew and uneven spacing and other degradations signifi-
cantly affect texture features leading to higher classification errors. But the prepro-
cessing task is difficult, computationally expensive and may not be suitable for 
applications that process small of amount of text containing few lines. Hence, in this 
work, an attempt is made to evaluate performance of new texture features extracted 
directly from variable sized word images without preprocessing them. The prepro-
cessing is done to binarize the image and generate bounding box around it. 

3.2   Feature Extraction 

The wavelet transform has emerged to provide a good framework for multi-scale sig-
nal analysis and wavelet coefficients have proved to provide significantly better re-
presentation of texture.  The reported works on script identification use wavelet band 
energy features and concurrence signatures at various resolution levels. But these 
wavelet coefficients have been used for modeling texture of document text. Hence, in 
this phase, further investigation into the extraction of new texture features from wave-
let coefficients suitable for the task of script identification of text in low resolution 
images of display boards is carried out. Initially, the two dimensional discrete wavelet 
transform is applied to decompose word image into energy sub-bands at 2 levels as 
stated in equations (1)-(4). 
 

 Aj= [ Hx * [ Hy * Aj-1]↓ 2,1] ↓1,2    (1) 

 

 Dj1= [ Gx * [ Hy * Aj-1]↓ 2,1] ↓1,2    (2) 
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 Dj2= [ Hx * [ Gy * Aj-1]↓ 2,1] ↓1,2    (3) 

   

 Dj3 = [ Gx * [ Gy * Aj-1]↓ 2,1] ↓1,2    (4) 

Where, Aj and  Djk are approximation and detail coefficients at each resolution level 
j, H and G are low and high pass filters, and  ↓x,y represents down sampling along 
each axis by given factors. Then the features are extracted from different 
zones/regions of detailed sub-bands at 2 levels. 

3.2.1   Zone Wise Wavelet Energy Features 
The detailed coefficient Dj1 (Horizontal Energy Band) is divided into three horizontal 
and four vertical zones at each level j as shown in Fig. 2. The three horizontal zones 
namely top zone, middle zone and bottom zone covers 30%, 40% and 30% of the re-
gion of band and all vertical zones are divided to have equal size. 
 

 

Fig. 2. Three horizontal and four vertical zones of detailed coefficient Dj1 

Further, 3j horizontal and 4j vertical zone energy features are obtained, at each lev-
el j as described in equations (5) to (8). The method also computes 2 relational fea-
tures as difference values between top and middle zone, and middle and bottom zone 
as described in equations (9)-(10), again at each level j. Then, the wavelet energy fea-
ture is computed from the detailed coefficient Dj3 (Diagonal Energy Band) at every 
level j as depicted in equation (11). Hence, totally 10 wavelet energy features are ob-
tained at each level j. These features (10 at each level) are stored into feature vector X. 

)/()),(((
1

1

1

1

11 MxNnmDE
N

n

j

u

m

hj 
==

=        (5) 

)/()),(((
1

1

2

11

21 MxNnmDE
N

n

j

u

um

hj 
=+=

=     (6) 

)/()),(((
1

1

12

31 MxNnmDE
N

n

j

M

um

hj 
=+=

=     (7) 

)/()),(((
*

)*1(1

1

1

1 MxNnmDE
stepk

stepkn

j

M

m

vkj 
−+==

=     (8) 

Ej1h4  = Ej1h1 - Ej1h2;       (9) 
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Ej1h5  = Ej1h2 - Ej1h3;                         (10) 
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Where,  
• Ej1h1, Ej1h2 and Ej1h3 correspond to energy features of top, middle, and bottom zones of horizontal 

detailed band Dj1 at resolution j.  
• Ej1vk correspond to vertical energy feature of each zone, where k is vertical zone number and va-

ries between 1 to 4. 
• Ej1h4 and Ej1h5 represent features that model relation between zone-wise energy features at reso-

lution j. 
• j represents resolution level and is varied between 1-2. 
• MxN  represents size of detailed band 

• (1:u1, 1:N) indicates size of top zone 
• (u1+1:u2, 1:N) indicates size of middle zone 
• (u2+1:u3, 1:N) indicates size of bottom zone 
• step is the size of each vertical zone  and is determined as below; 

 step = N/ 4; 

3.2.2   Wavelet Log Mean Deviation Features 
Previous work in the field of texture analysis has observed that the logarithmic quan-
tization of wavelet coefficients yields better representation of texture improving over-
all classification accuracy [16]. Therefore, the effectiveness of wavelet log mean dev-
iation features is evaluated in the current work and an attempt is also made to model 
relation between detailed energy bands. The method computes totally 3j wavelet log 
mean deviation features at every resolution level j using equation described in (12), 
which are stored into feature vector X. 
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Where,  
∂  is a constant specifying the degree of nonlinearity in the transform. 
Sj  represents the estimated maximum value of the coefficients at resolution level j. 

In the current work, the value of ∂ = 0.001 is experimented. During experiments it is 
observed that, the obtained values gives better representation of texture. Further, 2 
more additional features that model relation between detailed energy bands are deter-
mined as stated in equations (13)-(14). Hence, this step records 10 features (5 at each 
level) into feature vector X. 

 
LMDj4 = LMDj1 - LMDj2;                        (13) 

 
LMDj5 = LMDj2 - LMDj3;                        (14) 

3.2.3   Wavelet Vertical Run Features 
A wavelet vertical run R(Ø,d) is defined as number of consecutive wavelet coeffi-
cients that runs for a distance greater than or equal to a specified value d, in a given 
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direction Ø=90 degree (The value 90 is fixed for vertical direction). And the wavelet 
vertical run feature WRFj2z is number of occurrences of wavelet vertical runs in a giv-
en area or region and is described in equation (15). These statistical features are ob-
tained from vertical detailed coefficient Dj2 halved into four equal sized vertical re-
gions/zones (as shown in Fig. 3) leading to a dimension of 8 features at both 
decomposition levels (4 features for every level j), which are further recorded into 
feature vector X. 


−+=

=
sizezonek

sizezonekn

zjWRF
_*

_)*1(1

2  d)R(Ø,                  (15)  

 

Fig. 3. Four vertical zones of detailed coefficient Dj2 

Where, 

• R(Ø,d) is wavelet vertical run for a distance >= specified value  d (which is 
empirically chosen as 6), and direction Ø= 90 degree.   

• z indicates zone number of  vertical detailed coefficient Dj2 takes values in 
the range 1-4. 

• zone_size is size of each vertical region/zone and is determined as below; 
zone_size  =  = N/ 4; 

Finally, the feature vector X contains 14 zone wise wavelet energy features, 4 rela-
tional features between zones of horizontal detail band, 2 wavelet features of diagonal 
energy bands, 6 wavelet log mean deviation features, and 4 features that model rela-
tion between wavelet log mean deviation features, and 8 wavelet vertical run features 
leading to a dimension of 38. The feature vector X at level j is given below in equa-
tion (16); 

X = [Ej1h1 Ej1h2 Ej1h3 Ej1h4 Ej1h5 Ej1v1 Ej1v2 Ej1v3 Ej1v4 Ej3 LMDj1 LMDj2 LMDj3 LMDj4 

LMDj5 WRFj1 WRFj2 WRFj3 WRFj4,   j=1,2 ]                             (16) 
 

The data set of such features obtained from training samples is further used for con-
struction of knowledge base for every script. 

3.3   Knowledge Bases for Script Identification 

For the purpose of knowledge base construction, the images were captured from dis-
play boards of government offices in India. The image database consists of 300 Kan-
nada, 300 English, 200 Malyalam, 200 Tamil and 200 Hindi script word images of  
varying resolutions. The mages in the database are characterized by variable number 
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of characters, variable font size and style, uneven thickness and spacing between cha-
racters, minimal information context, small skew, noise and other degradations.  

Then, 70% of the different samples from each script are chosen to train the system. 
During training, features are extracted from all training samples and knowledge base 
is organized as a data set of all features. The stored information in the knowledge base 
sufficiently characterizes all variations in input and script class separation. It is also 
noticed that, training system with more samples will improve the performance of the 
system. At the end of training four knowledge bases WD_IMKB_KAN, 
WD_IMKB_ENG, WD_IMKB_MAL, and WD_IMKB_TAM for Kannada, English, 
Malyalam and Tamil Scripts are generated. And testing is carried out for all word im-
ages of database containing 70% trained and 30% test samples. 

3.4   Script Class Identification 

The script identification task consists of 2 processing stages. In stage1, the test word 
image is processed to determine whether it belongs to Hindi Script. Otherwise, stage 2 
measures city block distance between test data instance and knowledge base of every 
script to determine whether it belongs to Kannada, English, Tamil or Malyalam 
Script. The functionality in both stages is described in the following sections; 

3.4.1   Computational Strategy for Hindi Script Identification 
In this stage, horizontal run statistics of test word image are used to determine wheth-
er the written word in display board image belongs to Hindi or other scripts. Initially, 
the horizontal runs of length greater than 6 are computed for every row of word image 
and are stored into a run feature vector HRV. The vector records row number and run 
length count of all runs for all rows. These run length values are thresholded to classi-
fy word image into two classes’ w1 and w2. Where, w1 corresponds to Hindi script 
and w2 corresponds to other scripts category. The classified word image into class w2 
is further processed as in stage 2 to determine whether it belongs to Kannada, English, 
Tamil or Malyalam Script. 

3.4.2   City Block Distance Measure 
In this stage, test data instance is processed to obtain wavelet features, and a feature 
vector Xt is constructed as depicted in equation (17). 

 
Xt = [tEj1h1 tEj1h2 tEj1h3 tEj1h4 tEj1h5 tEj1v1 tEj1v2 tEj1v3 tEj1v4 tEj3  tLMDj1 tLMDj2 tLMDj3 

tLMDj4 tLMDj5 tWRFj1 tWRFj2 tWRFj3 tWRFj4,   j=1,2 ]               (17) 
 

Then, the smallest city block distance between test data instance Xt and data set of 
each knowledge base is determined to obtain distances  d1, d2, d3, and d4 as described 
in equations (18) to (21).    

d1 =  min ( ) ( ) ) 






 −
z

zizt AXAX |N(WD_IMKB_KA|              (18) 
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d2 =  min ( ) ( ) ) 






 −
z

zizt AXAX |G(WD_IMKB_EN|            (19) 

 d3 =  min ( ) ( ) ) 






 −
z

zizt AXAX |L(WD_IMKB_MA|            (20) 

 d4 =  min ( ) ( ) ) 






 −
z

zizt AXAX |L(WD_IMKB_TA|            (21) 

Where, Az represents value of zth attribute of feature variable Xi in the corresponding    
knowledge base and  the value of z lies in the range 1<=z<=38. 

The smallest distance between test word image and knowledge base is used to 
identify the script class. The proposed methodology performs well for variability in 
font size, style and image resolution. The approach also identifies script of nonlinear 
text in the image and results are presented in the next section. However, the method 
requires sufficient training of all variations in font size, style and other degradations.  

4   Results and Analysis 

The effectiveness of proposed methodology for script identification using wavelet 
features has been evaluated for 1200 low resolution images of display boards. The 
images were captured from display boards of government offices in India. The image 
database consists of 300 Kannada, 300 English, 200 Malyalam, 200 Tamil and 200 
Hindi script word images of varying resolutions. The mages are characterized by vari-
able number of characters, variable font size and style, uneven thickness and spacing 
between characters, minimal information context, small skew, noise and other  
degradations.  

The proposed methodology has produced good results for low resolution word im-
ages containing text of different size, font, and alignment with varying background. 
The approach also identifies script of small skewed text regions. Hence, the proposed 
method is robust and achieves an identification accuracy of 92% for Kannada Script, 
97.67% for English, 82.5% for Malyalam and 87% for Tamil Script. A closer exami-
nation of results revealed that misclassifications arise due to minimal information 
context, noise and larger skew, which affect the texture of region of text and perfor-
mance of the texture based approach.  It is also found that, if the knowledge bases are 
trained for all variations and degradations, better performance can be obtained.  

5   Conclusions and Future Works 

In this paper, an approach for word level script identification of low resolution images 
of display boards employing wavelet features is proposed. The method identifies 
script of word image without applying techniques for removal of noise and other de-
gradations. This aspect of work makes it more robust and efficient.   The proposed set 
of new texture features are tend to better model the texture of a region of text and thus 
provide sufficient characterization for improving classification accuracy. The testing 
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of methodology for 1200 low resolution word images containing text of different size, 
font, and alignment with varying background has yielded an average classification ac-
curacy of 89.7%. The system is found to be resilient to the presence of small skew 
and degradations.  This is a significant result, which makes this work suitable for text 
understanding and translation systems especially in the Indian context. The method 
can be extended for script identification of images belonging to other scripts. Only 
modification needed is construction of new knowledge bases. And further investiga-
tions can focus on language identification of word images.  
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Abstract. In the recent years, intelligent systems proved to be a useful and 
successful tool which is often been used for decision support, data mining and 
knowledge discovery in medicine. It is of great practical significance to conduct 
a scientific, accurate, and complete analysis, assessment or even early warning 
on the safety of current and future medicines. In this paper, we present the 
results of intelligent data analysis used for determining trends in lifestyle related 
diseases like Diabetes, Hypertension, Cardio-vascular diseases, Backache, 
Dyslipidaemia, Hearing impairment and other disease category. The study 
included Periodical Medical Examination (PME) data on 300 employees of 
public sector enterprise dealing with oil exploration in India. 

Keywords: Intelligent system, Data mining, Decision tree, PME analysis. 

1   Introduction 

Medical artificial intelligence is primarily concerned with the construction of 
Artificial Intelligence (AI) programs that perform diagnosis and make therapeutic 
recommendations. Unlike medical applications based on other programming methods, 
such as purely statistical and probabilistic methods, medical AI programs are based on 
symbolic models of disease entities and their relationship to patient factors and 
clinical manifestations [8]. For example, knowledge-based systems are the most 
common support systems for diagnosis in medical field. It is also known as an expert 
system which contain clinical knowledge, usually about a very specifically defined 
task, and able to produce reasoned conclusion from patient’s data.  

Occupational Health is primarily concerned with promotion, prevention and 
protection of health of workers against any hazards arising at the work place and 
includes preventive health check-ups like Periodical Medical Examination (PME) and 
mitigation of any occupational diseases arising in occupational environment. 
Preventive health check-ups like PME not only reduce sickness absenteeism but also 
increase productivity of employees. The study is undertaken at the occupational 
health center of the enterprise and includes PME dataset of 300 employees (from 
2009-2011) working at various offshore production platforms and rigs in India.  

The use of information technology in Occupational health domain is increasing as 
it improves quality, accessibility and confidentiality of medical care for doctors as 
well as employees. Moreover, database of PME can be stored and retrieved for future 
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references (as employees are transferred/shifted from one workplace to another). The 
PME database involves complete medical profile of individual employees like 
physical examination, blood tests, X-rays, Ultrasonography etc. This test covers all 
basic parameters to exclude any pathological deviation from normal. The individual is 
examined by in-house doctor and is appraised about relevant findings and advised 
medications, if needed and lifestyle changes like balanced nutrition and exercise. 
Thus, relevant models are constructed depending on various parameters using data 
mining techniques. The database contains information such as Login user, Employee 
Information (Personal, Family, Employment, Any disorder/ailment etc.), Physical 
Examination information (general health, disease category and diagnosis information, 
Any surgery/operation etc), Investigation information (Blood test, X-rays, USG etc.), 
Report generation, Analysis.  

2   Related Work 

Data mining approaches are used for classification and prediction. These two main 
objectives description and prediction can be easily distinguished in the data mining 
process when integrated into the medical system. c4.5 classification algorithm is used 
to predict survival of burn patients [6]. The machine learning algorithm c4.5 was used 
to classify the patients using WEKA tool. The performance of the algorithm was 
examined by using the classification accuracy, sensitivity, specificity and confusion 
matrix. In ref. [2] data mining and knowledge discovery have been applied to hospital 
management, and a modified data mining Method has been proposed that would be 
appropriate for mass data in Hospital Information System. The nature of anxiety 
disorders and an approach toward assisting the personalized treatment of patients 
suffering from anxiety disorders was proposed in ref. [5]. In ref. [10] the authors have 
proposed an efficient scalable decision tree construction algorithm with less 
processing time and most suitable for large datasets. Using Decision-tree theory and 
related analysis a fairly scientific and rational data mining structure has been worked 
out which was then built and pruned to get the classification rules and then 
comprehensive assessment, ultimately providing GSP decision-makers with more 
effective management decision-making basis [11]. A framework for dynamic 
evidence based medicine using data mining is proposed which helps in automatically 
analyzing huge clinical databases and discover pattern behind them [4]. Use of data 
mining methods for predicting the evolution of patients in an ICU (Intensive Care 
Unit) is presented in ref. [7]. 

Thus, the present study was undertaken to analyse dataset of Periodical Medical 
Examination of employees by using Data Mining technologies. The purpose of the 
study is to visualize particular ailment/disease in employees at a glance and analyze 
disease trends in employees working in office/field with its correlated hazards arising 
in occupational environment. 
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3   Data Mining 

Data mining is an interface between statistics, computer science, artificial 
intelligence, machine learning, database management and data visualization. The 
importance of employees health and increasing trend of life-style diseases due to 
work related stress require not only traditional manual data analysis but also efficient 
computer assisted analysis for speedy access to information at all levels. In this study, 
Data analyzing software is developed for OHC, with the objective of viewing 
employee’s health profile at a glance and also analyzing the data set as and when 
required. It will also help in identifying disease trends in employees working for 
longer periods in particular vocation.  

The term Knowledge Discovery in Databases or KDD refers to the broad process 
of finding knowledge in data, and emphasizes the "high-level" application of 
particular data mining methods. KDD refers to the overall process of discovering 
useful knowledge from data [3, 9]. In this software, we are analyzing various lifestyle 
related diseases like diabetes, hypertension etc. Once the disease trends are identified, 
preventive measures can be taken to mitigate these common diseases by adopting 
healthy practices and health education. Thus ,medical expenditure can considerably 
reduce in long term by undertaking Health Education Programs like Hearing 
conversation program, provision of Gymnasium, Sports activities etc. Benefits of 
Health promotion activities can be enumerated as sickness absenteeism is reduced, 
accident & injuries are reduced, healthy work force will lead to increase productivity 
and improves morale of employees. 

4   Design of Mathematical Modeling System 

In this work, a data mining framework whose steps are discussed below, is proposed 
to visualize the particular ailment or disease in employee at a glance and to analyze 
the disease trend and correlate to hazard arising in occupational environment.  

Problem definition: The identification of early signs of a disease, its proper diagnosis 
and treatment has become a serious health concern in all industries. 

Data set selection: The data set for the current study includes 303 employees’ health 
examination data including physical examination and investigation reports. 

Characteristics of Clinical Metadata: PME record consists of different parameters like 
personal history, physical examination, investigation, diagnosis, treatment and follow-
up. Thus, this PME data has different characteristics as enumerated below: 

Polymorphism: Different clinical examination methods and measurements technique 
lead to different data sources variation such as text, pure data, signal (ECG), image 
(MRI) and so on. It is most obvious that clinical data differ from one another leading 
to variation and increase difficulty in data processing and mining. 

Integrity: As clinical medicine data exist in databases certain biases are present like 
uncertainty of description, blur records, sampling inadequacy and inaccuracy of 
measuring equipments which can make data incomplete. 
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Redundancy: The clinical medicine database is huge one and is multi-dimensional, 
nonlinear and incessant which may lead to redundancy.  

Sequential: Medical activity is a dynamic process related to time and also emergence 
of new disease trends cannot be predicted due to introduction of new technologies and 
new hazards at workplace.  

Privacy: Such data inevitably involves patient privacy, so users should do data mining 
with confidentiality and provide adequate safety precautions so that data cannot be 
assessed by unauthorized person.  

Data Collection: Periodic Medical Examination (PME) is health check-up of 
employees done at periodic intervals. In ONGC, periodicity of PME is 5yrs upto 45 
yrs, 3 yrs from 45 to 55 years and every 2 years above 55 years till superannuation. 
The dataset of total 303 employees from 2009 to 2011 is used in this study. The 
individual proforma consists of detailed medical history of employees including 
personal history, job rotation, personal habits, accident/operation history, physical 
examination, investigation, diagnosis, recommendation and follow-up. 

Cleaning and preprocessing: After deleting abnormal and incomplete data, leaving a 
final dataset of 303 pieces used in data analysis. The analyzed dataset contains 125 
attributes. 

Data Preprocessing: Preprocessing method of medical data includes cleaning, 
integration, transformation, reduction and discretization. Normalization is the most 
important step in data preprocessing. Traditional normalization methods mainly used 
are Maximum-minimum Method and Z-score method. While normalizing, the 
characteristic would not change. Moreover, whole data’s topology structure is quite 
important to further application of manifold learning algorithms 

Data analysis: Adopting data mining algorithm, ID3 used to generate a decision tree 
developed to investigate the implicit meaningful rules from the health examination 
data [1]. 

Classification using Decision Tree: Classification is one of the primary data mining 
tasks used to classify data into predefined classes, described by a set of attributes. The 
sample data file format is shown in table 1. The most apparent application of 
classification in clinical care is the process of diagnosis of diseases. The decision tree 
method is increasing in popularity for both classification and prediction. Once data is 
pre-processed, training and testing phase are performed. Next, classification using 
Decision Trees is implemented. These trees can be easily transformed into 
classification rules that can be conveyed in common language. The results obtained 
would be compared and discussed. Decision Tree is capable to speed up the 
classification and deals better with discrete or categorical features.  
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Table 1. Sample Data File Format 

 

Implementation mechanism of Decision Tree algorithm using ID3: The decision tree 
algorithm used herein is a hybrid method mainly including two steps, i.e. building and 
pruning. In the decision tree method, information gain approach is generally used to 
determine suitable property for each node of a generated decision tree. Thus, we can 
select the attribute with the highest information gain (entropy reduction in the level of 
maximum) as the test attribute of current node. In this way, the information needed to 
classify the training sample subset obtained from later on partitioning will be the 
smallest. Therefore, the use of such an information theory approach will effectively 
reduce the required dividing number of object classification.  

Set S is set including s number of data samples whose type attribute can take m 
potential different values corresponding to m different types of iC , ,i (1,2,3, ..., m). 
Assume that is   is the sample number of iC  . Then, the required amount of 
information to classify a given data is  
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Such use of property A on the current branch node corresponding set partitioning 
samples obtained information gain is:  
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ID3 algorithm traverses possible decision-making space using top-down greedy 
search strategy, and never trace back and reconsider previous selections.  

 

 
Table 2. PME data table for 2009-2011  

 
 

 
Fig. 1. Pie Diagram for PME data 

 

In the study group, PME data from 2009-2011 till date is analyzed. All employees 
due for PME have undergone complete PME check-up as per company policy at 
empanelled hospitals in Mumbai. PMEs done in respective years is tabulated in table 
2 and its pie diagram is shown in figure 1.  

Data regarding disease profile is tabulated in table 3 and accordingly its pie 
diagram is shown in figure 2. It was observed that prevalence of Diabetes (23.4%), 
Hypertension(23.1%), Dyslipidemia (21.4%), Cardiovascular Disorders (13.2%) 
which are all life style related diseases are same as  prevalence in general population 
in urban India. This can be attributed to aging working population, high work 
demand, psychological stress, sedentary life style, lack of physical exercise and 
dietary habits, addiction to smoking, alcohol, backache(15.1%) and hearing 
impairment (8.9%) can be attributed to employees previous job profile at different 
work centers. 

Evaluation and application: Employ the extracted classification If-Then rules from 
data set and provide useable knowledge to support for the PME diagnosis and 
treatment. 

 
Table 3. Employee Disease Profile 

 

 
Fig. 2. Pie Diagram for Disease profile 
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5   Conclusion 

Through the construction of decision tree, classification rules for predicting lifestyle 
related diseases are explored from the health examination data set. This study 
provides new scientific and quantitative information. The prevalence of Diabetes, 
Hypertension, Cardiovascular disorders were observed comparatively more in 
employees, which are life style related diseases which corresponds to prevalence in 
general population. Doctors would not only benefit from better understanding of 
cause-effect relationship between work related hazards and diseases but can also take 
preventive action to reduce their incidence in employees. Moreover, there are tangible 
benefits to company like reduced medical expenditure, reduced sickness absenteeism, 
thereby increasing productivity in long run and hidden intangible benefits for 
employees by improving their quality of life.  
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Abstract. This paper presents a scheme to represent shape of an object using 
formal rules describing regular grammar. We use bicubic Bezier curves as the 
geometric primitives of the boundary of object. Production rules describing 
regular grammar are then extracted based upon the relation among the Bezier 
curves obtained. Rules thus obtained represent the knowledge of shape of  
object. 

1   Introduction 

Image understanding systems describe the features of object in image as well as it can 
be used to recognize objects in image. Representation and recognition of objects using 
its features has attracted the researchers for past several years. One such feature is the 
shape of object which is determined by its boundary. To represent the shape of objects 
we need to represent its boundary using primitives. There are various ways to 
represent the boundary of object using primitives like Chain Codes, Polylines, B-
Splines, Fourier Descriptors, etc. [1], [12]. 

Syntactic approach to pattern recognition use primitives and their relation in the 
form of production rules to represent complex patterns [3]. Production rules can un-
ambiguously describe how each of the primitive is related to each other. 

In the current work, we use syntactic approach to represent the shape of object. We 
first extract the boundary coordinates of the object and represent it using bicubic 
Bezier curves. This helps us in describing the complete shape using smaller set of 
boundary primitives. Then using the relation among the boundary primitives (Bezier 
curves) obtained, we generate the production rules of the boundary of object.  

Syntactic approach to pattern recognition, in past, has used object representation 
using primitives to form grammar of object [3]. Since then applicability of this ap-
proach has been improved by researchers. Feder described the method to extract con-
text-free rules from the object primitives [2]. Syntactic representation of 3-D objects 
has also been studied where the primitives are the surfaces of object [7]. Syntactic 
pattern recognition uses the rules to construct syntax trees which are then compared to 
recognize object. Also, automata matching are performed to recognize objects. Recent 
research has focused on representing the object or even the complete scene using its 
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various parts to form parse trees [5], [11] notwithstanding the fact that the applicabili-
ty of this approach has been limited due to the difficulty in extraction of the  
primitives. 

In contrast to the work done so far, we use bicubic Bezier curves to represent the 
object which has better capability in describing even the complex shapes with less 
number of primitives. We use Plex Grammar to extract the grammatical rules, and the 
rules obtained are regular. 

In further sections, we describe the rule extraction process. We first give a small 
overview of Plex grammar in Section 2. Then, we discuss the boundary detection ap-
proaches in Section 3. In Section 4, we describe the boundary using Bezier curves. In 
Section 5, we describe the algorithm to extract the production rules describing a regu-
lar grammar of object. Finally, we discuss the results and present our conclusions in 
Section 6. 

2   Plex Grammar 

In this Section we give a short overview of Plex grammar given by Feder which is 
used to obtain context-free rules of the object [2], [3].The context-free rules are based 
on the relation of its primitives among themselves i.e., the way in which they connect 
to each other. Further, we show the rules obtained using an example. 

A primitive here can be any geometric primitive like a line, a quadratic curve, a 
Bezier curve etc. An attaching point of a primitive is a point on the primitive by 
which it attaches itself to some other primitive. There can be multiple attaching points 
to an entity. An entity with N attaching points is called a NAPE (N Attaching Point 
Entity) and it can attach itself to other primitives using N points. We number each of 
these N points from 1, 2 .., N. 0 is the null identifier which is used when there are no 
points which are taking part for a particular NAPE. The context-free rules are then 
given by (1). 

connectedxXNULLXxxXAA =Γ≠ΔΓ→Δ ,,  (1) 

According to this rule, A appearing in some context can be replaced by XΓx. Follow-
ing these rules for the complete object we can obtain all the context-free rules of the 
object. X is known as the definition control list and it’s a string of the form a1, a2… an. 
This list contains NAPE’s which can be a single primitive or could consist of group of 
primitives attaching to each other. Γx is known as the joint list. It describes how at 
each of the joints NAPEs attach each other. They are divided into field with each field 
describing about a joint. Field contain for each of the NAPEs values as qij which indi-
cates that attaching point j of the ith component takes part at the joint specified by the 
current field. 
ΔA and Δx are called the definitum and definition tie point list. They describe how 

the points of A are related to the points of NAPEs in X. On both the sides lists are or-
dered and in case a particular component does not take part at a point, we denote it by 
the null identifier 0. 
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Let us consider an example of letter A as shown in Figure 1. Non-terminal NAPEs 
for the letter A are <SIDE> and <A> while let us say <T> is the terminal NAPE. The 
context-free rules for this object are then given as: 

1. <A>{} → <SIDE><SIDE><T>{201;022}{} 
2. <SIDE>{1;2;3} → <T><T>{21}{10;21;02} 

 

Fig. 1. Letter A showing its primitives 

Rule 1 above states that letter A consists of two non-terminals <SIDE> and a ter-
minal in between. Joint list describes that attaching point 2 of first attaches with at-
taching point 1 of terminal while second side does not take part at this joint. Also, at 
the second joint, second non-terminal attaches with the terminal. 

Similarly, in rule 2 above, its states that sides can be broken down into two termin-
als where attaching point 2 of first and attaching point 1 of second make a joint. Tie 
lists here state that point 1 of side is point 1 of first terminal. Similarly, point 2 of side 
is point 2 of first and point 1 of second terminals respectively. And point 3 of side is 
point 2 of second terminal. 

3   Boundary Detection 

Shape of an object is given by its boundary. The boundary in turn is described by the 
coordinates. To be able to represent shape of object we need to determine the boun-
dary of object. In this section we discuss the boundary detection. 

Boundary is determined by the coordinates of edge of object. So, we need to de-
termine the edge of object first. Edge detection algorithms work on 2D image. So, we 
first convert the image to 2D by converting it to grayscale image. For a pixel with 
RGB components, equation (2) gives equivalent grayscale pixel [8]. 

1140.0*5870.0*2989.0* BGRgray ++=  (2) 

We apply the equation 2 for all the pixels and obtain the corresponding grayscale im-
age. Many edge detection algorithms exist that can be used to extract the edges of the 
object like Canny, Sobel etc [4]. Most of these algorithms are based on first finding 
the derivative using gradients and then comparing with a pre-defined threshold. For 
example, (3) depicts Sobel masks used in Sobel edge detection algorithm. 
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The edge detection algorithm which needs to be applied depends upon the kind of 
image. Applying edge detection gives us boundary along with internal edges and 
noise. We need to refine our image to remove these and obtain the boundary. We ap-
ply the boundary tracing algorithm which traverses the complete boundary of object 
and give the coordinates from the image. 

Boundary detection procedure described here is very basic; however, it serves our 
purpose of putting across the idea. In fact we may need a lot of operation while re-
moving the noise and internal edges from the image. Also, there may be other inter-
ventions like shadow. A lot of boundary detection techniques exist in literature, many 
of which are described in [4]. Some of the operations that may be required are dilation 
of edges, flood fill etc. For example, for the cup shown in Figure 2-(a), Figure2-(b) 
shows the result of edge detection. We then fill all the holes using flood fill and apply 
Sobel edge detection again to obtain the boundary of cup as shown in Figure2-(c). Fi-
nally we then apply the boundary tracing algorithm to extract all the coordinates of 
the boundary in order. 

 

  
(a) (b) (c) 

Fig. 2. (a) A sample cup. (b) Result after applying Sobel edge detection on 2-(a). (c) Extracted 
boundary of the object in 2-(a) after de-noising 2-(b). 

4   Representation Using Bezier Curves 

In the previous Section, we have discussed a method to obtain the boundary coordi-
nates of the object, whose number for an object is also quite high. Because of this it 
becomes impractical to describe the object using its boundary coordinates. Therefore, 
one such representation technique available in the literature is for representing the ob-
ject with comparatively less number of primitives. Some of the examples of such pri-
mitives are Fourier descriptors, Polylines, B-Splines etc., [12]. Any of these, never 
represent the exact boundary, but they are a close approximation of the original. This 
indeed, satisfies our objective. 

Bezier curves are a powerful means to represent even the complex curves. The de-
gree of Bezier curves can vary and its effectiveness increases with increasing degree. 
In the present work we use bicubic Bezier curves to represent our boundary. Later, we 
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will see that using them reduces the number of values we need to handle. Equation (4) 
gives the equation of a bicubic Bezier curve. 

( ) ( ) ( ) [ ]1,0,3
3

2
2131

2
130

3
1)( ∈+−+−+−= tPtPtttPtPttB       (4) 

In the equation described by (4), P0, P1, P2, and P3 are called the control points. They 
alone can represent the complete curve. The intermediate points are determined by va-
rying the value of t from 0 to 1. P0 is the starting point and P3 is the ending point for 
each curve. To be able to represent our boundary using Bezier curves, we determine 
the curves and their control points. 

To find these curves, a fitting algorithm is used which determines the curve mini-
mizing the error between the actual boundary and the obtained curves. We use least 
square fitting algorithm to obtain our curves [6]. Algorithm takes the boundary coor-
dinates and a value called the maximum permissible error as input. Maximum per-
missible error is the maximum total error which is allowed for each curve. There are 
various ways for calculating this value [10].  

Least square fitting Algorithm initially takes all the coordinates with P0 as first and 
P3 as last point. For each P0 and P3, we first find P1 and P2 by interpolating the curve, 
and then determine equal number of intermediate points as the number of points in the 
original object between P0 and P3. We now calculate the least square error between 
them and compare with the maximum permissible error. For P1, P2 … Pn as the origi-
nal points and Q1, Q2 …, Qn as the generated points, (5) gives the least square error. 


=

−=
n

i
ii QPerrorsquareleast

1

2

                                  (5) 

If the error is less than the limit, we take the next set of P0 and P3 and repeat, other-
wise we break the curve at the point where error is maximum keeping it as P3 and re-
peat the process. Finally, we obtain all the Bezier curves. For example, for the object 
in Figure 2-(a), Figure 3 shows the obtained Bezier curves. Each of the starting and 
end points are shown with crosses on the object. 
 

 
Fig. 3. Bezier curves for the object in Fig 2-(a). Crosses on the curves are the starting and ending 
points. 

In the Figure 3, we obtain 31 curves. The control points for the first Bezier curve 
that we obtained are: 

1. P0 = 45.00 + 242.00i 
2. P1 = 44.66 + 278.00i 
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3. P2 = 44.55 + 314.00i 
4. P3 = 54.00 + 350.00i 

Thus, we see that the bicubic Bezier curves can effectively represent the complete 
boundary using less number of primitives. We also see from the Figure 3 and the al-
gorithm, that break points occur at points where curve is not smooth. Thus, object 
with smooth shape will have lesser number of curves compared to object with rough 
shape or more corners. Least Square Fitting is a basic algorithm, and better algorithms 
exist in literature [9]. 

5   Extraction of Production Rules Describing Regular Grammar 

In the previous Section we obtained bicubic Bezier curves of the boundary of object. 
We also know how these curves attach to each other in order to make the object. Hav-
ing done this, we exploit this information and utilize it in creating production rules of 
the object. In this Section, we first extract the formal rules, which are context-free by 
using the Plex grammar described in Section 2. Then, we convert these rules to anoth-
er form by which we can describe the object using regular grammar. 

Each of the boundary curves has two attaching points and we number them as  
1 and 2. 0 is the null identifier as described in Section 2. We can also take a sequence 
of curve which is a subset of original boundary. This also has two attaching points 
numbered as 1 and 2. We identify a curve as Cij, while a sequence of curves as Sij. Cij 
is the curve between points i and j while Sij is the sequence of curves starting from 
point i to point j. We then apply equation (1) described in Section 2 to obtain the  
context-free rules. 

We can form the rules in number of ways for a particular object depending upon 
how we take the syntax tree to be. For simplicity, let us suppose another object as 
shown in Figure 4 whose Bezier curves are marked. This particular object has 9 Bezi-
er curves and they are marked on the Figure. 

 

 
Fig. 4. A cylinder showing its 9 bicubic Bezier curves 

One method of forming the syntax tree is to form it like a complete binary tree us-
ing the identifications we gave before for curves and sequence of curves. The corres-
ponding syntax tree is shown in Figure 5-(a). The context-free rules in this case are 
given by: 

1. <Object>{} → <S15><S69>{21;12}{} 
2. <S15>{1;2} → <S13><S45>{21}{10;02} 
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3. <S13>{1;2} → <S12><C3>{21}{10;02} 
4. <S12>{1;2} → <C1><C2>{21}{10;02} 
5. <S45>{1;2} → <C4><C5>{21}{10;02} 
6. <S69>{1;2} → <S67><S89>{21}{10;02} 
7. <S67>{1;2} → <C6><C7>{21}{10;02} 
8. <S89>{1;2} → <C8><C9>{21}{10;02} 

  
(a) (b) 

Fig. 5. Syntax trees for object in Fig 4. (a) A complete tree (b) Tree such that each level as at least 
one curve. 

Another way of making our syntax tree is to go on extracting a single curve each 
time till the end. This way we always have at least one curve at each level and one 
non-terminal except at the last level which has two terminals. The corresponding syn-
tax tree is shown in Fig 5-(b).  

The context-free rules in this case are given as: 

1. <Object>{} → <C1><S29>{21;12}{} 
2. <S29>{1;2} → <C2><S39>{21}{10;02} 
3. <S39>{1;2} → <C3><S49>{21}{10;02} 
4. <S49>{1;2} → <C4><S59>{21}{10;02} 
5. <S59>{1;2} → <C5><S69>{21}{10;02} 
6. <S69>{1;2} → <C6><S79>{21}{10;02} 
7. <S79>{1;2} → <C6><S89>{21}{10;02} 
8. <S89>{1;2} → <C8><C9>{21}{10;02} 

We see that having only the boundary while applying Plex grammar is an advantage 
as we can form the tree as in Fig 5-(b). Each of the production rules obtained in this 
case has one terminal and one non-terminal except in rule 8 which has two terminals. 
We now modify the rule 8 and add an extra rule as below: 

8. <S89>{1;2} → <C8><S99>{21}{10;02} 
9. <S99>{1;2} → <C9>{}{1;2} 

We thus have the production rules capable of describing a regular grammar of object. 
Similarly, we can form the production rules for the cup in Fig 2-(a) or any object fol-
lowing the procedure. 
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6   Discussion and Conclusion 

We have described in previous Sections that it is possible to represent any object us-
ing the formal rules which are context-free. We also described how we can form the 
production rules which can describe the regular grammar of object. They can be used 
for generative representation of an object. Bezier curves are powerful means for 
representing curves and can represent even the complex curves using just the four 
control points. Thus comparing to handling the boundary with coordinates, Bezier 
curves present us a way to practically describe the complete boundary. Number of 
Bezier curves obtained depends upon the smoothness of surface. Thus for object with 
smooth shape, we have less number of curves. 

Syntactic approach to pattern recognition has used production rules, syntax trees 
and automata to compare objects. The rules we obtained in Section 5 can be used si-
milarly in such applications. We obtained context-free rules of the boundary by apply-
ing the Plex grammar. We also obtained in Section 5 production rules that can 
represent regular grammar, using which we can form a finite state automata 
representing the object. The number of rules obtained depends upon the number of 
curves. 
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Abstract. Data replication is a vital component in the design of any parallel 
information system. Specifically, the widespread use of clustered architecture 
often requires replication of data for performance and availability reasons. A 
problem that must be solved when using replication is how to maintain the 
copies in a consistent state when multiple accesses are being made. There must 
exist a control protocol responsible for synchronizing the accesses so that the 
logical data is consistent. To address this limitation, Quorums are often 
suggested as a way to reduce the overall overhead of replication. Several 
quorum based replica control protocols, have been proposed in past few years. 
In this paper, we analyze several quorum types in terms of message overhead. 

Keywords: Replica-control, distributed database, quorum, message overhead. 

1   Introduction 

In a distributed database system, data is replicated [1], [15], [10] to achieve fault-
tolerance. One of the most important advantages of replication is that it masks and 
tolerates failures in the network gracefully and increases availability. Specifically the 
system remains operational and available to the users despite failures. In case of 
multiple accesses a problem that must be solved while using replication is, how to 
maintain the copies in a consistent state [8]. To keep logical data consistent, there 
must exist a control protocol responsible for synchronizing the accesses.  A popular  
method  for maintaining consistency  of replicated data  is weighted voting  [7] which  
is a generalization of the  majority  consensus  method  presented  in [17].  In the 
quorum consensus (QC) [11] algorithm, we assign a non-negative weight [6] to each 
copy xA   of x.   We then define a read threshold RT and write threshold WT for x, 
such that both  2WT and (RT + W T ) are greater than  the total  weight of all copies 
of x.  A read (or write) quorum of x is any set of copies of x with a weight of at least 
RT (or WT).  For better performance, some logical structure is imposed on the 
network, and the quorums are chosen under the consideration of such structures. Such 
logical structures include the tree [4], diamond [5], ring [12], grid [14], and wheel 
[13]. A new logical arrangement of sites for replication, known as Wheel was 
introduced in [13]. In Replication, sites coordinate their activities  by exchanging  
messages.  In practice, this can have a significant impact  on the  overall behavior  of 
the  protocol.  On the one side, CPU cycles are lost in dealing with the messages 
(flattening, sending, receiving, and unflattening). On the other side, the network 
bandwidth might be exceeded, resulting in additional delays.  The message overhead 
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affects not only scalability but also availability. Analysis in this paper, focuses on the 
number of messages exchanged to measure the impact  on CPU time (message 
overhead  at sending and receiving sites) and network load.  It is difficult to capture 
message size without knowing the application domain.  Hence, we do not consider the 
size of the messages because this information is strongly application dependent in 
most situations. 

For the purposes of our study, we consider only the best possible implementation 
(the one with the least number of messages).  Shadow copy approach is used for 
executing write operations.   Updates are executed locally on shadow copy and then 
sent at the end to the replicas in a single message.  All participating sites follow 2PC 
protocol in an update transaction.  In contrast to write  operations,  read  operations  
cannot  be delayed  until  the  end  of the  transactions or  executed  on  a  local 
shadow  copy.   Hence,  a  read  operation needs a read  request to be send to each 
member  of the  read  quorum,  by the  originator of the  transaction. In response  to  
this  read  request,  each  participating site  must  reply  with  read  value  and  its  
version.   For read-write  quorum  systems (R, W) in which R is 1-uniform (i.e., all 
read quorums  have size rq = 1), we will assume  that the  read  is performed  locally 
and  no messages  are  needed  for read  operations.   Furthermore, transactions that 
only consist of read operations do not require any message overhead. 

The proportion of update operations in the load is represented by w. A small w 
indicates that there are generally few write operations in the system.  For instance, the 
workload can have many queries (read-only transactions) and few update transactions. 
Each of these few update transactions, however, can have many write operations.  We 
have used same message overhead relations and model as in [8]. 

With this, assuming that a transaction contains on average Ow write  operations,  
the  message overhead for point-to-point messages is defined by: 

Definition 1 (Message Overhead, Point-to-Point):  The message overhead  per 
operation  performed  in a quorum  system  using point-to-point communication is 
given by the expression: 

                            (1) 

If a multicast primitive is available, the number  of exchanged  messages  varies.   For 
all updates, one message is needed for the vote request, wq −1 messages are needed to 
get the vote message of each participant, and one more message are required  to 
commit  or abort  the transaction. For each read operation,  one needs a message to 
request  the read,  and rq − 1 messages to get the responses from the participants. 
Thus: 

Definition 16 (Message Overhead, Multicast): The message overhead per operation  
performed in a quorum system  using multicast communication is given by the 
expression: 

                                     (2) 
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In this paper, we will analyze different quorum based protocols in terms of message 
overhead.  Quorums reduce the number of copies involved in reading or  updating  
data. Hence, quorums reduce the overall cost of replication in terms of performance 
penalties, communication overhead, and systems availability. Comparison between 
different existing protocol and the new Wheel protocol will be done in this paper. 

The paper is organized as follows. In Section 2 we describe the system model.  
Section 3 discusses different protocols and their message overhead.   In Section 4, we 
present performance evaluation.  We conclude the paper in Section 5. 

2   Model 

A distributed system consists of a set of distinct sites that communicate with each 
other by sending messages over a communication network. No assumptions are made 
regarding the speed, connectivity, or reliability of the network. It is assumed that sites 
are fail-stop [16] and communication links may fail to deliver messages. 

Replication of data is achieved by storing copies of the same logical data item at di 
erent nodes. Read and write operations can be performed on replicated data. A node 
needs to obtain permission from a number of copies (quorum) before performing the 
operation using a control protocol. 

In a replicated database, copies of an object may be stored at several sites in the 
network. Multiple copies of an object must appear as a single logical object to the 
transaction. This is termed as one-copy equivalence [3] and is enforced by the replica 
control protocol. The correctness criteria for replicated databases is one-copy 
serializability [3], which ensures one-copy equivalence and serializable execution of 
transactions. In order to ensure one-copy equivalence, a replicated object z may be 
read by reading a read quorum of copies, and it may be written by writing a write 
quorum of copies. If a transaction contains write operations, a 2-phase-commit 
protocol (2PC) at the end of the transaction is executed among all sites. The following 
restriction is placed on the choice of quorum assignments: 
 
Quorum Intersection Property: For any two operations o[Z] and ό[z] on an data 
item x, where at least one of them is a write, the quorums must have a nonempty 
intersection. 
 
A client submits a transaction and with it all the operations of this transaction to any 
of the sites in the system. This site is called the originator of the transaction and its 
operations, and coordinates with the rest of the system. A transaction and its 
operations are called local at the site it is submitted to, and remote at the other sites. 
We consider in the study two kinds of transactions: queries, which contain only read 
operations, and update transactions. 

3   Message Overhead Analysis 

In this section, we briefly discuss different quorum protocols, their quorum sizes, and 
derive message overhead expression by using equation 1 and 2. 
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3.1   The Grid Protocol 

Maekawa [11] proposed arranging copies in a logical grid. A read quorum group 
contains exactly one node from each column. A write quorum group consists of nodes 
in a read group and all nodes in a column of the grid. Nodes are arranged in grid 
topology only conceptually, which is used to describe the protocol. If we consider a 
√Nx√N grid, the size of read and write quorum is √N and 2√N-1, respectively. 
Message overhead for point-to-point is given as: 

                                        (3) 

Message overhead for multicast communication is represented as: 

 (4) 

3.2   The Tree Protocol 

Tree protocol [2], logically organizes the copies of an object to form a complete 
binary tree, i.e., if k is the level of the tree, then it has 2k+1 - 1 copies, where the root is 
at level 0. The standard tree terminology, i.e., root, child, parent, leaf, etc., is used. A 
path in the tree is defined to be a sequence of copies s1, s2, . . si, si+1, sn such that si+1 is 
a child of si. Informal description of the algorithm for constructing a quorum for a 
binary tree is as follows. A quorum is constructed by selecting any path starting from 
the root and ending with any of the leaves. If successful, this set of copies constitutes 
a quorum. If a path cannot be constructed due to the inaccessibility of a copy c, 
residing on a failed or inaccessible site (due to partitioning failures), then the 
algorithm must substitute for that copy with two paths, both of which start with the 
children of copy ci and terminate with leaves. Note that each path must terminate with 
a leaf, hence if the last copy in the path is inaccessible, the operation must be aborted. 
Considering a tree with degree of 3, read and write quorum sizes in best case are 1 
and 21+└log

3
n┘ respectively. Based on these quorum sizes message overhead for point-

to-point is given in equation 5 and for multicast communication in equation 6 . 

                                             (5) 

                                  (6) 

3.3   The Hierarchical Protocol 

The hierarchical quorum consensus protocol [9] logically organizes a set of copies of 
an object in a database into a multilevel tree with the root as level 0. Higher level 
nodes of the tree correspond to logical groups and leaves store physical copies of an 
object. A node at level i, where i varies from 0 to m-1 is viewed as a logical group 
which in turn consists of subgroups at level i+1. A quorum is associated with each 
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level and to access a logical group at a certain level, a quorum consisting of its 
subgroups must be first assembled. A read (write) quorum at level i is defined as the 
number of subgroups of a level i-1 group li+1 that must be locked by a read (write) 
operation to obtain read (write) access to the group. The read (write) quorum at level i 
is denoted by ri(wi). Note that this is a recursive definition. Therefore, each level i 
group must in turn assemble ri+1 of its subgroups at level i + 1, and so on. This would 
eventually translate into a quorum consisting of physical copies of the object. To 
perform read (write) operations on the replicated object, a read (write) quorum at 
level 0 must be obtained first. The quorum size of this protocol is N0.63. Message 
overhead for point-to-point network is given as : 

                                    (7) 

Message overhead for multicast network is given as : 

                                     (8) 

3.4   The Ring Protocol 

In the ring protocol [12] copies are organized into a ring structure. It uses the 
adjacency property to reduce the read and write quorums. There are two protocols - 
The flat ring protocol and the hierarchical ring protocol. Flat ring arranges nodes in a 
single ring and achieves a read quorum of two copies (constant), and a write quorum 
equal to the majority of copies. The hierarchical ring protocol uses a multi-level ring 
structure and is a generalization of the at ring protocol. For the special case taken in 

[12], best and worst quorum sizes are given by qr = nlog
d
2 and qr = (└  ┘ + 1)logdn. 

Message overhead for point-to-point and multicast are given below in equations 9 and 
10 respectively. 

      (9) 

                    (10) 
 

3.5   Diamond Quorum Consensus 

The sites in the network are logically organized into a 2- dimensional diamond 
structure [5]. Diamond is actually as a specialized version of grid protocol because it 
is a grid with holes. To form a write quorum, we can choose all nodes of any one row 
plus an arbitrary node for each remaining rows. Read quorum can be formed by 
choosing any entire row of nodes, or by using an arbitrary node of each row. 
Minimum read quorum can be obtained by choosing the whole top and bottom row of 
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nodes plus a node for each remaining row. This protocol can achieve high read 
capacity, low quorum size, and other desirable features for replicated data 
management. For diamond quorum consensus optimal read quorum size is 2 and is 
independent of the total number of sites. Worst case read quorum size is ┌√(2N)┐. 
Optimal and worst quorum sizes for diamond write quorum are ┌√(2N)┐ and  2┌ 
√(2N) ┐- 2 respectively. For best case message overhead for point-to-point 
communication is given  below: 
 

 

                             (11) 
 

For multicast communication, message overhead is given as: 

                                  (12) 

3.6   The Wheel Protocol 

Nodes are arranged in a logical wheel structure, with one node called HUB in the 
middle and other nodes around it, forming a cycle [13].Informally, read quorum can 
be obtained by reading only HUB and write quorum by reading HUB plus alternate 
spokes. Read quorum size of one is the minimum among all other proposed protocols. 
In case of failure of HUB, an election algorithm can be used to elect a new hub. Thus 
making HUB always available and keeping read quorum size minimum. Even in case 
of no reconfiguration, read quorum can be obtained by reading any two adjacent 
spokes in the wheel, which is also a smaller read quorum size. Optimal read quorum 
size is 1 and Write quorum size is given as ┌(n-1)/2┐+1. 

Message overhead for point-to-point is given as: 

                                                (13) 

                                 (14) 

4   Protocols Comparison 

Comparison among different protocols message overhead for point-to-point is shown 
in figure 2. Minimum communication overhead is achieved by tree and wheel 
protocols. Overhead increases with increasing value of w. Tree shows better 
performance than wheel protocol, whereas, its quorum size is larger than wheel 
protocol. Wheel protocol, ensures read quorum size of 1 even in worst case, which 
becomes as big as (d + l)h in tree. So, for read intensive applications, wheel gives both 
the advantages of smallest read quorum and smaller communication overhead. 
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Fig. 1. Message overhead, multicast 

 

 

Fig. 2. Message overhead, point-to-point 

In case of multicast figure 1, wheel and tree incur minimum message overhead 
than other protocols. Overhead increases with increasing number of writes in 
transactions (i.e. w). 
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5   Conclusion 

In this paper, we have compared replica control protocols using different logical 
structures. Among all protocols wheel and tree protocols has shown minimum 
message overhead. Wheel protocol gives smallest possible quorum size of one, which 
makes it best of read intensive applications. Wheel protocol provides smallest quorum 
size with minimum message overhead. Message overhead for wheel protocol 
multicast never exceeds 2, in fact for lesser number of writes its smaller than 1.5. For 
point-to-point also, overhead is smaller than most of them. Thus, we conclude that 
wheel protocol is best choice for read intensive applications, as it gives smallest read 
quorum and minimum communication overhead. 
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Abstract. In this paper, we consider a continuous review inventory control for a 
multi-echelon system, which is a building block for supply chain. The system 
consists of a warehouse, one distribution center and single retailer. A (s, S) type 
inventory system with Poisson demand and exponentially distributed lead times 
is assumed at retailer node and modified (Q, r) type inventory policy is assumed 
at distribution center.  The distribution center replenishes its stocks with expo-
nentially distributed lead times from warehouse which has abundant stocks for 
supply. Demands occurring at retailer node during the stock out periods are as-
sumed to be lost. The items are supplied from warehouse to distribution center 
then to retailers in packs of Q (= S-s). The transient, steady state probability dis-
tribution of system states and the system performance measures in the steady 
state are obtained. Numerical examples are provided to illustrate the proposed 
model. 

Keywords: Supply chain, Multi-echelon system, Markov process, Retailer ma-
naged inventory control, Optimization.  

1   Introduction  

The study of supply chain management (SCM) started in the late 1980s and has 
gained a growing level of interest from both companies and researchers over the past 
three decades. There are many definitions of supply chain management. Hau Lee, the 
head of the Stanford Global Supply Chain Management Forum (1999), gives a simple 
and straight forward definition at the forum website as follows: ‘Supply chain man-
agement deals with the management of materials, information and financial flows in a 
network consisting of suppliers, manufacturers, distributors, and customers’. From 
this definition, we can see that SCM is not only an important issue to manufacturing 
companies, but is also relevant to service and financial firms. A supply chain may be 
defined as an integrated process wherein a number of various business entities  
(suppliers, distributors and retailers) work together in an effort to  (1) acquire raw  
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materials   (2) process them and then produce valuable products and (3)transport these 
final product to retailers.  The process and delivery of goods through this network 
needs efficient maintenance of inventory, communication and transportation system. 
The supply chain is traditionally characterized by a forward flow of materials and 
products and backward flow of information, money, etc. 

One of the most important aspects of supply chain management is inventory con-
trol. Inventory control models are almost invariably stochastic optimization problems 
with objective function being either expected costs or expected profits or risks. In 
practice, a retailer may want an optimal decision which achieves a minimal expected 
cost or a maximal expected profit with low risk of deviating from the objective.  

A complete review of SCM was provided by Benita M. Beamon (1998) [10].  
However, there has been increasing attention placed on performance, design and 
analysis of the supply chain as a whole. HP's (Hawlett Packard) Strategic Planning 
and Modeling (SPaM) group initiated this kind of research in 1977. From practical 
stand point, the supply chain concept arose from a number of changes in the manufac-
turing environment, including the rising costs of manufacturing, the shrinking re-
sources of manufacturing bases, shortened product life cycles, the leveling of plan-
ning field within manufacturing, inventory driven costs (IDC) involved in distribution 
(2005) and the globalization of market economics. With-in manufacturing research, 
the supply chain concept grow largely out of two-stage multi-echelon inventory mod-
els, and it is important to note that considerable research in this area is based on the 
classic work of Clark and Scarf (1960)[7].  

Hadley and Whitin (1963)[8], and among others, present the methods to find the 
optimal or near optimal solution to minimize the inventory costs at a single stocking 
point with stochastic demand, based on the continuous review (r,Q), periodic review 
(R,T), and one-for-one polices. A complete review on this development was recorded 
by Federgruen (1993) [3]. Recent developments in two-echelon models may be found 
in Q. M. He, and E. M. Jewkes (2000) [11], S. Axaster (1993) [2], Nahimas (1982) 
and Antony Svoronos & Paul Zipkin(1991) [9].  A continuous review (s, S) policy 
with positive lead times in two echelon Supply Chain was considered by K. Krishnan 
and C. Elango 2007 [6]. 

This paper deals with a simple supply chain that is modeled as system with a single 
warehouse, a distribution center and single retailer, handling a single product. In order 
to avoid the complexity, at the same time without loss of generality, we assumed the 
Poisson demand pattern at retailer node. This restricts our study to design and analyze 
as the tandem network of inventory, which is the building block for the whole supply 
chain system. 

The rest of the paper is organized as follows; the model formulation is described in 
section 2. In section 3, both transient and steady state analysis are done. Section 4 
deals the operating characteristics of the system in steady state and section 5, deals 
with the cost analysis for the operation. Numerical example and sensitivity analysis 
are provided in section 6. The last section 7 concludes the paper. 

2   The Model Description 

We consider a three level supply chain system consisting of a warehousing facility, 
single distribution centre (DC) and one retailer dealing with a single product.  
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Fig. 1. Tandem Network  Inventory Control System in Supply Chain 

A finished product is supplied from warehouse to distribution center which adopts 
modified (Q, r) replenishment policy then the product is supplied from distribution 
center to retailer who adopts (s, S) policy. The demands at retailer node follows a 
Poisson process with rate λ>0. Supply to the retailer in packets of Q = S-s items is 
administrated with exponential lead time having parameter μ>0.  Demands occurring 
during the stock out periods are assumed to be lost sales at retailer node. A demand at 
distribution center (Q items) is satisfied by local purchase during the shortage at dis-
tribution center. The replenishment of items in terms of pockets are made from ware-
house to distribution center with exponential lead time having parameter μ1 > 0. In 
our model the maximum inventory level at retailers node S is fixed and the maximum 
inventory level at distribution centre is a variable M (M = nQ ; Q = S-s , n∈N). Ac-
cording to the above definition, on hand inventory levels at both nodes follows a two 
dimensional random process. 

Under the (s ,S)  policy, the finished goods inventory is continuously reviewed and 
a new order is place each time inventory falls to the reorder point ‘s’. The ordering 
quantity is Q = S - s.  Under the modified (r, Q) policy, finished goods inventory is 
continuously reviewed and a new order is place each time inventory falls to the reord-
er point ‘r’, and the ordering quantity ‘Q’ is decided only at the time of replenishment. 
That is Q is equal to maximum inventory level minus current on hand stock (pull back 
to maximum inventory level). 

In our model, the maximum inventory level at distribution center is M (= nQ), the 
reorder point is M - Q [= (n-1) Q], and the ordering quantity Q is equal to M minus 
current on hand stock. This is possible when a distribution centre get a truck load of 
products from the manufacture.    

We fix the following notations for the forthcoming analysis part of our paper. 

[R]ij  : the element /sub matrix at (i,j)th position of R 

0 : zero matrix of appropriate dimension  

I  : an identity matrix of appropriate dimension .   

e : a column vector of 1’s of appropriate dimension 

  μ

 WH 

  DC 

   R 

  λ

 μ1

  S 
  s 

  M 
M-1 
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3   Analysis 

Let I0(t) denote the on hand inventory level at retailer node and I1(t) denote the on 
hand  inventory level at distribution centre node at time t+. From the assumptions on 
the input and output process, I(t) = {(I0 (t), I1 (t)): t  ≥ 0 }  is a Markov process with 
state space   E = {(j, q) / j = S, S-1 …3, 2, 1, 0.  and   q = 0,Q, 2Q…nQ}. The infinite-
simal generator of this process E)r,k)(q,j())r,k:q,j(a(A ∈=   can be obtained from 

the following arguments. 
 
• The arrival of a demand of an item at retailer node makes a transition in the Mar-

kov process from [j, q] to [j-1, q] with intensity of transition λ(>0). 
• Replenishment of inventory at retailer node makes a transition from [j, nQ] to [j 

+Q, (n-1)Q] with rate of transition μ (> 0). 
• Replenishment of inventory at DC node makes a transition from [j, (n-1) Q] to [j, 

nQ] with rate of transition μ1 (> 0). 

The infinitesimal generator is given by 
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The entries of the matrix R can be written as   
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Then the sub matrices A, B, C, D and E are given by  













==μ−
−−==μ+λ−

+==λ−
==λ

otherwise.          0     

     0 j          j,  q    if            
  .1,2,...2s,1s,s j          , j  q    if   )(

1).(s  ...  2,-S 1,-S  S,  j         , j  q    if            
. ...2,1 2-s1,-ss, ...  2,-S 1,-S  S,  j    1,-j  q    if               

=q x j[A]  



 −−=+=μ

otherwise.          0     

0,1,2,...2s,1s,s j   , Q j  q      if               
= q x j[B]  



 −−−−==μ

. otherwise          0     

.0,1,2,...2s,1s,s,...2S,1S,S j         , j  q      if         1     
=q x j [C]  



 Modified (Q, r) Policy for Stochastic Inventory Control Systems in Supply Chain 251 













==μ+μ−
−−==μ+μ+λ−

+==μ+λ−
==λ

otherwise.                   0     

     0 j           , j  q    if         )1( 
  .1,2,...2s,1s,s j          , j  q    if    )1(

1).(s  ...  2,-S 1,-S  S,  j          , j  q    if          )1(
. ...2,1 2-s1,-ss, ...  2,-S 1,-S  S,  j    , 1-j  q    if                        

= q x j[D]  











==μ−
==μ+λ−

==λ

. otherwise                   0     

     0 j          , j  q    if                  1 

   ...2,1 2-s1,-ss, ...  2,-S 1,-S  S,  j         , j  q    if          )1(

. ...2,1 2-s1,-ss, ...  2,-S 1,-S  S,  j    , 1-j  q    if                       
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3.1   Transient Analysis 

Let I0 (t) and I1 (t) denote the on hand inventory levels at retailer node and distribution 
node respectively at time t+. From the assumptions on the input and output process, 
clearly the vector process {I(t) : t ≥ 0} where I(t) = (I0(t), I1(t)) for t ≥ 0 is a conti-
nuous time Markov Chain with state space E = {(j, q) / j = 0, 1, 2..., S ; q = 0,Q, 2Q, 
...,nQ}. Define the transition probability function: Pj,q(k, r : t) = Pr {(I0(t), I1(t)) = (k, r) 
| (I0(0), I1(0)) = (j, q)}.The corresponding transient matrix function is given by P(t) = 
(Pj,q(k, r : t))(j,q)(k,r)∈ E which satisfies the Kolmogorov forward equation P’(t) = P(t)A, 
where A is an infinitesimal generator. Above equation, together with initial condition 
P(0) = I, yields a solution of the form  P(t) = P(0)eAt = eAt where the matrix expansion 

in power series form is  eAt = I + 
∞

=1n n!

ntnA
. 

case(i) :Suppose that the eigen values of A are all distinct. Then from the spectral 
theorem of matrices, we have A = HDH−1, where H is the non-singular ( formed with 
the right eigen vectors of A) and D is the diagonal matrix having its diagonal ele-
ments, the eigen values of A. Now 0 is an eigen value of A and if di  ≠ 0, i = 1, 2, 
...,m, are the distinct eigen values then we have An = HDnH−1. Using An in P(t) we 
have the explicit solution of P(t) as P(t) = HeDtH−1 with   
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case(ii): Suppose the eigen values of A are all not distinct, we can find a canonical re-
presentation as A = SZS−1. From this the transition matrix P(t) can be obtained in a 
modified form. (Medhi, J). 



252 R. Bakthavachalam, S. Navaneethakrishnan, and C. Elango 

3.2   Steady State Analysis 

The structure of the infinitesimal matrix R reveals that the state space E of the Mar-
kov chain {I(t) : t ≥ 0}, is finite and irreducible. Let the limiting distribution of the in-

ventory level process be defined by }{ E)q,j()q,j())t(1I),t(0I(Pr
t
limq

jP ∈=
∞→

=  where Pj
q is 

the steady state probability for the system be in state (j,q), (Cinlar - 1975[5]). 

Let 




 νν−ν−νν=ν 0,Q ...Q)2n(,Q)1n(,nQ  denote the steady state probability 

distribution where 





 ν−νν=ν q

0....q
1S,q

S
q  for the system under consideration. For 

each (j, q), νj
q can be obtained by solving the matrix equation νR = 0. The steady state 

balance equations are 0 C
1-n

0i

iQ  AnQ =
=

ν+ν  and ...1 1,-n ,n   j ;   0  D Q)1j( B jQ ==−ν+ν , to-

gether with normalizing condition  =ν
q,j

1q
j . 

4   Operating Characteristics 

In this section, we derive some important system performance measures.    

(1) Mean reorder rate: The mean reorder rate at retailer node and the DC are β0, β1 

respectively thus    
=

+λ=β
nQ

Qq

q
1sP0                                    (1)      

and        
−

==
μ=β

Q)1n(,s

0q,0j

q
jP1                       (2) 

(2) Mean inventory level: Let Ii denote the mean inventory level in the steady state at 

node i (i=0,1). Thus, 
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(3) Expected shortage rate: The shortages occur at retailer node and DC are α0, α1, 

thus        
=

λ=α
nQ

Qq

q
0P0                        (5)      

and    
=

μ=α
s

0j

0
jP1  \                     (6) 
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5   Cost Analysis 

In this section we analyze the cost structure for the proposed model by considering 
the minimization of the steady state total expected cost per unit time. Let k1 - the fixed 
ordering costs from warehouse to DC, k0 - the fixed ordering costs from distribution 
centre to retailer, h1 - the holding cost per unit of item per unit time at DC, h0 - the 
holding cost per unit of item per unit time at retailer node, g0 - the shortage cost per 
unit shortage at retailer node. g1 – the penalty cost per unit shortage at DC. (Since the 
demands satisfied by some local purchase during stock out period at DC) The long 
run expected cost rate C(s, Q) is given by  

1g10g011k00k1I1h0I0h)Q,s(C α+α+β+β++=               (7) 
 
Although we have not proved analytically the convexity of the cost function C(s,Q), 
our experience with considerable number of numerical examples indicates that C(s,Q) 
for fixed Q to be locally convex in s. In some cases it turned out to be an increasing 
function of s. Hence we adopted the numerical search procedure to determine the op-

timal values s*, consequently we obtain optimal 





*Q
M= *n .  

6   Numerical Example and Sensitivity Analysis 

In this section we discuss the problem of minimizing the steady state total expected 
cost rate under the following cost structure. The results we obtained in the steady state 
case may be illustrated through the following numerical example.  
For the input, S = 12, M = 3 (3Q), λ = 0.5, μ0 = 0.75, μ1 = 1.25, h0 = 3.25,            h1 = 
1.75, k0 = 0.45, k1 = 0.55, g0 = 1.35, g1 = 2.25. We get the cost for different reorder 
levels(S) as follows,  

Table 1. The total expected cost rate as a function of C(s,Q) 

s C(s, Q) Q result 

1 264.3862 11  
For each of the inventory capacity S, the optimal reorder level‘s’ 
and optimal cost C(s,Q) are indicated by the symbol ’*’. 

2 251.7745 10 

3 239.7739 9 

4 227.8788 8 

5* 215.8550* 7 
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Table 2. The total expected cost deviation based on various g0 and S 

  S 

g0 
9 12 15 

observations 

0 141.7051 215.7670 288.6348 For the same input with reorder at    
s = 5. It is observed that if the max-
imum inventory level S is increased 
then the total expected cost C(s, Q) 
also increase depending upon the 
various shortage rates (g0). 

0.2 141.7800 215.7800 288.6439 

0.4 141.7930 215.7930 288.6530 

0.6 141.8061 215.8061 288.6622 

0.8 141.8191 215.8191 288.6713 

1 141.8322 215.8322 288.6804 

Table 3. The total expected cost deviation based on various g0 and h0 

    h0 
g0 

2.5 3.5 4.5 observations 

0 260.8061 297.9110 335.0159 For the same input with reorder at         
s = 5. It is observed that the total 
expected cost C(s,Q) is increasing 
with the different holding cost and 
shortage rate of the item. Hence the 
shortage rate and holding cost are key 
parameter of this system. 

0.2 260.8157 297.9201 335.0250 

0.4 260.8244 297.9293 335.0342 

0.6 260.8335 297.9394 335.0433 

0.8 260.8426 297.9475 335.0387 

1 260.8518 297.9566 335.0615 

7   Concluding Remarks 

In this paper, we analyzed a continuous review inventory control system to Multi-
echelon system. The structure of the chain allows vertical movement of goods from 
warehouse to distribution center then to retailer. The model dealing with the supply 
from warehouse to distribution center then to retailer is in the terms of pockets. We 
are also proceeding in this multi-echelon stochastic inventory control system with pe-
rishable products and also dealing with backlogging. This model deals with only tan-
dem network (basic structure of supply chain). This structure can be extended to tree 
structure and to be more general. 
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Abstract. To stabilize the double inverted pendulum, a single input variable 
universe fuzzy controller is designed. In conventional fuzzy controller, input 
variables are the error and the change-in-error but in this single input fuzzy 
controller, input variable is the signed distance. The universe of discourse of 
this single input fuzzy controller is varied with the help of contraction-
expansion factor in order to improve the accuracy and respond speed. This con-
trol method has a high accuracy as well as improved response time over  
conventional fuzzy controller which has been observed by experiments. 

1   Introduction 

The Double Inverted Pendulum (DIP) is a multivariable, nonlinear fast reaction and 
unstable system [1]. As it is a challenging problem to stabilize a double inverted pen-
dulum, therefore it can also be used to analyze the performance of any control  
method. Fuzzy control, variable structure control and robust control are some of the 
methods which commonly used to solve this problem. The performance of Fuzzy 
Logic Controller (FLC) depends on the number of its inference rules. The perfor-
mance of the FLC can be easily enhanced by increasing the number of rules. But the 
large set of rules also requires more computational time [2]. This problem is solved by 
the introduction of Single input Fuzzy Logic Controller (SFLC) [3]. In conventional 
fuzzy controllers, the input variables are mostly the error and the change-in-error but 
in SFLC the input variable is the signed distance. This signed distance variable is sole 
fuzzy input variable in single input fuzzy logic controller. 

Traditional fuzzy controller has many advantages, but its control accuracy is low 
[4]. So this type of method is not appropriate in such applications where highly  
precise control is required. For high precision, a variable universe adaptive fuzzy con-
troller was proposed by professor Li in 1999 [5]. The controlling power of variable 
adaptive fuzzy control is verified for effective dealing with nonlinear system [6]. So 
in this paper a controller is designed using the technique of variable universe fuzzy 
control and having single input to stabilize the double inverted pendulum.  
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2   Modeling of Double Inverted Pendulum 

2.1   Double Inverted Pendulum Structure 

The structure of DIP is shown in Fig.1. DIP can be simplified as a system of cart and 
two quality rods, where M is the mass of cart, m1 is the mass of pendulum1, m2 is the 
mass of pendulum2, m3 is the mass of joint, l1 is the length of pendulum1, l2 is the 
length of pendulum2, θ1 is the angle between pendulum1 and vertical, θ2 is the angle 
between pendulum2 and vertical and F is the external force acting on the system. The 
main objective is to erect the stable pendulums mounted on the cart, within the limited 
rail length and to achieve dynamic balance.  
 

 

Fig. 1. Schematic diagram of double inverted pendulum system 
 

2.2   Mathematical Model of Double Inverted Pendulum 

The mathematical model of the double inverted pendulum system is established using 
Lagrange equation, taking the state variables [13]: 

1 ,x x= 2 1,x θ= 3 2 ,x θ= 4 ,x x=  5 1,x θ=  6 2x θ=  , 

The equation state is taken around; 

[ ]1 2 1 2 0 0 0 0 0 0
T T

X x xθ θ θ θ = = 
   

Table 1 shows the parameter of the DIP used to derive state space model. 

Table 1. Parameters of Double Inverted Pendulum[13] 

Parameter Definition Value Unit 

M Mass of Cart 1.096 Kg 

m1 

m2 

Mass of pendulum1 

Mass of pendulum2 

0.05 

0.13 

Kg 

Kg 

m3 

l1 

l2 

g 

Mass of joint 

Length of pendulum1 

Length of pendulum2 

Gravity constant 

0.236 

0.0775 

0.25 

9.8 

Kg 

m 

m 

N/Kg 



 Single Input Variable Universe Fuzzy Controller with Contraction-Expansion Factor 259 

By substituting the parameters, the following linear model is obtained: 

X AX Bu

Y CX Du

 = +
 = +


     (1) 

Where: 

0 0 0 1 0 0 0

0 0 0 0 1 0 0

0 0 0 0 0 1 0
,

0 0 0 0 0 0 1

0 86.69 21.62 0 0 0 6.64

0 40.31 39.45 0 0 0 0.088

A B

   
   
   
   

= =   
   
   −
   

− −   

 

1 0 0 0 0 0 0

0 1 0 0 0 0 0

0 0 1 0 0 0 0
,

0 0 0 1 0 0 0

0 0 0 0 1 0 0

0 0 0 0 0 1 0

C D

   
   
   
   

= =   
   
   
   
   

 

3   Single Input Fuzzy Logic Controller 

The Conventional Fuzzy Logic Controller (CFLC) has two inputs, which are mostly 
the error and the change-in-error. It requires a 2-dimensional rule table for inference. 
This rule table is in skew-symmetric form, i.e. output membership is same in diagonal 
direction. Each point on the particular diagonal line has a magnitude that is propor-
tional to the distance from its main diagonal line (LZ). For any combination of (e,ė), 
the output membership function will lie in any one of the diagonal line (LNB, LNM, LNS, 
LZ, LPS, LPM, LPB). The main diagonal line (LZ) can be representation as [7]: 

0e eλ+ =                    (2) 

Where, λ is the slope magnitude of the main diagonal line LZ. The distance from any 
point (e,ė ) to the main diagonal line can be written as [7]: 

21

e e
d

λ
λ

+=
+


                        (3) 

Depending on the distance d, the new rule table can be constructed and given in  
Table 2. Rule table is one dimensional and contains only seven rules and confirms 
linear control surface. Number of input for FLC will be one and structure of single in-
put FLC is given in Fig.2 [8]. The calculated distance (d) is the only input to the fuzzy 
logic controller. 
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Fig. 2. Single input Fuzzy Logic Controller 

Table 2. SFLC Rule Base 

d LNL LNM LNS LZ LPS LPM LPL 

U NL NM NS Z PS PM PL 

4   Variable Universe Fuzzy Logic 

Let [ , ]( 1, 2,..., )i i iX E E i n= − =  be the universe of the input variable 

( 1,2,..., )ix i n=  and [ , ]Y U U= −  be the universe of the output variable y. 

( 1,2,..., ){ }i ij j mAφ ==  stand for the fuzzy sets Xi and { }j jBΨ =  stand for the fuzzy 

sets Y. iφ  and iΨ  can be called the linguistic variables. Fuzzy inference rule set 

( 1,2,..., ){ }s s zR =  can be formed as: 

Rs: If x1 is A1j,…, and xn is Anj then y = Bj      (4) 

The so-called variable universe means that some universes such as Xi and Y, can 
change along with changing variables xi and y [9]. The transformed universe discourse 
is denoted as: 

( ) [ ( ) , ( ) ]i i i i i i i iX x x E x Eα α= −              (5) 

   ( ) [ ( ) , ( ) ]Y y y U y Uβ β= −                     (6) 

Where αi(xi) and β(y) are contraction-expansion factors [10]. The varying universe is 
shown in Fig.3 [11]: 

 

Fig. 3. Variable situation of the universe 
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Therefore change rule of α(x) is: 

. . .(1 )k x xα αΔ = Δ −             (7) 

Integrating both sides to obtain α(x); 

2

( ) 1 kxx eα η −= −        (8) 

Assume β(t) is the universe contraction-expansion factor of output Y. β(t) is designed 
with the principle of weighted integral [4]. 

Where KI is proportionality constant, Pn = [p1, p2]
T is a constant vector. 

When β(t) = 1 , KI = 1, Pn = [1, 1]T, 

0
( ) ( ) 1

t
t e ec dβ τ= + +            (10) 

5   Control Scheme for Double Inverted Pendulum 

The six variables make the double inverted pendulum a six dimensional system. In 
order to simplify the complexity of the system all three errors (E1, E2 & E3) and 
change-in-errors (EC1, EC2 & EC3) should be synthesize into only two variables the 
error (E) and the change in error (EC). This can be done by the help of Information 
Fusion Method [12]. After this, the signed distance variable (d) is obtained by the 
help of Signed Distance Method [7]. This signed distance variable is fed to fuzzy con-
troller as sole fuzzy input. Then variable universe technique is used to improve the 
accuracy and respond time of the system [5]. 

5.1   Implementation of Information Fusion 

Error E and change-in-error EC can be defined as: 

[ ]1 2 3 1

2

x

E k k k θ
θ

 
 
 
  

            (11)  

[ ]4 5 6 1

2

x

E k k k θ
θ

 
 
 
  





              (12) 

 

Where (k1, k2, k3, k4, k5, k6) are synthesis parameters. 
Now a state feedback matrix for the state equation has to be designed. For this, 

make the quadratic performance index function [12]; 

0

1
( )

2
T TJ X QX U RU dt

∞
= +    (13) 

Where the positive semi definite matrix Q = diag (200, 50, 50, 0, 0, 0) and symmetric 
positive definite matrix R= 1. 
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For solving the Riccati equation: 

AT P + PA− PBR−1BT P +Q = 0    (14) 

The optimal feedback gain matrix values can be obtained: 

K = R−1BT P      (15) 

K = (14.1421, 93.1921, -152.13, 14.0841, 2.9657, -24.7386) 
The fuzzy controller of the upper pendulum main control variable has best result 

[1]. So in order to consider pendulum2 as the main control variable, above equations 
are transformed as: 

1

2

14.1421 93.1921
1

152.13 152.13

x

E θ
θ

 
   =    − −    

       (16) 

1

2

14.0841 2.9657
1

24.7386 24.7386

x

E θ
θ

 
   =    − −    





                              (17) 

5.2   The Signed Distance Variable 

The error E and the change-in-error EC are combined to obtain the signed distance d 
by using (3). The gain factor for error is taken as 3 whereas for change-in-error it is 
taken as 0.5. The schematic diagram for SFLC is shown in Fig. 2. 

5.3   Variable Universe Fuzzy Controller 

The universe contraction-expansion factor of Ds from (8) is: 
2( ) 1 exp( )e keα η= − −  

On choosing,  = 0.27, k = 10-2; 
2 2( ) 1 0.27exp( 10 )e eα −= − −  

Assume β(t) is the universe contraction-expansion factor of output U. Then β(t) from 
(10) is: 

( )
0

( ) 1
t

t d dβ τ= +  

6   Simulation Results 

MATLAB SIMULINK is used in this paper for simulation of controller to control 
double inverted pendulum. The initial fuzzy universe of Ds is taken [-1 1] and for the 
output U it is [-1 1]. The membership functions of input and output variables have 
seven variables with triangular membership. The control rules designed for double in-
verted pendulum are described in Table 2. 
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In control of double inverted pendulum, the stability of inverted pendulum at the 
given position is highly sensitive to the initial position of cart and the initial angles of 
both the inverted pendulums. Now following two cases are taken with different initial 
conditions: 

Case A: In this case the initial simulation conditions are set at: 

0.1 ,x m=  1 0.1 ,radθ =  2 0.1radθ =  

The length of simulation step is taken 1ms and simulation time is 5 seconds. Now 
the cart is required to move at x = 0. Simulation results for case A are shown in Fig. 4. 
From the simulation results it can be observed that system reach equilibrium position 
within 2.5 seconds whereas for conventional fuzzy controller it takes 3 seconds as 
shown in [12]. 

Case B: In previous case both the pendulums were tilted in same direction but in 
this case both pendulums are tilted in opposite directions. In case B the initial simula-
tion conditions are set at: 

0.1 ,x m=  1 0.1 ,radθ =  2 0.1radθ = −  

 

 

Fig. 4. Simulation results for case A 

 

 

Fig. 5. Simulation results for case B 
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The length of simulation step is taken 1ms and simulation time is 5 seconds. Now 
the cart is required to move at x = 0. Simulation results for case B are shown in Fig. 5. 
From the simulation results it can be observed that system reach equilibrium position 
within 2.5 seconds whereas for conventional fuzzy controller it takes 3 seconds as 
shown in [12]. 

7   Conclusion 

A double inverted pendulum model based on Lagrange is taken as controlled object 
for stabilization. To simplify the controller design, three pairs of the error and the 
change-in-error are combined into single pair of the error (E) and the change-in-
error (EC) by the method of information fusion. Then, E and EC are merged to form 
the signed distance (d) variable with the help of signed distance method. A suitable 
single input fuzzy controller with variable universe of discourse is designed and the 
length of universe of discourse is adjusted by universe contraction-expansion factor. 

Simulation results are obtained for two different cases with different initial condi-
tions. From the simulation results, it can be observed that performance of the control-
ler is precise in nature and also poses high degree of accuracy to the conventional 
fuzzy controller. 
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Abstract. List Accessing Problem (LAP) is a problem of significant theoretical 
and practical interest in the context of linear search. Move-To-Front (MTF) 
Transpose(TRANS) and Frequency Count(FC) are the three most primitive list 
accessing algorithms developed in the literature. FC is the static optimal offline 
algorithm, but it has not been studied extensively in the literature till date. In 
this paper, a comprehensive study of  FC algorithm has been done. After our 
analysis we have explored the limitation of  FC algorithm which is a scope to 
improve its performance. Based on an idea of combining the concepts of Most 
Recently Used (MRU) of paging algorithm and FC List Accessing algorithm, 
we have proposed a novel hybrid list accessing algorithm which we call as Most 
Recently Used Frequency Count(MRUFC) algorithm. We have evaluated the 
performance of FC list accessing algorithm and our proposed MRUFC 
algorithm by using Calgary Corpus as the input dataset. Our experimental 
results show that MRUFC performs better than FC for all the request sequences 
generated from the input dataset. 

Keywords: Algorithm, Data Structure, Linear Search, Linked List, List 
Accessing Problem, Frequency Count Algorithm, Empirical study.  

1   Introduction 

List Accessing Problem (LAP) is a computational problem of significant theoretical 
and practical interest in the context of linear search for the last four decades since the 
pioneering work of McCabe in 1965[1]. In this problem, the inputs are an unsorted 
linear list l of finite items and a sequence of requests σ where each request is an 
access or search operation on an item of the list. A request sequence σ is said to be 
served on the list l, when each item of the σ  is linearly searched one by one in the list 
by incurring some access cost based on a cost model. After each access the list is 
rearranged by incurring some reorganization cost. A List accessing algorithm 
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minimizes the total access and reorganization cost while serving a request sequence σ 
on a list. The most widely used cost model for a LAP is the standard full cost model 
introduced by Sleator and Tarjan[2]. In this cost model, the access cost is ith item of 
the list from the front is i i.e the position of the item from the front of the list.  

1.1   Applications and Motivation 

List accessing algorithms are widely used in Data Compression. Some other 
important applications of list accessing algorithms are computing point maxima in 
computational geometry, resolving collisions in hash table and dictionary 
maintenance. The majority of research work in the literature is based on theoretical 
analysis of three primitive list accessing algorithms- Move-To-Front(MTF), 
Transpose(TRANS) and Frequency Count(FC). The empirical studies of list accessing 
algorithms have gained importance due to its practical applications in various real life 
situations.  

1.2   FC Algorithm 

FC is considered to be the static optimal algorithm for the list accessing problem. In 
FC, a frequency counter is maintained for each item of the list to count the number of 
accesses of each item from the request sequence. After each access, the counter of the 
accessed item is incremented by 1. The items are rearranged in non-increasing order 
their frequency counts in the list.  In FC,  the accessed items which have same 
frequency count are arranged in First Come First Serve (FCFS) order among 
themselves in the list, thereby maintaining the relative order of these items in the list 
as before. If some accessed items appear far from the front of the list and are more 
frequently requested in future, the access cost of serving these items becomes more. 
To overcome this limitation and to reduce the future access cost, most recently used 
items need to be kept towards the front of the list.  

1.3   Our Contribution 

In this paper, we have proposed a new variant of the FC algorithm by using the Most 
Recently Used (MRU) concept of paging. Our proposed hybrid algorithm is named as 
Most Recently Used Frequency Count (MRUFC). We have experimentally evaluated 
the performances of our proposed MRUFC algorithm by using the Calgary Corpus as 
input data set. We have also evaluated the performance of FC algorithm using the 
same data set. Our comparative performance evaluation shows that MRUFC always 
performs better than the FC.  

1.4   Literature Review 

In their seminal paper Sleator and Tarjan[2] have shown that the well-known MTF 
algorithm is 2-competitive. Irani[3] has provided a matching upper bound for MTF  
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algorithm. Albers [4] have developed an algorithm called TIMESTAMP and proved 
that it is 2-competitive. For randomized algorithms, so far the best known upper 
bound of 1.6 is obtained by an algorithm called COMB due to Albers, von Stengel 
and Werchner [5]. A well-known lower bound for any randomized algorithm is 1.5 
due to Teia[6] . Few comprehensive surveys of list accessing algorithms with 
associated results can be found in [7], [8], and [9]. Various empirical studies of List 
accessing algorithms and associated results are mentioned in [10], [11], [12], [13], 
[14], [15].  

1.5   Organization of  Paper 

This paper is organized as follows: Introduction is presented in Section 1. The 
analysis of FC algorithm and scope for its improvement are presented in section 2. 
Section 3 contains our new proposed MRUFC algorithm. Section 4 contains our 
experimental results of performance evaluation obtained from the comparison of 
access costs of FC and MRUFC. Section 5 provides some concluding remarks. 

2   Our Proposed Algorithm 

2.1   Uniqueness of Our Approach 

The Most Recently Used (MRU) concept has been extensively used in other areas of 
computer science, such as Caching and Paging. In MRU, the item that has been most 
recently used has greater probability of access in near future. Hence, we have used the 
concept of MRU in the FC algorithm to develop a novel hybrid algorithm with better 
performance.  

2.2   Assumptions and Terminologies  

We assume that the request sequence σ is given as input and the list l  is generated 
from σ. The size of  σ is assumed to be greater than the size of  l. We use doubly 
linked list as the data structure for our experimentation. As the list rearrangement is 
achieved through a change of constant number of pointers, the reorganization cost is 
neglected. Hence, the total cost is computed based on only access costs. Here we use 
the standard full cost model for computing the access cost. The list configuration is 
denoted by L.  i, j, k are used as variables for items of the list L. i[count] is the counter 
field of item i which shows the number of times the item has been requested. Let 
i[usage] is the usage field of item i, which stores the last usage value of the item. 
current_usage is a variable which stores the current usage value. It also stores the 
number of items that have been requested before the current request. The pseudo code 
of our proposed algorithm is presented below..  
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Fig. 1. Pseudo code for MRUFC 

2.3   Illustration of MRUFC 

Suppose we have a list sequence LS as 1 2 3 4, and the request sequence RS is 2 2 3 1 
4 3 3 1 1 2 4 4 4 2 3. The count and usage value of each of the items in LS is 
initialized to 0. We represent the service of the each request for item in table 1. For 
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FC, Initially the list configuration is 1 2 3 4 and the RS 2 2 3 1 4 3 3 1 1 2 4 4 4 2 3 is 
served one by one. After each request of the RS the list configuration may change as 
shown in the table 1. Finally, the list configuration becomes 4 2 3 1. And the 
frequency count of items 1 2 3 4 are 3, 4, 4 and 4 respectively. The sum of access 
costs is 45. For MRUFC, initially the list configuration is 1 2 3 4, the same RS is 
served one by one. After each request of the RS the list configuration may change as 
shown in the table. Finally, the list configuration becomes 4 2 3 1; and the count of 
each item is 3, 4, 4 and 4 respectively. The total cost becomes 41. 

 

Table 1. Illustration of MRUFC and FC 
      

Requests Configuration 
of list for FC 

Configuration 
of list for 
MRUFC  

Count of 
items  

1 2 3 4  

Usage of 
items  

1 2 3 4  

current_usage Cost of FC  Cost of MRUFC 

     

 1 2 3 4  1 2 3 4  0 0 0 0  0 0 0 0  0  0  0  

     

2  2 1 3 4  2 1 3 4  0 1 0 0  0 1 0 0  1  2  2  

     

2  2 1 3 4  2 1 3 4  0 2 0 0  0 2 0 0  2  1  1  
     

3  2 3 1 4  2 3 1 4  0 2 1 0  0 2 3 0  3  3  3  

     

1  2 3 1 4  2 3 1 4  1 2 1 0  4 2 3 0  4  3  3  

     

4  2 3 1 4  2 3 1 4  1 2 1 1  4 2 3 5  5  4  4  

     

3  2 3 1 4  3 2 1 4  1 2 2 1  4 2 6 5  6  2  2  

     

3  3 2 1 4  3 2 1 4  1 2 3 1  4 2 7 5  7  2  1  

     

1  3 2 1 4  3 1 2 4  2 2 3 1  8 2 7 5  8  3  3  

     

1  3 1 2 4  1 3 2 4  3 2 3 1  9 2 7 5  9  3  2  
     

2  3 1 2 4  1 3 2 4  3 3 3 1  9 10 7 5  10  3  3  

     

4  3 1 2 4  1 3 2 4  3 3 3 2  9 10 7 11  11  4  4  

     

4  3 1 2 4  4 1 3 2  3 3 3 3  9 10 7 12  12  4  4  

     

4  4 3 1 2  4 1 3 2  3 3 3 4  9 10 7 13  13  4  1  

     

2  4 2 3 1  4 2 1 3  3 4 3 4  9 14 7 13  14  4  4  

     

3  4 2 3 1  4 2 3 1  3 4 4 4  9 14 15 13 15  3  4  
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3   Experiment and Results 

In our work, we have implemented FC and MRUFC list accessing algorithms using C 
language and Linux operating system. An empirical test of performances of FC and 
MRUFC list accessing algorithms was done with respect to the request sequences 
generated from Calgary Corpus  as the input dataset. The access costs of both FC and 
MRUFC were computed by serving the request sequences generated from the Calgary 
Corpus data set. The access costs of both algorithms have been compared for each 
request sequence.  

3.1   Input Dataset 

The Calgary corpus is a collection of (mainly) text files that serves as a popular bench 
mark for testing the performance of (text) compression algorithm and can also be used 
for access cost performance testing. The corpus contains 9 different types of files and 
overall 17 files. In particular it contains books, papers, numeric data, pictures, 
programs and object files. Each file was used to generate 2 different request 
sequences. The first sequence was generated by parsing the files into “words” (‘word’ 
parsing). A word is defined as the longest string of non space characters. For some of 
the non text files in the corpus (e.g. pic), the parsing does not yield a meaningful 
sequence, hence results are ignored. The second sequence is generated by reading the 
file as a sequence of bytes (Byte Parsing).  

3.2   Experiment Performed 

The input to each algorithm is a byte or word parsing of each of the file. The LS is 
created when the RS are parsed. Two tables are created for each type of the parsing. 
Each table contains the number of items in the request sequence and the number of 
items in the list sequences that are generated for each file. The cost of FC and 
MRUFC are computed and recorded for each file as shown in table.  

3.3   Experimental Results 

Let |LS| be the size of LS and |RS| be the size of RS. L-R ratio is the ratio between 
|LS| and |RS|. Let C(FC) and C(MRUFC) be the access cost of FC and MRUFC 
respectively. Then gain (G) is defined as follows.  

G = {(C(FC) - C(MRUFC)) / C(FC)} * 100. Each of the table generated is given 
below:  
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Fig. 2. Byte Parsing Table 
 

 
 

Fig. 3. Word Parsing Table 
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Fig. 4. Byte Parsing Histogram 
 

 
 

 
Fig. 5. Word Parsing Histogram 
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A representation of the above results has been done graphically using a histogram. 
The two histograms for both type of parsing represent the percentage gain in cost 
reduction for each file. The gain is a measure of how much MRUFC is better than FC 
algorithm.  

It can be noticed by looking at the two histograms that average gain is more in 
word parsing than byte parsing. This is because of the L-R ratio associated with each 
parsing.  

3.4   Observations 

From our experimental results we have observed that the L-R ratio is greater for byte 
parsing table than word parsing table. These ratios can be used to identify the 
significance of input request sequences. For example, the (word) sequences generated 
from obj1 and obj2 are of minor interest since on an average almost every word in the 
request sequence is new. According to this measure we would expect the four word-
level sequences corresponding to the files progp, progl, book2 and book1 to be of 
greater significance than the rest of the word-level sequences. In general, as can be 
seen in the tables, the two kinds of request sequences (word- and byte-based) are 
considerably different, with the word-based sequences resulting in very long lists and 
relatively short sequences (compared to the list length). On the other hand, the byte-
based sequences correspond to very short lists and very long sequences. The access 
cost for MRUFC is observed to be less than the access cost of FC algorithm in all the 
input files. The gain(G) is found to be more for input files in the data set having 
higher L-R ratio than the input files having lower L-R ratio. Therefore, it can be 
inferred that for quite large value of L-R ratio gain will be increased, as a result of 
which performance of MRUFC will be significantly better than FC.  

4   Concluding Remarks 

In this paper we have proposed a new variant of the FC algorithm by using the Most 
Recently Used (MRU) concept. We have experimentally evaluated the performances 
of our proposed MRUFC algorithm by using the Calgary Corpus as input data set. We 
have also evaluated the performance of FC algorithm using the same data set. Our 
experimental results obtained with the Calgary Corpus as the input data set have 
shown that our proposed MRUFC algorithm performs better than FC algorithm. 
Based on the experimental results and our intuition, it can be inferred that for all the 
request sequences the access cost of MRUFC will be either same or less than the 
access cost of FC. It is a challenging research issue to conduct a theoretical analysis to 
validate the above fact.  
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Abstract.  Software Testing plays an important role in Software development 
because it can minimize the development cost. We Propose a Technique for 
Test Sequence Generation using UML Model Sequence Diagram.UML models 
give a lot of information that should not be ignored in testing. In This paper 
main features extract from Sequence Diagram after that we can write the Java 
Source code for that Features According to ModelJunit Library. ModelJUnit is 
an extended library of Junit Library. By using that Source code we can Gener-
ate Test Case Automatic and Test Coverage. This paper describes a systematic 
Test Case Generation Technique performed on model based testing (MBT)  
approaches By Using Sequence Diagram. 

1   Introduction  

UML models are intended to help to reduce the complexity of a problem, with the in-
crease in product sizes and complexities. Still, the UML models themselves become 
large and complex involving thousands of interactions across hundreds of objects [1]. 
It is cumbersome for generating test models like control flow graph from source code.  
The UML sequence diagrams are used for modelling discrete behaviour of an object 
through sequence graph. Such states and transitions are critical to decide the specific 
operation invocations that would be made based on the conditions arising during a 
scenario execution. For unit level testing, we can derive tests from UML state ma-
chine diagrams, which embody the behavioural description of each component [2]. 
The information about a system is distributed across several model views of a system, 
captured through a large number of diagrams.  

2   Some Basic Definitions  

We first provide some basic definitions of relevant test coverage criteria. After that 
we will defined our proposed approach to the generation of test cases.  

D1:Test case: A test case is the triplet [I, S, O], where I is the initial state of the sys-
tem at which the test data is input, S is the test data input to the system and O is the 
expected output of the system [from our paper]. The output produced by the execution 
of the software with a particular test case provides a specification of the actual soft-
ware behavior.  
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D2:Sequence Diagram: A sequence diagram is a tuple (L, O, E, M, <, Ro,l, Ro,e, 
Ro,m) where L is a set of lifelines, O is a set of Occurrence Specifications, E is a set 
of Execution Specifications and M is a set of messages, < is a total ordering on O, Ro,l 
is a relation- ship between O and L indicating lifelines covered by Occurrence Speci-
fications, Ro,e is a relationship between O and E indicating initial and terminal Occur-
rence Specifications of every Execution Specification, Ro,m is a relationship between 
O and M indicating end points of every message.  

D3: Sequence graph: A Sequence diagram can be viewed as a graph called a Se-
quence graph G= (N, T), where N is the set of nodes (vertices) of G and T is the set of 
edges or massage. In G, nodes of edges. In G, nodes represent object and edges repre-
sent massage between object. Since every node of a Sequence graph represents an 
Object, we shall use the terms ‘node’ and ‘Object’ interchangeably when no confu-
sion arises. Without any loss of generality.  

D4: Path: The number of predecessors of a node is its in-degree, and the number of 
successors of the node is its out-degree. A path from a node x1 to a node xk in a graph 

G = (V, E) is a sequence of nodes (x1, x2..., xk) such that (xi, xi+1) ϵ E for every  i, 1≤ i 
≤ k-1.  

D5: Extended Finite State Machine (EFSM): An Extended Finite State Machine 
(EFSM) is defined as a 7 tuples  
M= (I, O, S, D, F, U, T) Where I= set of input symbols.  O= set of output symbols.  

Some basic coverage Criteria.  In this section, we discuss some of the relevant cov-
erage criteria which are used in our approach.  

1) State Coverage: It covers every state in every state chart for basic test generation. 
State coverage is a test adequacy criterion that requires tests to check programs’ out-
put variables [6]. All variables still defined when executing in test scope (even those 
which are not visible, such as private fields of objects) are considered by state  
coverage.  
2) Message path coverage: A test set TS is said to achieve transition path coverage if 
given a state machine graph G, TS causes each possible transition path in G to be 
taken at least once [3].  

3   ATGSD: Our Proposed Approach to Generate Test Cases  

In this section we, discuss our proposed approach Automatically Test Sequence Gen-
eration from Sequence Diagram (ATGSD). Our approach for generating test cases is 
schematically shown in Figure 1. The first step is constructing the Sequence diagram. 
The next step is to convert the Sequence diagram into Sequence graph. Then, the 
graph is traversed to select the predicate functions. In fourth step, we transform the 
predicate into source code.  
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Fig. 1. TeFig. . st Case Generation Process  

Then, we construct the Extended Finite State Machine (EFSM) from the code.  
Finally, we generate the test data corresponding to the transformed predicate func-
tions and store the generated test data for future use.  
 

 

Fig. 2. Architecture of ModelJunit  
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1: InsertCard1: InsertCard

2: CardNotReadable2: CardNotReadable

3: CardRead Successfully3: CardRead Successfully

4: Specific Enter4: Specific Enter

5: DisApproved5: DisApproved

6: Invalid Pin6: Invalid Pin

7: Performing Transac tion7: Performing Transac tion

8: Checking For Transac tion8: Checking For Transac tion

9: Print9: Print

10: Ask  For Another Print10: Ask  For Another Print

9: Exit DueTo Less Money9: Exit DueTo Less Money

11: Exit After Print11: Exit After Print

12: Exit After Reprint12: Exit After Reprint

 
 

Fig. 3. Sequence Diagram of Bank ATM System 
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Fig. 4. Sequence Graph for Bank ATM Sequence Diagram 

4   Pseudo Code of ATGSD Algorithm for Bank ATM System  

Input: Sequence Graph, Pin, Your_Balance, Withdraw_Money, Card_read, Cus-
tomerWantsAnotherPrint, Print ()}  
Output: TSi(Test Sequence), SC (State Coverage),  
TC (Transition Coverage), ACC (Action Coverage), TPC (Transition Pair Coverage), 
EFSM Graph  
Begin  
State enum {Idle, Reading_Card, CardReadSuccessfully, Reading_Pin, PinReadSuc-
cessfully, Choosing_Transaction, SendingToBank, HandlingInvalidPin, Perform-
ing_Transaction, WithdrawMoney, LessMoneyExit, PrintingReciept, AskForAnother-
Print, Exit}  
       If (state=Idle) then  
           Print (TSi, Current State, Final State)  
              State← Reading_Card  
     End if  
      If (state= Reading_Card AND card_read = false) then  
           Print (TSi, Current State, Final State)  
           Print (“Card Not Readable Please Check”)  
          State ← Exit  
     End if  
      If (state= Reading_Card AND card_read = true) then  
            Print (TSi, Current State, Final State)  
               State ← Choosing_Transaction  
     End if  
     If (state= Choosing_Transaction AND card_read=true) then  
            Print (TSi, Current State, Final State)  
                State ← SendingToBank  
     End if  
    If (state= SendingToBank AND pin !=1234) then  
            Print (TSi, Current State, Final State)  
             state← HandlingInvalidPin  
End if  
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  End if  
         If (state= SendingToBank AND pin !=1234 ) then  
                 Print (TSi, Current State, Final State)  
                Print(“You are given invalid Pin No.”);  
                State ← Exit  
        End if  
      If (state= SendingToBank AND pin =1234) then  
             Print (TSi, Current State, Final State)  
            State ← Performing_Transaction  
      End if  
     If (state= HandlingInvalidPin AND pin =1234)) then  
            Print (TSi, Current State, Final State)  
               State ← Performing_Transaction  
      End if  
    If (state =Performing_Transaction AND pin =1234 AND card_read=true AND              
Your_Balance >=withdraw_Money AND withdraw_Money <= max_limit_money)   
then   
     If((withdraw_Money %100)= null)  
           Print(“Withdraw Money”)  
            Print(“After Withdraw Your Balance in Account”)  
            State ← withdraw_Money  
            Print (TSi, Current State, Final State)  
    Else  
          Print(“please give withdraw money multiple of 100”)  
            Print (TSi, Current State, Final State)  
             state ←Exit  
       End if  
End if  
          If (state= Performing_Transaction AND pin =1234 AND card_read=true AND 
Your_Balance >=withdraw_Money AND withdraw_Money > max_limit_money) then  
                     Print("Your maximum limit in one transaction is over");  
                     Print (TSi, Current State, Final State)  
                       state=Exit;  
   If (state = withdraw_Money AND Print=true) then  
          If(Print = true)  
                Print (TSi, Current State, Final State)  
                     state←PrintReciept  
  End if  
       End if  
   If (state= Performing_Transaction AND pin =1234 AND card_read=true AND 
Your_Balance < withdraw_Money AND withdraw_Money <= max_limit_money) 
then  
      Print(“You have insufficient balance for withdraw Money”);  
               Print (TSi, Current State, Final State)  
                 state← Exit  
   End if  Endif  
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5   Working of ATGSD for with Bank ATM System  

In this Section, we are explaining the working of our ATGSD algorithm using Bank 
ATM example. 

The Bank ATM is a Money dispenser Machine in which we can withdraw Money 
from machine. The sequence diagram of a Bank ATM object for various events of in-
terest is shown in figure 3. 

The objects first enter into idle state, after those objects insert the ATM card. After 
that machine will enter into ReadingCard State which read the card and store the in-
formation about customer for one transaction. If there is some problems for reading it 
will enter in Exit State. If machine haven’t any problem for reading the card then it 
will enter into next state Transaction State. After that all the information of customer 
send to bank in SendToBank State because by the using this state all the personal in-
formation about customer will be secure. After that customer insert his Pin and Object 
will go to Performing Transaction State. If Pin is not match with original Pin then ob-
ject enters to Exit State due to invalid Pin number. After that if Pin is match to origi-
nal Pin. Then will machine display Amount Window for Customer in this state cus-
tomer will have condition for withdrawing money. 

1) WihtdrawMoney = 100 × n   
Means customer can withdraw money multiple of 100. 

2) WithdrawMoney <= 40000 
3) WithdrawMoney <=Your_Balance 

If any condition will false then object can’t withdraw money and go to Exit State 

6   An Implementation of Our Approach  

ModelJUnit Library allows us to write simple Sequence diagram as Java classes, then 
generate tests from those models and measure various model coverage metrics as well 
as EFSM. Model-based testing allows us to automatically generate test suites from a 
model of a system under test. ModelJUnit is a Java library that extends JUnit to sup-
port model-based testing [6]. The set of test cases generated corresponding to our 
ATGSD algorithm with the test coverage achieved is shown in Figure 4. In Figure 5, 
the initial node, the last node and the test data corresponding to each predicate are al-
so shown. The percentage of test coverage which is achieved by implementing the 
case study of Bank ATM object is shown in the Table 1.  
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Fig. 5. Screenshot of generated test data with test coverage 

  
Table 1. Test Coverage (YB= Your_Balance, WM = Withdraw_Money, CR = Card_read, 
CWA= customerWantsAnother, NS:No.of States, NT: No.of Transitions, SCP:% of State Cov-
erage , TCP:% of Transition Coverage, TPCP: % of Transition Pair Coverage, AC: % of Action 
Coverage)  

 

7  Conclusion  

We have proposed a methodology to generate test cases from UML sequence dia-
grams. Our technique achieves many important coverage like state coverage, transi-
tion coverage, and action coverage. Our future work is to generate test cases using 
other UML diagrams and combination diagrams. 
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Abstract. This paper investigates on the use of Wavelet Transform (WT) to 
model and recognize the utterances of Consonant – Vowel (CV) speech units in 
noisy environments. The peculiarity of the proposed method lies in the fact that 
using WT, non stationary nature of the speech signal can be accurately consi-
dered. A hybrid feature extraction namely Normalized Wavelet Hybrid Feature 
(NWHF) using the combination of Classical Wavelet Decomposition (CWD) 
and Wavelet Packet Decomposition (WPD) along with z-score normalization 
technique are studied here. CV speech unit recognition tasks performed for noi-
sy speech units using Artificial Neural Network (ANN) and k – Nearest Neigh-
borhood (k – NN) are also presented. The result indicates the robustness of the 
proposed technique based on WT in additive noisy condition.  

1   Introduction  

Speech recognition research has a history of more than 50 years. With the advance-
ment of powerful computers and robust algorithms, Automatic Speech Recognition 
(ASR) has gone through a great amount of develop over the last few years. Generally 
a speech recognition system tries to identify the basic unit in any language, phonemes 
or words which can be compiled into text [1]. The present research work is motivated 
by the knowledge that only little attempts were rendered for the automatic speech rec-
ognition of CV speech unit in Indian languages like Hindi, Tamil, Bengali, Marathi 
Chinese etc and very less works have been found to be reported in the literature on 
Malayalam CV speech unit recognition, which is the principal language of South In-
dian state of Kerala. Very few research attempts were reported so far in the area of 
Malayalam vowel recognition. So more basic research works are essential in the area 
of Malayalam CV speech unit recognition.  

Malayalam is one of the major languages from Dravidian language family. Ma-
layalam is the principal language of the South Indian state of Kerala and also of the 
Lakshadweep Islands off the west coast of India spoken by about 36 million peoples 
[2]. Malayalam language now contains 51 V/CV units includes 15 long and short vo-
wel sounds and the remaining 36 basic consonant sounds. For the present work, all 
the experiments are carried out using 36 Malayalam CV speech unit database uttered 
by 96 different speakers. For the recognition experiments, database is divided into 
five different phonetic classes based on the manner of articulation of the consonants 
as given in table 1. 
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Table 1. Malayalam CV unit classes 

Class    Sounds 

Unaspirated /ka/,/ga/,/cha/,/ja/,/ta/,/da/,/tha/,/dha/,/pa/,/ba/ 

Aspirated   /kha/,/gha/,/chcha/,/jha/,/tta/,/dda/,/ththa/,/dha/, /pha/, /bha/   

Nasals   /nga/,/na/,/nna/,/na/,/ma/ 

Approximants   /ya/,/zha/,/va/,/lha/,/la/ 

Fricatives   /sha/,/shsha/,/sa/,/ha/,/ra/,/rha/ 

  

 

Since human speech is highly dynamic in nature, in order to achieve a reliable re-
presentation of the speech signal in the time – frequency plane a multi resolution ap-
proach is needed. Wavelet Transform (WT) is a tool for Multi Resolution Analysis 
(MRA) which can be used to efficiently represent the speech signal in the time – fre-
quency plane. There have been lots of works reported in the literature using WT for 
the feature extraction process [3][4][5].The objective of the present work is to model 
Malayalam CV speech unit waveforms using WT based Normalized Wavelet Hybrid 
Feature (NWHF) extraction technique in speaker independent environments.  Classi-
fications are carried out using Artificial Neural Networks (ANN) and k – Nearest 
Neighborhood (k-NN) . The performance of the present method is discussed in noisy 
environments.  

2   Wavelet Transform 

Certain ideas of wavelet theory appeared quite a long time ago [6][7]. Wavelet trans-
form can be defined as the transformation of the signal under analysis into another re-
presentation which presents the signal in a more useful form [8]. The Discrete Wave-
let Transform (DWT) has been treated as a Natural Wavelet Transform (NWT) for 
discrete time signals by different authors [9][10]. For computing the wavelet coeffi-
cients several discrete algorithms have been established [11]. As Daubechies men-
tioned in his work DWT can be interpreted as a discretization of Continuous Wavelet 
Transform (CWT) through sampling specific wavelet parameters. In the present work 
we utilize the characteristics of wavelet transform using two major wavelet decompo-
sition techniques namely Classical Wavelet decomposition (CWD) and Wavelet 
Packet Decomposition for CV speech unit recognition. CWD and WPD based approx-
imation signal Plot of fifth level decomposition for the speech sound /ka/ is plotted in 
figure 1. 
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Fig. 1. CWD and WPD plot for the sound /ka/ 

3   Normalized Wavelet Hybrid Feature Extraction  

Normalized Wavelet Hybrid Feature (NWHF) vector for the present work is generat-
ed using CWD and WPD method for representing CV speech unit recognition. The 
process for extracting NWHF feature vector is described below.  

In the first step, the sound signal is made to undergo recursively to decompose into 
kth level of resolutions; therefore the approximation coefficient matrix at this level is a 
sufficiently small representative of the original sound signal and carries enough in-
formation content to describe sounds characteristics coarsely. Let Ak represents this 
approximation matrix at decomposition level k, which can be written as  
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Then, the first component of NWHF feature vector v1 is,  
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In the second step, for Wavelet Packet Decomposition, decompose each sound using 
kth level of resolutions for the best level of wavelet packet decomposition tree. The 
first coefficient matrix at the best level tree contains enough information to represent 
the given input consonant CV speech unit without loss of much speech features. Let m 
represent mean of one row vector in the coefficient matrix then the WPD feature vec-
tor v2 is given by 

imv =2 , i = 1,2,…..m                                                 (3) 

Where m is the number of rows in the best level coefficient matrix 
In the third step we combined v1 and v2 to fusion CWD and WPD coefficients.  
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Then the final feature vector F after z-score normalization is given by 
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Where μ and σ represents mean and variances with respect to the feature vector V. 
The feature vector of size 20 is estimated from NWHF vectors. The NWHF for dif-

ferent speaker shows the identity of the same sound so that an efficient feature vector 
can be formed using the proposed feature vectors. The graph obtained for different 
sounds seems to be distinguishable.  

4   Classification Using Artificial Neural Network and k – Nearest 
Neighbor Classifiers 

Pattern recognition can be defined as a field concerned with machine recognition of 
meaningful regularities in noisy or complex environments [12]. Nowadays pattern 
recognition is an integral part of most intelligent systems built for decision making. In 
the present study two widely used approaches for pattern recognition problems name-
ly statistical pattern classifier (k – NN ) and connectionist approaches (ANN) are  
applied.  

Using  k – NN, trial and error technique is applied to get  better recognition accu-
racy and is obtained for the value of k=7. 

Present work investigates the recognition capabilities of the Feed Forward Multi 
Layer Perceptron (FFMLP) based Malayalam consonant recognition system using 
Multi Layer Feed Forward Neural Network (MLFFNN) and Back Propagation (BP) 
algorithm. The number nodes in the input layer are fixed to 20 according to NWHF 
vector size. The number of nodes in the output layer is 36 for 36 Malayalam conso-
nants. The experiment is repeated by changing the number of hidden layers. After trial 
and error experiments the number of hidden layer is fixed as 8 and the number of 
epochs as 10,000 for obtaining the successful architecture for the present study.  The 
simulation experiments and the results obtained using these two pattern recognition 
(ANN and k –   NN ) approaches are explained in the next section. 

5   Simulation Experiment and Results 

All the simulation experiments are carried out using Malayalam CV speech unit data-
base, uttered by 96 different speakers. We used 8kHz samples speech signal which is 
low pass filtered to band limit to 4kHz. Then each speech signal is corrupted additive 
white Gaussian noise of different Signal to Noise Ratio (SNR) levels. A fourth order 
Daubechies (db4) wavelet is used for this work.The classification is conducted for 36 
Malayalam CV speech unit using Malayalam CV speech database uttered by 96 dif-
ferent speakers. We divide the dataset into training and test set which contains first 48 
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samples for training and next 48 for testing. Thus training and test set contains total of 
1728 samples each. The recognition accuracies obtained for Malayalam CV speech 
database for the five different phonetic classes at various SNR levels are tabulated in 
Table 2.  
 

 

Table 2.  Experimental results using 5 differerent phonetic classes 
 

          Recognition Accuracy 

                     Classifier   k – NN                         ANN 
 

SNR in dB 0 3 10 20 

 

0 3 10 
20 

 

Unaspirated 25.7 28.9 49.5 62.4 44.7 49.9 59.1 68.9 

Aspirated 29.1 36.4 45. 9 60.7 46.9 50.3 63.3 74.2 

Nasala 46.1 50.9 54.6 61.1 54.1 61.4 69.1 76.7 

Approximants 41.7 49.3 55.2 64.1 50.4 57.6 67.3 79.2 

Fricatives 43.3 49.1 56.5 63.6 48.5 52.6 64.5 72.2 

 
 

Experimental results using NWHF feature vector implies that ANN can be consi-
dered to be a good classifier for Malayalam CV speech database compared with k – 
NN in additive noisy environments. Results indicate that the NWHF vectors are able 
to improve the recognition accuracies at low level of SNRs. 

6   Conclusion 

A Multi Resolution Analysis (MRA) approach to Malayalam Consonant – Vowel (CV) 
speech unit recognition using Wavelet Transform (WT) has been studied. Two decom-
position algorithms namely Classical Wavelet Decomposition (CWD) and Wavelet 
Packet Decomposition are combined to extract Normalized Wavelet Hybrid Feature 
(NWHF) vector along with z-score normalization technique for the present classifica-
tion study. The recognition accuracies are calculated and compared using Artificial 
Neural Network (ANN) and k – Nearest Neighborhood (k – NN) at different levels of 
Signal to Noise Ratio (SNR) values and it is observed that the NWHF parameters im-
prove their recognition accuracies at low level of SNR. More effective implementation 
of wavelet features in combination with frequency domain features and the develop-
ment of multiple classifiers would be some of our future research directions. 
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Abstract. Many inverse problems in engineering can be considered as 
constrained optimization, while topology optimization is usually very 
challenging due to its intrinsic link with inverse problems. Under nonlinear 
complex constraints, it is very time-consuming to solve such topology 
optimization problems. Now we use cuckoo search algorithm to carry out 
topology optimization, and results show that distribution of different 
topological characteristics can be achieved efficiently.  

1   Introduction to Inverse Problems 

The primary aim of an inverse problem is to estimate important parameters of 
structures and materials, given observed data which are often incomplete, so that the 
differences between observations and predictions can be minimize. To improve the 
quality of the estimates, we have to combine a wide range of known information, 
including any prior knowledge of the structures, available data etc. To incorporate all 
useful information and carry out the minimization, we have to deal with a multi-
objective optimization problem. In the simplest case, we have to deal with a nonlinear 
least-squares problem with complex constraints [1, 6]. 
     Under various complex constraints, we have to deal with a nonlinear, constrained, 
global optimization problem. In principle, we can then solve the formulated 
constrained problem by any efficient optimization techniques [3, 11, 12, 9]. However, 
as the degree of freedom in inversion is typically large, data are incomplete, and non-
unique solutions or multiple solutions may exist; therefore, meteheuristic algorithms 
are particularly suitable. 
     Therefore, in this paper, we will first outline the basic formulation of inversion and 
also outline the fundamental ideas of cuckoo search (CS), and we will the use the 
cuckoo search to solve a case study in heat transfer. We also discuss some the 
implications of the proposed approach. 
     For an inverse problem with unknown parameters q  and observed data 

( = 1,..., )id i m , we have a generalized least-squares problem [6, 7, 8] 
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2min =|| ( , ) || ,f d x qφ−  (1) 

or 

2min [ ( , )] ,i i
i

d x qφ−  (2) 

which is equivalent to a nonlinear, constrained optimization problem: 

min ( , , )f x q d  (3) 

subject to 

( , ) = 0, ( = 1,..., ),

( , ) 0, ( = 1,..., ).
j

k

h x q j J

g x q k K≤
 (4) 

where J and K are the numbers of equality and inequality constraints, respectively. 
The main task now is to find an optimal solution to approximate the true parameter set 
q*. In principle, such optimization can be solved using any efficient optimization 
algorithm. However, as the number of free parameters tends to be very large, and as 
the problem is nonlinear and possible multimodal, conventional algorithms such as 
hill-climbing usually do not work well. More sophisticated metaheuristic algorithms 
have the potential to provide better solution strategies [5, 11]. 

2   Cuckoo Search 

Cuckoo search (CS) is one of the latest nature-inspired metaheuristic algorithms, 
developed in 2009 by Xin-She Yang and Suash Deb [13, 14]. CS is based on the brood 
parasitism of some cuckoo species. In addition, this algorithm is enhanced by the so-
called Lévy flights, rather than by simple isotropic random walks. Recent studies show 
that CS is potentially far more efficient than PSO and genetic algorithms [14]. 
     For simplicity in describing the Cuckoo Search, we now use the following three 
idealized rules: a) Each cuckoo lays one egg at a time, and dumps it in a randomly 
chosen nest; b) The best nests with high-quality eggs will be carried over to the next 
generations; c) The number of available host nests is fixed, and the egg laid by a 

cuckoo is discovered by the host bird with a probability p a . In this case, the host bird 

can either get rid of the egg, or simply abandon the nest and build a completely new 
nest. 
     As a further approximation, this last assumption can be approximated by a fraction 

p a  of the host nests that are replaced by new nests (with new random solutions). For 

the implementation point of view, we can use the following simple representations 
that each egg in a nest represents a solution, and each cuckoo can lay only one egg 
(thus representing one solution), the aim is to use the new and potentially better 
solutions (cuckoos) to replace a not-so-good solution in the nests. Obviously, this 
algorithm can be extended to the more complicated case where each nest has multiple  
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eggs representing a set of solutions. For this present work, we will use the simplest 
approach where each nest has only a single egg. In this case, there is no distinction 
between an egg/a solution, a nest or a cuckoo, as each nest corresponds to one egg 
which also represents one cuckoo. 
     There are two key branches or types of generating new solutions in cuckoo search. 
Once type is to generate solutions by Lévy flights [13]   

( 1) ( )= ,t t
i i Lx x sα+ +  (5) 

where Ls  is a vector drawn from the Lévy distribution   

01

( ) sin( / 2) 1
( , ) = , ( ),L s s s

s λ
λ λ πλλ

π +

Γ                     (6) 

where 0 > 0s  is the minimum step size and Γ  is a Gamma function. Here α > 0 is 

the step size scaling factor which should be related to the scales of the problem of 
interest. Here s  is the step size drawn from a Lévy distribution. 
     The other branch of solution generation is that new solutions are generated by 
using the similarity between the existing eggs/solutions and the host eggs with a 

discovery rate ap . This can be represented mathematically as   
1= ( ) ( ),t t t t

i i a j kx x s H p x xε+ + ⊗ − ⊗ −  (7) 

where ,i jx x  and kx  are three different solutions. ( )H u  is a Heaviside function 

of u , and ε  is a random number drawn from a uniform distribution in [0,1] . Again 

s  is the step size vector. 

3   Topology Optimization for Microdevice 

Inverse problems and shape/topology optimization can occur in many applications. In 
the rest of this paper, we use the cuckoo search algorithm to two case studies. In the 

rest of the simulations, we have used = 20n , 0 = 1β , = 1.5γ . In addition, the 

total number of iterations is set to 1000 . 
     Heat management, basically heat transfer modelling, is very important for many 
electronic device, especially those using large-scale integrated circuits. In fact, 
nanoscale heat transfer is an interesting area, and topological optimization for the 
design of a nanoscale device is even more challenging [15, 10, 2]. For example, 
Evgrafov et al. proposed a topology optimization benchmark for a nanoscale heat-
conducting system with a size of 150 nm by 150 nm. Since heat transfer can occur at 
many different scales, though smaller scales may be more difficult to control. Now we 
extend this to a unit area of 1 mm by 1 mm, and the aim is to distribute two different 

materials so as to maximize the temperature difference | |A BT T−  at two points A  

and B  under the boundary conditions given in [2]. Two materials used in the design 
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of the unit area have heat diffussivities of 1K  and 2K , respectively. In addition, 

1 2K K . For example, Si and Mg 2 Si, 1 2/ 10K K ≈ . The domain is continuous 

under boundary heat flux conditions and the objective is to distribute the two 

materials such that the difference | |A BT T−  is as large as possible. 

     By dividing the domain into 40 40×  small grids and using CS to search the 
possible design solutions, an optimal shape and distribution of materials are show in 

Fig. 0 where Si is shown in blue and Mg 2 Si is shown in red.  

 

 

Fig. 1. Optimal topology and distribution of two different materials (left) and the temperature 
distribution (right) 

 
     For each configuration generated during the search process, the temperature 
distribution is estimated using the finite-difference method by solving the heat 
conduction equation with varied material conductivities so that the temperature 
difference at the two fixed points should be as large as possible. The final temperature 
distribution after 1000 iterations is shown in Fig. 1. 

4   Summary 

Topology optimization problems are often linked with inverse problems, while 
inverse problems can be very challenging due to nonlinearity in objectives and 
complex constraints as well as the large degrees of freedom. In this paper, we have 
highlighted that these problems can be in fact solved using an optimization 
framework and have thus demonstrated the effectiveness of this approach using 
cuckoo search algorithm. 
     It is worth pointing out that the problem must be well-posed so that unique 
solutions exist. Otherwise, whatever the solution techniques in use will not solve the 
non-uniqueness problem if the data are incomplete or the problem is not well-posed. 
Obviously, more studies should address how these issues may be approached in a 
feasible way so that better insight can be achieved. 



 Cuckoo Search for Inverse Problems and Topology Optimization 295 

References 

1. Bendsøe, M.P.: Optimization of Structural Topology. Shape and Material. Springer (1995) 
2. Evgrafov, A., Maute, K., Yang, R.G., Dunn, M.L.: Topology optimization for nano-scale 

heat transfer. Int. J. Num. Methods in Engrg. 77(2), 285–300 (2009) 
3. Greenhalgh, S.A., Zhou, B., Green, A.: Solutions, algorithms and inter-relations for local 

minimization search geophysical inversion. J. Geophys. Eng. 3, 101–113 (2006) 
4. Kar, C.L., Yakushin, I., Nicolosi, K.: Solving inverse initial-value, boundary-value prob-

lems via genetic algorithms. Engineering Applications of Artificial Intelligence 13, 625–
633 (2000) 

5. Kennedy, J., Eberhart, R.C.: Particle swarm optimization. In: Proc. of IEEE International 
Conference on Neural Networks, Piscataway, NJ, pp. 1942–1948 (1995) 

6. Sambridge, M.: Geophysical inversion with a neighbourhood algorithm–I. Search a para-
meter space. Geophys. J. Int. 138, 479–494 (1999) 

7. Sambridge, M., Mosegaard, K.: Monte Carlo methods in geophysical inverse problems. 
Reviews of Geophysics 40(3), 1–29 (2002) 

8. Scales, J.A., Smith, M.L., Treitel, S.: Introductory Geophysical Inverse Theory. Samizdat 
Press (2001) 

9. Talbi, E.G.: Metaheuristics: From Design to Implementation. John Wiley & Sons (2009) 
10. Yang, X.S.: Modelling heat transfer of carbon nanotubes. Modelling Simul. Mater. Sci. 

Eng. 13, 893–902 (2005) 
11. Yang, X.S.: Nature-Inspired Metaheuristic Algorithms. Lunver Press, UK (2008) 
12. Yang, X.S.: Engineering Optimization: An Introduction with Metaheuristic Applications. 

John Wiley & Sons (2010) 
13. Yang, X.S., Deb, S.: Cuckoo search via Lévy flights. In: Proc. of World Congress on Na-

ture & Biologically Inspired Computing (NaBic 2009), pp. 210–214. IEEE Publications, 
USA (2009) 

14. Yang, X.S., Deb, S.: Engineering optimization by cuckoo search. Int. J. Math. Modelling 
Num. Optimisation 1(4), 330–343 (2010) 

15. Zhirnov, V.V., Cavin, R.K., Hutchby, J.A., Bourianoff, G.I.: Limits to binary logic switch 
scaling-a gedanken model. Proc. of the IEEE 91(11), 1934–1939 (2003) 

 



Aswatha Kumar M. et al. (Eds.): Proceedings of ICAdC, AISC 174, pp. 297–302. 
springerlink.com                                                                 © Springer India 2013 

A Lock Management Framework for a Class  
Hierarchy Tree 

Arvind Mohan, Gaurav Singhal, and Bhaskar Biswas 

Department of Computer Engineering, IT-BHU, Varanasi 
arvind.mohan.cse08@itbhu.ac.in,  
gaurav.singhal.cse08@itbhu.ac.in,  

bhaskar.cse@itbhu.ac.in 

Abstract. In case of a hierarchical system (say an N-ary object tree), critical 
sections consisting of node or nodes in the tree structure are inter-dependent 
due to the ancestor-successor relationship – depending on the position of the 
node in the hierarchy. In this paper, we present an approach to achieve higher 
concurrency and better performance in a multi-threaded system that has such a 
hierarchical object tree to deal with 

1   Introduction 

A perfect binary tree of height h will have minimum 2h nodes. If h is a large number, 
the trade-off on the concurrency due to M waiting threads (where M approximately 
equal to h) is huge. A locking mechanism should not be a cause for indefinite waits on 
the object structure. A locking mechanism for such type of structure should provide 
highly concurrent transactions [1] or operations in a hierarchy, e.g. an XML document 
tree.  

The reason for designing a new LockManager is to avoid granting sequential 
access to threads on a hierarchical structure; in other words, to increase parallelism 
[2]. Suppose that, on whole of the structure only one thread, regardless of its action 
(Read or Write) and the place in structure, wants access. This situation can be re-
solved at any instance of time by taking a lock on root of the tree and any incoming 
thread will have to check for the lock on the root and will go to wait until the lock is 
released. 

The aim behind such type of strategy was to make sure that whole structure does 
not get deleted; hence we must keep this aim in our mind as we explore our new lock-
ing mechanism. 

A possible solution can be distinguishing the threads according to their actions, so 
granting multiple Reads and exclusive Write on the structure. But this solution cannot 
be beneficial when multiple Read access and few write access are requested, because 
Write access needs to be exclusive. Thread asking for Write access will have to wait 
until all the threads acquiring Read access on the structure complete their tasks [7]. 
This will be a bad solution as thread asking for Write access may have to wait for in-
finite time if threads requesting for Read access keep on coming. Ultimately the Write 
thread will starve.  
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We present an approach to achieve higher concurrency and better performance in a 
multi-threaded system that has such a hierarchical object tree to deal with. This sys-
tem works through a lock handler/wrapper class that uses a mix of classical locks and 
reference counting to achieve better results when various operations are taking place 
at different levels/nodes of the object tree. 

2   LockManager 

A locking mechanism that allows different threads to have access on different nodes 
concurrently, is referred here as LockManager [3]. Access on a node given to any 
thread can be characterized as follows: 

(i) Read Access: Getting the data stored in the node 
(ii) Write Access: Modifying the data stored in the node [including deletion of the 
node itself]  
In this mechanism multiple threads can read the data stored at a node simultaneously 
but can modify it only mutually exclusively. This is quite intuitive since reading the 
data stored in the node can be done by several threads simultaneously because they 
are not going to change properties of the node, unlike modifying the node [including 
deletion] cannot be done simultaneously by different threads [8]. Here we are propos-
ing several locks in order to maintain properties of our hierarchical structure. 
(i) RLock: This is a basic Read Lock and is granted whenever a thread wants to read 
the data stored in any node. 

(ii) WLock: This is a basic Write Lock and is granted whenever a thread wants to 
write at any node at any level. 

(iii) xRLock: xRLock at ‘this’ signifies that somewhere in the sub-tree, whose root is 
‘this’ node, some thread has definitely acquired a Read lock. When a thread has to ac-
quire read lock (RLock) on a node, expected read lock (xRLock) is provisioned for all 
the ancestors. 

(iv) xWLock: xWLock at ’this’ signifies that somewhere in the sub-tree, whose root is 
’this’ node, some thread has definitely acquired a Write lock. When a thread has to 
acquire write lock (WLock) on a node, expected write lock (xWLock) is provisioned 
for all the ancestors. 

3   Properties of Nodes of Structure under Lockmanager  

Integrity of a node (and its ancestors) is maintained while it is under an operation by 
the combination of read/write locks on the node and references on its ancestors [5]. 
To manage the lock modes and to increase the performance of Lock Manager de-
scribed above we define these counts:  
 
(i) ReadRef 
Value of Readref at any node indicates the number of threads that have been granted 
Read access on the descendant nodes including ‘this’ node. 
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(ii) WriteRef 
Value of Writeref at any node indicates the number of threads that have been granted 
Write access on the descendant nodes including ‘this’ node. 
 

(iii) xRref 
xRref is just the reference count of expected read lock at any node. It can be viewed 
as Boolean variable since at any node xRref can be TRUE (if there is xRLock) or 
FALSE (if there is no xRLock). It indicates that on any of the descendant node a Read 
access is granted to some thread. 
 

(iv) xWref 
xWref is also a reference count of expected write lock at any node. It can be viewed 
as Boolean variable since at any node xWref can be TRUE (if there is xWLock) or 
FALSE (if there is no xWLock). It indicates that on any of the descendant node a 
Write access is granted to some thread.  
 
(v) RLock 
All the above stated reference counts are general for any sub-tree but the node, at 
which a Read lock is granted, has to maintain some specific count in order to be dis-
tinguished. RLock is the count for a Read lock on a node. It will store the number of 
threads currently holding the read access, since multiple threads can acquire Read 
lock simultaneously.  

(vi) WLock 
Similar to RLock, WLock is specific to the node at which a Write lock is granted. It is 
the count for a Write lock on a node. Since Write access is granted to a thread exclu-
sively hence value of WLock will be either 0(False) or 1(True). 

4   Locking 

4.1   Acquiring a Read Lock 

Before the Read lock is granted, all the ancestors are traversed and checked whether 
there is a lock present on any of the ancestors or not [5].  

Following algorithm can be used to implement Read Lock on any Node: 
 

ReadLock (node NODE) 
• Traverse from NODE to ROOT to check a READ/WRITE Lock on any node. 

1. If no READ/WRITE lock present 
a. Grant READ lock to NODE [Assign TRUE to RLock of NODE] 
b. Grant xR lock to all nodes in the path from NODE to ROOT before 

finding any xW/xR lock on a node or ROOT. 
c. If an xR/xW lock is found or ROOT is reached, just do nothing and 

terminate the checking. 
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i. Increase the Readref of every node on this path to the ROOT. 
[locking done successfully]. 

2. Else if READ lock is found  
a. Grant READ lock to NODE. [Assign TRUE to RLock of NODE] 
b. Increase the Readref of every node on this path to the ROOT. [No 

need to grant xR lock, locking done successfully]. 
3. Else if WRITE lock is found 

a. READ lock cannot be granted. 

4.2   Acquiring Write Lock 

Before the Write lock is granted, all the ancestors are traversed and checked whether 
there is a lock present on any of the ancestors or not [5].  

Following algorithm can be used to implement Read Lock on any Node: 
 
WriteLock (node NODE) 
 If and only if, Node has no lock at all and an xRLock is not acquired on par-

ent of NODE 
 Traverse from NODE to ROOT to check a READ/WRITE Lock on any node. 

1. If no READ/WRITE lock is present, 
a. WRITE lock is granted to NODE. [Assign TRUE to WLock of 

NODE] 
b. Grant xW lock to all nodes in the path from NODE to ROOT before 

finding any xW/xR lock on the NODE or ROOT. 
i. If an xR/xW lock or ROOT is found just do nothing and terminate. 

c. Increase the Writeref of every node on this path to the ROOT. [lock-
ing done successfully]. 

2. If Write Lock is present on an  ancestor, 
a. Check whether the thread that acquired WRITE lock on 

ANCESTOR is the same that is asking for WRITE lock on NODE. 
i. If same, grant WRITE lock on NODE [No need to grant xW 

lock] [Assign TRUE to WLock of NODE] and increase the 
Writeref of every node on this path to the ROOT. 

ii. If not, Write Lock cannot be granted. 
3. If READ Lock is present on an  ancestor, 

a. Write Lock cannot be granted. 

5   Unlocking 

One may wonder that why are we working with all these reference counts. Simple an-
swer to this is, these counts are helpful while unlocking. Whenever a Read lock has to 
be unlocked at any node, the ReadRef at each node in the path from ‘this’ node to root 
is decremented by one and if ReadRef is zero at a particular node then xRref is de-
cremented to zero because if there is no read lock in sub-tree, there is no need of an 
xRLock on this node.  
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UnlockRead (node NODE) 
1. Release Read lock from NODE. [Assign FALSE to RLock of NODE] 
2. Decrease Readref of all the nodes from NODE to ROOT by 1. 
3. If at any node, say ANCESTOR of Node, value of Readref is 0, i.e. no 

READ lock on any descendant node, 
a. If the value of Writeref is 0, i.e. no WRITE lock on any descendant 

node, release xR lock. [Assign FALSE to xRref of ANCESTOR]  
b. If the value of Writeref is greater than 0, i.e. WRITE lock is/are ac-

quired on any descendant node, release xR lock [Assign FALSE to 
xRref of ANCESTOR] and acquire xW lock [Assign TRUE to 
xWref of ANCESTOR] 

 
Similarly, when a write lock has to be unlocked at any node then writeref at each 

node in the path to root is decremented by 1 and if writeref at a node is zero, xWref is 
also decremented to zero because if there is no Write lock in sub-tree there cannot be 
xWLock. 

. 
UnlockWrite (node NODE) 

1. Release WRITE lock from NODE. [Assign FALSE to WLock of NODE] 
2. Decrease Writeref of all the nodes from NODE to ROOT by 1. 
3. If at any ancestor of NODE, value of Writeref is 0, i.e. no WRITE lock on 

any descendant node, 
a. If the value of Readref is also 0, i.e. no READ lock on any descen-

dant node, release xW lock. [Assign FALSE to xWref of 
ANCESTOR] 

b. If the value of Readref is greater than 0, i.e. READ lock is/are ac-
quired on any descendant node, release xW lock [Assign FALSE to 
xWref of ANCESTOR] and acquire xR lock [Assign TRUE to 
xRref of ANCESTOR] 

6   Conclusion and Future Work 

There should be a mechanism for checking the state of any node one more time before 
giving the access on that node in case of hierarchical structures of larger height. One 
of the approaches can be DCLP (Double Check Locking Pattern) which is under con-
sideration and review [6]. 
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Abstract. This paper proposes a novel technique to classify arrhythmias 
from ECG signals using time domain and  frequency domain approaches. The 
ECG signal is pre-processed using Fast Fourier Transform (FFT). It is then 
segmented into beats after detecting the R-peaks. The Discrete Cosine Trans-
form (DCT) and Discrete Wavelet Transform (DWT) used for Feature Ex-
traction pack most information in fewest coefficients. The Binary Particle  
Swarm Optimization (BPSO) algorithm used for Feature selection reduces 
dimensionality by selecting subset of original variables. The proposed Abso-
lute Euclidean Classifier (AEC), which uses the absolute values of the features 
instead of their actual values, is found to improve the Classification Rate sig-
nificantly. Feature Extraction using  DCT/DWT and Feature Selection using 
BPSO, together with pre-segmentation process results in an improved Classifi-
cation Rate and a reduced number of selected features for the proposed Arr-
hythmia Classification system.  Experiments conducted on MIT-BIH Database 
show an enhanced performance as compared to other systems. 

Keywords: Absolute Euclidean Classifier, Binary Particle Swarm Optimiza-
tion, Arrhythmia Classification, Discrete Cosine Transform, Discrete Wavelet 
Transform, Segmentation. 

1   Introduction 

Arrhythmia is any disorder of the heart rate or rhythm. It disturbs simultaneous  
cardiac contraction sequences and reduces the cardiac pumping efficiency. The elec-
trocardiogram (ECG or EKG) is a diagnostic tool that measures and records the elec-
trical activity of the heart. Interpretation of these activities allows the analysis and 
diagnosis of a wide range of arrhythmias, which can vary from minor to life threat-
ening. Classification of the ECG signal is achieved by finding the characteristic 
shapes of the ECG that discriminate effectively between the required diagnostic cate-
gories. Conventionally, a typical heart beat is identified from the ECG and the com-
ponent waves of the QRS, P and T waves are characterized using measurements such 
as magnitude, duration and area. 

The proposed system involves pre-processing the ECG signals for removal of 
noise, detection of peaks and segmentation of the signal into beats. Feature extrac-
tion and feature selection significantly reduce the amount of information to 
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represent an ECG signal, thereby reducing computational time and cost. In our 
experiments, both Discrete Cosine Transform (DCT) and Discrete Wavelet Trans-
form (DWT) were used for feature extraction, yielding competitive results in both 
cases. Further, feature selection using Binary Particle Swarm Optimization (BPSO) 
improves accuracy of the classifier and results in selection of more interpretable fea-
tures. The proposed Absolute Euclidean Classifier (AEC), which uses the absolute 
values of the DCT and DWT coefficients, instead of their actual values, is found to 
improve the classification rate significantly. 

Several methods have been proposed for the classification of ECG signals. Kha-
zaee et al. [1] extracted power spectral density (PSD) features of each heart beat 
with three timing interval features classifying cardiac abnormalities in MIT-BIH 
database. The combining of wavelet domain feature with RR- interval features can 
achieve high classification accuracy as reported in [2]. In [3] a PSO-SVM based 
approach has been proposed for feature selection and classification of cardiac 
arrhythmias. The MIT-BIH Arrhythmia Database[4], the MIT-BIH Atrial Fibrillation 
Database[5] and the MIT-BIH Malignant Ventricular Arrhythmia Database[6] are 
used in our experiments for performance evaluation. Classification has been done for 
the following four classes : normal sinus rhythm (N), paced beat (P), atrial fibrilla-
tion (AF) and ventricular fibrillation (VF). 

The rest of the paper is organized as follows: Section 2 describes the various tech-
niques of ECG signal pre-processing, namely, noise removal, R-peak detection, histo-
gram equalization and segmentation. Section 3 and Section 4 give an overview of the 
dimensionality reduction techniques: feature extraction and feature selection. The 
proposed Absolute Euclidean Classifier is discussed in Section 5. Section 6 dis-
cusses the proposed Arrhythmia Classification Systems and Experimental Results. 
Concluding remarks are given in Section 7. 

2   Pre-processing of ECG Signal 

The basic task of ECG pre-processing involves R-peak detection. There are some dif-
ficulties one can encounter in processing ECG: irregular distance between peaks, irre-
gular peak form, presence of low-frequency noise components in ECG due to patient 
breathing, etc. To address these problems, the pre-processing pipeline should con-
tain specific stages so as to reduce influence of these factors. Fig. 1 demonstrates 
such a pipeline. Stage 1 involves removal of low frequency components, Stage 2 is R-
peak detection and Stage 3 is segmentation. All these stages use the ECG signals 
sampled at a rate of fs  = 1000 samples/sec. 

 

Fig. 1. Steps involved in pre-processing of the ECG Signal 
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A. Noise removal-FFT 

This process involves the elimination of low-frequency noise components from the 
ECG signal. In other words, the uneven time-domain ECG signal is transformed to 
frequency domain using direct-FFT and the low frequency components are then re-
moved. Next, a straightened ECG signal is restored with the help of inverse FFT. 
Fig. 2 (a) shows a sample ECG signal from the MIT-BIH database and Fig. 2 (b) is 
the straightened, reconstructed, noise free signal after removal of low frequency 
components. 

 

 

Fig. 2. An uneven sample ECG from the MIT-BIH Database 

B. R-peak detection 

R-peak detection involves finding the local maxima. Filtering is applied twice to lo-
cate the R-peaks with more accuracy. In the first filter, we use a windowed filter that 
"sees" only the maximum in the window and ignores all other values. A suitable 
window size is chosen and a filtered output is used to detect peaks. The second filter 
is a threshold filter. It uses the first filter output as well as the optimized window 
size calculated from the first filter to obtain an optimized set of peaks. Fig. 3 shows 
detected R-peaks in a sample ECG signal from the MIT-BIH database. 

 

Fig. 3. Comparative ECG R-Peak Detection Plot 
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C. Segmentation 

Segmentation of the ECG signal involves the extraction of single beats from the entire 
ECG. In order to form 1 segment/beat, the R-peaks detected in stage 2 are located. 50 
samples before and 150 samples after the located peak form 1 segment/ beat. These 
segments are used for further processing. Fig. 4 shows a segment of a sample ECG 
signal with 50 samples before and 150 samples after the R-peak. 

 

Fig. 4. A segment of a sample ECG signal of the MIT-BIH database 

3   Feature Extraction 

Feature extraction reduces dimensionality by projection of K-dimensional vector 
onto k-dimensional vector (k < K). In our experiments, the feature extraction 
process has been implemented using the 1D-Discrete Cosine Transform (DCT) 
and 1D-Discrete Wavelet Transform(DWT). The processes of feature extraction us-
ing DCT and DWT are elaborated in III-A and III-B respectively. 

 
A. Feature  Extraction  using 1D-DCT 

The Discrete Cosine Transform is given by Eqn. (1). In the 1D-DCT, most of 
the energy lies in the lower frequency components. It has the ability to pack most 
information in fewest coefficients. 
 

 

                     y(k) = w(k) 
X 

x(n)cos 
π(2n − 1)(k − 1)                         (1) 

                                                  2N 
                                       n=1                              
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where, 

(
k  = 1,  . . .,  N 

  1    

 
 
k  = 1 

w(k)  = N  q 
 2 
N  2 6 k 6 N  

B. Feature  Extraction  using 1D-DWT 

One of the most commonly used technique for feature extraction is Discrete Wavelet 
Transform (DWT). Wavelets have many advantages compared to transforms like Dis-
crete Fourier and Cosine Transforms. Functions with discontinuities and functions 
with sharp spikes usually take substantially fewer wavelet basis functions than sine-
cosine functions to achieve a comparable approximation. DWT has the ability to 
provide spatial and frequency representations of the ECG signal simultaneously. 
The Haar Wavelet technique is a powerful technique for the multi-resolution de-
composition of time series. It represents a signal by localizing it in both time and 
frequency domains. Dimensionality reduction is achieved when the 5-level-1D-Haar 
wavelet decomposition is performed and the approximation of the input ECG at 
each decomposition level is used as a feature vector. The dimensions of the feature 
vectors are 1x100, 1x50, 1x25, 1x13 and 1x7 corresponding to L1, L2, L3, L4 and 
L5 wavelet decomposition levels respectively. 

4   Feature Selection-BPSO 

Feature selection, implemented using Binary Particle Swarm Optimization (BPSO) 
[7], reduces dimensionality by selecting subset of original variables. Every particle in 
BPSO algorithm represents a possible candidate solution which is the feature subset. 
This algorithm operates on binary space where the particles are coded as binary 
strings and the velocities are constrained to the interval [0, 1] which is interpreted as 
change of probabilities. 

BPSO for feature selection has the following advantages [8]: BPSO algorithm is 
derivative-free and is easy to implement. It has limited number of parameters and 
the impact of parameters to the solutions is small compared to other optimization 
techniques. It ensures convergence and the optimum value of the problem is calcu-
lated easily within a short time. The flowchart of BPSO used in feature selection 
process in shown in Fig. 5. 
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Fig. 5. Flowchart for BPSO 

Let t (t = 1, 2, ..., itermax ) denote the iteration number, i (i = 1, 2, ..., swarm 
size), the particle number, and j (j  = 1, 2,..., N), the dimension number. Then the 
velocity update equation is given by: 
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i

vj j j j 
i (t + 1)  = w × vi (t) + c1  × rand() × (lbesti   xi (t)) 

+ c2  × rand() × (gbestj   xj (t)) 
               (2) 

where c1 , c2   are learning factors, w, the inertia weight, rand() is the uniform ran-
dom number in the range [0, 1]. The sigmoid of velocity is calculated using: 
 

jsigmoid(vj (t + 1)) = 1 
i 1 + e( vi (t+1))                                 

(3)
 

The position update equation is given by 

xj i

y

i  = 

(  
1, rand() <    sigmoid 

 
vj (t + 1)

0,    otherwise 
                              (4) 

The algorithm for BPSO [9] is given below: 

1)  Initialization. 
2)  Update velocity of particle i (Eqn. (2)). 
3)  Obtain sigmoid function of velocity (Eqn. (3)). 
4)  Update position of particle i (Eqn. (4)). 
5)  Repeat steps 2 through 4 for all particles of the swarm. 
6)  Calculate the fitness value according to Eqn. (7) 

•  If fitness(xi ) < fitness(lbesti ), update the particle’s best known position: li  

← xi 

•  If fitness(lbesti ) < fitness(gbest), update the particle’s best known position: 
gbest ← lbesti 

7)  Repeat step 6 till a stopping condition is met. 

Scatter Fitness Function:   The fitness function in equation (7) evaluates the quali-
ty of evolved particles in terms of their ability to maximize the class separation 
term indicated by the scatter index among the different classes [10][11]. 

Let w1 , w2 , ..., wL  and N1 , N2 , ..., NL  denote the classes and number of ECG 
segments within each class respectively. Let M1 , M2 , ..., ML  and M◦  be the means 
of corresponding classes and the grand mean in the feature space. Mi  is calculated 
as: 

j
1 

Mi  = 
N 

Ni X 
W (i)  

i  j=1 
                                                    (5) 

where i = 1, 2, ..., L and W j i , j = 1, 2, ..., Ni , represents the sample ECG seg-
ments from class wi . The grand mean Mo   is: 

1 
Mo   = n 

L X 
 
i=1 

 
Ni Mi                                                         (6) 
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where n is the total number of ECG segments in the chosen subset database. Thus, 
the scatter fitness function F is computed as follows: 

t

v   u L 

F = 
uX 

(Mi   Mo )t (Mi   Mo )  
i=1 

                                     (7) 

where, (Mi  − Mo )t  is the transpose of (Mi  − Mo ) 

5   Absolute Euclidean Classifier 

The  classifier based  on  Euclidean distance, the  Euclidean Classifier, is  direct  
and  simple  and  is  commonly used  for classification. The mean class values are 
used as class centers to calculate signal value distances for use by the Euclidean 
distance rule. For major level classification of a homogeneous area, this scheme is 
better. It’s advantage comes from the minimum time it takes to classify [12]. In 
Arrhythmia Classification, it is employed to measure the similarity between the test 
vector and the reference vectors in the ECG signal gallery. 

The proposed Absolute Euclidean  Classifier  (AEC) utilizes the  straight-line  
absolute  distance  between two points for classification. For N-dimensional space, 
we propose the Absolute Euclidean distance between points pi  and qi  to be: 

t

v   u N 

d = 
uX 

(|pi |  |qi |)2  

i=1 

                                                 (8) 

where pi (qi ) is the coordinate of p (q) in dimension i. 
In Fig. 6, the distance d2   from the proposed AEC block is found to be less than the 

distance d1  from the EC block. Because of reduced Euclidean distance (d2   < d1 ), the 
Average Classification Rate (defined by Eqn. (9)) is significantly improved. 

 

Fig. 6. Comparison between the EC and proposed AEC to calculate the feature vector dis-
tances d1 and d2 
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6   Discussion of Proposed Arrhythmia Classification Systems and 
Experimental Results 

Experiments were carried out on different databases, namely, the MIT-BIH Arrhyth-
mia Database [4], the MIT-BIH Atrial Fibrillation Database[5] and the MIT-BIH  
Malignant Ventricular Arrhythmia Database[6]. The beats obtained from all these da-
tabases are divided into two sets, a training set and a testing set. Classification Rate 
(CR) is defined as: ratio of the number of times a test ECG signals is correctly rec-
ognized to the total number of ECG signals in the testing set. It is expressed as a 
percentage. 

 
C R = 

 

m 
t × 100%                                                      (9) 

where m = No. of test ECG signals correctly recognized and 
     t = Total number of ECG signals in the testing set 

A general block diagram of the proposed Arrhythmia Classification System is shown 
in Fig. 7. The blocks contain different pre-processing, feature extraction and feature 
selection steps for the ECG signals of the MIT-BIH Database. 

 

Fig. 7. Proposed Arrhythmia Classification System 

Three sets of experiments are presented to evaluate the proposed techniques. The 
model is tested on Intel R  CoreTM  i5 CPU 2.67GHZ computer with 4.00GB RAM 
using 64-bit OS and 32-bit MATLAB R signal processing tool for programming. 

A. Experiment  1 

In this experiment, we test the BPSO-based feature selection algorithm with feature 
vectors based on various sizes of DCT coefficients. The 1D-DCT is applied to the 
input ECG signal and only a subset of the DCT coefficients, i.e., the coefficients 
corresponding to higher energies, are retained. Subset sizes of 1x10, 1x20, 1x30, 
1x40 and 1x50 of the original 1x200 DCT vector are used in this experiment as  
input to the subsequent feature selection phase. Table 1 and Fig. 9 show the Average  
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Classification Rate (ACR), Average number of Selected Features (ASF), Average 
Training Time (ATrT) and Average Testing Time (ATeT) for different feature vector 
dimensions using the BPSO based feature selection algorithms. 

Table 1. Comparison of Average Classification Rate (ACR), Average number of Selected 
Features (ASF), Average Training Time (ATrT) and Average Testing Time (ATeT) for differ-
ent feature vector dimensions 

DCT_size DCT  (1x10) DCT  (1x20) DCT  (1x30) DCT  (1x40) DCT  (1x50) 
ACR (%) 96.08 97.35 97.88 98.02 98.29 
PCR  (%) 97.08 98.54 99.17 98.75 98.75 
ASF  without BPSO 10 20 30 40 50 
ASF  with  BPSO 10 20 30 37 44 
ATrT (x  10 1 s) 25.65 26.64 27.02 26.58 27.65 
ATeT (x  10 3 s) 17.73 19.29 18.92 18.50 18.02 

 

 

 

Fig. 8. Classification results for different DCT-feature based vectors. (a) Average Classification 
Rate (ACR) (b) Average number of Selected Features (ASF) (c) Average Training Time 
(ATrT) and Average Testing Time (ATeT). 
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The best ACR of 98.3% is achieved using the DCT (1x50) feature vector and the 
PSO-based feature selection algorithm. In this instance, the selection algorithm reduces 
the size of the original feature vector by nearly 12%. In general the BPSO has compara-
ble performance in terms of classification rate but in all test cases the number of se-
lected features is smaller when using the BPSO selection algorithm. On the other hand, 
in terms of computational time, BPSO selection algorithm takes less training time, 
which indicates that BPSO is computationally cheaper and effective. 

B. Experiment  2 

In this experiment, the DWT coefficient features have been extracted from each ECG 
signal. The 1-D Haar wavelet transform is applied to the input ECG signal reducing 
its size to half of its original size. 5-level wavelet decomposition is performed and the 
approximation of the input ECG signal at each decomposition level is used as a fea-
ture vector. The dimensions of the feature vectors are 1x100, 1x50, 1x25, 1x13 and 
1x7 corresponding to levels L1, L2, L3, L4 and L5 wavelet decompositions respec-
tively. Table 2 and Fig. 9 show Average Classification Rate (ACR), Average number 
of Selected Features (ASF), Average Training Time (ATrT) and Average Testing 
Time (ATeT) for different feature vector dimensions using the BPSO based feature 
selection algorithms. The best ACR of 97.2% is achieved using the DWT (1x50) fea-
ture vector and the BPSO-based feature selection algorithm using only 44 selected 
features. 

Table 2. Comparison of Average Classification Rate (ACR), Average number of Selected Fea-
tures (ASF), Average Training Time (ATrT) and Average Testing Time (ATeT) for different 
feature vector dimensions 

DWT level L1 (1x100) L2 (1x50) L3 (1x25) L4 (1x13) L5 (1x7) 
ACR (%) 96.96 97.19 97.08 95.75 95.13 
PCR (%) 97.92 98.13 97.71 97.71 96.88 
ASF without BPSO 100 50 25 13 7 
ASF with BPSO 79 46 25 13 7 
ATrT (x 10 1 s) 39.53 34.54 36.53 29.70 41.86 
ATeT (x 10 3 s) 27.61 26.87 28.35 22.75 32.79 

 

C. Experiment 3 - Effect of Absolute Euclidean Classifier 

In this experiment we prove the effectiveness of the proposed Absolute Euclidean 
Classifier (AEC). The distance between train and test vectors obtained using AEC 
is found to be less than the distance obtained using the Euclidean Classifier for 
signals of similar arrhythmia class and this distance is found to be more between the 
train and test vectors of different classes. Because of reduced Absolute Euclidean 
distance, the Average Classification Rate (ACR) (defined by Eqn. (9)) is significant-
ly improved with the proposed Absolute Euclidean Classifier as shown in Fig. 10. 
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D. Comparison with other Arrhythmia Classification Systems 

The proposed Arrhythmia Classification System is compared with exiting algorithms 
and methods like Multilevel Perceptron and Classification Tree (MLP-CT) [13], 
Self-organized ANN (S-O ANN) [14], Fuzzy Classifier (FC) [15], Genetic-ESVM 
with linear kernel (G-ESVM LK) [3] and Automated Patient-Specific Classification 
(APSC) [2]. The proposed algorithm has proven to be more efficient compared to 
these methods (Table 3). 

 

  

 

Fig. 9. Classification results for different DWT-feature based vectors. (a) Average Classification 
Rate (ACR) (b) Average number of Selected Features (ASF) (c) Average Training Time 
(ATrT) and Average Testing Time (ATeT) 
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Fig. 10. Graph to demonstrate the increase in Classification Rate as a result of modification 
in the classifier equation 

Table 3. Comparison with other Arrhythmia Classification Systems 

Method ACR (%) 

MLP-CT [13] 87.90 

S-O ANN [14] 92.88 

FC [15] 93.13 

G-ESVM LK [3] 96.83 

APSC [2] 97.30 

Proposed Method 98.30 

In summary, the best results achieved using the proposed methods are shown in 
Table 4. 

Table 4. Summary of Experimental Results 

ECG signal length 21
60

 

ECG segment length 200 

No. of segments per anomaly 200 

No. of training segments per anomaly 80 

No. of testing segments per anomaly 120 
 DCT+BPSO FS DWT+BPSO FS 

Average Classification Rate 98.3 97.2

Average No. of selected features 44 46 

Average Training Time 2. 4.

Average Testing Time per ECG segment 18.02 32.79
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7   Conclusion 

This paper proposes a method for ECG arrhythmia classification, which is sim-
ple, yet very effective. We demonstrate that the use of the suggested pre-
processing, feature extraction and feature selection techniques along with the 
proposed Absolute Euclidean Classifier enhances the classification rate. Experiments 
conducted on the MIT-BIH databases yielded an average classification rate of 
98.30% using Discrete Cosine Transform and 97.20% using Discrete Wavelet 
Transform. The Binary Particle Swarm Optimization plays a significant role in de-
creasing the number of features selected, thereby reducing computational time and 
cost. 

Future work includes a real-time implementation of the proposed system, improv-
ing the system so as to enable it to classify more types of arrhythmias, and explor-
ing more techniques for feature extraction and selection. 
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Abstract. The analog-to-digital converter (ADC) is an essential part of system-
on-chip (SoC) products because it bridges the gap between the analog physical 
world and the digital logical world. In the digital domain, low power and low 
voltage requirements are becoming more important issues as the channel length 
of MOSFET shrinks below 0.25 sub-micron values. SoC trends force ADCs to 
be integrated on the chip with other digital circuits. These trends present new 
challenges in ADC circuit design. This paper investigates  high speed, low 
power, and low voltage CMOS flash ADCs for SoC applications.  

The proposed ADC utilizes the Threshold Inverter Quantization (TIQ) tech-
nique that uses two cascaded CMOS inverters as a comparator. The TIQ tech-
nique proposed here has been developed for better implementation in SoC ap-
plications.  The preliminary results show that the TIQ flash ADC achieves high 
speed, small size, low power consumption, and low voltage operation compared 
to other ADCs. 

1   Introduction 

Semiconductor technology is now approaching 100 nanometer feature size and will 
soon be below100 nanometer. This technology trend presents new challenges in ana-
log-digital mixed signal circuit design. A mixed signal circuit must be integrated on a 
single chip along with logic and memory circuits to form a system-on-chip. The 
mixed signal circuit must operate at fast speeds along with digital logic and memory 
circuits; otherwise it becomes a bottleneck to the system. 

1.1   Challenges in Designing ADC’s for SOC 

The major considerations in designing ADCs for the complete SoC are high speed, 
low power, and low voltage. In terms of high speed [1], presently 0.130μm CMOS 
technology allows processor speeds in excess of 2.4 GHz. However, the sampling 
speed of ADC’s fabricated with an advanced BiCMOS process was around 200 mega 
samples per second (MSPS). High speed ADCs with a bipolar process operating up to 
1.5 giga samples per second (GSPS) for digital oscilloscopes, digital RF/IF signal 
processing, direct RF down-conversion, and radar/ECM systems have also been pro-
duced recently. 
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The next challenge is low power consumption. ADC’s should be integrated with 
digital circuits on a single chip for the portable devices. All battery powered devices 
are now being designed to include low power techniques to prolong the battery life. 
Similarly, ADCs need low power architecture or a low power technique. Low voltage 
operation is one of the difficult challenges in the mixed signal ICs. The down-scaling 
of the minimum channel length to 0.065μm results in the reduction of the power 
supply voltage to 0.7 V [6]. A mixed- signal circuit designer faces a great challenge 
when designing an ADC that operates at low voltage because of the relatively high 
threshold voltage of the transistors. As a result, an ADC should be operated in a small 
voltage range. 

1.2   Solid State Technology 

The type of solid-state technology used to implement the converter also affects the 
speed of an ADC [2]. Three different types of solid-state technologies are currently 
used for high speed ADC implementations: CMOS technology, bipolar technology, 
and Gallium Arsenide (GaAs) technology. GaAs technology is the fastest of the three, 
and CMOS technology is the slowest. Bipolar technology allows faster operation and 
is compatible with the CMOS technology. However, BiCMOS technology requires 
more processing steps and higher cost compared to standard CMOS technology. 
Therefore, mixed-signal circuit implementation using only the standard CMOS tech-
nology is the preferred choice for SoC products [7].  

The proposed ADC in this work utilizes the Threshold Inverter Quantization (TIQ) 
technique that uses two cascaded CMOS inverters as a comparator. The TIQ tech-
nique proposed has been developed for better implementation in SoC applications.  
The ADC is designed and simulated in 0.12μm CMOS and operates at 
1GSamples/sec. Differential/integral nonlinearity (DNL/INL) errors are between –
0.031 to 0.026 LSB and -0.024 to 0.011LSB, respectively.  

The rest of the paper is organized as follows: section 2 describes the related work; 
section 3 introduces the proposed  design and section 4 presents the ADC architec-
ture; section 5 presents the simulation results. A conclusion is presented in section 6 
and the references are listed in the end. 

2   Related Work 

Most of the researchers investigate techniques to enhance speed or reduce power con-
sumption. [9] presents a 4-bit flash-type ADC suitable for ultra wide band applica-
tions. This design shows low power consumption due to use of transistors with re-
duced dimensions. [11] presents a simple and fast flash ADC using TIQ technique. It 
offers higher data conversion rates while maintaining comparable power consumption 
levels making t suitable for SoC integration using the standard digital CMOS process. 
[3] presents a 4-bit flash ADC for wide band applications. It uses clocked digital 
comparators that perform the track/hold function thus avoiding the harmonic and inter 
modulation distortion usually seen in high frequency signals. [4] presents an ADC 
that uses less number of analog components, small size and low power. It is suitable 
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for integration with DSP core for SoC applications. [10] presents a 4-bit flash ADC 
using preamplifiers and comparators to provide fast overdrive recovery. In order to 
enhance the speed, analog part of the ADC is fully pipelined. 

Our work is aimed at developing the design techniques for Flash ADCs with em-
phasis on high-speed and low-power operation using TIQ as a comparator and com-
paring the performance of proposed ADC using three different types of encoders. 

3   Proposed Work – TIQ Flash ADC 

We propose high speed CMOS architecture with low power consumption, which is 
featuring the Threshold Inverter Quantization (TIQ) technique. Fig. 1 shows the TIQ 
schematic diagram. The main advantage of the TIQ based CMOS flash ADC design is 
a simpler comparator design. The idea is to use digital inverters as analog voltage 
comparators. This eliminates the need for high-gain differential input voltage compa-
rators that are inherently more complex and slower than the digital inverters. The TIQ 
flash ADC also eliminates the need of reference voltages, which require a resistor 
ladder circuit. This simplicity in the comparator part provides both high speed and 
lower power consumption at the same time.  

The analog quantization level of digital comparator is the switching threshold vol-
tage of the quantization inverter. It is a reference voltage and is self-determined by 
the size ratio of NMOS and PMOS. The internal reference voltage, Vm, is defined as 
the input voltage Vin of the quantization inverter when the output voltage VO1 equals 
to Vi, where both PMOS and NMOS transistors are in saturation. Fig. 2 shows the 
static voltage transfer characteristic (VTC) of the inverter. The voltage Vdd  is the 
supply voltage of the process. By changing the widths of the PMOS and NMOS de-
vices with a fixed transistor length, we get different threshold voltage. The value of 
Vm is expressed in equation (1). All figures will be printed in black and white. All 
figures are to be numbered using Arabic numerals. Figures should always be cited in 
text in consecutive numerical order. Figure parts should be denoted by lowercase let-
ters (a, b, c, etc.). Each figure should have a concise caption describing accurately 
what the figure depicts. Include the captions in the text file of the manuscript, not in 
the figure file.  
 

                                         (1) 
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Fig. 1. TIQ Comparator Schematic diagram 

 

 

Fig. 2. Static VTC 

4   ADC Architecture 

The proposed flash ADC features the threshold inverter quantization (TIQ) technique 
for high speed and low power using standard CMOS technology that is compatible 
with microprocessor fabrication. Fig. 3 shows the block diagram of the TIQ flash 
ADC.  
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Fig. 3. Block Diagram of a TIQ Flash ADC 

4.1   TIQ Comparator 

TIQ role is to convert an input voltage (Vin) into logic ‘1’ or ‘0’ by comparing a refer-
ence voltage (Vref) with the Vin. If Vin is greater than Vref, the output of the comparator 
is ‘1’, otherwise ‘0’. Two cascading CMOS inverters can be used as a comparator for 
high speed and low power consumption. 

4.2   Gain Booster 

Each gain booster consists of two cascading inverters with the same circuit as the 
comparator, but the transistor sizes of each gain booster are small and identical. The 
gain booster is used to increase voltage gain of the output of a comparator so that it 
provides a full digital output voltage swing. The propagation delay's trend is almost 
exponentially proportional [5] to the transistor length, but the voltage gain follows a 
logarithmic function. Therefore, both propagation delay and voltage gain should be 
considered together when we choose the size of the gain booster. 

4.3   TC-to-BC Encoder 

TIQ comparator array produce a thermometer code (TC), which needs to be converted 
into binary code (BC) using TC to BC encoder. Different types of encoder can be 
used to perform conversion. In our work we have used three types of encoders namely 
Fat tree encoder, ROM based encoder and a simple encoder. Simple encoder directly 
converts TC to BC unlike first two, which convert TC to BC in two steps. 

5   Simulation Results 

In this section, we present experimental results of the 4-bit TIQ flash ADC. The TIQ 
flash ADCs have been designed with standard CMOS technology [2] of 120nm with 
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ADS 2006A tool. The HSPICE models (BSIM3 level 49) have been used as the stan-
dard library. Table 1 lists the parameters of the 4-bit TIQ based Flash ADC. Figures 4 
to 10 show the results of simulations carried out in this work.  

5.1   Result Interpretation 

 
Fig. 4. Output for 4-bit TIQ comparator 

Fig 4 shows DC simulation results of 15 TIQ comparators and shows the uniformity 
of 15 equally spaced invertors threshold voltages calculated from the equation (1) 
above. 
 

 
 

Fig. 5. Output of Gain Booster 

 
Fig 5  shows the DC simulation results of the gain booster which consists of two 

invertors in cascade. Gain Booster is used to increase voltage gain of the output of 
comparator so that it provides a full digital output voltage swing with sharp transition. 
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Fig. 6. Digital Output for 4 bit TIQ Flash ADC 

 
Fig 6 shows the digital output of an ADC for the Ramp input which varies from 

0.58V to 1.21V. In the figure, Bit 1 is the LSB bit and Bit 4 is the MSB bit. 
 

 

 

Fig. 7. Output of a 4-bit TIQ flash ADC with   sinusoidal input 20MHz 
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Performance chart of Encoders
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Fig. 8. Performance Chart of Different Encoders 

 
Fig. 8 shows the performance chart of different types of encoders used with the 

three parameters (no. of transistors delay in nano-seconds) and power consumption in 
mWatts. From the figure, it is clear that the delay and the power consumption of fat-
tree based encoder has least delay and power consumption. 
 
 

DNL plot of 4-bit TIQ ADC
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Fig. 9. DNL Curve of 4-bit TIQ based Flash ADC 
 
 

Fig. 9 shows the DNL curve of 4-bit TIQ based ADC. The DNL range is from -
0.031 LSB to + 0.026LSB. 
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INL Plot of 4-bit TIQ ADC
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Fig. 10. INL Curve of 4-bit TIQ based Flash ADC 

 
Fig. 10 shows the INL curve of 4-bit TIQ based ADC. The INL range is from -

0.024 LSB to +0.011LSB. 

6   Conclusion and Future Work 

A simple and fast flash ADC architecture that uses two cascaded CMOS inverters as a 
comparator, called Threshold Inverter Quantization (TIQ) technique, has been devel-
oped. The TIQ flash ADC offers higher data conversion rates while maintaining com-
parable power consumption levels so that it is also highly suitable for the complete 
SoC integration using the standard digital CMOS process. The simulation test results 
showed that the fat tree encoder outperformed the commonly used ROM type encoder 
in terms of speed, power consumption, and area for the 4-bit TIQ flash ADC. As a fu-
ture work we will improve the design in many ways. For low power design it is re-
quired to generate the MOSFET width automatically so that the power consumption 
of TIQ comparator block can be further reduced. To achieve high speed as well as 
high resolution it is possible to use 4-bit flash ADC in pipelined ADC structure. 
Moreover the time interleaved concept can be used to increase speed. 
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Abstract. A simple and effective computational complexity reducing method 
for iterative message passing decoding algorithm of Low-Density Parity-Check 
(LDPC) codes is described. In each iteration, the algorithm selects the fraction 
of bit nodes with least reliability. At both check node processors as well as bit 
node processors, the extrinsic messages only for selected nodes are updated 
while for others the previous values are retained. The algorithm is based on a 
dynamic selection of bit nodes for updating the messages for each iteration. The 
complexity analysis and the simulation results shows that the method achieves 
up to 90 % saving in computations for high rate codes of code rate 0.9 
compared to the standard Belief-Propagation (BP) algorithm while maintaining 
the same bit error rate performance. 

1   Introduction 

Gallager[1] introduced LDPC codes as a family of linear block codes with parity-
check matrices containing mostly zeros and only a small number of ones.  The 
“sparsity” of the parity-check matrices enables their efficient decoding by various 
message-passing decoding algorithms.   MacKay and Neal [2][3] develop further 
interest on the LDPC codes and their decoding.  Chung [4] has derived a theoretical 
threshold that is within 0.0045 dB away from Shannon capacity. The simulation 

results there in show that the LDPC code of length 
710  achieves a bit error rate 

(BER) of 
610−

 at a bit energy to noise density ratio ( / )b oE N  within 0.04 dB away 

from the one that is required to approach Shannon limit.   This margin is the lowest 
amongst the codes discussed in literature. 

An LDPC code is a linear block code specified in terms of a sparse M N×  parity 
check matrix H  whose elements are 0 and 1.  A ( , , )c rN w w  LDPC code represents 

a code of length N  where H  has rw  number of 1’s in each row and cw  number of 

1’s in each column.  The parity check matrix of an LDPC code can be described by 
corresponding Tanner graph that displays the relationship between codeword bits and 
parity-checks.  Each of the N  code bits and M  parity-checks in H  are represented 
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N variable (bit) nodes 

M check nodes

by a node in the graph.  The columns of H  represent variable nodes or bit nodes, and 
the rows of H  represent the check nodes in the corresponding Tanner graph.  A 
graph edge joins a bit node to the nodes of the parity checks that include it.  The 
degree of a bit node is the number of check equations that it participates in.  Similarly, 
degree of a check node is the number of bit nodes which take part in that particular 
check.  For the case where all bit nodes have the same degree and all the check nodes 
have same degree, then it is known as a regular LDPC code [3]. For such a case the 

code rate can be given by 1 ( / )c rw w− . These degrees are different for the case of 

irregular LDPC codes where the irregularity is typically specified using two 
polynomials called bit node and check node degree profiles or degree distributions 
[5]. Figure 1 shows an example of parity check matrix for which the Tanner graph 
can be shown by Figure 2.  The parity check matrix represents a    (10, 2, 4) regular 
LDPC code with rate ½. 

 
1 1 1 1 0 0 0 0 0 0
1 0 0 0 1 1 1 0 0 0
0 1 0 0 1 0 0 1 1 0
0 0 1 0 0 1 0 1 0 1
0 0 0 1 0 0 1 0 1 1

H

 
 
 =  
 
    

Fig. 1. An example parity check matrix H 

The decoding of LDPC codes is done using either a hard decision iterative 
decoding algorithm such as bit flipping (BF) or a soft decision iterative decoding 
algorithm such as belief propagation (BP) algorithm. The soft decision decoding of 
binary LDPC codes uses an iterative message-passing algorithm (MPA), which is an 
instance of Pearl’s belief propagation (BP) algorithm operating on the Tanner graph 
of the code.  

 
 
 
  
  
    
 
 
 
 

Fig. 2. Tanner graph representation 

The message passing algorithm is also known as the sum-product algorithm, in 
which the messages are passed between the bit node and the check node.  If there are 
no cycles in the graph and the graph is finite, then the sum-product algorithm after 
many iterations is equivalent to a maximum a posteriori (MAP) decoding algorithm.  
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In practice it is not possible to avoid cycles in an LDPC codes. Still the sum-product 
algorithm performs quite well.  Operational diagram of the LDPC decoder is shown in 
Figure 3. 

 

 
Fig. 3. The LDPC iterative decoder 

Low-density parity-check (LDPC) code [1] can achieve good performance when 
decoded by the belief propagation (BP) decoding algorithm, but the computational 
complexity is rather high.  It is practically important to simplify the iterative decoding 
algorithm to speed-up the computation, and reduce the complexity without 
performance degradation.  Among the notable approaches for reducing the complexity 
of LDPC decoding are those of min-sum algorithm[6][7], scheduling based 
techniques[8][9][10] and forced convergence methods[11][12]. The forced 
convergence methods reduce the complexity cost of an iteration.  The problem of 
forced convergence method is to select appropriate threshold for deciding the bits 
with high reliable value and low reliable value.  However in such cases the threshold 
is code specific, sensitive g to Eb No , and may lead to threshold wondering 

problems.  Recently a reduced complexity decoding algorithm based on column 
layering is given in [13]. In our work, an algorithm is developed that offers a 
substantial reduction in computational complexity with the same bit error rate (BER) 
performance as that of standard BP. 

A simple and effective computational complexity reducing method for iterative 
message passing decoding algorithm of Low-Density Parity-Check (LDPC) codes is 
described.  In each iteration, the algorithm selects the fraction of bit nodes with least 
reliability.  At both check node processors as well as bit node processors, the extrinsic 
messages only for selected nodes are updated while for others the previous values are 
retained.  The algorithm is based on a dynamic selection of bit nodes for updating the 
messages for each iteration.  The complexity analysis and the simulation results 
shows that the method achieves up to 90 % saving in computations for high rate codes 
of code rate 0.9 compared to the standard Belief-Propagation (BP) algorithm while 
maintaining the same bit error rate performance.  
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2   Standard BP Decoding of LDPC Codes 

The basic decoding algorithm used for LDPC codes as reported in literature is 
described in this section.  The ( , , )v cN d d  LDPC codes can be represented by a 

bipartite graph with N  variable nodes on the left and ( )v cM Nd d=  check nodes on 

the right.  A bipartite graph is specified by sequences ( )1 2, , ,
vdλ λ λ  and 

( )1 2, , ,
cdρ ρ ρ , here ( )i iλ ρ  represents the fraction of edges with left (right) degree 

i , and vd  and cd  are the maximum variable degree and check degree, respectively. 

Suppose the LDPC code C  is used for error control over an AWGN channel with 
zero mean and power spectral density 2oN .  Assume BPSK signaling with unit 

energy, which maps a codeword 1 2( , , , )Nw w w w=  into a transmitted sequence 

1 2( , , , )Nq q q q=  , according to (1 2 )n nq w= − , for 1, 2, ,n N=  .  If [ ]nw w=  is a 

code word in C and [ ]nq q=  is the corresponding transmitted sequence, then the 

received sequence is [ ]nq g y y+ = = , with n n ny q g= + , where for 1 n N≤ ≤ , ' sng  

are statistically independent Gaussian random variables with zero mean and variance 
2 2oNσ = .  Let [ ]mnH H=  be the parity check matrix which defines an LDPC code.  

We denote the set of bits that participate in check m  by ( ) { : 1}mnN m n H= =  and the 

set of checks in which bit n  participates as ( ) { : 1}mnM n m H= = .  We also denote 

( ) \N m n  as the set ( )N m  with bit n  excluded, and ( ) \M n m  as the set ( )M n  with 

check m  excluded.  We define the following notations associated with the i th 
iteration: 

,ch nU : The log-likelihood ratio (LLR) of bit n  which is derived from the channel 

output ny .  In BP decoding, we initially set 2
, 2ch n nU y σ= . 

mnU :  The LLR of bit n  which is sent from check node m  to bit node n  

mnV :  The LLR of bit n  which is sent from bit node n  to check node m  

nV :  The a posteriori LLR of bit n  

The standard BP algorithm is carried out as follows 
Initialization: Set 1i = , and the maximum number of iterations to maxI .  For each 

,m n , set ,mn ch nV U=
 

 
Step 1: Horizontal step, for 1 n N≤ ≤  and each ( )m M n∈ , process 

 1 '

' ( )\

2 tanh tanh
2
mn

mn
n M n n

V
U −

∈

= ∏  

Step 2: Vertical Step, for 1 n N≤ ≤  and each ( )m M n∈ , process 

 , '
' ( )\

mn ch n m n
m M n m

V U U
∈

= +   
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 ,
( )

n ch n mn
m M n

V U U
∈

= +   

Step 3:  Hard decision and stopping criterion test: 

(i) Create ˆ ˆ[ ]nw w=  such that ˆ 1nw =  if 0nV <  and  ˆ 0nw =  if 0nV ≥  

(ii)   If  ˆ 0Hw =  or the maximum iteration number maxI  is reached, stop                                          

the decoding iteration and go to Step 4.  Otherwise go to Step 1. 
Step 4:  Output ŵ  as the decoded codeword 

3   Reliability Based Decoding 

The proposed algorithm is based on the reliability of each received coded bit in LDPC 
decoder. In this section we discuss the meaning of reliability and basic concept of 
reliability decoding.  Let x  be in (2)GF  with elements {+1, -1}, where +1 is the 

‘null’ element under the  addition.  Then the Log-Likelihood Ratio (LLR) value of the 
binary random variable is defined as 

( 1)
( ) ln

( 1)

P x
L x

P x

= +=
= −

                                         (1) 

Inversely, given the LLR value we can calculate the probability of the bit as 

exp( ( ) / 2)
( 1)

exp( ( ) / 2) exp( ( ) / 2)

L x
P x

L x L x

±= ± =
+ + −

                           (2) 

If nL is the LLR value for the thn  bit, it can be expressed as 

sgn( )n n nL L L=                                            (3)      

where sign and magnitude are separately written.  Sign is the hard decision of the bit 
and magnitude represents the reliability of that decision. From equation (2) and (3), 
we can write an expression for the probability of bit being decoded correctly given the 
LLR value nL  for that bit as 

( )
( ) ( )

exp 2

exp 2 exp 2
n

n

n n

L
P

L L

+
=

+ + −
                            (4) 

 
and the bit is decoded with an error probability of 

( )
( ) ( )

exp 2

exp 2 exp 2
n

en

n n

L
P

L L

−
=

+ + −
                                 (5) 

It can be seen in (5) that higher the reliability value nL , lower is the probability of 

error enP  in decoding of that bit.  As nL → ∞  then 1nP →  and 0enP → .  It shows 
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that if value of nL  for a bit is large then there is very less chance of a bit being in 

error.  This motivated the research in this direction to select a fraction of bits for the 
next iteration. 

During the process of iterative decoding, the log likelihood ratio (LLR) values will 
grow in magnitude with iteration and hence will be decoded with very less probability 

of error.  For enP of the order of 410−  the nL  value is close to 10 .  This in turn 

indicates that enhancing the nL value for the thn  bit beyond certain value, say 10 , 

may lead to some redundant iteration.  Also, the reliabilities of all the bits will not 
increase to a high value simultaneously. So at every iteration we can divide the bit 
nodes into two groups, one group with sufficiently large reliability value and another 
group with less reliable values.  In [11] [12] the reliability value of the first group are 
not updated.  This may be attributed to the fact that they have sufficiently large 
magnitude of LLR value.  However the reliability values for the bits in the second 
group need to be updated. By doing so, we save the computations that are required to 
process the more reliable bit values. This can be continued in each iteration till the 
code is decoded successfully.  

4   Dynamic Selection of Bit Nodes  

In our approach setting threshold is not required as appropriate value of threshold 
setting is not straight forward.  A fixed number of nodes to be processed in each 
iteration are selected and at the end of each iteration, the bit nodes are arranged in 
increasing order of magnitude of their LLR values.  From the sorted list only the 
fraction of nodes which are having small LLR value are processed further in 
subsequent iteration.  The number of nodes processed at each iteration are kept 
constant from the point of view of the hardware implementation of the algorithm.  
The fraction of nodes to be processed during decoding in each iteration is optimized 
in order to have the performance almost similar to that of standard BP algorithm.  The 
fraction is observed to be 1 R−  for a rate R  LDPC code for 1 to 5 dB Eb No  by 

extensive simulation.  Let us indicate the fraction of bit nodes processed (active) 
while decoding by α and call it as saving factor.  The range of α is between 0 and 1.  
The value of 1 for α  indicates that all the bit nodes are active and there is no saving 
in computations and we refer this condition as standard BP. Operational diagram of 
the LDPC decoder with Dynamic Selection Of Bit Nodes is shown in Figure 3. 

All other notations are same as standard BP algorithm. The proposed algorithm is 
given below.Initialization: 

 
Set 1i = , and the maximum number of iterations to maxI . 

For each ,m n , set ,mn ch nV U=  and ,n ch nV U=  

Set saving factor 1 Rα = −  and find nf Nα=     

Step 1: ( )[ ] sort na V=   for all n  in increasing order where a  is vector of indices of 

Sorted elements. 
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Step 2: Horizontal step, for 1 n N≤ ≤  and each ( )m M n∈ ,  

            If (1: )n a nf∈ process 

      1 '

' ( )\

2 tanh tanh
2
mn

mn
n M n n

V
U −

∈

= ∏  

end 
Step 3 Vertical Step, for (1: )n a nf∈  and each ( )m M n∈ , process 

 , '
' ( )\

mn ch n m n
m M n m

V U U
∈

= +   

 ,
( )

n ch n mn
m M n

V U U
∈

= +   

Step 4:  Hard decision and stopping criterion test: 

(i) Create ˆ ˆ[ ]nw w=  such that ˆ 1nw =  if 0nV <  and  ˆ 0nw =  if 0nV ≥  

(ii) If  ˆ 0Hw =  or the maximum iteration number maxI  is   reached, stop   the 

decoding iteration and go to Step 4.   
(iii) Otherwise go to Step 1. 
 
Step 5:  Output ŵ  as the decoded codeword. 
 
With dynamic selection of bit nodes algorithm, by setting the saving factor to α , it is 
possible to save the computations at both message node and check node by the same 
factor.  However, there is an over head of sorting the bit node messages at the start of 
every iteration.  It is known that the sorting algorithm complexity is of the order of 

logn n  for sorting n elements. With this over head, we can save 2 vd nα additions 

per iteration at the variable node processor.  Also we save 2 cd Mα multiplications,   

cd Mα  hyperbolic tangent evaluations and cd Mα  inverse hyperbolic tangent 

evaluations.  Apart from this, we also save an equivalent proportion of memory access 
due to fraction of nodes are inactive and whose values are not updated in a given 
iteration.  This in turn saves time as well as power as most of the power is consumed 
in memory access.  The latency in decoding is also reduced due to the fact that only 
fractions of bit nodes are updated and fractions of messages at the check node 
processor are computed.  During simulation of an regular (3,6), code rate ½, block 
length 1008, we observed that standard BP decoded 8634 coded blocks where as the 
decoder with 0.5α =  decoded 12771 code blocks and with 0.6α = it decoded 
13613 coded blocks for the same processing time.  This shows that there is 
considerable increase in throughput of the decoder. 

5   Simulation Results 

The proposed algorithm is used to find the BER performance for three different codes 
and the same are shown in Figures 4-6.  The first code is a randomly generated 
(1008,3,6) LDPC code with code rate ½ .  The encoded bits are BPSK modulated and 
transmitted over the AWGN channel.  At the decoder side, belief propagation 
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algorithm based on tanh rule is used and number of iterations are set to a maximum of 
10.From Figure 4, at a saving factor of 50% the code slightly outperforms standard 
BP algorithm.  In fact at medium or short code lengths, the BP algorithm becomes sub 
optimum, due to existing correlation among messages passed during the iterative 
decoding.  As the new algorithm processes only fractions of nodes in a given iteration, 
this reduces the level of correlation and hence improves the performance.  However at 

a BER of 41 10−× , the performance for 60% saving is inferior by 0.04 dB which for 
70% saving becomes inferior by 0.19 dB as compared to standard BP. 
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Fig. 4. BER performance of standard BP and DBS BP for 0.5, 0.6 and 0.7α =  for 

(1008, 3, 6)  

 

 
Fig. 5. LDPC code BER performance comparison between the standard BP decoding and 

decoding with various saving factorα = 0.7, 0.8 and 0.9) for (724, 4, 16) structured BIBD 
based LDPC code 
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Fig. 6. BER performance comparison between the standard BP decoding and decoding  
with various saving factors (α=0.7,0.8,0.9 and 0.95) for (1810,3,10) structured BIBD based 
LDPC code 
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Abstract. This paper presents the design of 32bit fixed point Q2.29 format 
reciprocal unit. The design is based on Newton-Raphson iteration method. The 
main contribution of the design is the initial values used in Newton-Raphson 
method is computed on the fly without storing them in a look up table which 
occupies block memory. All the values given to reciprocal unit are scaled from 
1 to 2 ranges for reduced complexity in design and implementation. The design 
is tested on Xilinx Virtex-5 with target device XC5VTX240T which includes 
package FF1759 and speed -2. Using Xilinx Virtex-5 the design unit illustrates 
routing delay of 3.972ns and logic delay of 51.043ns. 

1   Introduction 

The division operation plays a vital role in many DSP applications. Designing a high-
speed division is very much essential. The division operation (r) can be expressed as 
the product of the dividend (x) and reciprocal of the divisor (y), 

                                                                                                 (1) 

Most of the available reciprocals are based on floating point numbers using IEEE 754 
format. This format is extensively used in manual calculations and representation but 
the fixed point data type is widely used in digital signal processing (DSP) and game 
applications, where performance is sometimes more important than precision. Hence 
an optimized design technique for reciprocal unit improves speed and accuracy. 

The reciprocal unit can be computed using multiplicative iterative methods. We 
surveyed for different methods of multiplicative iterative methods such as Newton-
Raphson [11], Taylor series [9] expansion, Secant method [1] and Brent method [2]. 
We found Newton-Raphson method solves non-linear equations based on linear 
model and needs only one initial assumption. Hence this process is fixed for iterative 
calculations.    

There are two stages in reciprocal calculation, first the initial assumption and the 
second Newton-Raphson iteration. Look-up table solutions for the initial value 
approximation are common [8], but by nature they need quite large memories if high 
accuracy combined with low iteration counts. The initial approximation is obtained by 
various techniques [5] which includes linear approximation, direct look up table 
methods and table look up followed by multiplications. In order to reduce the look-up 
table memory-size, [2, 7, 6] introduces various technique. In these methods precision 
of the approximation increases (greater than 16 bits) and the size of the memory 
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required to implement the table look-up table also increases. Most frequent used table 
method is bipartite table method. This bipartite table method was first reported by Das 
Sarma and Matula [2], where the binary input is split into three separate k bit 
numbers, with k=n/3. This bipartite table method occupies 4352 Kbytes of memory to 
store the initial approximation. With little technical improvements a new initial 
approximation table method called symmetric bipartite table method (SBTM) was 
introduced. The SBTM method was enhanced and new table method called MBTM 
was used in [7] which occupy 384Kbytes of block memory for storing seed values. 
The MBTPA method used in [6] requires less memory compared to other table look 
up methods. This method uses 45.8Kbytes of memory to store the initial 
approximation values. In this paper we have proposed a reciprocal unit design which 
uses no block memory to store seed values and this seed values are calculated on-the 
fly. Q(2.29) fixed point format is used in our design approach.  

The remainder of this paper is organized as follows. Section 2 gives initial 
assumption techniques. Section 3 describes Newton-Raphson iteration method. 
Section 4 looks at the Hardware Implementation. Section 5 presents Testing and 
results. Finally section 6 summarizes most important conclusions and the future work 
for this reciprocal unit. 

2   Initial Assumption Technique in Heuristic Approach 

The process of obtaining initial assumption value plays very important role in 
reciprocal design. There is no look-up-table generated for accessing initial guess. 
Rather we use heuristic method to find initial value on the-fly. To reduce complexity 
and design we consider the reciprocal unit input range from 1 to 2. We can have a 
single initial guess and in order to reduce Newton-Raphson iterations and to get 
accurate result we divided the 1 to 2 range into six sub divisions and each sub division 
has a distinct initial value. Assignment of initial value to sub divisions is based on bit 
position of fractional part of input numbers. 

Since the range is 1 to 2 there is only possibility of integer part being 01b and rest 
bits belongs to fraction part. Suppose if the integer bits be 10b or higher than this 
value, it is considered to be out of range and that number is scaled by suitable scalar 
to bring the input number into the required range. The table 2.1 gives the input (x) and 
output range for respective subdivisions. Using this seed value we get exact reciprocal 
output in maximum 3 Newton-Raphson iterations.  

2.1   On-the Fly Computation of Initial Assumption Values 

When the design work started, we took a single value as the seed value and used it in 
the Q2.29 fixed point format input range of 1 to 2. We redesigned the heuristic 
approach and sectioned 1 to 2 input range into a total of 6 segments as shown in  
Table 1.  
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put and output range for designed reciprocal unit 

Input range(x) Output range(1/x) 

750000-1.999999 0.502500-0.5714280 
500000-1.740000 0.5714280-0.666666 
250000-1.490000 0.6666665-0.800000 
125000-1.240000 0.8000000-0.888888 
062500-1.124000 0.8888889-0.941170 
031250-1.062400 0.941180-0.9696969 
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3.1   Error Analysis for Ne
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Fig. 1. Architecture of reciprocal unit 

5   Functional Verification 

In this section we will present the testing of our design for accuracy and results 
obtained from our design.  

5.1   Testing the Reciprocal Unit 

We tested the reciprocal unit for individually with number of random test vectors as 
well as some thoughtful ones. We even made available the facility of counter test by 
using a C-language program to provide standard output.  

The Fig. 2 compares the system model results with designed hardware reciprocal 
unit results. Y axis shows the reciprocal values and X axis illustrates the input values 
in the range 1 to 2 for which the reciprocals are computed.  

 

 
Fig. 2. Comparison of hardware reciprocal model with the system model 
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6   Result Analysis for Reciprocal Unit Design 

The accuracy, latency and memory effectiveness of our method of hardware modeling 
of the reciprocal unit is demonstrated in this section.  

The reciprocal unit design is implemented using Xilinx Virtex-5, XC5VTX240T 
device with package FF1759 and speed -2. The implementation occupies 116 Slice 
LUTs out of 149760 and all these LUTs are used as Logic, 65 IOs out of 680, 1 
BUFG out of 32, 116 number of Flip Flop pairs used, 24 DSP48Es out 96. It gives 
reciprocal output in 55.015ns with 7.2% routing delay.  

The Table 2 compares this design with different similar reciprocal designs which 
shows increase in performance. This table also has the details of the performance 
matrices used for comparing earlier design [2, 6, 7] which used look-up table method 
for initial assumption. We have used this reciprocal design in seismic migration 
lateral depth migration model. 

Table 2. Comparison of hardware design with similar designs 

Method MBTPA [6] MBTMA[7] BTMA [2] This work 

Latency <3 <2 <2 <1 
Accuracy 2-28 2-27 NA 2-29 

Memory size 45.8 KB 384KB 4352KB Null  

 Data format Double precision IEEE 754 format Q(2,29) fixed 
point format 

7   Conclusion and Future Work 

7.1   Conclusion 

We have successfully designed the reciprocal unit in Xilinx Vertex5.  The design uses 
no ROM memory to store initial values as they are calculated on-fly without any 
look-up-table. This design reduces area occupied by reciprocal unit design compared 
to [4] which using look-up-tables. And it is made to work on Q2.29 fixed point format 
which is extensively used in most of the DSPs. 

7.2   Future Work 

The division [3] operation can be implemented using the present reciprocal by 
including one multiplier.  
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Abstract. LZW is the one known compression algorithm appropriate for com-
munication. LZW data compression algorithm is popular for data compression 
because it is an adaptive algorithm and achieves an excellent compromise be-
tween compression performance and speed of execution. LZW is a dictionary 
based data compression algorithm, which compress the data in a lossless  
manner so that no information is lost. LZW algorithm requires no extra com-
munication from the encoder to the decoder. In this paper we present a scheme 
to eliminate the spaces from the data so that high compression factor achieves. 

Keywords: compression, adaptive, encoding, decoding. 

1   Introduction 

LZW [Welch 1984] is a popular variant of LZ78 [Ziv and Lempel 1978], developed 
by Terry Welch in 1984. It is a dictionary based adaptive algorithm. The first 256 en-
tries are occupied in the dictionary before any data is input. Most of the data file to 
which we want to compress contains many spaces. By eliminate these spaces from the 
data file, results in high compression factor or less compression ratio.  

The rest of the paper is organized as follows. Section 2 reviews the basic concepts 
of compression and encryption. Section 3 presents the compression techniques. Sec-
tion 4 describes the proposed system. Section 5 deals with results. Section 6 con-
cludes the paper. Section 7 presents the future work. 

2   Basic Concepts 

There are various techniques to compression. 

Compression Techniques: 

a) LZW compression 
b) Huffman coding 
c) Arithmetic coding 
d) Run length encoding 
e) LZ 77 
f) LZ 78 and so on. 

In our system we are using LZW technique. 
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3   Compression Technique 

3.1   LZW Compression 

It is a dictionary based algorithm. It is a variant of Lempel Ziv 78 compression algo-
rithm. In this we initialize the dictionary to all symbols in alphabet. In common case 
of 8-bit symbols, first 256 entries of the dictionary 0 through 255 are occupied before 
any data is input. LZW token consist a pointer to the dictionary. When the dictionary 
is initialized, the next input character finds in dictionary.  

The idea of LZW is that the encoder input symbols one by one and accumulates 
them in string I. After each symbol is input and is concatenated to I, dictionary is 
searched for string I. As long as string I is found in dictionary, the process continues. 
But at some point if adding text symbol suppose x causes the search to fail, string I is 
in dictionary but string Ix is not. At this point the encoder outputs the dictionary poin-
ter that points to string I, and saves string Ix in the next available entry in the dictio-
nary and then initialize string I to symbol x. 

3.1.1 LZW Encoding Algorithm 
Algorithm: 

Step 1 Initialize dictionary to contain single character string. 
Step 2 Read first input character prefix string ω from the data file. 
Step 3 Read next input character k from the data file. 

a) If no such k (input exhausted): output:=code(ω):Then EXIT 
b) If ωk exists in dictionary: ω: = ωk; Repeat Step 3. 
c) Else If ωk not in dictionary. Then output :=code (ω) 

                Dictionary: = ωk; 
                ω :=k; 
                Repeat step 3. 
Step 4 End 

3.1.2   LZW Decoding Algorithm 
Algorithm: 

Step 1 Read first input code and CODE=OLD code=input code with CODE=code 
(k), output=k, Fin char=k. 

Step 2 Read next input code, CODE =INCODE=next input code. 
            If no new code: EXIT. Else: 
Step 3 If CODE=code (ωk): stack = k 
             CODE: =code (ω) 
            Repeat Step 3 
            Else if CODE = code (k): output=k, Fin char=k. 
    Do while stack not empty:  
  Output = Stack top, Pop stack.  
            Dictionary=OLD code, k. 
             OLD code=IN code; 
             Repeat step 2. 
Step 4 End 
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3.2   Advantages of LZW Algorithm 

1. LZW data compression algorithm is an adaptive and very effective means to save 
storage space and network bandwidth. 

2. LZW algorithm is easy to implement. 
3. It is a lossless compression algorithm, so no loss of information is there. 

4   Proposed Scheme 

In LZW algorithm, dictionary size is determined by the general unary code. 

Table 1. 

n a=(3+n*2)  nth codeword no. of code words Range of integers 

0 3 0xxx 32 =8 
0-7 

1 5 10xxxxx 52 =32 
8-39 

2 7 110xxxxxxx 72 =128 
40-167 

3 9 111xxxxxxxxx 92 =512 
168-679 

  Total 680  

Now in LZW algorithm if we make dictionary of 680 entries. Each entry occupy 9 
bits up to 680 entries, And if we want to increase dictionary size up to 2044 entries 
then each entry occupy 10 bits. 

But in our proposed scheme we eliminate the spaces from the input data file. In our 
scheme if we make dictionary of 680 entries, Each entry occupy 10 bits, i.e. 1 bit 
higher than those in case of LZW encoding algorithm, 9bit data plus one parity bit 
used for checking the next character is space or not. If parity bit is set then next cha-
racter is space otherwise not. But we save the 9 bits which is used for space. Now 
there are number of spaces in data file say n, Now we save n*9 bit space. But some 
extra parity bits are also sent, but many words in data file have small length. So spac-
es between these words occupy lot of space, so by eliminate these spaces we can 
achieve high compression. 

4.1   Enhanced LZW Encoding Algorithm  

Algorithm: 

Step 1 Initialize dictionary to contain all 0 to 255 single character string. 
Step 2 Read first input character prefix string ω from the input data file. 
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Step 3 Read next input character says k from the input data file. 
a) If no such k (input exhausted): output:=code(ω):Then EXIT 
b) If k=space, then set M.S.B bit of ω equals to 1, Repeat step 3. 
c) If ωk exists in dictionary: ω: = ωk; Repeat Step 3. 
d) Else If ωk not in dictionary. Then output :=code (ω) 

                Dictionary: = ωk; 
                ω :=k; 
                Repeat step 3. 
Step 4 End 

4.1.1   Enhanced LZW Encoding Algorithm Description 
In step no. 3 (b) we set the parity bit or M.S.B bit of suffix ω. that helps in decoding site. 

4.2   Enhanced LZW Decoding Algorithm 

Algorithm: 

Step 1 Read first input character ω, left shift the input character ω by 1. ie ω <<1. 
And result is stored in the carry bit. Then right shift the input character ω by 1. ie ω 
>>1. And CODE=OLD code=input code with CODE=code (k), output=k, Fin char=k. 

Step 2 If carry bit = 1  
             Then next input character k = space. 
 Go to step 3. 
          Else Read next input character k from the input data file, left shift the input 

character k by 1. ie k <<1. And result is stored in the carry bit. Then right shift the in-
put character k by 1. ie k >>1. 

        CODE = INCODE = next input code  
            If no new code: EXIT. Else: 
Step 3 If CODE=code (ωk): stack = k 
             CODE: =code (ω) 
            Repeat Step 3 
            Else if CODE = code (k): output=k, Fin char=k. 
   Do while stack not empty:  
  Output = Stack top, Pop stack.  
           Dictionary = OLD code, k. 
             OLD code = IN code; 
             Repeat step 2. 
Step 4 End 

4.2.1   Enhanced LZW Decoding Algorithm Description 
In step 1 we first left shift the character ω by 1 and result stored in carry bit. And now 
for retrieving actual data we right shift the character by 1. 
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5   Results 

Table 2. 

File size Compression ratio with LZW compression Compression ratio with enhanced LZW 
compression 

5.7 kb 0.50 0.47 

10 kb 0.61 0.53 

We have taken two files one is of 5.7 kb and another is of 10 kb. When we com-
pressed first file which is of 5.7 kb using LZW, the compression ratio of 0.50 
achieved. But when we compressed same file using enhanced LZW then we achieved 
compression ratio of 0.47. In second case when we compressed another file of 10 kb 
size using LZW algorithm then we achieved compression ratio of 0.61. But when we 
compressed same file using enhanced LZW we achieved compression ratio of 0.50.  

But compression ratios in case of enhanced LZW vary data to data. 

6   Conclusion 

The work present in this paper can be summarized as: 
In this paper we accomplished a system which eliminate spaces from the data file 

so that we can achieve high compression.  

7   Future Work 

The proposed system can be combined with cryptography and steganography tech-
niques for more security, which encrypt and hide the existence of the information. 
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Abstract.  "All our dreams can’t be translated into reality. But they can act as 
foundation stone for our glorious future" 

As the technology of communication and storage improves, it needs high 
security and performance in both software & hardware. This paper describes the 
design of effective security system for implementing it to encrypt or decrypt the 
data in storage device. In this paper we are using O’Driocells matrix for 
mapping & inverse mapping that is used in S-Box calculation which reduces the 
total no of 1’s to 51 which is less than previously published paper[5] and 
Mixcolumn is implemented using Combinational logic method instead of Xtime 
look up table[LUT]. Hence it is effective in terms of speed, low power and high  
performance. We proposed pipelined AES architecture that can offer low power 
and high throughput to increase the efficiency. 

Keywords: AES, Encrypt/decrypt, FDE, ATM switch. 

1   Introduction 

The Advanced Encryption Standard (AES), standardized by NIST, National Institute 
of Standards and Technology, is a cryptographic algorithm replacement to DES (Data 
Encryption Standard) algorithm [1] ,[2] as the federal standard to protect sensitive 
information. AES has already received widespread use because of its high security, 
high performance in both hardware and software. Many implementations are done in 
software but it seems to be too slow for fast applications such as routers and some 
wireless communication systems. AES is a 128 bit symmetric data block cipher with 
128, 192 or 256 bits key. The data block was described by arrays of bytes in 4 x 4 
matrix (Called "State") and it has four basic steps operation as see in Fig .l: Sub 
Bytes, (or S-Box), ShiftRow, MixColumn, and AddRoundKey. These four steps are 
also known as layers. The four layer steps describe one round of the AES. Number of 
rounds is made vary according to the key size. The AES with 128-bit key size 
operates iteratively on those four basic steps for 10 rounds.   
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2   Related Work 

2.1   A FPGA Design of AES Core Architecture for Portable Hard Disk 

This paper describes a high effective AES core hardware architecture for implementing 
it to encrypt/decrypt the data in portable hard disk drive system that apply to 
effectively in the terms of speed, scale size and power consumption to comply with 
minimum speed of 5 Gbps (USB3.0). We proposed the 128 bits data path of two 
different AES architectures design, Basic Iterative AES, which reuses the same 
hardware for all the ten iterations and, One Stage Sub Pipelined AES, with one stage of 
outer pipelining in the data blocks that both of them are purely 128 bits data path 
architecture that different from the previous public paper. The implementation result 
on the targeted FPGA, the basic iterative AES encryption can offer the throughput of 
3.85 Gbps at 300 MHz and one stage sub pipelined AES can offer the throughput to 
increase the efficiency of 6.2 Gbps at 481 MHz clock speed. 

3   System Architecture 

The One Stage Sub-pipeline structure in Fig.1(Data Block#l and #2).1t is an 
improvement of the basic iterative architecture with respect to speed. It has just one 
stage of pipeline within the data block. The data block is replicated once. In One stage 
the same work load is shared by two data blocks. 
 

 

Fig. 1. A 128 bits data path of one stage sub pipelined AES 

3.1   S-Byte Calculation 

The S-Box operation is a non-linear byte substitution. It composes of above 
transformations as shown in figure 2. 
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1) Modular inversion in GF(24 ) - this stage is to compute B(x) = A-1(X) for an 4-
bit input word (in GF(24) where m( x) = x4 +x+1 is taken as a field polynomial; {OO} 
is mapped to itself). 

2) Affine Transformation: This sub-step is performed in GF(2) and defined by. 
D(x) = δ*B(x)mod(x

8
+1) ϕ C(x)  where b = {IF} = x4  + x3 + x2  + x +1 for the 

encryption process and b = {4A} = x6 + x3 + x  for the decryption. 

 

Fig. 2. Sub bytes design flow for composite field Inversion 

Working in the composite field, multiplicative inverse is leisured. However, forth 
and back, we have to map elements in GF(2k) into GF(2n )m where k = mn. Therefore 
both transform and inverse transform matrices are needed. Elements in GF(28) can be 
mapped to element in GF(24 )2 by using the polynomial r(x) = x2 + x + β14 where β14 
denotes the element in GF(24) of which I (x) = x4 + x + I is the primitive irreducible 
polynomial. The resulted mapping and inverse mapping matrices are given in eqn. (2) 
and (3) respectively.                

 

The upper-left element in the above matrices denotes the least significant bit. An 
advantage of mapping elements form GF(28) to GF((24 )2) is the simpler multiplicative 
inverse computation since inversion is performed in GF(24). For such a small field 
size, inversion using either the direct truth table mapping or table look up consumes 
small area. Moreover, in Rijndae1 system data are treated naturally in byte format. 
Let data (byte) be expressed as A = {bc} = bx + c , the inversion of A, say B = A-1 = 
{pq} = px + q. For the field polynomial r( x) = x2 + Cx + D , one can have where 
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For GF((2n )2 ) , the polynomial in the form of r(x) = x2 + x+ A always exists [12]. As 
such, C and D can be set to {1} and {9} (in GF(24)) respectively. Fixed-coefficient 
multiplication (i.e.,b2 D) as well as squaring units are relatively simple according to 
their small field size. The multiplications required in computing eqn. (4), (5) and (6) 
can be done straight away in GF(24) or can be further simplified by making use of 
composite field GF((22)2 ) [7]. 

3.3   ShiftRow Transformation 

The ShiftRow process operates on individual row with individual offset byte of state. 
In the state arrangement, data are fed into a square matrix in row order. To operate the 
ShiftRow transformation, we need register#l to store the whole data before byte 
swapping. This can result in the unsmooth data flow. However, the implementation is 
not very difficult. Due to we have designed the ShiftRow transform throughput is 128 
bits per clock cycle for support the high throughput of hard disk. We used register#2 
to be a pipeline arrangement (see Fig. 3 below) such that the data are arranged in 
order and ready for the following operation, MixColumn transformation. 
 

 

Fig. 3. ShiftRow and Inverse ShiftRow (dash line) 

3.4   MixColumn Transformation 

The mix column transformation operates on each column individually. Each byte of a 
column is mapped into a new Value that is a function of all four bytes in that column. 
The transformation can be expressed by the following matrix Multiplication on State. 

 

 
  

Each element in the product matrix is the sum of products of elements of one row and 
one column. In this case, the individual additions and multiplications are performed in 
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GF (28),The MixColumn transform of an AES can be expressed as C'(x)= 
C(x)a(X)mod(x4+]) and each column is considered as a polynomial with coefficients 
Ci,c define in GF(28). 

Multiplication is implemented using Combinational logic method by following 
steps.  

 
1) If  the low bit of  B is set, XOR the product p by value of  A 
2) Keep track of weather the high bit of A is set to one 
3) Rotate A one bit of  left & discarding the high bit and making  the low bit 

to have a value of zero 
4) If  A’s high bit have a value of one prior to their rotation, XOR A with the 

hexadecimal  number 0x1b 

5) Rotate B one bit to the right, discarding the low bit and making the high 
bit have value of zero 

3.5   AddRoundKey, KeyScheduling Transformation 

The KeyScheduling expands the initial 128-bit cipher keys to generate the round keys. 
The two methods for the key expansion are commonly used, i.e., the round keys can be 
generated on-the-fly with the data transformation, or they are pre-calculated and stored for 
later use. In this paper, the round keys applied to the data transformation for encryption or 
decryptions are calculated on-the-fly. The agility of the key expansion deals with the 
situation that the cipher keys are changed frequently. The implementation of the key 
generation for encryption is illustrated in Figure 4. Every word (32 bits) of the next 
state is the XOR of the current word in the same position with its left neighboring word. 
For example, the word in C1 is calculated as w'[C1] = w [C1 ] + w [C0]. For words in the 
position Ch its neighboring word is in position C3. A transformation Rot Word is applied 
 
 

 
Fig. 4. KeyScheduling Structure 
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to the word in position C3 prior the XOR, followed by an XOR with the round constant 
RCon. So, we need two 128 bit register to store round keys. The Rot Word register is a 
circular word shift register. And The Rcon is a feedback word shift register. For the one 
stage sub pipe1ined AES structure, we have two different KeyScheduling modules which 
share the load of ten iterations. The KeyScheduling#1 generates the first five keys and the 
KeyScheduling#2 generates the last five keys.  

4   Implementation Details 

The core system itself as well as the other necessary circuits are designed and 
implemented using Verilog. The code is Verilog, which could be easily implemented 
on targeted FPGA devices, without changing the design. Synthesis and Place & Route 
are achieved on Xilinx ISE 13.1i with Xilinx's device family. This is used for writing, 
debugging and optimizing efforts, and also for fitting, simulating. 

5   Conclusion 

The proposed Security System can be chosen upon speed or throughput requirement 
for supporting storage device data encryption. In this system S-Box makes use of 
O’Driocells matrix for mapping and inverse mapping. The mix column can be 
implemented with combinational logic. It is more efficient than previous 
implementation, in terms of speed, power and throughput. Hence it can be effectively 
used in communication system to encrypt/decrypt the data. A synthesizable Verilog 
code is developed for the implementation of both encryption and decryption process. 
The design is verified via the FPGA implementation with Xilinx family. 
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Abstract. The JPEG (Joint Photographic Experts Group) 2000 encoder is an en-
tirely hardware implementation of a JPEG 2000 compression codec that is based 
on the ISO/IEC 15444-1 standard. The JPEG 2000 standard, finalized in 2001, de-
fines a new image-coding scheme using state-of-the-art compression techniques 
based on wavelet technology. Its architecture is useful for many diverse applica-
tions, including Internet image distribution, security systems, digital photography, 
and medical imaging. In this paper, we propose an efficient VLSI architecture for 
the implementation of one-dimension, lifting scheme based discrete wavelet trans-
form (DWT). Both of the folded and the pipelined schemes are applied in the pro-
posed architecture. The architecture has been coded in Verilog HDL, and then  
verified successfully by the platform of Xilinx 10.1 on Virtex-4 device. 

1   Introduction 

There has been a long history in the development of wavelet transform [1]. Discrete 
wavelet transformation is now adopted to be transform coder in both JPEG 2000 [2] 
still image coding and MPEG-3 [3] still texture coding. In this paper, we mainly focus 
on the design of the DWT core for JPEG 2000. 

JPEG 2000 is the emerging next generation still image compression standard. With 
the inherent features of wavelet transform, it provides multi-resolution functionality 
and better compression performance at very low-bit rate compared with the DCT 
based JPEG [4] standard. Discrete wavelet transform (DWT) has been widely used in 
many different fields of audio and video signal processing. Recently, DWT is being 
increasingly used as effective solutions to the problem of image compression. One 
well-known example is that DWT has been adopted by the JPEG2000, one of the sev-
eral popular image compression standards defined by the Joint Picture Expert Group 
(JPEG), due to the efficient decomposition of a signal into several components (sub-
bands) with DWT. In general, DWT can be implemented by direct convolution and 
several DWT architectures implemented by filter convolution have been proposed. 
The 5/3 reversible and 9/7 irreversible filters are chosen for lossless compression. 

This paper organization is as follows. In Section 2, the lifting scheme algorithm is 
described and compared with classic implementation. The mathematical computation 
of Lifting based DWT architecture is depicted in Section 3. The proposed DWT archi-
tecture is depicted in Section 4. Development of test benches is described in  
Section 5. The result of DWT Architecture is depicted in Section 6. Finally, a conclu-
sion is given is Section 7. 
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2   Lifting Scheme 

DWT can decompose the input samples in multi resolution as in Figure 1. The im-
plementation of the discrete wavelet transform is based on the filter banks, where H 
and G denote a high-pass filter and a low-pass-filter, respectively. After each filtering, 
the number of the output samples is decimated by a factor of 2. The samples generat-
ed by the high pass filters are completely decomposed; meanwhile, the other samples 
generated by the low pass filters are applied to the next-level computation for further 
decomposition. 

 

Fig. 1. 2 Level DWT 

The lifting scheme is a new algorithm proposed for the implementation of the 
wavelet transforms. It can reduce the computational complexity of DWT involved 
with the convolution implementation. Furthermore, the extra memory required to 
store the results of the convolution can also be reduced by in place computation of the 
wavelet coefficient with the lifting scheme. Each decomposition stage has predict and 
update blocks, which extracts the relevant information and passes on to the next stage. 
Both of them are linear phase (symmetrical) filters. The lifting scheme architecture is 
shown in Figure 2. 

 
Fig. 2. Lifting Scheme 
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The lifting scheme consists of the following three steps to decompose the samples, 
namely, splitting, predicting, and updating. Figure 3 illustrates the three steps associ-
ated with the lifting scheme based DWT for the one-dimensional signal.  

• Split step: The input samples x is split into even samples and odd samples.  
• Predict step: The even samples are multiplied by the predict factor and then the 

results are added to the odd samples to generate the detailed coefficients.  
• Update step: The detailed coefficients computed by the predict step are multi-

plied by the update factors and then the results are added to the even samples to 
get the coarse coefficients.  

 
Fig. 3. Lifting Scheme Architecture 

Predict P1: di
1 = α (x2i + x2i+2) + x2i+1  (1) 

Update U1: ai
1 = β (di

1 + di
1
-1) + x2i   (2) 

Predict P2: di
2 = γ (ai

1 + ai
1
+1) + di

1   (3) 

Update U2: ai
2 = δ (di

2 + di
2
-1) + ai

1  (4) 

Scale G1: ai = ζ * ai
2  (5) 

Scale G2: di = di
2 * ζ   (6) 

For the given set of Predict and Update stages, assuming the value of i = 0, the equa-
tion can be finalized. By re-arranging all the values and the constant co-efficient, the 
final equation can be derived. 

ai= (3 * γ.β.δ.ζ + δ.ζ + β.ζ ) [ α ( x0 + x2) + x1 + α ( x0 + x-2) + x-1] + ζ.δ.β.γ [α(x2 + x4) 
+ x3 + α( x-2 + x-4) + x-3] + ζ.δ.γ ( x0 + x2 + x0 + x-2) + ζ * x0                                                       (7) 

di= 1/ζ [(2 * γ.β +1){ α ( x0 + x2) + x1} + γ.β { α ( x0 + x-2) + x-1 + α(x2 + x4) + x3} + α 
( x0 + x2)]                                                                                                                     (8) 

3   Mathematical Calculations 

The equation which was obtained from the architecture has some of the constant 
terms namely Alpha, Beta, Gamma, Delta and Zeta and some of the input terms from 
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x-4 to x+4 which is of 8-bit data. The values of the constant terms are given in  
Table 1. The values of the inputs x-4 to x+4 is given is Table 2. 

Table 1. Constant Co-efficient Values 

Alpha 1.58613434200 

Beta 0.05298011854 

Gamma 0.88291107620 

Delta 0.44350685220 

Zeta 1.14960439800 

Table 2. Values of X-4 till X+4 

x-4 x-3 x-2 x-1 x x+1 x+2 x+3 x+4 
122 110 102 91 72 54 48 27 6 

 
The architecture states that 

• The input should be 8-bit and have signed representation 
• The output should be 16-bit and signed representation. 
• Lifting co-efficient should be 8-bit signed representation. 
• All the intermediate outputs have to be stored.  

The lifting co-efficient can be multiplied with a common term as 32 or 64 so that 
representing that number might be much easier. The lifting co-efficient has to multip-
lied in such a manner that the final values should be able to compute as 8-bit signed 
number and it does not have any number which is beyond decimal like 83.000  
[Ref 3]. This can be achieved by taking only the positive values and discarding all 
other decimal point values. For example: XY.xy. By doing these the values of all the 
lifting co-efficient will be having a decimal without any point values so that the calcu-
lations can be much easier. The constant terms final value is given in Figure 4. 

By substituting the final values in Fig 4 in the equations 7, 8 and discarding the 
LSB for the adders and multipliers, the values of ai and di will be 

ai= (3 * γ.β.δ.ζ + δ.ζ + β.ζ ) [ α ( x0 + x2) + x1 + α ( x0 + x-2) + x-1] + ζ.δ.β.γ [α(x2 + 
x4) + x3 + α( x-2 + x-4) + x-3] + ζ.δ.γ ( x0 + x2 + x0 + x-2) + ζ * x0 

ai= (57 ) [ 50 ( 72 + 48) + 54 + 50 ( 72 + 102) + 91] + 6 [50(48 + 6) + 27 + 50( 102 
+ 122) + 110] + 30 ( 72 + 48 + 72 + 102) + 1 * 72 

The summation of 72 and 48 will be 60 since 72+48=120 will be a resultant of 9-
bit number. Discarding the LSB makes the value of 120 as 60. 

ai = (57) [50 (60) + 54 + 50 (87) + 91] + 6 [50(27) + 27 + 50(122) + 110] + 30  
(60 + 87) +72 

ai = (57) [46 + 54 + 67 + 91] + 6 [50(27) + 27 + 50(122) + 110] + 30 (60 + 87) +72 

ai = (57) [50 + 79] + 6 [50(27) + 27 + 50(122) + 110] + 30 (73) +72 

ai = 65 
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The same calculation process is taken for di as well. 

di= 1/ζ [(2 * γ.β +1){ α ( x0 + x2) + x1} + γ.β { α ( x0 + x-2) + x-1 + α(x2 + x4) + x3} 
+ α ( x0 + x2)] 

di= 6 [(35){ 50 ( 72 + 48) + 54} + 12 { 50 ( 72 + 102) + 91 + 50(48 + 6) + 27} + 
50 ( 72 + 48)] 

di = 39 

 

 

Fig. 4. Constant Terms for the eqution 

4   DWT Architecture 

The DWT architecture consists of a top module which is interconnected with a lot of 
sub blocks as shown in Figure 5. Each sub-block is having dedicated functions, opera-
tions to be performed and different Delay, Power and Area. 

SIPO: SIPO shift registers are used at the inputs for DWT architecture which fetches 
the inputs serially with the help of enable. Whenever enable signal is high, the serial 
data passes through the registers so that the data can be taken for further calculations. 
When enable signal is low, irrespective of the serial input data then registers will be 
not fed with the serial data.  

ADDER: Adder is one of the major building blocks for the architecture. 8-Bit signed 
adder is used in the circuit. The operation is performed as per the value of the two 8-
bit signed integers. The output is a 9-bit signed number. As per the architecture, all 
the intermediate outputs should be in an 8-bit register. Since the adder’s output is of 
9-bit, the LSB of the adder is omitted and the remaining 8-bits are considered as the 
sum of the adder and stored in the register. 

Multiplier: Multiplier is another major building block of the architecture. It is an 8-
Bit signed constant coefficient multiplier. Again the output of multiplier is more than 
8-bits so the LSB’s will be truncated and the first 8-bit MSB data’s will be considered 
as the product of the multiplier. There are 7 constant co-efficient multipliers for this 
architecture.  

PISO: Parallel in serial out is the final stage of the architecture where the entire com-
putation completes and the final values will be stored in 8-bit registers. These PISO  
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are controlled by a piso_load signal. Whenever the signal goes high, the 8-bit registers 
will invoke the PISO program and then the final values will displayed on to the screen 
one bit by another.  

 

Fig. 5. DWT Architecture 

Apart from all these blocks there are Parallel in Parallel out shift registers which 
are supposed to be added after each and every operation of ADDER and 
MULTIPLIER. At every positive edge of clock the operations are performed and then 
at the next clock cycle the data is passed on to the shift registers. The entire architec-
ture consists of Seventeen 8-bit signed adders and Ten 8-bit signed Constant Coeffi-
cient multiplier. So that it requires Twenty-Seven 8-bit PIPO registers. 

The sub-blocks which are integrated with the 2-level DWT architecture are Signed 
Adders, Signed Constant Co-efficient multipliers, Serial In Parallel Out shift register, 
Parallel in Serial out Shift registers and registers at every intermediate outputs.  

In the 2-level DWT architecture of modified lifting scheme as per the equation 
stated in Figure 5, the number of sub-blocks is 

• Nine 8-Bit Serial in Parallel Out shift Registers 
• Seventeen 8-Bit signed Adders 
• Ten 8-Bit signed multipliers 
• Two 8-Bit Parallel in Serial out Registers 

By integrating all the sub-blocks in the main module, the top module will be created. 
These modules are supposed to be instantiated in the top module. By instantiating 
these modules the control will be switching over those modules as per the link  
provided. 
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5   Developments of TestBenches 

Figure 6 represents the block diagram of the test bench module used for testing the 2-
level DWT architecture and the stimulus test vectors. It includes a clock generator to 
provide the clock for the entire system, one Parallel in Serial Out shift register, one 
Serial in Parallel Out shift register which is used for inputs and output data conversion 
and adders and multipliers circuit which is used to perform the internal operations in 
the entire system. 

 

Fig. 6. Testbench with file I/O Ports 

The test bench module reads the input data from the file and stores it in an internal 
frame buffer. Three signals are sent out from TBM to the DUT. The first signal 
SER_IN will be sending the serial data continuously to the DUT. The second signal 
PISO_LOAD will be logic high whenever the data is loaded at the output which is 
sent through Parallel in serial out. The third signal ENABLE controls the input signal 
whenever enable goes to logic low, the DUT will not process the INPUT signal. This 
can be used as a control signal for the input. The TBM drives the CLK_DIV by means 
of a signal CLK and the output of the Clock generator will be the divided value of the 
clock as the user requirement. The final output ai and di which is 8-bit data is passed 
on to a parallel in serial out and it is displayed one by one and will be written in the 
file as per the time intervals. 

6   Results and Discussions 

We can perform a behavioral simulation on your design before synthesis with the Si-
mulate Behavioral Model process. This first pass simulation is typically performed to 
verify RTL (behavioral) code and to confirm that the design is functioning as in-
tended. Behavioral simulation can be performed on a source file available in the Be-
havioral Simulation view which is shown in Figure 7. The post place and route  
simulation is also called as Post Synthesis simulation. A post synthesis simulation 
(Figure 8) models interconnect delay, as well as gate delay. This type of simulation 
will most accurately match the behavior of the actual hardware. However, for large 
designs, it can take a significant amount of time to extract the interconnect delay val-
ues from the place-and-route information, and a significant amount of time to run the 
actual simulation.  
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Fig. 7. Pre-Synthesis Output Waveform 

 

Fig. 8. Post-Synthesis Output Waveform 

Chipscope is a set of tools made by Xilinx that allows you to easily probe the in-
ternal signals of your design inside an FPGA, much as you would do with a logic ana-
lyzer. In a design that uses much of the FPGA's memory, there may not be much 
memory left over for the Chipscope cores. Also, Chipscope cannot sample as quickly 
as an external logic analyzer. Calling ICON, ICA and VIO IP cores (Figure 9). By 
adding ICON, we can block unused boundary port, disable JTAG clock and disable 
boundary scan component with the help of control signals. By adding ILA, we can 
trigger the inputs and outputs. By adding VIO, we can control the input and output 
ports. Adding Chip Scope Definition and Configurations file (Figure 9). This will 
generate .cdc file which has the information of input and output ports, trigger width, 
sample data width which will be mapped to the main module. This file requires an-
other top module which will be instantiated with all the control signals for ICON, 
ILA and VIO and the DUT for the architecture. 
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Fig. 9. Chip Scope IP Core and Configuration File 

7   Conclusions 

A lifting based DWT core is proposed in this paper. Folding architecture is adopted to 
reduce the hardware cost and to achieve the higher hardware utilization. Multiplica-
tion is realized with co-efficient represented in constant form. It is a compact and effi-
cient DWT core for the hardware implementation of JPEG 2000 encoder. The future 
work will be the optimization of the memory organization of the overall JPEG2000 
system. 
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Abstract. This paper is to read out all the messages in one’s e-mail account 
through mobile. When ones  the user calls up, depending on the password entered 
by him/her, the user is auto authenticated into the respective e-mail account. Later, 
we are going to download all the read messages in the users account and convert 
the same from text to speech (TTS) and read out the same through mobile. Mobile 
based e-mail reading system comes into picture when blind people need to have 
their mails read to them. The aim here is to read any message present in the in-
box. When the user authenticates himself through his User-ID and Pin, he gets a 
list of messages present in his in-box. The user has the option of listening to un-
read, read messages with or without content. When the required message is se-
lected, it is converted from text to voice and is read out. 

Keywords: DTMF, API, TTL, MAX 232, RS 232. 

1   Introduction 

The scope of this paper under given time constraint encompasses design and devel-
opment of mobile interfacing circuits which connects mobile signal to computer to 
read emails. Designing aspects include detailed study of approved to DTMF decoder 
microcontroller, MAX’232, serial port Development of software incorporates the 
usage of dynamic link library concepts, speech technology and mailing concepts. 
This paper designing can be further made used to avail other services like weather 
forecasts, news update, stock market updates etc. This paper that aims in reading 
emails through mobile. The very first task of this project is to design interface card 
that is to be connected to serial port of the system to handle ample number of inputs 
and outputs. The serial port is to be programmed to configure the input and output 
ports. The second task is designing mobile interfacing circuits which should work 
out to be very economical, efficient and accommodates approved circuits of mobile 
so that it can be implemented easily avoiding dangerous voltages to pass the circuits. 
Most of the R&D people investing more on speech technology but it is not so 
much convenient to user, because of unique accent and situation of the user. 

1.1   Literature Survey 

There are several related works; some of them are as follows: Most of these applications 
are oriented to blind users and provide access to common programs and operating  
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systems. This is just a partial list of applications using speech synthesis. Emacspeak 
Driver for the Doubletalk and LiteTalk Synthesizers 

•  Emacspeak Driver for Braille 'n Speak, Braille Lite, and Type 'n Speak 

•  Linux Device Driver for the DoubleTalk PC 

•  Screader: a Text-to-Speech Application for Linux 

•  Slackware96 Rootdisk for the Blind 

There is also a company Net phonic communications involved in working in the 
same related area that  provides two products with similar features. The present de-
velopment in this project includes design, development and implementation mobile 
based email reading system which provides core functionality provides an open archi-
tecture in which it is easy to enrich the system with new features. Next was to go 
through books in depth on SPC Digital Exchanges by Redmill and Valder and mobile 
Switching systems and  networks  by  Thiagrajan  Vishwanathan  which  gave  a  
broad, yet fairly in depth  and up to date  coverage  of telecommunication switching 
systems and networks. 

Went through related several website to get clear understanding of hardware com-
ponents and about its interfacing details for the project and requirements in designing 
the hardware. 

Next step was to handle mailing concepts; went through javaMail API studied in 
detail for handling mailing concepts. Final step was to handle speech technology went 
through website www.cloudgarden.com and downloaded trial version of cloud garden 
and studied the details about cloud garden in website in order to get familiar with 
it.  Went through java Speech API, studied in detail for use its usage in this project. 
After collecting this information’s, conducted an exhaustive analysis on how to 
design, develop to  implement  final product. 

2   Proposed System 

The end user who wants his mails to be read out dials his Secret identification number 
on a mobile handset. Mobile operates  on  frequency  whereas  micro-controller  is  digi-
tal  in  nature. Hence  a DTMF decoder  is  required  for  the conversion  of  frequencies 
into digits. DTMF Decoder is followed  by Microcontroller.  Here  we use  PIC  16F873 
Microcontroller. It works on TTL logic whose voltage range is from 0 to +5V. 
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Here it is programmed such that it provides a connection after two rings from the 
mobile.RS232 is used for the serial communication between the microcontroller and 
the PC. Therefore to connect RS232 to a  microcontroller, a voltage converter like 
MAX232 is used to convert TTL logic levels to RS232 voltage levels and vice versa. 

MAX 232 is used for converting RS232 signals to TTL voltage levels which is ac-
ceptable to the PIC. PIC has build-in serial communication capability; hence the 
RS232 is connected to the PC through serial port. The text to speech (TTS) conver-
sion is implemented on the PC (uses Java programming).The speech signal which is 
the output of the input text is dragged out of PC using speakers. This speech signal is 
nothing but the speech version of the e-mails which is heard by the user on the mo-
bile or telephone line. 

 DTMF: 
DTMF consist of two sine wave of given frequencies. Using frequency filters indi-

vidual frequencies are selecting, so that they can be passed very easily through lines. 
DTMF was designed only control signals.DTMF is an important for the voice com-
munication control. DTMF also used to dial numbers; sometimes floating codes are 
transmitted using DTMF usually through a CB transceiver. 

 PIC 16F873: 
A microcontroller is a highly integrated chip which performs controlling functions. 

It is called as one-chip microcomputer .A µ-controller is distinguished from a  
µ-processor in that it has many capabilities useful for real-world interfacing  built in-
to the chip. The PIC is a microcontroller from Microchip  Technology  Inc. The 
PIC has RISC Architecture with individual memory for program and data. 

The one we will be using is the PIC16F873. PIC is having on-board many peri-
pheral devices such as RAM, EPROM, timers, input output ports, oscillator, analog 
to digital converter etc. The PIC16F873 has 4096 words  of memory for program, 
192 bytes of RAM, and 128 bytes of EEPROM and can operate with clocks up to 20 
MHz on 8 bits of data. 

   Decoding DTMF: 
It is difficult to detect and recognize DTMF. Many ASIC are used, many mi-

croprocessors are used to  transmit and receive DTMF most of the time MT8870 is 
used for compatibility. So, DTMF generated rectangular pulses and RC filters 
works reliably. The mentioned MT 8870 uses two 6th order band pass filters with 
switched capacitor 

 

Fig. 1. Dual Tone Multi Frequency Decoder 
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These produce pure sine waves even from distorted inputs, with any harmonics 
suppressed. The scheme used to identify the two frequencies associated with the 
buttons that has been pressed is shown above. Here, the two  tones are first sepa-
rated by a LPF and a HPF. The P/B cut off frequencies of LPF is slightly above 
1000Hz, where as the HPF is slightly below 1200Hz. 

The output of each filter is next converted into a square wave by a limiter & 
then processed by a bank of BPF with narrow P/B’s. The four BPFs in the low fre-
quency channel have center frequencies at 697Hz, 770Hz, 852Hz & 941Hz. The 4-
BPFs in higher frequency channel have center frequencies at 1209Hz, 1336Hz, 
1477Hz & 1633Hz. The detector following each BPF develops the necessary de-
switching signal if its input voltage is above a certain threshold. 

 

Fig. 2. IC MT8870 is used to detect and recognize DTMF 

The digital implementation of a DTMF signal involves adding two finite length 
digital sinusoidal sequences with latter simply generated by using Look-up tables or 
by computing a polynomial expansion. The digital tone detection can be easily per-
formed by computing DFT of DTMF signal & then measuring the energy product  
in  8-DTMF frequencies. Minimum duration of a DTMF signal is 40ms. Thus with a 
sampling rate of 8 KHz, these are utmost 0.04 x 8000 = 320 samples available for 
decoding each DTMF digit. The actual number of samples used for the DFT com-
putation is less than this number is chosen so as to minimize the difference between 
the actual location of the sinusoid and the nearest integer value DFT index K. 

The DTMF decoder  computes  the  DFT samples closest  in  frequency to  the 
8-DTMF fundamental  tones  &  their respective 2nd harmonics. In addition, a prac-
tical DTMF decoder also computes the DFT samples closest or the frequency to the 
second harmonics corresponding to each of the fundamental tone frequencies. The 
DTMF signal generates by the handset has negligible second harmonics. The DFT 
computation scheme employed is a slightly modified version of Goertzel algorithm. 

The DFT length N determines the frequency spacing between the locations of the 
DFT samples and the time it takes to compute the DFT sample. A large N makes 
the spacing smaller, providing higher resolution in frequency domain but increases 
the computation time. 

The frequency fk in Hertz corresponding to DFT index (Binary number) K is given 
by 

fk = k * FT / N (3.1) 
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FT= sampling frequency. To minimize leakage, it is desirable to choose N  
appropriately. 

 
Fig . 3. Functional Block Diagram of DTMF decoder 

Referring given circuit, it displays the number dialled from the mobile set using 
the DTMF mode. This circuit can also show the number dialled from the mobile of 
the called party. This is particularly helpful for receiving any number over the mo-
bile. The DTMF signal—generated by the mobile on dialling a number—is decoded 
by DTMF decoder MT8870 which converts the received DTMF signal into its 
equivalent BCD number that corresponds to the dialled number. Pin number 11 to 15 
are connected to Port B0-B5 as shown in schematic circuit diagram. 

 

Fig. 4. PIN Connections of DTMF Decoder and PIC16F873 

3   Result 

The system developed  had  a lot  of short  comings initially,  but  gradually it  was 
cleared. Things like not able to differentiate between read and unread messages 
were a major concern, as any individual is not allowed to meddle with the server da-
tabase nor the client server. 

When the user accesses his in-box with our setup, and listens to his mails, we 
download the date of particular messages and store it in a file, under subsequent ac-
cessing of that particular in-box, the dates of the downloaded messages and those 
present in the file (on the server) are compared, if there is mismatch then new mes-
sages have arrived, giving the constraint that as the number of users increase the serv-
er disk space exponentially increases. 
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The use of 2 different sets of digits as authentication- 

  USERID 

  PIN 
Initially it was sufficient that every user had one pin for authentication, but then came 
the question of secrecy; and so we adopted the idea of having 2 different sets of num-
bers for verification. The proposed mobile based email reading system is developed 
to access your mailbox remotely using mobile. This project can be made use of in re-
mote places where there is no internet connection. 

Initially, the user of this setup must register him in our website. Once registered, 
the user is given a 4 digit secret code. This secret code is used by the user to access 
his/her in-box remotely by calling up our service. 

The features that are available are: 

• Users can remotely login to our homepage and get registered.  On registration, 
the user is given a 4 digit unique password. 

• User can call up this service and enter the secret code in order to access his  
in-box remotely. 

• On accessing his in-box, the user is given the following three options 
o Press 1 for reading all read messages 
o Press 2 for reading all unread messages 
o Press 3 for quitting from the system 

• On selecting the option, the subject and the from addresses of all the mails are 
read out and asks the user to press 2 to read the contents. 

•  The contents of that mail are downloaded and read out to the remote user over 
the phone. 

•  User can press 3 to quit the system and finally ‘#’ to disconnect from the  
system. 

     

Fig. 5.  Welcome Page   Fig. 6. Registration Page 



 Mobile Based E-Mail Reading System 377 

 

Fig. 7.  Successful Registration 

    

Fig. 8. Execution process 

4   Conclusion 

The new configuration we ventured on and proposed to make the task of accessing 
Electronic-Mails as easily as listening to it over a more common and easily available 
medium such as a mobile is successfully attained. 

The preliminary proposal of making the task easier for the user to have his in-box 
at his disposal was satisfied by making use of the telephone at the client side. Further 
the options of dispensing the mails and modifying the user's in-box was achieved 
with the help of Flags and the files that are used for comparison. Any user on the 
move can avail our service if he has a mobile device, without the need of having a 
modem at his disposal. On top of everything, most of all, every system must be 
foolproof in accessing only user's particular in-box, and preventing any unauthorized 
access to others' in- box. This has been achieved by querying the user to enter a pin 
that is unique to every individual account. 
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5   Future Enhancements 

There is a huge scope for future inclusions in our project “Automated E-mail Reading 
System”. Presently, only one user can be hooked into this system. Instead the 
project can be upgraded so that many users can access the service simultaneously. 
This can be achieved by programming the microcontroller to receive many calls from 
different users. 

It can be replaced by antenna and the whole system can be wirelessly controlled. 
If the e-mails have images, provisions for downloading them and displaying them on 
the mobile screen can be added. 

Here the text is converted to English language which is globally accepted. This can 
be extended to other languages also. The clarity of the speech can be enhanced by us-
ing advanced speech SDK software’s. 
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Abstract. “Rule number explosion” and “adaptive weights tuning” are two main 
issues in the design of fuzzy control systems. To overcome the problems, a method 
is implemented for control of the inverted pendulum (IP) using linear fusion func-
tion based on LQR mapping, and combines it with adaptive control scheme to tune 
controller parameters using ANFIS. By using fusion, the output variables of the 
system with four dimensions are synthesized as two variables: error and variation 
of error. The method is applied to the approximate linear model, and the experi-
mental results show that this method has better tracking performance, disturbance 
resisting performance, and robustness against model parameter perturbance. 

Keywords: LQR control, fusion function, ANFIS, fuzzy control, inverted  
pendulum. 

1   Introduction 

From mid 1990’s, fuzzy neural network has been applied to the control of under- ac-
tuating systems. However, two key problems in fuzzy neural network control still 
remains, namely, the optimal tuning of controller parameters and the effective sup-
pression of rule number explosion. For the first issue, ANFIS [1] provides an efficient 
solution and has been utilized to control the inverted pendulum system. For the 
second issue, due to its importance to control scheme implementation efficiency, it 
has attracted many researchers attention. 

In this paper, we designed a new ANFIS based control scheme where four state va-
riables are fused into two variables: error and variation of error to solve the problem 
of rule explosion. The coefficients used in linear fusion function are derived from the 
LQR feedback controller parameters of inverted pendulum. Experiment results of 
simulation show that this method has better control quality than LQR. 

2   Modeling and Characteristics Analyzing of Inverted Pendulum 

2.1   Inverted Pendulum Structure  

Inverted pendulum, an underactuated (number of joints greater than number of actua-
tors) mechanical system, has two degree of freedom (DOF) with ϕ the unactuated vari-
able. The inverted pendulum system is composed of a cart moving on guideway[4] and 
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a pendulum which is fixed on the cart. The displacement of the cart can be measured 
by a sensor installed on one side of the guideway, and the angle signal can be measured 
by a coaxial angle sensor install in the bearing which articulates the pendulum to the 
cart.  

On the other side of the guideway is mounted a DC permanent magnetic direct tor-
que motor, driving the cart to move on the guideway. When the cart moves from left 
to right and vice-versa, torque acts on the pendulum to keep the whole system in sta-
ble mode. The cart that is shown as Fig. 1(a) is controlled by the function F=u(t) 
moving in the x axis direction to keep the pendulum stable in the perpendicular plane. 
The cart mass is M, the pendulum mass is m, its length is 2L.The cart is restricted to 
move within a fixed range. The reference position for x is zero meter, when cart is in 
the center of the chosen basic universe of discourse; and for ϕ(θ) is π(zero) rad, when 
the pendulum is at a natural stable downward position. The motor input voltage range 
is −5V  to +5V. 

 

 

Fig. 1. (a)Inverted pendulum system sketch (b) Real time control effect picture of IP[2] 

2.2   Mathematical Model of Inverted Pendulum 

In this paper, the IP system, by Googol’s GLIP2001 [3] model; can be viewed as a 
rigid-body system of cart-pendulum when neglecting air resistance and various fric-
tions. Build the one stage linear IP mathematical model near its vertical upright ba-
lanced state, the dynamic equations of the system can be found with help of the Euler-
Lagrange equation as: 

2( cos sin )M mx bx mL mL Fθ θ θ θ+ + + − =    

  2( ) sin cosI mL mgL mLxθ θ θ+ + = −                              (1) 

Table 1 shows the parameters of the inverted pendulum used in the model. The linea-
rized form of nonlinear system is derived, taking the state variables: 

1 2 1 3 4, , ,x x x x x xφ φ= = = =   

Gate the state space equations (with cart acceleration as input) as follows: 

   
X AX Bu

Y CX Du

= +
= +


                                        (2)        
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0 1 0 0 0

0 0 0 0 1 1 0 0 0 0
, , ,

0 0 0 1 0 0 0 1 0 0

0 0 2 9 .4 0 3

A B C D

   
          = = = =          
   
   

 

It is easy to obtain the state controllability and output controllability expression of  
IP system and it is as (3) and (4) respectively. 

   2 3 4rank B AB A B A B  = 
 (3); 2 3 2rank CB CAB CA B CA B D  =      (4) 

Table 1. Parameters of IP equations 

Parameter Definition Value Unit Parameter Definition Value Unit 

g Gravity constant 9.81 N/Kg x  Cart velocity .. m/s 

M Mass of cart 1.096 Kg x  Cart acceleration .. m/s2 

m Mass of rod 0.125 Kg ϕ or (π- θ) Deflection of 
pendulum 

.. Rad 

b friction coefficient of 
the cart 

0.1 N/m/s φ  Velocity of pendu-
lum 

.. rad/s 

L distance from rod 
rotation axis center to 

rod mass center 

0.25 m φ  Acceleration of 
pendulum 

.. rad/s2 

I Inertia of rod 0.0034 Kg m2 u Cart acceleration 
as input 

.. m/s2 

x Cart displacement .. m 

3   Implementation of Information Fusion 

Inverted pendulum system is a multi-sensor system; multi-sensor is the basis of in-
formation fusion, and multi-source information is its object. The information fusion is 
that the multiple sensor or multi-source information is treated comprehensively, in 
order to obtain more accurate and reliable conclusion [6]. The approximate linear 
state equation near the natural upward equilibrium position of the inverted pendulum 
system can be obtained after some assumptions and approximations. It is well known 
that the linear system has characteristics of direct integration, so the inverted system 
state variables can be changed into integrated error E and error change EC by con-
structing a linear fusion[7] function.  

In this paper, construct a linear fusion function on the basis of LQR gain mapping. 
Define the inverted pendulum system's state space as in (2). 
Choose the quadratic objective function as:  

0

1
( )

2
T TJ X QX u Ru dt

∞

= +                                   (5)  

For the inverted pendulum system, weighting matrix Q and R are used to balance the 
weight of the system’s state vector X and u. Because of Q being a semi-definite matrix  
 



382 A. Kumar and R. Mitra 

and R being a definite matrix, the objective function is non-negative. On output, dis-
turbances affecting the system, give an appropriate u that is called optimal control to 
make the system return to equilibrium position as soon as possible and at the same 
time make the objective function  minimum. 

Fusion function design steps [8] combining with optimal control are given as  
follow:  

• Calculate the state feedback matrix K that can make the inverted pendulum sys-
tem basically stable through LQR theory. For, R=1 and Q=[1000 0 200 0] ;  
K= [-31.623 -20.151 72.718 13.155]. 

• Construct fusion function FI(X) using state- feedback matrix K as (6): 

1

0 01
( )

0 0
x

x

K K
F X

K KK
φ

φ

 
=  

 
 (6);  

2 2 2 2[( ) ( ) ( ) ( ) ]x xK K K K Kφ φ= + + +     (7) 

• Reduce the dimensions of input variable [ , , , ]X x xφ φ=   

by FI(X), and obtain the comprehensive error E, error- change rate EC expressed  
as (8): 

                       
1( ) TE

F X X
EC

 
= 

        

                            (8)                                      

4   Controller Design  

4.1   Anfis Based Control 

ANFIS, which is proposed by Jang [1], is a connectional simulation of the fuzzy sys-
tem concept and T-S inference model. For the considered inverted pendulum system 
of two inputs and one output, first order T-S model are adopted to express the fuzzy 
rules, that is  

Rule1: IF x is A1 and y is B1 THEN 1 1 1 1 2 1f p x q x r= + +  
Rule2: IF x is A2 and y is B2 THEN 2 2 1 2 2 2f p x q x r= + +  

Where, Ai and Bi are fuzzy sets corresponding to input variables, and their membership 
functions are µAi(x) and µBi(y). The output of the ANFIS system is computed by: 

2 2

1 1

( )i ii i i i
i i

f W f W p x q y r
= =

= = + +      Where,

1

( ) ( )

( ) ( )

A Bi i
M

A Bi j
j

x y
i

x y

W
μ μ

μ μ
=

=


              (9)   

is normalized weight meaning how much it matches the corresponding rule. pi, qi and 
ri are consequent parameters which can be updated using linear least square estima-
tion (LSE) algorithm, and the parameters of membership functions µAi(x) and µBi(y) 
have to be updated using nonlinear gradient descent algorithm. 
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Choosing step-size of 0.01 with ‘ode3’ solver and simulation time 10s.The 3003 
data sets are obtained with the initial conditions listed in table 2 for ANFIS training 
and checking. 

Table 2. ANFIS Training Data Generation  

Sl.no.                         Initial conditions Data- 
matrix  x  θ  

 
x  θ  

(i) 0.01   0      0       0 1001×3 

(ii) 0.1 π/4      0       0 1001×3 

(iii) 0.1 -π/4      0       0 1001×3 

 
To make the universe of discourse for E, EC and u in the range [-1 1], a scale fac-

tor (Ku) of 200 is chosen here for output dataset. Input variable e and ec are divided 
into three fuzzy subsets with Gaussian membership functions. At last, the ANFIS con-
troller is designed with the following steps in MATLAB ANFIS GUI [9] editor: 

1) Load data: Load training and test data to ANFIS editor; 
2) Generate fuzzy inference system: Load initial FIS system selecting grid partition 

with Gaussian MF and rules connect inputs-outputs linearly. 
3)Train fuzzy-neural inference system: Training parameters are hybrid learning al-

gorithm, zero minimum allowable error, and 30 training epochs. The previously men-
tioned datasets are used to train the initial fuzzy inference system of step (2);trnRMSE 
is 0.000006. 

4) Test ANFIS: After ANFIS training is finished, the loaded test data are used to 
test the trained system.  

 

 

Fig. 3. (a) Topological structure (b) Control rule surface of  designed ANFIS controller 

5   Simulation Results and Analysis 

The design is tested in the MATLAB with SIMULINK [9] environment. During  
debugging process, the given initial states of inverted pendulum including the cart 
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displacement and pendulum angle will especially affect the system's stability. Assume 
pendulum angle deviating from the vertical upright direction as ϕ. We have done sev-
eral experiments to show the performance of our control system.  

The first experiment is to check the performance of LQR controller with different 
sets of Q and R matrix when control input is a step input. The best of them is chosen 
to compare the results with fuzzy and ANFIS control. Fig. 4 shows the step response 
of the system with LQR without any disturbances. LQR control is able to stabilize  
the pendulum within 3s with zero steady-state error; hence the design criterion is  
satisfied. 

 

Fig. 4. Stabilization of IP using LQR control 

In the 2nd experiment, linear fusion using LQR mapping without fuzzy controller is 
tested which results exactly same performance as LQR. This reveals that, the role of 
fusion function is just to reduce the dimension of inputs to the controller, whereas the 
controller part is nothing but LQR gain in modified form. 

In the 3rd experiment, a pulse of amplitude 4V for time-interval 4-6s used as distur-
bance  which is superposed with control input and the result is shown in Fig.5.  

 

Fig. 5. Simulation results comparison of ANFIS and LQR control for (a)cart displacement, (b) 
pendulum angle, when a small disturbance is superposed with control input 

In the last experiment, we can see that in the LQR control method, the cart dis-
placement crosses its real universe of discourse which will cause instability in the 
system. 
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6   Conclusion  

As a result the design process of fuzzy controller has been much simplified and the 
control quality has also been improved significantly. Experimental evidence suggests 
that the LQR mapped ANFIS controller employed exhibits greater robustness to com-
plex dynamics and uncertain parameters compared with the standard LQR controller. 
Such kinds of fuzzy controllers have clear design ideas, satisfactory reliability and 
practicability. It provides a better foundation for the real time control to the other 
complex underactuated system.  
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Appendix I 

Table 3. The Parameters of Anfis Control Rules 

                  Premise parameter Conclusion parameter 

C1 σ1 C2 σ2 
ip  

iq  
ir  

R1 -0.7695 0.1924 -0.4827 0.155 0.324 0.003685 -0.4184 

R2 -0.7695 0.1924 0.04043 0.2513 0.921 0.921 0.0001988 

R3 -0.7695 0.1924 0.5698 0.1251 0.9215 0.9209 0.000382 

R4 -0.03591 0.3069 -0.4827 0.155 0.9208 0.9216 0.000311 

R5 -0.03591 0.3069 0.04043 0.2513 0.9206 0.9206 0.0000006 

R6 -0.03591 0.3069 0.5698 0.1251 0.9216 0.9217 -0.0002321 

R7 0.6896 0.2152 -0.4827 0.155 0.9202 0.9209 0.0003893 

R8 0.6896 0.2152 0.04043 0.2513 0.9214 0.921 -0.0004457 

R9 0.6896 0.2152 0.5698 0.1251 0.001398 0.05935 0.1879 
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Abstract. In this paper, a bi-objective job sequencing problem is proposed. The 
objectives are – 1) total weighted tardiness of jobs and 2) total deterioration cost. 
The proposed problem has been solved by a modified version of the original 
Nondominated Sorting Genetic Algorithm-II (NSGA-II) which is one of the 
commonly applied Multi-Objective Evolutionary Algorithm in the existing lite-
rature. NSGA-II has been modified by introducing a novel mutation algorithm 
that has been embedded in the original NSGA-II. The experimental results show 
the Pareto optimal solutions and conclusions are drawn based on the results. 

Keywords: Mutation, Multi-Objective Evolutionary Algorithm (MOEA), Non-
dominated Sorting Genetic Algorithm (NSGA-II), Pareto optimal solution, Job 
sequencing. 

1   Introduction 

Job sequencing is a problem of deciding over the correct sequencing of jobs in a  
manufacturing system. In Multi-Objective Problems, a vector of decision variables 
optimizes a vector of objective functions. Because of the presence of a number of ob-
jectives, we get a set of optimal solutions, called Pareto Optimal solutions, instead of 
a single optimal solution.  

In this paper, we have also modified one the most widely used MOEA techniques 
known as Non-domination Sorting Genetic Algorithm – II (NSGA-II) (Deb et al. 
2002). The existing literature shows a variety of improvements to NSGA-II, such as 
controlled elitism, scalarizing fitness function, and so on. In this paper we have mod-
ified NSGA-II, by introducing a mutation algorithm embedded in NSGA-II. 

2   Literature Review 

A significant level of research studies on multi-objective scheduling and sequencing 
are observed in the existing literature. Tuong and Soukhal (2010) investigated a bi-
objective job sequencing problem with minimization of total weighted tardiness and 
due date cost and solved the problem by decomposing the problem in to an assign-
ment problem. Tavakkoli-Moghaddam et al. (2010) developed a fuzzy multi-objective 
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linear programming to solve a job sequencing problem with two objectives – total 
weighted tardiness and makespan. Some other remarkable research studies are the stu-
dies by Karimi et al. 2010, Venditti et al. 201). Various techniques adapted to solve 
the multi-objective problems in the literature are Particle Swarm Optimization (Sha 
and Lin 2010), Ant Colony optimization (Yagmahan and Yenisey 2010), Differential 
Evolution (Wanga et al. 2010), Tabu Search (Erenay et al. 2010), NSGA-II (Zandieh 
and Karimi 2010), Agent Based Modelling (Sabouni and Yazdani 2010).  

3 Problem Formulation 

At first, we provide the assumptions and notations in subsections 3.1. 

3.1  Assumptions and Notations 

The assumptions and notations are provided in Figure 1 and Figure 2 respectively. 
 

   

Fig. 1. Assumptions    Fig. 2. Notations 

 

Fig. 3. Formulated Problem 

3.2    Problem Formulation 

The formulated problem is given below in Figure 3. 
Objectives (1) and (2) minimize the total weighted tardiness of all jobs and the to-

tal deterioration cost of all the jobs respectively. Constraint (3) ensures that only one 
job precedes each job. Constraint (4) states that if job j follows job i then both job I 
and job j belong to machine m, assuming that only one job follows a job and only one 
job precedes a job. Constraint (5) states that each job is assigned to exactly one ma-
chine. Constraint (6) states that the completion time of job j is greater than or equal to 
the sum of the starting time of job j on machine m and the processing time of job j  
on machine m. Constraint (7) defines the tardiness. This constraint states that the  
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tardiness of a job j must be greater than or equal to the completion of job j minus the 
due date of job j. Constraint (8) ensures that either job i will follow job j or job j will 

follow job i. Constraint (9) ensures that ic , jmS  and iT  must be positive quantities. 

4   Modified NSGA-II Algorithm 

For experimentation, we have taken 6 jobs and 4 machines. Thus we have taken 12 va-
riables – I) the first 6 variables are for sequencing 6 jobs, II) the last 6 variables are 
for assigning machines to 6 jobs. The modified NSGA-II algorithm as applied in this 
paper is given in Figure 4. 

      

                         Fig. 4. Modified NSGA-II                            Fig. 5. Chromosome Representation 

The main components of the algorithm are depicted below. 

4.1   Chromosome Representation 

The genotype of the chromosome is presented in Figure 5. The total size of the chromo-
some has been 12 – for 6 jobs’ sequence and assignment of machines for 6 jobs. The al-
gorithm for initialization is given in Figure 6.  
 

    
            Fig. 6. Initialization of Chromosomes                   Fig. 7. Order Crossover 
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Before selection is performed, the individuals in the population are ranked on the 
basis of non-domination: all non-dominated individuals are classified into one catego-
ry (with a dummy fitness value, which is proportional to the population size, to pro-
vide an equal productive potential for these individuals). The crowding distance is also 
calculated (see equation (10) below) to keep a diverse front.  

 
max min

1

( )B
i

I
i i i

f x F
d

f f=

−=
−

                                            

(10) 

Where Id : crowding distance for individual (chromosome) I; max
if  and min

if  are 

the maximum and minimum objective values of the i-th objective respectively. 

4.2   Crossover and Mutation 

In this paper, order crossover (Figure 7) has been performed based the structure of the 
chromosomes. The mutation algorithm is given in Figure 8. 

 

Fig. 8. Mutation Algorithm 

The population is first divided into a number of groups starting with different job 
numbers. Next the number of chromosomes in each group is counted and the groups 
containing the maximum and minimum number of chromosomes and their difference 
are calculated. The resulting number represents the number of chromosomes which 
will be mutated. The resulting population is again subjected to Nondomination Sort in 
order to find the Nondominated chromosomes.  

5   Experimentation and Results 

The experimentation with Matlab has been conducted for crossover probabilities of 
0.1 to 0.9 and generations 10 to 100. Figure 9 shows the Pareto optimal solutions for 
probability values of 0.5 (Figure a), 0.6 (Figure b), 0.7 (Figure c), whose results have 
been observed to be improving from probability 0.5 to 0.7. Each graph shows the Pa-
reto optimal solutions for generations 50, to 100, since these generations have resulted 
better values. 

The horizontal axis represents the weighted tardiness and the vertical axis represents 
the cost of deterioration. For generations 70, 80, 90 the Pareto optimal solutions show 
best performance for probability 0.7. A set of Pareto optimal solutions is shown in  
Figure 10 for probability 0.7 and for generations 50 to 100 (topmost row). Figure 11 
shows the execution time data for various generation number and probabilities. From 
Figure 13 it is clearly observed that the execution time increases with the in the crossov-
er probability and generation numbers.  
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Fig. 9. Pareto optimal solutions 

   

Fig. 10. Pareto Optimal Solutions          Fig. 11. Execution Times 

6   Conclusion 

A multi-objective job sequencing problem with two objectives is formulated in this 
paper and has been solved by modified NSGA-II evolutionary multi-objective algo-
rithm. The modification has been made by proposing a mutation algorithm which 
shows effective results. 
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Abstract. System on Chip (SoC) refers to a system designed by integrating 
Intellectual Property (IP) cores such as CPUs, DSPs and various other high end 
functions on a single chip. Traditional simulation and emulation techniques for 
verification of such chips has become unaffordable due to increasing complexity, 
high cost, more time to market and large number of scenarios required to cover 
absolute verification. This paper describes new verification platform for complex 
embedded systems based on FPGA. The robustness and re-use capability of 
proposed approach makes it applicable at different integration levels and 
different phases of the project life cycle. Experiment and performance analysis 
on Radar Signal Processing module proves the effectiveness of the proposed 
platform. 

1   Introduction 

System design has become complex, where functionalities of Processors, Memories, 
and Communication networks, all are integrated into a single chip. An important 
aspect of such design is its Verification strategy. Verification is a means to ensure that 
the design meets the functional requirements as defined in the specification.  

Verification of such chips become extremely challenging, as all the design blocks 
when verified at their levels, are reliable but when put together may lead to new 
problems. Dedicated interfaces between system modules, intrinsic system complexity 
and non detailed IP cores also create integration problems. 

To verify any design, functional verification is used and it can be classified into 
simulation-based method and emulation-based method [1].Rapid Prototyping Systems 
(RPS) can also be used to accurately model the prototype of the intended SOC. It 
provides significantly higher simulation speed than software simulator [2]. 

Various FPGA based Emulation techniques have been proposed [3] [4] [5].Most of 
them have tried to reduce time and effort for verification. Proposed methodology is 
similar to them but much simpler and far more cost effective. Our methodology does 
not require any expensive tools, emulation boards or instruments. Also, it does not 
require learning a new language or modeling technique. 

This paper is organized as follows: Section 2 gives a system overview. Section 3 
describes the proposed environment and details about the verification flows. Section 4 
report’s conclusions and future works. 
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2   System Overview 

Radar signal processing like any other FPGA based design are complex in nature. As 
shown in fig.1, it involves various functional blocks which may be custom design or 
any IP core.  

 

Fig. 1. Radar signal processing block diagram 

This design is built around FPGA from Altera Corp. [6], which has 40K logic 
elements and more than 400 user I/Os. FPGA is configured using Small Outline 
Integrated Circuit package (SOIC) with 64 Mb capacities. A 16 bit, 10(MSPS) 
differential ADC is used to sample Video. A configurable SRAM from Cypress 
Semiconductor Corp. [7] is used for sample storage.  

Doppler filtering block consist of Altera’s FFT vs9.0 [6] core based on Avalon® 
Streaming (ST) compliant input and output interfaces. Quartus II Version 9.0 [6] 
provides Integrated Development Environment for this design development. 

For the above design, it is required to verify all the components at different 
integration levels during all the development phases of design. Verification based on 
simulation is increasingly error prone, since simulation environments are often based 
on approximate computation [8] depending on level of the adopted model. So, test 
benches have to be rewritten for complete tests when transition from simulation to 
Emulation is done.  

Just as the HDL based design blocks are reusable; it is desirable to reuse the 
verification platform to enhance overall productivity. If platform developed for one 
design can be used for other similar designs, a significant amount of the verification 
time is saved for subsequent design. 

3   Proposed Verification Platform 

In this paper, as shown in Fig. 2 we propose a low cost platform for the verification of 
complex system. This platform supports execution at different verification flow using 
the FPGA device performance. It is flexible, robust and quickly adapts to different 
abstraction levels of verification flows and offers significant reduction in time 
required to meet a new development phase. 

An emulator is provided on the FPGA consisting of a HDL based controller and 
input-output wrappers. The controller reads data from an available DPRAM module 
on the board hosting the FPGA chip. 
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Fig. 2. Proposed Verification Platform Structure 

The controller is interfaced with host PC over serial line. Through this channel 
commands and data are sent and emulation results are read out. On reception of initiation 
command form host PC, controller reads the stimulus from the DPRAM and provides it to 
the input wrapper at the DUT clock. The input wrapper provides the necessary controls 
along with the test pattern. In this way, modules with high pin counts and standard 
interfacing protocols can be verified without saturating number of pins available on 
FPGA. In addition, variety of DUVs can be interfaced with minor modification on Input 
and Output wrappers. The emulated response is captured back by the output wrapper and 
written into the DPRAM. It is sent to the host application for further analysis. 
 

 

Fig. 3. Block diagram of the proposed wrapper 

The proposed emulation platform is interfaced with a supporting software 
environment running on the host PC. As shown in fig.3, it is used to generate various 
test patterns, memory initialization, and response analysis.GUI provides selection 
among various patterns available and initiates the verification process. The I/O signals 
generated for the targeted module are elaborated to provide a binary format that is 
eventually sent to controller via the UART. Received responses from DUV are 
plotted, and are available for further analysis in the form of user readable files. 

The following incremental verification methodology has been used- 

3.1   Logic Simulation 

For the verification of single processing module or preliminary integrated subsystems, 
the supporting environment includes RTL simulation and mathematical bit true 
models providing the DUV stimuli and expected response.  
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(a)                                                             (b) 

Fig. 4. Verification platform structure using (a) Logic Simulation (b) Equivalence check 

Fig.4 (a) shows the platform structure using Logic Simulation. This approach has 
been used for standalone verification of Doppler filtering block consisting of IP core, 
windowing function and Magnitude estimation.   

Altera-ModelSim [9] has been used to carry RTL Level Simulation. Test benches 
are written to provide stimulus to DUV (here, Doppler Filter Block). Both the 
stimulus and responses are recorded in a file and then written in a DPRAM. The 
emulated response is compared against the previously recorded values to verify the 
module’s functionality. 

3.2   Accelerated Simulation 

In this method, a mix of simulation tools and mathematical tools (like MATLAB [10]) 
are used. For IP core verification, vendors generally provide mathematical bit true 
models along with the core. Input vectors and responses are calculated using these 
models in mathematical tools. Controls are generated thorough test bench. They are 
applied to the emulated DUV in combination with the simulation templates (Fig. 4(b)).  

Here the main gain achieved is reduction in verification time as it does not require 
RTL simulation and performance evaluation is comparable to application like 
situations. This methodology is useful in case of IP cores verification and their 
integration with other blocks.  

3.3   Emulation using HDL Controller 

This verification mode is suitable for complex blocks, combination of blocks or block 
communicating over specified protocol. Here the stimulus and expected response are 
computed in the application program running on Host PC with help of mathematical 
models and tools. Stimulus is written in DPRAM using UART. Control signal 
generation, stimulus application, DPRAM interfacing and Host interfacing are 
performed using HDL controller. The emulator response is recorded on DPRAM and 
sends to host pc via UART.  

The programmability of HDL Controller gives the flexibility of various test vector 
application without changing the setup. The software at host pc initiates this process 
and finally verifies the emulated output.  
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Slow communication with host PC is only required at set up. Here simulation is not 
required, thus greatly reducing the verification time. It facilitates verification at 
different abstraction levels. 

3.4   Rapid Prototyping 

This final verification strategy uses same previous environment with small modification 
for system level verification. The input and output wrappers are modified to mimic the 
proper system level protocols. This shows the robustness of attaching the wrappers to 
any module of DUV. 

Distinct advantages of our proposed strategy are: 

1) It is based on HDL controller that allows managing the whole emulation process. 
2) Proposed system does not suffer any pin-out constraints, since wrappers are 
sizable according to the DUV requirements.  
3) This guarantees a complete scalable approach, with possibility to interconnect new 
custom logics.  
4) Proposed platform doesn’t require any expensive equipment. 
5)  Standard HDL based design which eliminates need to learn a new language.  

4   Conclusion 

The proposed platform environment has been implemented and applied for the 
verification of a complex integrated system under development for Radar signal 
processing. 

Table 1. Occupation figures regarding the implementation of this methodology for Doppler 
Filtering Block 

Family Stratix III 
Devices EP3SE 
Logic Utilization 14% 
DSP Block 18 bit 4% 
Block Memory Bits     14%            
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Abstract. Scheduling algorithms play vital role in MAC layer for wireless 
broadband networks such as WiMAX. Though WiMAX standard defines sche-
duling service classes, it does not specify the actual packet scheduling mechan-
ism to achieve QoS guarantee. This paper discusses scheduling objectives, 
scheduling algorithms and resource allocation strategies in WiMAX network 
considering PMP mode and time division duplex (TDD) operation. A novel 
scheduling scheme called Controlled Priority Queuing (CPQ) is proposed which 
takes into account available bandwidth and priority of service queues in making 
scheduling decisions. CPQ is implemented in VHDL along with well-known 
RR and DRR algorithms. The performance is compared in terms of throughput 
and queuing delay considering real hardware implementation scenario. It was 
observed that CPQ throughput is found better in case of rtPS and nrtPS service 
class. 

1   Introduction 

The success of next generation wireless technologies depends on the performance of 
their schedulers to deliver high data throughput and meet Quality-of-Service (QoS) 
commitments. Keeping this in mind, the MAC layer of IEEE 802.16 standard [1,2] is 
designed to support variety of applications and services through its QoS support [3]. 
With fast air link, asymmetric downlink/uplink capability, fine resource granularity 
and a flexible resource allocation mechanism, WiMAX can meet QoS requirements 
for a wide range of data services and applications.  

QoS mechanism of WiMAX [4] classifies traffic in service flows and it is possible 
to assign QoS requirement per flow. The IEEE 802.16 MAC defines five types of ser-
vice flow or QoS classes: Unsolicited Grant Service (UGS), real-time Polling Service 
(rtPS), extended real-time Polling Service (ertPS), non real-time Polling Service 
(nrtPS) and Best Effort (BE). UGS is designed to support constant bit rate (CBR) traf-
fic such as T1/E1 and VoIP without silence suppression. The rtPS supports real-time 
service flows that generate variable bit rate (VBR) traffic on a periodic basis e.g. vid-
eo or audio streaming. An ertPS gets allocations periodically but its size is dynamic. 
Thus it combines features of UGS and rtPS and supports application such as VoIP 
with silence suppression.  nrtPS is designed for non real-time service flows that are 
delay-tolerant but may need high bandwidth such as File Transfer Protocol (FTP). 
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2   QoS and Scheduling 

2.1   QoS Provisioning and Scheduling Objectives 

The basic approach in provisioning QoS in IEEE 802.16 PMP networks is that Base 
Station (BS) does the scheduling for both uplink (UL) and downlink (DL) transmis-
sion. The data packets are associated to service flows with well defined QoS parame-
ters so that the BS scheduler can correctly determine the packet transmission ordering 
over the air interface.  

 

Fig. 1. Base Station scheduler operation with serveice queues 

The MAC layer is connection oriented and supports both continuous and bursty 
traffic. So it can handle constant bit rate (CBR), real time variable bit rate (VBR) and 
non real time VBR and BE traffic. By ensuring proper resource allocation, scheduler 
tries to meet QoS requirements of various traffic flows. The QoS requirements are 
supplied by subscriber stations (SSs) in dynamic service addition (DSA) and dynamic 
service change (DSC) MAC management messages [1,2] at the time of connection set 
up. These requirements are specified in terms of minimum reserved transmission rate 
(MRTR), maximum sustained rate (MSTR), tolerated jitter, latency, traffic priority 
and loss rate. In addition to this, subscriber station (SS) can explicitly requests band-
width during connection. As shown in Fig. 1, BS scheduler analyzes QoS parameters, 
downlink queue state information and bandwidth requests to allocate slots to each SS 
in uplink and downlink directions. 

Fig. 2 shows how scheduling decisions are carried in the downlink sub-frame of 
802.16 PMP frame. DL-MAP contains information about downlink grants whereas 
UL-MAP contains information about time given to each SS to access channel in the 
immediately following uplink sub-frame. 
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Fig. 2. WiMAX frame structure emphasizing scheduling aspect 

The scheduling scheme must be able to 

(1) allocate minimum number of slots to each connection to fulfill basic QoS need 
e.g. MRTR 
(2) allocate unused slots to some connections to maximize the resource usage 
(3) order the slots to improve delay and jitter 

2.2   Slot Allocation 

The slot allocation [5] is based on the type of service flow, QoS requirements, band-
width (BW) request size Bi and state of queues. Suppose that Si stands for slot size i.e. 
the number of bytes ith connection can send in one slot. Though slot duration is fixed, 
the number of bytes in a slot may vary depending upon the current modulation and 
coding scheme (MCS) associated with that connection. If FPS denotes number of 
frames per second then the number of slots Ni within each frame for ith connection can 
be calculated by using following expression 
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The result of expression (1) can be floating point number, while the number of slots is 
always an integer value. So one could round the result to the largest integer value.  
Besides, for flexible resource allocation, one would consider bandwidth (BW) request 
size Ri for uplink allocations. Thus no. of slots can be calculated from following  
expressions. 
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The equation (2) can be also applied to downlink connections with only difference 
that queue size Qi instead of request size will be taken into account. 
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3   VHDL Implementation 

In this section, implementation of two well known scheduling algorithms RR and 
DRR and new proposed scheme named as CPQ will be discussed. The complexity of 
these scheduling schemes is lower than EDF[6], WFQ[7] and hierarchical[8] schedu-
lers. These three schedulers are implemented in VHDL and their output analyzed to 
estimate average throughput and queuing delay. Following are variables/functions 
used in the pseudo-code for the scheduling algorithms: 

 
• ActiveList:  list of indices of nonempty service queues  
• ExtractFlow(p): extracts flow type from packet p 
• ExistInActiveList(i): checks whether service flow i exist in ActiveList 
• UpdateActiveList(i): updates ActiveList when service flow i is added or re-

moved 
• Enqueue(i,p) : insert packet p in service queue i 
• Dequeue (queuei): removes a packet from head of service queue i 
• NextActiveList(i): selects next lower priority flow after i from ActiveList 
• Complete MAP_ message(): forms DL-MAP message for current frame 
• Send TDD_frame(): sends TDD downlink subframe to PHY layer 

The upper layer packets are first classified and inserted into appropriate QoS class 
queue (buffer). This operation is common for all type of scheduler.  

3.1   RR Scheduling 

In RR, packets from each queue are selected in cyclic manner serving one packet at a 
time in round-robin order. Empty queues are skipped. The primary benefit of RR is 
that an extremely bursty or misbehaving flow does not degrade the quality of service 
delivered to other flows, because each flow is isolated into its own queue.  

3.2   DRR Scheduling 

Deficit-Round-Robin (DRR) is a well-known scheduling algorithm [9] originally de-
veloped for IP networks. DRR scheduling combines the ability of providing fair 
queuing in the presence of variable length packets with the simplicity of implementa-
tion. DRR defines the state variable deficit Counter (DCi) and allocation quantum(Qi) 
for each queue. The DCi of each active queue increased by quantum(Qi) when the 
queue has its turn. If the packet at the head of the queue is less than or equal to the 
variable DCi, the variable DCi is reduced by the size of packet and the packet is re-
moved and sent to output port. The process will be repeated until either the DCi is less 
than or equal to zero or the queue becomes empty. When these conditions occur, the 
scheduler moves on to serve the next non-empty queue. If the queue is empty, the 
value of DCi is reset to zero.  
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3.3   Controlled Priority Queue (CPQ) Scheduling 

Priority Queuing is the basis for a class of queue scheduling that are designed to pro-
vide simple method of supporting differentiated service [4] classes. But strict priority 
scheduling causes starvation and hence excessive delay and drop rate of low priority 
queues. Controlled Priority Queuing allows packets in a high-priority queue to be 
scheduled before packets in lower-priority queues only if the amount of traffic in the 
high-priority queue stays below a user-configured threshold. The pseudo code for 
CPQ (Fig.3) uses following variables/functions. 
 

• λi :  fraction by which queue i is allowed to use available bandwidth 
• UBi :  bandwidth utilized by service queue i in present round 
• ABW :  available bandwidth 
• Update_ABW(): function that updates available bandwidth at the end of each 

round 

 

Fig. 3. Pseudo code for CPQ scheduling algorithm 

Initially highest priority queue is selected to send packets. However it is only al-
lowed to use fraction of Available Bandwidth (ABW) and when the usage exceeds the 
limit next lower priority queue will be served. Each queue has its own fraction by 
which it can utilize available bandwidth. ABW is updated at the end of every round 



404 Z.M. Patel and U.D. Dalal 

and utilized bandwidth (UB) is updated when packet is served. Unlike CPQ, DRR do 
not take in to account available bandwidth, instead it relies on Quantum and Deficit 
counter of each queue.  

4   Simulation Results 

The simulation assumes different input data rate for different class of queues. The in-
put data rate is 1.99 Mbps for UGS, 1.136 Mbps for ertPS and rtPS and 0.568 Mbps 
for nrtPS and BE class of queue. The output of scheduler is analyzed for each service 
class. From this, it is possible to evaluate average throughput and average queuing de-
lay of each service class. Then, the network traffic (i.e. no. of SS) can be increased 
gradually from low to heavy and its effect on average throughput and average queuing 
delay can be determined. 

Plots from Fig. 4 to 7 show average throughput with RR, DRR and CPQ schedul-
ing schemes. It is observed that CPQ offers better average throughput performance 
than DRR in case of rtPS and nrtPS class of applications. For UGS and BE classes, 
CPQ throughput is slightly lower than DRR under heavy traffic conditions. RR sche-
duler maintain average throughput constant for nrtPS and BE flows because total in-
put traffic is low in these flows as compared to UGS and rtPS. 

 

        Fig. 4. Average Throughput - UGS                   Fig. 5. Average Throughput – rtPS 

 

        Fig. 6. Average Throughput – nrtPS                   Fig. 7. Average Throughput - BE 
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The queuing delay of each service class is plotted from Fig. 8 to 11 considering 
RR, DRR and CPQ schemes. The results reveal that delay performance of RR is worst 
of all and that the controlled priority queuing (CPQ) scheme has less queuing delay 
than DRR for rtPS service class. For other classes, queuing delay of CPQ is almost 
equal to DRR.  

 

              Fig. 8. Queuing Delay - UGS                          Fig. 9. Queuing Delay – rtPS 

 

          Fig. 10. Queuing Delay - nrtPS                            Fig. 11. Queuing Delay - BE 

5   Conclusions 

In this paper, scheduling solution for 802.16 base station is presented. The proposed 
CPQ algorithm for scheduling is based on simple and fast round robin concept. It is 
also not computationally expensive so scheduler will not burden BS with extensive 
calculations. It is implemented in VHDL and its performance in terms of average 
throughput and average queuing delay is evaluated using Modelsim simulator.  
The evaluation takes into account realistic HDL implementation scenario and packet 
analysis.  
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Two other classical schemes, RR and DRR are also implemented in VHDL and 
their performance is compared with CPQ. CPQ improves both average throughput 
and queuing delay for rtPS flow where as it improves average throughput for nrtPS 
flow.  
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Abstract. Cloud computing works on various service models like SaaS, PaaS, 
IaaS. The enterprises can outsource data and computation to cloud and benefit 
from cloud computing unique attributes. This paradigm also brings forth many 
challenges for data security and access control. A reporting platform is software 
which allows users to access content within it. The content hosted on reporting 
platform is developed by content publishers who are worried about intellectual 
property rights and content protection. The content contains data configuration 
information as well as database access query (sql-query) that needs to be run 
against a database. Upon request from user, the reporting platform connects to a 
database and executes the content and returns the transformed output. Later the 
outcome is formatted to user understandable format and delivered to user. 
When the reporting platform is deployed on public cloud environment one 
needs to provide stringent security for data in rest and in motion. The different 
entities accessing the content may reside in an untrusted domain and some of 
the parties (viz. database provider) may reside in a different enterprise cloud 
and needs to be accessed while serving the user request. In this work, we pro-
pose a generic scheme to enable content protection and fine-grained access con-
trol of the published data and protecting the data even from cloud providers. 
One unique problem for which we provide a solution is that the data confiden-
tiality is ensured even when some computation is required on the content in 
cloud environment. 

1   Introduction 

Cloud computing provides computation, software applications, data access, data man-
agement and storage resources without requiring cloud users to know the location and 
other details of the computing infrastructure. Cloud computing infrastructures enable 
companies to cut costs by outsourcing computations on-demand. Cloud services are 
offered in different service models viz. Infrastructure as a Service (IaaS), Platform as 
a Service(PaaS) and Software as a Service(SaaS) The typical cloud deployment mod-
els are public cloud, community cloud, hybrid cloud and private. The main cloud  
information security objectives are dependability, trustworthiness, survivability (resi-
lience). [U.S. DoD Software Assurance Initiatives]. Also the data confidentiality,  
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integrity and availability (CIA traid) are 3 important concepts of cloud software as-
surance for information system security. 

Encryption transforms data using cryptographic algorithms. The Attribute Based 
Encryption is classified as CP-ABE (Ciphertext Policy-Attribute Based Encryption) 
[8] and KP-ABE (Key Policy-Attribute Based Encryption)[4]. In this paper, we use 
KP-ABE[4] for data transformations. Data is encrypted by set of attributes and user 
secret key is associated with a access structure. The internal nodes are threshold gates 
and leaf nodes are associated with attributes which is used to encrypt data. If en-
crypted data’s attribute satisfy user secret key’s access structure, user is able to de-
crypt a ciphertext.  

The model also uses Proxy Re-Encryption scheme which aids in resolving issues 
with User revocation[3]. Here the proxy is able to convert ciphertext encrypted under 
Alice’s public key into ciphertext that can be decrypted by Bob’s secret key, this is 
called as Proxy Re-Encryption(PRE) technique.  

Bilinear Pairings and Computation Assumptions: Let G1 and G2 be two cyclic 
groups of the same prime order q. A bilinear pairing is a map e : G1×G1 → G2 which 
satisfies the following properties: 

• Bilinear: e(ga1, gb2) = e(g1, g2)ab for all g1, g2 € G1 and a, b € Z*q . 
• Non-degenerate: there exists g1, g2 € G1 such that e(g1, g2) ≠ 1. 
• Computable: there is an efficient algorithm to compute e(g1, g2) for g1, g2 € G1. 

Homomorphic encryption is a form of encryption where a specific algebraic operation 
performed on the plaintext is equivalent to another (possibly different) algebraic opera-
tion performed on the ciphertext. There are two kinds of cryptosystems devised based 
on correlation of cipher text for algebric operations. One is called partially homomor-
phic cryptosystems, viz Benaloh’s cryptosystem which processes longer blocks of data 
at once. Fully homomorphic encryption using ideal lattices that is limited to evaluating 
low-degree polynomials over encrypted data was proposed by Gentry[10].  

The reporting platform is a kind of SaaS application which can be deployed on 
cloud environment.  The content typically constitute meta-data with configuration in-
formation and data decryption key and a database query which when run against un-
derlying database would fetch select data. 

 

Fig. 1. Interaction of Content publishers with Consumers outlined 

The interaction of content publishers with reporting platform as shown in Fig. 1 is 
not direct but the still content publishers will be able to exercise content access by 
adding access control headers to the content using KP-ABE scheme. The users take 
reporting platform help for content processing and getting the results. 
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2   Related Work 

The Attribute based encryption has captured the attention in recent years, which can 
be regarded as a special type of identity based encryption integrated with flexible 
access control policy. 

In 1985, Shamir [1] first proposed the concept of identity based public key crypto-
graphy, in which the public key of an entity can be easily computed from his identity 
information, and the private key of an entity was generated from his identity informa-
tion and a master key of a trusted third party called a Private Key Generator (PKG). In 
2001, the first practical identity based encryption scheme was presented by Boneh and 
Franklin [2]. 

In Eurocrypt 2005, Sahai and Waters [3] first introduced the concept of Fuzzy 
Identity Based Encryption (Fuzzy IBE), in which identities are regarded as a set of 
descriptive attributes instead of a string of characters in previous IBE systems. In 
2006, Goyal et al. [4] introduced the notion of Key-Policy Attribute-Based Encryption 
(KP-ABE) for fine-grained sharing of encrypted data and proposed a KP-ABE 
scheme that allows any monotone access structures. Bethencourt et al. [6] presented 
the first construction of Ciphertext policy attribute based encryption (CP-ABE). To 
ensure access structure requirements, in [6] there was proposed a system model using 
Key Policy-Attribute Based Encryption (KP-ABE) and Proxy Re-Encryption (PRE). 
Formally, [6] ensures data confidentiality using KP-ABE and sending the data owner 
delegate computation overload to the proxy using PRE. 

In [6], Gentry proposed a fully homomorphic encryption scheme that enables to 
perform an arbitrary number of arithmetic operations on encrypted data. This increas-
es the computation time but the benefits associated with it are worth the processing 
overhead. The current system model plans to use a database which supports opera-
tions on encrypted data [7]. The queries provided will be encrypted using homomor-
phic techniques and they are executed as is by the cloud provider. 

3   Overview of the Problem 

The content publishers create and publish content which is consumed by users. Only 
the authorized users should be able to use the content and user’s actions are guided by 
permissions given by content publishers. The reporting platform is installed on public 
cloud, the content confidentiality should be ensured when it is in rest or in motion. 
The content published should not be modifiable by any intermediate parties. The sen-
sitive data needs to be kept confidential while it is passing between untrusted servers. 
The users would use reporting platform for storing the content and to perform compu-
tations before it is consumed. The cloud resources will be utilized for this and so  
it should be secured even from cloud provider as they may intercept or decipher  
the data. 

3.1   Participating Entities Description 

Content publisher: capable of creating and publishing new content. The newly devel-
oped content will be available for download. 
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User or Reporting platform user: Users are registered with reporting platform before 
accessing the content. User gets the content published by different content publishers 
by email or from website. Imports the content into reporting platform and accesses it 
for day to day operations. 

Reporting platform: The reporting platform provides a way to access previously im-
ported content. It manages the user list and access to content is controlled based on 
inherited from content itself. The database query is executed on underlying database 
and results are formatted (tables, charts etc) before sent to the user. 

Database provider: This is the underlying database upon which the content queries are 
executed. The reporting platform can have multiple databases configured. The data 
part of content (sql-query) is executed against database. 

4   Design of Secure Content Publishing Network 

For achieving a secure, scalable, fine-grained access control, data abstraction for the 
content that is published on public cloud, we uniquely combine four advanced crypto-
graphic techniques viz. Key-policy Attribute based encryption(KP-ABE), Proxy Re-
Encryption(PRE), Lazy Re-Encryption and Homomorphic encryption.  

 

Fig. 2. Reporting platform deployment on public cloud. The figure illustrates different entities 
of the proposed model and the content passage. 
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Fig. 3. Notation used in the scheme description 

4.1   Proposed Scheme Description 

For content encryption a combination of KP-ABE scheme and PRE scheme is used. 
For further reducing the computation overhead, one can use lazy re-encryption tech-
nique and allow cloud provider to “aggregate” computation tasks of multiple system 
operations. Content is composed of two parts, meta-data and database query. The me-
ta-data comprises of data configuration settings, access control attributes and data de-
cryption key. These are encrypted using the KP-ABE scheme. So only users having 
secret keys supplied by content publisher can decrypt them and use it. 

The detailed interaction between different parties of the content publishing network 
is outlined below and shown in Fig. 2. 

4.1.1   Content Publisher Creates New Content 
The content publisher generates a public key and a master key using Setup(k) algo-
rithm and includes the public key in to the content.  

4.1.2   Users Imports Content into Reporting Platform 
The registered users import the content into reporting platform. While importing the 
users access details are set based on permissions information present as part of con-
tent itself. The reporting platform uses SK for decrypting the header part of content 
and user access is controlled there after. 

The data part of the content contains encrypted database query and it is stored as is 
in local database for serving future requests. 

4.1.3   Users Accessing Content 
The user sends request to access content to reporting platform, the request must con-
tain content identifier and publisher identification information. 

The reporting platform validates the user details from UL existing user list and it 
retrieves the encrypted content record (database query) and sends it to database  
provider for execution. The database query can be encrypted in two ways for security 
reasons. Homomorphic encryption: The database supports homomorphic query  
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execution this encryption scheme can be used. One example a CryptDB[9] and there 
are several other which support this partially. The steps for query interpretation are 
mentioned in Analysis section. 

KP-ABE scheme: If the database do not support homomorphic queries (one reason 
could be legacy information systems), the secure content execution is done by en-
crypting using KP-ABE scheme. The content publisher for exchanges private-public 
key with database provider and based on KP-ABE scheme. During query execute re-
quest, the query is decrypted and run. This way security of data is ensured while it is 
in transit and only authorized access is possible.  

Once the results of query execution are received and it does some more transfor-
mations on the data (like view creation, formatting), the computing intensive opera-
tions done with help from cloud provider. 

The final result is encoded using proxy re-encryption scheme and sent back to Us-
er. User obtains DEK by using Decryption(P, SK, E) algorithm with secret key sk`I 
and access structure P. 

4.2   Key Policy Attribute Based Encryption 

The KP-ABE scheme used for secret key generation is explained here, the algorithm 
is sourced from [4] where KP-ABE was originally proposed:  

4.2.1   Setup  
This algorithm takes as input a security parameter κ and the attribute universe U = {1, 
2, . . .,N} of cardinality N. It returns the public key PK as well as a system master key 
MK as follows 

PK = (Y, T1, T2, . . . , TN)       (1) 

MK = (y, t1, t2, . . . , tN)            (2) 

where Ti ∈ G1 and ti ∈ Zp are for attribute i, 1 ≤ i ≤ N, and Y ∈ G2 is another public key 
component. We have Ti = gti and Y = e(g, g)y, y ∈ Zp. While PK is publicly known to 
all the parties in the system, MK is kept as a secret by the authority party. 

4.2.2   Encryption  
This algorithm takes a message M, the public key PK, and a set  of attributes I as in-
put. It outputs the ciphertext E with the following format: 

E = (I, ˜ E, {Ei}i∈I )               (3) 

where ˜E = MYs, Ei = Ts i , and s is randomly chosen from Zp 

4.2.3   Key Generation  
This algorithm takes as input an access tree T, the master key MK, and the public key 
PK. It outputs a user secret key SK as follows. First, it defines a random polynomial 
pi(x) for each node i of T in the top-down manner starting from the root node r. For 
each non-root node j, pj(0) = pparent(j)(idx(j)) where parent(j) represents j’s parent and 
idx(j) is j’s unique index given by its parent. For the root node r, pr(0) = y. Then it 
outputs SK as follows. 

SK = {ski}i∈L                  (4) 

where L denotes the set of attributes attached to the leaf nodes of T . 
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4.2.4   Decryption  
This algorithm takes as input the ciphertext E encrypted under the attribute set I, the 
user’s secret key SK for access tree T, and the public key PK. It first computes e(Ei, 
ski) = e(g, g)pi(0)s for leaf nodes. Then, it aggregates these pairing results in the bottom-
up manner using the polynomial interpolation technique. 

5   Analysis of the Approach 

We devised a generic mechanism for content publishing using several known encryp-
tion schemes. The existing models of content publishing which are kind of applica-
tion-store model don’t support processing of content. The existing models are limited 
to providing content as-is without any further processing. The scheme which even 
supports content publishing that includes some processing before it is actually con-
sumed by intended users. The model supports secure computations on the content by 
using homomorphic encryption scheme[7] mentioned.  The data confidentiality is en-
sured at every stage of content processing. The feasibility of the approach is described 
along with design considerations and experimental results will be made part of forth 
coming paper from us. 

Processing a query in database which supports cryptographic operations[9] in-
volves following steps: 

1. The application issues a query, which the proxy intercepts and rewrites: it ano-
nymizes each table and column name, using master key, encrypts each constant 
in the query with an encryption scheme suited for desired operation. 

2. The proxy checks if the DBMS server should be given keys to adjust encryption 
layers before executing the query, and if so, issues an UPDATE query at the 
DBMS server that invokes a UDF to adjust the encryption layer of the appropri-
ate columns. 

3. The proxy forwards the encrypted query to the DBMS server, which executes it 
using standard SQL (occasionally invoking UDFs for keyword search). 

4. The DBMS server returns the (encrypted) query result, which the proxy decrypts 
and returns to the application. 

 

Fig. 4. The throughput of CryptDB compared to MySQL and MySQL+Proxy(the executor us-
ing proxy in between) 
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The analysis as shown in Fig. 4 indicates that throughput is slightly less when 
compared to standard SQL servers as indicated in [9]. Some techniques like Cipher-
text precomputing and caching which caches the results of frequently used keywords 
encrypted text, Known query set where a content publisher uses specific queries in 
training mode for adjusting onion layers and avoid runtime learning readjustment. 

6   Conclusion 

The cloud service provider cannot be totally trusted due to risk of data security and 
violation of privacy factors. Deploying a reporting platform on public cloud poses 
challenges.  We propose a generic scheme for end-to-end reliable data transfer along 
with secure computations on a public cloud environment which can be leveraged by 
any content publishing model. With this model the content privacy is ensured from 
users and the involving parties viz. reporting platform, cloud provider will not able to 
learn from anything from the data. 
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Abstract. Task scheduling on distributed computing is a NP-Complete prob-
lem. It is a great challenge for the system to preserve and enhance its perfor-
mance. A schedule is said to be optimal if it gives a robust solution by proper 
utilization of the resources. In our paper, we have proposed Semi-Interquartile 
Min-Min Max-Min (SIM2) approach, which generates a robust optimal solution 
for task scheduling. We have used the concept of Semi-Interquartile, Min-Min 
and Max-Min to minimize the completion time of the tasks. Our experimental 
analysis shows better results than other conventional algorithms in terms of 
Makespan, Average Resource Utilization and Average Cycle Time. 

1   Introduction 

Grids are widely being used for high performance computing (HPC) applications be-
cause of high cost of massively parallel processors (MPP) and the wide availability of 
network workstations [3]. A grid is said to be heterogeneous if all nodes having dif-
ferent architectures and operating systems. A task scheduling algorithm may be local, 
global, static [2] or dynamic [4], [17]. We cannot guarantee the optimum solution but 
always find solution which is close to optimum [15]. Each algorithm has their merits 
and demerits. Scheduling distributed applications is a NP-complete problem [8], [18]. 
The better use of distributed system, efficient and effective algorithms is required [5].   

Scheduling in grid is not limited to resource utilization but can be stretch out to the 
quality of service, the security, central control in administrative domains and real time 
scheduling [9], [14], [21]. Single system Image (SSI) is an illusion to the user. It is 
designed in such a way that appears as a single resource. When the user submits a job, 
it is the responsibility of grid resource broker to divide the job into various tasks and 
assigns to several resources [6]. Further, task can be divided into subtasks and it can 
be scheduled in parallel. Our end objective is to increase the overall throughput and 
resource utilization [7], [20]. Also, it is required to break resource idle time and bal-
ance the load [10], [12].  

The rest of the paper is organized as follows: section 2 is presents the related 
works, section 3 presents the preliminaries. Section 4 proposes the SIM2 algorithm 
and the performance metrics. Section 5 elaborates the illustration and experimental 
analysis. We conclude this study in Section 5. 
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2   Related Works 

Etminani et al. and Parsa et al. introduced a new scheduling algorithm which takes 
advantages of two traditional algorithms (min-min and max-min) [5], [16]. It selects 
one of the algorithms based on standard deviation of the expected completion time 
[5]. Senthilkumar et al. and Mehta et al. proposed a robust task scheduling for hetero-
geneous computing system. In this algorithm, each task arrival times and order of the 
task are not decided previously [13], [18]. Rasooli et al. introduced two new dispatch-
ing criteria for the first phase and three new dispatching criteria for the second phase 
in his rule based algorithm [17]. Sun et al. developed a priority-based task scheduling 
in which tasks are assigned to resources in priority order [19]. Parsa et al. chooses 
min-min strategy if available resource is odd. Otherwise, it chooses max-min [16]. 
Abdi et al. developed a job scheduling policy. In order to improve data access effi-
ciencies, the replica manager is used. For replica selection or deletion, this strategy 
considered bandwidth between the regions [1]. 

3   Scheduling Algorithms 

There are many task scheduling algorithms and/or heuristics exist in grid computing 
like min-min, max-min, minimum execution time (MET), minimum completion time 
(MCT), min-min max-min selective [5], RASA [16], LBMM [8] and many more. 

3.1   Min-Min and Max-Min 

Min-Min starts with small tasks; before the large one. First Min indicates minimum 
execution time i.e. small task and second mean indicates minimum completion time 
i.e. in a resource. Load imbalance is the main drawbacks of this algorithm.  

Max-Min starts with large one first instead of small one. It is very similar to the 
min-min algorithm. Max indicates maximum execution time and min indicates mini-
mum completion time. Load imbalance is reduced in this algorithm. Time complexity 
of min-min and max-min are O (tr) to assign a task to a resource [5]. In which t de-
notes number of tasks and r denotes number of resources. 

3.2   MET and MCT 

MET follows first in first out (FIFO) sequence. The task having less arrival time 
scheduled first in task queue (TQ). Load imbalance is the main drawbacks of this  
algorithm.  

MCT also follows FIFO sequence. But, it finds the resource which takes less com-
pletion time. Again, Load balance is not achieved in this algorithm. Time complexity 
of MCT and MET are O(r) [5]. 

3.3   Min-Min Max-Min Selective 

It is the combination of min-min and max-min algorithm. It calculates expected com-
pletion time (ECT) of all tasks. Then, it computes standard deviation (SD) using ECT. 
Based on the SD, it selects any one of the algorithm. Time complexity is O(t2r) [5]. 
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3.4   RASA & LBMM 

It is similar to min-min max-min selective algorithm. But, the main difference is in-
stead of calculating SD, it checks number of available resources. Based on resource, it 
selects any one of the algorithm.  

LBMM starts by executing min-min algorithm first. In second, it selects the re-
source which is heavy loaded and reassigns the tasks to light loaded resources. So, it 
is called as load balanced min-min algorithm. 

4   Proposed Approach 

4.1   Description 

In our purposed approach, communication time is assumed to be negligible. Each task 
execution time is taken in seconds. Execution time can calculate easily if speed of a 
resource, bandwidth, instruction and data are already known previously [16]. Semi-
interquartile range (SI) and Interquartile range (IQ) are calculated using a formula 
shown in equation 1 and 2 respectively. 

                         Interquartile range (IQ) = Q3 _ Q1                                       (1) 

                 Semi-interquartile range (SI) = (Q3 _ Q1) / 2                              (2) 

where Q1 = First Quartile, Q3 = Third Quartile              

4.2   Pseudocode of SIM2 Approach 

1.  Sort the meta-tasks in ascending order of their Execution Time (ET). 
2. while there are meta-tasks in Task Queue (TQ) 
3. for all meta-tasks Ti in TQ 
4. for all resources Rj  
5.  CTij = ETij + RTj // CT = Completion Time, ET = Execution Time,  

                               RT = Ready Time 
6.   end for 
7.  end for 
8.  for all meta-taks Ti in TQ 
9.  Find minimum CTij and resource Rj that holds it. 
10.  end for  
11.  Calculate difference between two consecutive minimum CTij and Store in DQ 

 // DQ = Difference Queue (DQ) 
12.  Calculate semi-interquartile range. 
13. Find an element e in DQ ≥ semi-interquartile range and Store the location l. 
14.  If l ≥ (P / 2) or l = NULL 
15.  then assign meta-task Tp to resource Rk that holds minimum CTpk . 
16.  else assign meta-task T1 to resource Rk that holds minimum CT1k . 
17.  end if 
18.  Delete the meta-task, update TQ and DQ. 
19.  end while  
20. Calculate makespan, average resource utilization and average idle cycle time. 
Time complexity of SIM2 is O(t2r). 
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4.3   Performance Metrics 

To evaluate the performance of scheduling algorithms, we use following performance 
metrics: 

4.3.1   Makespan 
Makespan is a measure of the throughput of the heterogeneous computing system. It 
is calculated using a formula shown in equation 3. 

                       Makespan (M) = max ( ∑i=1 to t CTi )                                   (3) 

4.3.2   Resource Utilization (RU) 
It is the time that the resource is busy. It is calculated using a formula shown in equa-
tion 4 and average resource utilization (ARU) is calculated using a formula shown in 
equation 5. 

                     RU (Rr) = ∑ i=1 to t ETS (Tir)                                                (4) 

                 ARU = ((∑ i=1 to r RU (Rr) / r ) × 100                                    (5) 

where Rr = Resource number r, ETS = Execution Time Spent,  
           t = Number of tasks, r = Number of resources 

4.3.3   Idle Cycle 
It is the time that the resource is idle. It is calculated using a formula shown in equa-
tion 6. Average idle cycle (AIC) is the average of all the resources idle cycle time.  

                         ICr = ((M-RU (Rr)/ M)     if M ≠ RU (Rr)  
                        = 0                                                Otherwise                                    (6)                     

where M = Makespan, ICr = Idle Cycle of resource r     

5   Experimental Results 

5.1   Illustration 

In Figure 1, first example calculates the IQ = 46.5. So, SI is IQ/2 = 23.25. As it is 
greater than P/2, max-min algorithm is applied for first iteration. In second example, 
as it is less than P/2, min-min algorithm is applied for first iteration.  

 
Position (P):         1            2              3              4                 5                  
CTij:                      3           11            21            41               66                
                                                                                     
                                                                   4 ≥ P/2 = 2.5                                 
IQ = 46.5, SI = 23.25, P = 5 
Position (P):         1            2              3              4                 5                  
CTij:                      1          55            75             95              120                
                                                                                     
                          1 < P/2 = 2.5                                    
IQ = 79.5, SI = 39.75, P = 5 

Fig. 1. Illustration of SIM2 approach 
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5.2   Experimental Analysis 

To evaluate and compare SIM2 algorithm with two existing approach min-min and 
max-min, we have considered four cases with two resources. The experimental results 
shows that proposed SIM2 approach is more efficient than the other scheduling  
approach in terms of makespan, average resource utilization and idle cycle of re-
sources. Performance metrics of all the approaches for three different cases are shown 
in figure 2, figure 3 and figure 4 respectively. 
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Fig. 4. Comparison of ARU  

6   Conclusion 

From the above experiments, SIM2 approach shows better or equal results than other 
scheduling approach in heterogeneous distributed environment. The main goal of grid 
task scheduling is to increase the resource utilization (throughput), minimize the ma-
kespan and reduce the idle cycle time. By using SIM2 approach, we are getting better 
performance in makespan, average resource utilization and average idle cycle. As 
there is no priority, each task is independent and it can be assigned to any resources at 
any point of time. In future, we can implement this algorithm in real grid environ-
ment. We can extend this approach by adding real time aspects like deadline; divides 
the task into number of pieces, user defined priority.  
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Abstract. An ad hoc network is a collection of mobile nodes forming an instant 
network without fixed topology. In such a network, each node acts as both rou-
ter and host simultaneously, and can move out or join in the network freely. To 
facilitate communication within the network a routing protocol is used to dis-
cover routes between nodes. The main aim of the routing protocol is to have an 
efficient route establishment between a pair of nodes, so that messages can be 
delivered in a timely manner. Routing in the MANETs is a challenging task 
which has led to development of many different routing protocols for MA-
NETs. In this paper, an attempt has been made to compare two well known 
reactive routing protocols Ad-hoc On demand Distance Vector (AODV) and 
Dynamic Source Routing (DSR) by using three performance metrics Packet De-
livery Ratio, Average End to End Delay and Routing Load. The comparison is 
done by varying number of sources and for each pause time. These simulations 
are carried out using the NS-2 network simulator.  

Keywords: MANET, Routing Protocol, Reactive routing protocol, AODV, 
DSR. 

1   Introduction 

Wireless networks can be classified into two types: infrastructure network and infra-
structure less (ad hoc) networks. Mobile Ad hoc network belongs to the category of 
infrastructure less network. Nodes in this network are autonomous in itself, that they 
are not dependent on any infrastructure. In this way, ad-hoc networks have a dynamic 
topology such that nodes are mobile in nature, so that they can easily join or leave the 
network at any time. for MANET, various routing protocols are available. Depending 
upon the nature of application, appropriate routing protocol is implemented. Proactive 
and reactive protocols are the two classes of MANET routing protocols and each con-
stitute a set of protocols as follows. Proactive routing protocol: Table-driven (Ex: 
DSDV, FSR, WRP …) Reactive routing protocol: On-demand (Ex: AODV, DSR, 
TORA …). 
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Reactive routing protocol 
These protocols are also called on demand protocols since they don’t maintain routing 
information or routing activity at the network nodes if there is no communication. If a 
node wants to send a packet to another node then this protocol searches for the route 
in an on-demand manner and establishes the connection in order to transmit and re-
ceive the packet. The route discovery usually occurs by flooding the route request 
packets throughout the network. 

2   AODV 

Ad hoc On Demand Vector routing protocol is a reactive routing protocol [1]. As the 
name suggests AODV constructs route from source to destination when ever needed. 
It allows mobile computers (nodes), to pass messages through their neighbors to 
nodes with which they cannot directly communicate. AODV discover the routes to all 
destination nodes by using its immediate neighbors. AODV makes sure these routes 
do not contain loops and tries to find the shortest route possible. AODV is capable to 
handle changes in routes and can create new routes if there is an error. Each node 
broadcasts a HELLO message at regular intervals to keep track of neighbors list. 
When one node needs to send a message to another node that is not its neighbor  
node it broadcasts a Route Request (RREQ) message. The RREQ message format is 
as below. 

 

Sequence number serves as a unique Id to indicate roots freshness. As RREQ travels 
from node to node, it automatically sets up the reverse path from all these nodes back 
to the source. Each node that receives this packet records the address of the node from 
which it was received. This is called Reverse Path Setup.  

3   DSR 

Dynamic Source Routing [2] is a reactive routing protocol that uses source routing to 
send packets. It uses source routing which means that the source must know the com-
plete hop sequence to the destination. Each node maintains a route cache, where all 
routes it knows are stored. The route discovery process is initiated only if the desired 
route cannot be found in the route cache. To limit the number of route requests propa-
gated, a node processes the route request message only if it has not already received 
the message and its address is not present in the route record of the message. As men-
tioned before, DSR uses source routing, i.e. the source determines the complete se-
quence of hops that each packet should traverse. This requires that the sequence of 
hops is included in each packet's header. A negative consequence of this is the routing 
overhead every packet has to carry. However, the advantage is that intermediate 
nodes can learn routes from the source routes in the packets they receive. Since find-
ing a route is generally a costly operation in terms of time, bandwidth and energy, this 
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is a strong argument for using source routing. Another advantage of source routing is 
that it avoids the need for up-to-date routing information in the intermediate nodes 
through which the packets are forwarded since all necessary routing information is in-
cluded in the packets. Finally, it avoids routing loops easily because the complete 
route is determined by a single node instead of making the decision hop-by-hop. The             
protocol is composed of the two main mechanisms of "Route Discovery" and "Route 
Maintenance", which work together to allow nodes to discover and maintain routes to 
arbitrary destinations in the ad hoc network. The protocol allows multiple routes to 
any destination and allows each sender to select and control the routes used in routing 
its packets, for example, for use in load balancing or for increased robustness. 

4   Performance Metrics 

Packet Delivery Ratio = No. of packets received successfully/No. of packets sent. Av-
erage Routing Load = No. of routing controlled packets/Total simulation time. Aver-
age End to End Delay = “Sum (for each i equal to packet number, (packet i received 
time- packet i sent time))” 
 
Awk Script to Obtain the above Performance Metrics 
 
BEGIN {  
seqno = -1; droppedPackets = 0;  
receivedPackets = 0; count = 0;  
sentpackets = 0; ctrlpac = 0; pdf = 0;  
recvdSize = 0; startTime = 400; stopTime = 0;  
} { event = $1; time = $2; node_id = $3;pkt_size = $8;level = $4; 

if (level == "AGT" && event == "s" && pkt_size >= 512) { 
if (time < startTime) {  startTime = time; } } 

if (level == "AGT" && event == "r" && pkt_size >= 512) { 
if (time > stopTime) { stopTime = time;     } 
hdr_size = pkt_size % 512;pkt_size -= hdr_size;recvdSize += pkt_size;} 

if($4 == "AGT" && $1 == "s" && seqno < $6) { seqno = $6;sentpackets++; }  
else if(($4 == "AGT") && ($1 == "r")) { receivedPackets++; } 
else if ($1 == "d" && ($7 == "tcp" || $7 == "cbr") && $8 > 512){ droppedPackets++; } 
else if($4 == "RTR" && ($1 == "s" || $1 == "f") &&  ($7 == "DSR" || $7 == "AODV" || $7 ==  

"message" )) {   ctrlpac++; } if($4 == "AGT" && $1 == "s") { start_time[$6] = $2; }  
else if(($7 == "tcp"|| $7 == "cbr") && ($1 == "r")) { end_time[$6] = $2;} 
else if($1 == "d" && ($7 == "tcp" || $7 == "cbr")) { end_time[$6] = -1; }  
} 
END {for(i=0; i<=sentpackets; i++) { 

if(end_time[i] > 0) {delay[i] = end_time[i] - start_time[i];count++;} 
else            {delay[i] = -1;}} 

for(i=0; i<=seqno; i++) { 
if(delay[i] > 0) { n_to_n_delay = n_to_n_delay + delay[i]; }} 

n_to_n_delay = n_to_n_delay/count; 
pdf = receivedPackets/(sentpackets)*100; 
print "Packet Delivery Ratio  = " pdf    #"%"; 
print "Average End-to-End Delay    = " n_to_n_delay*1000 "ms" ; 
print "Routing Overhead = "ctrlpac/300; 
} 
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Simulation Parameters 

Parameter Value

Transmission range 250 m

Simulation Time 300 s

Topology size 500m X 500m

No. of Mobile nodes 50

No. of Sources 5, 10, 20, 30

Traffic Type CBR (Constant Bit Rate) 

Packet Rate 5 packets/sec

Packet size 512 bytes

Pause Time 300

Results  
RoutingLoad 
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Average End to End Delay 
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Packet Delivery Ratio 

         

         

 
The observations clears that both AODV and DSR protocols acheives maximum 

Packet Delivery Ratio and almost both are close to each other. The Protocol AODV 
has more Routing overhead than DSR because AODV periodically sends RREQ, 
RREP packets for each intermediate node. The average delay for DSR is better at 
least sources. As the number of sources increase AODV is better for this metric. 

5   Conclusion 

Comparison of these both reactive routing protocols based on significant parameters 
like Average End to End Delay, Routing Load and Packet delivery ratio are done. The 
protocol AODV performs better for high mobility networks where as DSR is better 
for low mobility networks. 
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Abstract. With exponential increase in the digital information the amount of 
data that enterprises should manage is very tedious and storage systems are fre-
quently scaled to meet the industry demand and service level agreements. As 
the storage systems are scaled, validating the storage systems installation be-
comes very desirable as this help in notifying the reliability, availability, per-
formance issues, analyzing the downtime, taking backup, snapshots, mirroring 
the image, making decisions to  avoid single point of failure …etc. This task of 
validating the storage systems installation becomes very tedious as the number 
of wiring configurations increases exponentially when they are scaled and 
process of validation needs automation as it can lead to misconfigurations even 
at maximum attention if done manually. In this paper we present a solution to 
ensuring a high degree of availability and reliability in large scale storage sys-
tems. 

Keywords: HA(High Availability), SPOF(Single Point of Failure), ASUP(Auto 
Support). 

1   Introduction 

Storage systems are very crucial in the current scientific or business world they have 
become inherent part of any organization or any business unit.  Due to the scientific 
advancements in various domains the amount of information that is generated day by 
day is exponentially increasing and people are finding it very easy and cost effective 
to store the information in the digital format[3]. The digital information generated by 
the people on daily basis is very huge, maintaining such a large amount of data is very 
difficult. So these organizations need to scale their storage systems and also maintain 
them every day in order to meet the demand and service level agreements, if not the 
customers might migrate to the competitor thus loosing huge amount of business.  

Storing huge amount of data is very difficult and as the information increases day 
by day organizations need to scale their storage systems. Since it is not very efficient 
or recommendable to store all information in single storage[4], it is usually stored in 
large no of storage disks that are stacked in the shelves as recommended by storage 
experts in order to operate them without any problems. Many such storage disks are 
controlled by one controller and controllers are in-turn connected to many other sto-
rage controllers and also to the network[5][8]. For an enterprise the average no of 
disks can be around thousands and the controllers can be around hundreds. Assuming 
this condition the amount of wiring that could be done to connect all these controllers 
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and to the network becomes very complex and it is very difficult for any human being 
to understand these connections when scaling the storage systems. So organization 
should employ large no of staff in order to maintain these systems. This not only in-
creases the operational cost but also the staff training cost and business loss if any 
controllers are down in the system.  

In order to solve the above said storage problems, there is huge demand for a sto-
rage system installation validation tool in the market, which checks the wiring confi-
guration in the storage systems and also notifies the problems that could occur if  
certain configurations are not properly set .Such a tool should not only notify the 
problems, it should also notify how reliable the system is and also check if it is giving 
the desired performance or not. 

2   Need for Installation Validation 

High-end enterprise storage systems currently deployed in production environments 
have several symmetrical multiprocessors, multiple internal fabrics, and large cache 
memories [9]. In Storage systems, with the quantity of information exploding, how to 
offer stable, continuous and secure data store and retrieve services is a basic but criti-
cal problem. With large explosion of information and demand to achieve very high 
availability and reliability of data, large enterprises are purchasing huge amount of 
storage systems in order to scale it the market demand [1][2] .In order to achieve very 
high availability and reliability these scaling storage systems connected to the net-
work should be validated very frequently in order to avoid single point of failure .The 
figure below gives a clear picture of, to what extent does the storage system can scale 
and also the connection complexity that increases with increase in the no of storage 
controllers .Hence validation of connections can be to check whether the HA pairs are 
available, or does HA pair have equal no of disks and shelves as that of its partner 
node  etc.. 

 

Fig. 1. 

This Installation tool should be run once the storage system has been setup for the 
first time to check the installation problems so that user can be very confident and it 
should also be able to run by customer   whenever he wants to check the reliability of 
the storage system. the system should be able check the system configuration faults 
and inform the user if there are any problems immediately ,so that immediate action 
can be taken against those problems reported by the tool ,so that there will be no busi-



 Fault Tolerance for Large Scale Storage Systems 431 

ness loss or data failure in the network.  This assures the user or customer some con-
fidence that the storage systems have the correct configuration. Thus assuring high 
availability, performance, etc.. 

3   Architecture of Installation Validation  

Architecture of the Installation Validation consists of following four important steps 

1. Data collection 
2. Parsing 
3. Analyzing 
4. Results Display 

 

Fig. 2.  

Data Collection: This is the primary step that is most essential in the process of In-
stallation validation, this process involves collection of data from all the storage de-
vises by running some commands, this data is collected and stored in the some gener-
ic data format so that it is independent of any language or technology. 

 

Fig. 3.  

Data collection can be done in 4 different ways, 

1. Through Network. 
2. Serial port (Directly connecting with storage devices). 
3. Through Auto-support Identifier. 
4. Through Auto-support file. 
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Parsing: This step involves the process of parsing the data that was collected from 
storage devices and using local data structures to store the data so that this data can  
be used very efficiently while analyzing storage output. This process involves writing 
large number of regular expressions that parse necessary data that is needed for  
validation. 

 

Fig. 4.  

Analyzing: This is the most important step in the process of installation validation as 
this involves analyzing structured data that was collected from and parsed. Analyzing is 
done by writing rules, where each rule analyzes some particular fault in the installation.   

E.g.  1.  Rule that validates weather inter-switch links are up or down. 
        2.  Rule that validates weather wiring is done on proper ports. 

 

Fig. 5.  

Result Display:  This step involves portraying the results of analysis in an intuitive 
way so that they can be easily understood by the customer with minimal difficulty. 
Results can be diagrammatic representation of stacks, disks, shelves, .etc. 

Sequence diagram below clearly describes the workflow of the project from  
the point the user stars interacting with the UI to the final step of producing the  
results. 
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Fig. 6.  

4   Statistics and Results  

The toll was used to test a storage system setup which consisted of two storage con-
trollers(nodes) and each node consists of 2 shelves each having 24 disks of capacity 
1TB each. Many rules were programmed to analyze the storage wiring configuration. 
This tool was run when the installation was done for the first time and the tool helped 
us in finding many wiring misconfigurations listed below 

• Disks were placed in a disproportionate number. 
• Dual power supply was not configured. 
• Disks were not connected with fiber optic cable to get maximum bandwidth. 
• Inter node links were misconfigured. 
• High Availability (HA) pairs were not configured properly to avoid single 

point of failure (SPOF).  

The figure shows the snapshot of the results view of the tool when it was run for the 
first time(after fresh  Installation of storage nodes). 

 

Fig. 7.  
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5   Conclusion 

This paper presents an effective method of determining the reliability in storage net-
work. Using this process we could determine the total number of misconfigurations in 
node-pair network for every run of a validation tool thus gaining some confidence of 
how reliable and available is the system. Using this process we can even determine 
faults whenever the system is scaled and plan on how to tolerate such faults, hence 
improving the reliability. System reliability as we have seen can be refined on period-
ic validation of the storage network installation hence obtain precise value with repe-
tition of the validation process.   
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Abstract. Human computer interfacing technology based rehabilitation aids 
have shown a new horizon towards intelligent systems to improve the quality of 
life of physically challenged people. Research is going on to utilize biosignals 
to interface the movement based signals with machines. Electro-oculogram is 
the signal to detect eye ball movements and can be used to control mobility 
aids. Electro-oculogram is the potential difference around the eyes due to 
movement of the eye balls in different directions. In this study an acquisition 
system for electro-oculogram is designed to collect the desired signal with low 
noise and then signal processing is done for control application. The contribu-
tion of this paper lies in the development of two new strategies to use electroo-
culographic signal based control of motors in real time.  

1   Introduction 

An efficient alternative way to communicate without speech and hand movements is 
important to increase the quality of life for patients suffering from neural diseases or 
other illnesses or congenital problem or age which destroys proper limb and facial 
muscular responses. Hence, the area of study related to the Human Computer Inter-
face (HCI) is very important to help such severely paralyzed patients. According to 
WHO, there are almost 650 million people or more who are solely physically chal-
lenged [1]. Given the growth in life expectancy in the world (in the countries of the 
Organization for Economic Cooperation and Development (OECD) it is expected that 
a large part of its population will experience functional problems. On the other hand, 
there are some diseases like Amyotrophic Lateral Sclerosis (ALS), brain or spinal 
cord injury, cerebral palsy, muscular dystrophies, Guillain-Barre syndrome, some rare 
cases of Parkinson disease, etc. which leads to a condition called locked-in state (LIS) 
when the patient’s peripheral and central motor system gets completely destroyed but 
sensory or cognitive functions remain active [1]. These diseases impair the neural 
pathways that control muscles or impair the muscles themselves. 
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The HCI systems translate biopotentials (e.g. EEG, EMG, ECG, EOG etc.) into 
electrical signals that control external devices. [1]. To develop eye movement con-
trolled HCI, gaze detection can be done using many techniques such as Infrared Vid-
eo System (IRVS), Infrared oculography (IROG), Search Coil (SC), Optical-type Eye 
Tracking System, Purkinje dual-Purkinje-image (DPI) and Electro-oculography 
(EOG) [2]. EOG is the simplest method among all of them. Electroencephalogram 
(EEG) or Electromyogram (EMG) has a complex signal to be processed and acquiring 
Electrocardiogram (ECG) 24×7 is always not possible. Sometimes, people are largely 
paralyzed by massive brainstem lesions cannot move their muscles but are able  
to control their eye movement. Moreover, EOG system is fairly easy to construct  
and easy to work in real time which makes EOG a better option over other  
biopotentials [3]. 

Many approaches have been experimentally done to control wheelchairs using 
EOG [4, 5, 6, 7, 8, 9, 10, 12]. In our study, a data acquisition system for EOG is de-
signed. The acquired EOG signal has been applied to control the movement of motors 
according to the direction of eye ball movement. It is helpful to produce an EOG con-
trolled HCI. 

2   Electro-Oculogram 

Electro-Oculogram (EOG) signal is actually the corneo-retinal potential resulting 
from a dipole (eye ball), generated between the cornea and the retina. The amplitude 
of the signal remains in the range of few micro volts.  This potential is produced due 
to the movement of the eye ball and can be acquired noninvasively by placing elec-
trodes in the surrounding region of eye. 

The signal shows a particular pulse shape for eye ball movement in either direc-
tion. EOG has pulse duration of approximately 200ms on average and the signal mag-
nitude changes from 5-20 micro volts for a degree of eye ball movement [4]. The am-
plitude of the EOG signal changes depending on the angle through which the eyeball 
was moved. When eye ball is moved one side the voltage remains positive (or nega-
tive) and returns to zero when looking straight. The pulse produced by leftward 
movement is nearly the same as produced by rightward movement in both amplitude 
and pulse duration. The signal potential remains the same even with the eyes closed. 
One problem of EOG signal is the head or body movement alters the DC level of the 
signal. 

The main application of EOG signal is the detection and assessment of the dege-
nerative muscular disorders like laziness of the eye in tracking moving objects. Anal-
ysis of EOG helps to track the progress of many ophthalmological diseases such as re-
tinitis pigmentosa and neural diseases (e.g. Parkinson’s, Alzheimer’s’ etc.) [8]. EOG 
is also used for drowsiness detection [9] and cognitive process modeling [10]. An im-
portant utilization of the EOG signal is in producing eye movement controlled human 
computer interfaces. 
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3   Acquisition of EOG 

EOG signal is available in the frequency range of 0.1 to 20 Hz and the amplitude lies 
between 100-3500 micro volts. A voltage gain of minimum 2000 is needed to process 
the signal further [11]. EOG signal is acquired using Ag-Agcl disposable electrodes. 
The placement of the electrodes can be seen in the figure 1. 

 

 

Fig. 1. Placement of electrodes for the acquisition of the signal(a) and designed data acquisition 
circuit for EOG(b) 

The acquired signal from the electrodes is fed to instrumentation amplifier (imple-
mented using IC AD620) having high input impedance and CMRR followed by a 
second order low pass filter with a cut off of 20HZ and a high pass filter of 0.1Hz cut 
off to eliminate unwanted data. For filter designing IC OP07s are used. Gain is ap-
plied in various stages. Amplifier has a gain of 200 and 10 gain is provided by the fil-
ters. Thus an overall gain of 2000 is reached. For biopotential signal acquisition isola-
tion is an important factor to be considered for patient’s safety as well as for 
instrument’s safety. Power isolation is provided by the use of a dual output hybrid 
DC-DC converter (MAU 108) and signal isolation is obtained by optically coupling 
the amplifier output signal with the next stage. HCNR 200 is used to achieve this. The 
EOG signal is observed in LabVIEW 2009 environment. 

4   Real Time Control Strategy 

The ultimate aim of this undertaking is to facilitate eye movement based control of 
rehabilitation aid. For realization of the same, a microcontroller based strategy is im-
plemented. 

At first we are applying the amplified sensor output (analog EOG signal) to the op-
amp level shifter circuit to make the negative input a positive one. Here our input can 
vary from -2V to +2V.So we are shifting the level by 2volts. 

Electrodes 

Ground 
Electrode 

a b 
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Fig. 2. Block diagram representation of the 8051 based control method 

Then we are applying the level shifted output to the comparator as input. We apply 
the reference voltage of the comparator as per our input. From that we get 

 00 as output in case of eye movement in left direction  
 11 as output in case of eye movement in right direction 
 01 if there is no movement or eye is in middle position 

Table 1. Movement Criteria Considered for the Motors According to Eye Movement 

Eye Movement Corresponding Motor Movement 

Looking Straight No Movement 

One time left then straight Left turn 

One time right then straight 

Right-straight-right-straight 

Left-straight-left-straight 

Right turn 

Forward 

Stop  

 
After that we apply the comparator output to the microcontroller as input. Here we 

are using the port 1 as input port of microcontroller ATMEL89C51 and port2 as out-
put port. As we are applying two digit input, so here we are using specifically p1.0 
and p1.1as input pin. After that we are applying the microcontroller output to the mo-
tor driver as input so that we can drive the motor at 12V. For level shifting IC 741, 
comparator IC LM324 and motor driving IC L293D are used. 

The developed system has some limitations and there is a chance to improve its 
functionality. The system is always on and it would rotate the motors even for normal 
eye movement of the user which can create a major problem. To solve this problem 
turning ON or OFF the motor rotation system should be controlled by the user. In this 
paper we propose a scheme to utilize the EOG signal for eye blink to turn ON-OFF 
the system. The EOG signal collected for eye blink can be quantized by feeding it to a 
high pass filter and comparator and then to a latch. The input of the latch is given high 
and the clock is the EOG signal for blink. Whenever it gets a blink it will send high 
input to the micro controller and simultaneously the microcontroller resets the output 
of the latch. Microcontroller counts the blink signal and when it gets two of them it 

EOG 

Level 
Shifter 

Comparator 
Microcontroller 
      (8051) 

Motor Driving 
Circuit 

High pass 
Filter 

Comparator Latch Motor  
1 

Motor 
2 

CLR 
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turns on the motor controlling system and then only according to the predefined 
commands the system would work. The proposed system is shown in the figure 3(the 
dotted portion). 

5   Observation 

EOG signal is acquired using disposable electrodes from the surrounding region of 
eye. Then processing the signal motors were moved according to the eye ball move-
ment. The observed pattern of EOG signal is shown below (figure 3). 

 

Fig. 3. EOG signal patterns for right(A), left(B) eye ball movement and eye blink(C) as ob-
served through LabVIEW 

Using the microcontroller system, when the user moves his/her eyes according to 
the previously mentioned commands the motors move forward, right and left. The 
motors are mounted in a toy car and connected with the output port of the microcon-
troller. Movement of the motors is shown in figure 4. 

  

  

Fig. 4. Movement of the motors using microcontroller based system (1-initial position, 2- forward 
movement, 3- right turn, 4- left turn) 

6   Conclusion and Future Work  

In this study, Electrooculogram (EOG) signal is used to control motors. 8051 micro-
controller has been used to implement eye movement based motor control. The me-
thod performs well while having some lack of precision. The microcontroller based 
system is good enough to be used in wheelchairs. In this way rehabilitation aids can 

1 2

3 4 

A B C 
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be controlled using subject’s own EOG which will help severely paralyzed patients. 
On the other hand, proposed system is comparatively cheap and easy to design. 

For improvement of the system a scheme is proposed which is to be done in further 
work. Other method also can be adapted to improve the accuracy of the system. One 
important factor to be considered for real time implementation is that the user should 
be trained properly. 
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Abstract. Decision making in Software Engineering plays an important role at 
different stages of Software development life cycle. In this paper we consider 
the case study of selecting one among the three Content Management Systems 
(CMS) for a university website. We use our Goal-Oriented Requirements 
Engineering (GORE) method to identify the soft goals which play a vital role in 
deciding which CMS is chosen. Analytic Hierarchy Process (AHP) is then used 
to prioritize the soft goals. The output of GORE and AHP are combined in 
order to produce a metric which decides the best alternative among the 
candidates.  

Keywords: GoalOriented Requirements Engineering, Analytic Hierarchy Process, 
Soft goals. 

1   Introduction  

It is well acknowledged in Software Engineering that while functional requirements are 
important, eliciting and capturing the non-functional requirements (NFR) during the 
requirements engineering phase becomes even more important [1]. Goal-oriented 
requirements engineering (GORE) approaches make a good attempt to address the 
essential quality characteristics which are commonly known as non-functional 
requirements [2, 3]. NFRs play a major role in coming up with alternative system 
configurations for a given functionality.  

Gunther Rahe in his paper [6] highlights the importance of Decision Support system 
(DSS) in Software Engineering. Decisions are the driving engines for all stages of 
software development and evolution. Decisions can be related to resources and 
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software technologies (methods, tools, and techniques). Decisions related to the 
‘How’? ‘How good’? ‘When’? ‘Why’? and ‘Where’? questions in the use of Software 
technologies is too often still based on simplistic rules of thumb. What is needed is a 
sound methodology and with links to validated models and experience. The importance 
of decision making techniques is also addressed in [7, 8 and 9]. The importance of 
stakeholders in decision making is done in [10]. Architecture decision making is 
closely linked to requirements engineering and the aspects related to this are addressed 
in [11] and [12]. A survey of various requirements prioritization techniques is 
undertaken in [13]. Decision-Making in Software Engineering is extremely challenging 
because of a dynamically changing environment, conflicting stakeholder objectives, 
constraints, coupled with a high degree of uncertainty and vagueness of the available 
information.  

The Analytic Hierarchy Process (AHP) is based on the experience gained by its 
developer, T.L. Saaty [25], while directing research projects in the US Arms Control 
and Disarmament Agency. It was developed as a reaction to the finding that there is a 
miserable lack of common, easily understood and easy-to-implement methodology to 
enable the taking of complex decisions. Since then, the simplicity and power of the 
AHP has led to its widespread use across multiple domains in every part of the world. 
The AHP has found use in business, government, social studies, R&D, defence and 
other domains involving decisions in which choice, prioritization or forecasting is 
needed [24]. Combining our GORE method and AHP in decision making provides 
adequate rationale for the decision arrived at.  

In this paper we consider the case study of selecting one among the three Content 
Management Systems (CMS) for a university website. We use our Goal-Oriented 
Requirements Engineering (GORE) method to identify the soft goals which play a vital 
role in deciding which CMS is chosen. Analytic Hierarchy Process (AHP) is then used 
to prioritize the soft goals. The output of GORE and AHP are combined in order to 
produce a metric which decides the best alternative among the three. In Section 2 and 
3, we discuss our proposed approach and highlight how our GORE approach is used 
for identifying soft goals (non-functional requirements), their contribution links to each 
of the alternative. Section 4 discusses how AHP is used to prioritize the soft goals. 
Combining the output of GORE and AHP is discussed in Section 5. The effectiveness 
of the proposed method is discussed in Section 6.    

2   Proposed Approach  

The major steps involved in our proposed approach are shown in Table 1: 
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Table 1. Steps involved in our approach 

Step Description Method Output 
1 Identify the 

alternatives  
Apply our GORE method to identify 
alternatives to achieve a hard goal or 
functional requirement.  
The task here is to decide on the best 
alternative to be selected among three 
CMS for designing a website. 

We consider the 
following CMS as 
candidate choices:  

i. Drupal 4.6.5 
ii. e Z Publish 3 

iii. MD Pro 
1.0.76  

 
2 Identify soft 

goals (non-
functional 
requirements) 

Apply our GORE method to identify soft 
goals which affect decision making 

Table 3 and 4. 
Discussed in  
section 3 

3 Identify 
contribution 
links 

Apply our GORE method to identify 
contribution links between soft goals and 
each alternative 

Table 3. Discussed 
in section 3 

4 Calculate 
priority of 
soft goals 

Use AHP to calculate priority of soft 
goals. If it is a multi-level hierarchy, we 
need to proceed from root to leaf level 
soft goals in calculating priorities of soft 
goals using AHP. Local weights are 
calculated among same level goals using 
AHP. Global weights are the product of 
all local weights proceeding from leaf to 
root. 

Table 5. Discussed 
in section 4 

5 Evaluation 
of each 
alternative 

Use Quality Function Deployment to 
convert contribution link to numeric 
values. This value is multiplied with the 
global weights for each alternative found 
in the previous step. Convert the absolute 
value to relative value. This step is 
repeated for other alternatives  

Table 6. Discussed 
in section 5 

6 Calculation 
of 
effectivenes
s of each 
alternative  

The effectiveness of an alternative 
depends on what extent the alternative 
fulfills the soft goals which defines 
quality. This is done by matrix 
multiplication of relative values of each 
alternative with the global weights of soft 
goals. Convert the absolute value to 
relative value. 

Fig. 1. Discussed in 
section 5 

7 Ranking of 
alternatives 

The alternatives are ranked in terms of 
increasing order of their relative values. 

Table 7. Discussed 
in section 5 
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3  Identifying Soft Goals and Contribution Links Using GORE 
Methodology 

Some of the prominent GORE methods include: Keep All Objectives Satisfied 
(KAOS) method [13], Tropos [14], NFR framework [2, 15].  Our GORE method 
retains the generic features of other techniques in extracting hard and soft goals, 
decomposing the goals and refining them. In addition to these, we give more 
emphasis on identifying the contribution links. Many methods have taken this 
approach of representation. In our approach we propose the following links: ++, +, -- 
or -. The symbols and their meanings are shown in first two columns Table 2. The 
significance of the values mentioned in the third column is discussed in section 5. The 
method of identifying these contribution links which could be either quantitative or 
qualitative can be found in our earlier work [16].  

Table 2. Meaning of Contribution Links 

Symbol Meaning Value 
++ A hard goal requirement is fully supported by the soft goal. 9 
+ A hard goal requirement is partially supported by the soft 

goal. 
6 

- A hard goal requirement is supported very minimally by the 
soft goal. 

3 

-- A hard goal requirement is not supported by the soft goal. 0 

 
In our case study the hard goals are the three CMS which are the candidate choices 

for designing University website. The first task in our proposed approach is to 
identify all the soft goals which play a vital role in deciding the best alternative. The 
soft goals identified for this particular scenario are shown in the first three columns of 
table 3. Each of the soft goal could be further AND decomposed into sub-goals. For 
example, Security has 2 sub-goals and each of these sub-goals have been decomposed 
into 2 sub-goals each. Table 4 contains description about all the identified leaf level 
soft goals. 

Table 3. Soft goals and Contribution links for each of the alternative 

Goal (L1) Sub goal (L2) Sub goal (L3) Drupal 
4.6.5 

e Z 
Publish 
3 

MD 
Pro 
1.0.76 

1.Security 1.1 Application 
Security 

1.1.1 Human vs PC 
Verification 

-- -- ++ 

1.1.2 Authentication 
extensibility 

++ ++ ++ 

1.2 Data 
Security 

1.2.1 Support SSL 
Protocol 

+ ++ -- 

1.2.2 SQL Security ++ ++ ++ 
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Table 3. (Continued) 

2.Management 2.1 Style 
Management 

2.1.1 Web-based 
style

++ ++ ++ 

2.1.2 Multiple 
templates per site

++ ++ ++ 

2.1.3 Multiple menu 
types

+ + + 

2.1.4 Dynamic 
Menus

-- -- -- 

2.1.5 Multilingual 
contents

++ ++ ++ 

2.2 Web-Statics 2.2.1 Visitor 
tracking

++ -- ++ 

2.2.2 Contents 
tracking

++ -- ++ 

2.2.3 Log-in History ++ -- -- 
3. Ease of Use 3.1 Drag and 

Drop 
 ++ -- -- 

3.2 Preview ++ ++ ++ 
3.3 Spell 
Checker 

 ++ -- -- 

3.4 Undo (upto 
10 levels) 

 ++ ++ -- 

3.5 Image 
Resizing 

 ++ ++ -- 

3.6 File type 
Conversion 

 ++ -- -- 

4. Efficiency 4.1 Static 
Content export 

 -- ++ -- 

4.2 Page 
Caching 

 ++ ++ -- 

5. Help and 
Support 

5.1 Manuals  ++ ++ ++ 
5.2 Online Help ++ -- -- 
5.3 Videos and 
Demos 

+ -- -- 

5.4 Mailing list + -- -- 
5.5 Public forum + -- -- 

6. Richness of 
built-in tools 

6.1 Blog  ++ ++ -- 
6.2 Chat -- -- -- 
6.3 Forum ++ ++ -- 
6.4 Image 
Gallery 

-- ++ -- 

6.5 Graph and 
chart 

-- -- -- 

6.6 Search 
Engine 

++ ++ ++ 
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Table 4. Description of leaf level soft goals 

Leaf Level Soft 
Goal 

Description 

1.1.1 Human vs PC 
Verification 

The ability to determine whether the user is a human or a 
machine. The supportability to Captcha challenge-
response protocol.

1.1.2 Authentication 
extensibility 

The ability to integrate additional authentication 
mechanisms beyond the proprietary authentication 
protocols.

1.2.1 Support SSL 
Protocol 

The ability of the system to work with a secure socket 
layer (SSL) certification on the web server

1.2.2 SQL Security The supportability of encryption capabilities within the 
database

2.1.1 Web-based 
style 

The ability to create, upload, and delete templates via a 
web browser

2.1.2 Multiple 
templates per site 

The ability to choose a different template for each page 

2.1.3 Multiple menu 
types 

The ability to choose from different menu types 

2.1.4 Dynamic 
Menus 

The ability to create menus that are dynamically updated 
based on the site-map

2.1.5 Multilingual 
contents 

The ability to create sites with multilingual contents 

2.2.1 Visitor tracking The ability to report the number of visitors per time period 
2.2.2 Contents 
tracking 

The ability to report on the number of downloads per time 
Period 

2.2.3 Log-in History The ability to keep track of who logged in, when, and what 
is his/her IP address.

3.1 Drag and Drop The ability to position contents in a drag-and-drop fashion 
3.2 Preview The ability to preview contents online before publishing 
3.3 Spell Checker The ability to check spelling by a built-in spell checker 
3.4 Undo (upto 10 
levels) 

The ability to undo performed operations 

3.5 Image Resizing The ability to resize images within articles without 
affecting the original stored image

3.6 File type 
Conversion

The ability to convert an image from one format to another 

4.1 Static Content 
export 

The ability of the system to export its contents as static 
HTML so it may be served by static HTML servers 

4.2 Page Caching The ability to cache pages so as to save the time needed 
for creating it when it is requested again.

5.1 Manuals The availability and quality of additional books and 
manuals to explain the system installation process 

5.2 Online Help The availability and quality of the online installation help 
5.3 Videos and 
Demos 

The availability and quality of videos explaining the 
system installation process
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Table 4. (Continued) 

5.4 Mailing list The availability of a mailing list service that includes latest 
news, updates, etc to the system 

5.5 Public forum The availability and quality of a public forum or 
discussion board for the system 

6.1 Blog The availability of a blog facility 
6.2 Chat The availability of an real-time online chat facility 
6.3 Forum The availability of a message board creation and 

management Utility 
6.4 Image Gallery The ability to create a gallery-page with thumbnails of 

images stored in the database 
6.5 Graph and chart The ability of the system to create graphs and charts based 

on some data sets 
6.6 Search Engine The availability of an integrated search engine for 

searching and indexing contents. The users can then use 
this engine to search the contents 

4  Prioritizing Soft Goals Using AHP 

We then apply step 4 of our approach which involves prioritizing the soft goals. We 
make use of AHPs pair wise comparison technique for this purpose. In case of a 
multi-level hierarchy, this is done by applying AHP starting from root level goals to 
leaf level goals. Local weights are calculated among same level goals using AHP. 
Global weights are the product of all local weights proceeding from leaf to root. The 
result of this step is shown in table 5.  

Table 5. Calculation of Local and Global weights 

Goal (L1) Local 
Weight 

Sub goal (L2) Local 
Weight

Sub goal (L3) Local 
Weight 

Global 
Weight 

1.Security .023 1.1 Application 
Security 

.167 1.1.1 Human vs PC 
Verification 

0.875 
 

0.0032 

1.1.2 
Authentication 
extensibility 

0.125 0.0004 

1.2 Data Security .833 1.2.1 Support SSL 
Protocol 

0.833 
 

0.0159 

1.2.2 SQL Security 0.167 0.0031 
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Table 5. (Continued) 

2.Management.032 2.1 Style 
Management 

0.833
 

2.1.1 Web-based 
style

0.512 0.0136 

2.1.2 Multiple 
templates per site

0.063 0.0166 

2.1.3 Multiple 
menu types

0.261 0.0695 

2.1.4 Dynamic 
Menus

0.129 0.0343 

2.1.5 Multilingual 
contents

0.033 0.0087 

2.2 Web-Statics 0.167 2.2.1 Visitor 
tracking 

0.657 0.0034 

2.2.2 Contents 
tracking 

0.146 0.0007 

2.2.3 Log-in 
History

0.196 0.0010 

3. Ease of 
Use 

.519 3.1 Drag and 
Drop 

.228 0.1183 

3.2 Preview .228 0.1183 
3.3 Spell 
Checker 

.228 0.1183 

3.4 Undo (upto 
10 levels) 

.228 0.1183 

3.5 Image 
Resizing 

.044 0.0228 

3.6 File type 
Conversion

.044 0.0228 

4. Efficiency .115 4.1 Static 
Content export

0.25 0.0287 

4.2 Page Caching 0.75 0.0862 
5. Help and 
Support 

.207 5.1 Manuals 0.506 0.1047 
5.2 Online Help 0.130 0.0269 
5.3 Videos and 
Demos 

0.273 0.0565 

5.4 Mailing list 0.031 0.0064 
5.5 Public forum 0.060 0.0124 

6. Richness 
of built-in 
tools 

.101 6.1 Blog 0.348 0.0351 
6.2 Chat 0.072 0.0072 
6.3 Forum 0.045 0.0045 
6.4 Image 
Gallery 

0.142 0.0143 

6.5 Graph and 
chart 

0.045 0.0045 

6.6 Search 
Engine 

0.349 0.0351 
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5  Combining GORE and AHP 

The step 5 involves combining the outputs of GORE and AHP. The output of GORE is 
a set of hard and soft goals with contribution links. The output of AHP will be the 
global weights of all the leaf level soft goals. The first task here is to convert the 
contribution links into a numerical value.  

Quality function deployment (QFD) is a “method to transform user demands into 
design quality, to deploy the functions forming quality, and to deploy methods for 
achieving the design quality into subsystems and component parts, and ultimately to 
specific elements of the manufacturing process [17]. Many QFD techniques [18, 19 
and 20] employ a 4-point or 5-point scale to convert the qualitative links to quantitative 
value. To our approach, we consider a 4-point scale for converting the contribution 
links to a numerical value. Column three of Table 2 specifies the value which we have 
chosen in our approach. 

We take each alternative and multiply the global weight of the soft goal with the 
numerical value of the contribution link which gives us the absolute value. This 
absolute value is then converted into relative value. This calculation for the first 
alternative Drupal 4.6.5 is shown in table 6. The same steps are applied for the other 
two alternatives. Due to space constraint, the calculations for other two alternatives are 
not shown.   

Table 6. Evaluation of Drupal CMS 

Soft goal Global 
Weights(1) 

Contribution 
Link(2) Absolute Value(1*2) Relative Value 

1.1.1 Human vs 
PC Verification

0.0032 0
0 0 

1.1.2 
Authentication 
extensibility 

0.0004 9

0.0036 0.000585 
1.2.1 Support 
SSL Protocol 

0.0159 6
0.0954 0.015501 

1.2.2 SQL 
Security 

0.0031 9
0.0279 0.004533 

2.1.1 Web-
based style 

0.0136 9
0.1224 0.019888 

2.1.2 Multiple 
templates per 
site 

0.0166 9

0.1494 0.024275 
2.1.3 Multiple 
menu types 

0.0695 6
0.417 0.067755 

2.1.4 Dynamic 
Menus 

0.0343 0
0 0 

2.1.5 
Multilingual 
contents 

0.0087 9

0.0783 0.012722 
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Table 6. (Continued) 

2.2.1 Visitor 
tracking 

0.0034 9
0.0306 0.004972 

2.2.2 Contents 
tracking 

0.00077 9
0.00693 0.001126 

2.2.3 Log-in 
History 

0.00103 9
0.00927 0.001506 

3.1 Drag and 
Drop 

0.1183 0
0 0 

3.2 Preview 0.1183 9 1.0647 0.172995 
3.3 Spell 
Checker 

0.1183 0
0 0 

3.4 Undo (upto 
10 levels) 

0.1183 9
1.0647 0.172995 

3.5 Image 
Resizing 

0.0228 0
0 0 

3.6 File type 
Conversion 

0.0228 0
0 0 

4.1 Static 
Content export 

0.0287 0
0 0 

4.2 Page 
Caching 

0.0862 9
0.7758 0.126054 

5.1 Manuals 0.1047 9 0.9423 0.153107 
5.2 Online Help 0.0269 9 0.2421 0.039337 
5.3 Videos and 
Demos 

0.0565 6
0.339 0.055082 

5.4 Mailing list 0.0064 6 0.0384 0.006239 
5.5 Public 
forum 

0.0124 6
0.0744 0.012089 

6.1 Blog 0.0351 9 0.3159 0.051328 
6.2 Chat 0.0072 0 0 0 
6.3 Forum 0.0045 9 0.0405 0.006581 
6.4 Image 
Gallery 

0.0143 0
0 0 

6.5 Graph and 
chart 

0.0045 0
0 0 

6.6 Search 
Engine 

0.0351 9
0.3159 0.051328 
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Next step involves calculation of effectiveness of each alternative in fulfilling soft 
goals which defines quality. This is done by matrix multiplication of relative values of 
each alternative with the global weights of soft goals as shown in fig 1.  

 

Fig. 1. Calculation of effectiveness of each alternative 

a1 to a31 represents the relative values of Drupal 4.6.5 for identified soft goals. 
b1 to b31 represents the relative values of e Z Publish 3 for identified soft goals. 
c1 to c31 represents the relative values of MD Pro 1.0.76 for identified soft goals. 
g1 to g31 represents the global weights of leaf level soft goals as shown in Table 5.  
ABV1 to ABV3 represents the absolute value of alternatives Drupal 4.6.5, e Z Publish 
3 and MD Pro 1.0.76 respectively. The absolute value obtained is then converted to 
relative value as shown in table 7.  

Table 7. Relative values of each alternative 

Alternative Absolute Value Relative Value Ranking 
Drupal 0.0995 0.42601 I 

E Z Publish 0.06025 0.257949 III 
MD Pro 0.07381 0.316039 II 

 
The relative values shown in table 7 indicate that Drupal is the best alternative 

followed by MD Pro and E Z Publish which fulfills the set of soft goals identified for 
the problem.  

6  Discussion 

The steps proposed for integrating AHP and SQFD into the proposed method has been 
validated with case studies as explained earlier. Here are the following observations 
about the results obtained. The success of this approach depends on the following 
factors: 
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i. Clear identification of hard goals and soft goals.  
ii. The identification of qualitative and quantitative criteria is an important step in 

the process since they directly contribute to identification of contribution 
links. These contribution links play a major role in choosing the best 
alternative.  

iii. Appropriate stakeholders’ needs to be identified in prioritizing soft goals.  

AHP is a technique for computing priorities which is widely used in many domains. 
The data entered by a stakeholder is checked for consistency by measuring 
Consistency Index or Ratio (CI / CR). If CI > 0.1, then it implies that the priorities 
given by a stakeholder are not consistent. In the existing GORE literature, there exists 
technique which makes use of formal techniques [3, 14] in choosing the best 
alternative. They make use of temporal logic and label propagation algorithms. Our 
approach differs in adopting a quantitative way of evaluating the alternative using 
AHP.   

7  Future Work 

The future work will be carried out in the following areas: 

• We have assumed the contribution links as either contributing positively 
or negatively. There are situations when the soft goals conflict with one 
another. For example, enhancing security can compromise on the 
performance of the system. This aspect will be considered in our future 
work.  

• While converting the contribution links to a numerical value, we have 
adopted a linear scale. We will be studying the effect of using a non-linear 
scale of values on the final outcome.  

• Topsis can be considered as a technique for prioritizing soft goals.  
• Comparison of our approach with other techniques by identifying suitable 

metrics.  
• Technique can be used in negotiating SLA (Service Level Agreement) for 

Cloud Computing where service quality plays a vital role.  
• A tool to support the entire process.  

8  Conclusion 

In this paper, we have made an attempt to integrate GORE method with AHP in 
arriving at a decision. The method gives consistent results which depend on the quality 
of the goals identified and their priority. The same process might yield a different 
outcome if we are going to select a CMS for an e-commerce site. Security becomes 
more important and the global weights for the soft goals will change as a result. We 
have identified further work which will be carried out in the near future. 
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Abstract. In our day to day life all of us are sending and receiving SMS to our 
friends, relatives and our loved ones. The frequent problem we find out here is 
lack of user applied encryption techniques to send their messages in a secure 
manner. In this paper we proposed a simple Multilanguage Encryption Tech-
nique for SMS (METSMS) applications based on symmetric key. In this 
METSMS technique plain text Alphabets are replaced by Multilanguage alpha-
bets to generate the cipher text. And the cipher text is block cipher in nature. 
Due to this block ciphering nature we are transmitting less amount of cipher al-
phabets, thus the transmitting message length is small and secure. With this 
METSMS method, it is possible to do the encryption and decryption process for 
any language in the world which have Unicode. 

1   Introduction 

The encryption of information for the purpose of encoding, processing and sharing by 
using the cryptography method [5] was introduced only for a few languages of the 
world. It is also difficult to write cryptography by using only one algorithm. Though 
different methods of cryptography were introduced / used by different countries at 
various periods of time in the past, it is quite interesting to know that in India the 
cryptography method has been in use since 1600 BC[7]. In India 1.20 Billion people 
speak in 337 of the 348 languages and the rest 11 languages went out of usage by the 
passage of time. Around 8 million people speak in Tamil language, which is an oldest 
South Indian language. Tamil is the Administrative language in Tamil Nadu, Singa-
pore, Malaysia and Sri Lanka. In this language, during the periods of 1600 BC , a 
cryptography method known as ‘Porulkoal’   (   in Tamil)  was in ex-
istence. In the Ancient and Medieval Tamil grammar books ‘Tholkappiam’ 
(  in Tamil) [4] and ‘Nannool’ (  in Tamil), we can un-
derstand the meaning only by applying the ‘Porulkoal’ system. In Thirukkural, which 
is an ancient treasure of wisdom and also regarded as a Common Veda for the world 
by the Tamil people, also we can understand the meaning by using the ‘Porulkoal’ 
method. This ‘Thirukkural’ consists of 1330 couplets and over 100 couplets can be 
understood with the help of ‘Porulkoal’ method. ‘Porulkoal’ explains how the mean-
ing of a poem or a literary work, with a secretly changed words, should be obtained.  
     After these periods, Caesar introduced the world famous character level cryptogra-
phy method. By applying the shifting of words system, a sentence or a word can  
be secretly changed so that other do not understand the meaning. The Quantum  
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Cryptography method [6], which came into use afterwards, has several limitations. 
During 20th century period a number of cryptography methods were developed by us-
ing ASCII code system. But since the ASCII [2] numbers are made up of 64 to 127, 
which is shorter in length, one can easily understand them by applying the Brute force 
method. This method is developed by using only the English word and characters. 
Hence, no encryption can be made for other languages by applying this method. 

In MULET [1] type encryption, the cipher text which is derived by applying the  
multi language contains not only a shorter multi language characters but also two 
types of Replacement method are explained in them. Hence there are two shortcom-
ings in this process, But the METSMS method, which is now introduced here is free 
from the above two types of shortcomings and also the cipher text which we get at the 
end is also a Block cipher, which is a notable feature. This apart, the mapping array 
used here is made up with the help of Three Dimensional Multi language method and 
hence it is very difficult for others to understand the information even by attempting 
the Brute force attack or any similar types of attack. 

2   Choice of Unicode Standard 

In the ASCII code and EBCDIC code which were introduced earlier encompassed on-
ly the English language. Other languages cannot be encoded and processed with the 
ASCII and EBCDIC codes [3]. It was very difficult to represent the characters of all 
the world languages with the help of a single encoding method. Evidently many types 
of encoding methods were used to encode the languages of the European Union. The 
encoding methods that came into existence afterwards were used for languages which 
are being written from left to right. For languages which are written from Right to 
left, for example Arabic and Hebrew, there was no solution from the above encoding 
method. But through a single encoding system known as ‘Unicode’ method, we can 
make encoding, processing and sharing of information of all classical languages of the 
world. Normally it is very difficult to represent a language with 256 characters, like 
Japanese, with the previous methods of encryption. But with the help of Unicode [8] 
method it has now become easier for us to encrypt these languages also. We can 
represent any of the classical languages of the world (i.e. we can encode, process and 
share the information) through this Unicode method.  

3   Existing Method 

In MULET, the plain text is first converted to Unicode. Then it is converted as cipher 
text by using the Multilanguage character and Multilanguage numerical table. The ci-
pher we get as above is known as stream cipher. The length of the cipher we got as 
above is too lengthier and also requires two types of Replacement method. The step 
by step procedure of MULET is clearly explained in Table 1. 
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Table 1. Characterwise Encryption Using One Dimensional Array Substitution  

 
 

For the plain text English letters – ‘God is great’, first we have to write the equiva-
lent Unicode. Assuming that the mapping constant M = 3, then we have to divide all 
the Unicode value by M. The stream cipher is made up with the resultant Quotient 
and Remainder value after the Division. By using Table 2, the Multilanguage charac-
ter equivalent for the Remainder is written. Suppose a Remainder is repeated for one 
or more time, it is replaced with the help of Table 3. 

Table 2. Mapping Array With M=3 

 

In Table 1, since the remainder ‘2’ for the letters ‘S’ and ‘G’ comes immediately 
after one another, the first ‘2’ is replaced with the help of  Table 2 and the second ‘2’ 
is replaced with the help of Table 3. 

Table 3. Multilanguage Set 

 

On the whole, the stream cipher is finally constructed through two Replacements. 
The cipher is also too lengthier compared to the cipher which we get through the pro-
posed method. The mapping array in Table 2 is constructed with the help of Hindi 
language. This apart, Multilanguage numerical is used in Table 3. Here, it is easier to 
know the information because the number of Multilanguage characters used as map-
ping array in Table 2 is very less.  

4   Proposed Method 

The METSMS encryption method is clearly explained in Table 4. According to this 
method, the plain text – “God is great” is changed as Unicode. Let us assume the 
same mapping constant (i.e. M = 3). But, here the mapping constant array is created 
of a Three Dimensional value. The Unicode value is divided with M = 3 and then  
we get the Remainder and the Quotient value. The Remainder value is then grouped 
as x y z (3 x 3 groups). Then, for each group a Three Dimensional multi language 
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character from Table 5 is written. The cipher we get here is known as Block cipher. 
The Three Dimensional mapping array in Table 5 is created with the help of multi 
language characters. The x here denotes the Table number.  y and z denote the Col-
umn and Row.  

For example the mapping array constant for Hindi, Tamil and Telugu languages 
are given in Mapping Table 0, Mapping Table 1 and Mapping Table 3 respectively. 
Likewise all the languages of the world for which Unicode is available can be created 
with the mapping array constants. Since the last letter ‘T’ in Table 4 is short/ less by 
two pairs, two zero padding are created for it. That is why there shall be no difficulty 
in the process of encryption and decryption. Table 6 clearly explains the METSMS 
decryption process. 

The MULET process gives the cipher which is lengthier when compared to the 
Block cipher derived from the METSMS process. Apart from this, the other notable 
feature is that one cannot understand the information even by attempting the Brute 
force method because the mapping array used in the METSMS process is of Three 
Dimensional multi language character. 

Table 4. METSMS Encryption 

 

Table 5. Three Dimensional Mapping Array with M=3 

 

Table 6. METSMS Encryption 
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5   Performance Analysis 

A detailed comparison between the MULET and METSMS process methods are 
well explained with the help of the graph given above. It shows how the cipher in 
the METSMS method is shorter and how the cipher in the MULET method is leng-
thier. The Quotient value repeated in the MULET method is re-arranged with the 
help of Table IV. But there is no need for such types of replacements or re-
arrangements in the METSMS method. Since the number of mapping array con-
stants are higher in METSMS method when compared to the MULET method, the 
METSMS method is proved to be more secured. 

 

Fig. 1. MULET Vs METSMS 

6   Conclusion 

The METSMS encryption method is created with the help of the Unicode and hence 
is very easier for encrypting the world languages which have Unicode. That is why 
this method can be called as Universal Cryptographic Algorithm. This method also 
ensures better security, since the encryption is made by applying the Three Dimen-
sional mapping array. Hence it is a very difficult task for others to understand the 
information. In order to decrypt the Block cipher with due process, the ‘Q’ value 
becomes an important factor. Hence, by using the advanced stenography method, 
the information can be safely passed on to others. In future, it shall become very 
easier to convert the cipher text in the METSMS process to Binary code. 
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Abstract. Now a day various techniques have been developed for reducing the 
power consumption of VLSI designs, such as pipelining and parallel 
processing, reducing the dynamic power, voltage scaling, clock gating etc. To 
increase the processing speed of the silicon IC, logic gates are made using CNT 
FETs and designed using the VLSI technology. Lowering down the power con-
sumption and enhancing the processing speed of IC designs are undoubtedly the 
two important design challenges in designing ICs.  

The objective of a paper is to provide, high speed and low power adder. In 
this paper, a VLSI designed low power; high speed adder is proposed using the 
SPST approach. This adder is designed by applying the Spurious Power Sup-
pression Technique (SPST) on a modified Carry look ahead adder, which is 
controlled by a detection unit using an AND gate. The proposed architecture  
is synthesized. In Xilinx RTL, chip XC5VLX50TFF1165 Vertex 5 series is  
selected for benchmarking. The timing report shows that to perform 16 bit  
addition the minimum period required for CLA adder is and MCLA 
adder requires . The proposed adder requires 9.147 ns. An improve-
ment of 37.71% is achieved in speed when compared to SPST with CLA adder 
and an improvement of 9.147% is achieved in speed when compared to CLA 
SPST with MCLA adder. The SPST adder implementation with AND gates 
have an extremely high flexibility on adjusting the data asserting time. This fa-
cilitates the robustness of SPST can attain 30% speed improvement. 

Keywords: SPST Technique, Detection unit, MCLA Adder. 

1   Introduction 

Adders are commonly found in the critical path of many building blocks of micropro-
cessors and digital signal processing chips. A fast and accurate operation of a digital 
system is greatly influenced by the performance of the resident adders. The most im-
portant for measuring the quality of adder designs in the past were propagation delay, 
and area. There are many different approaches to consider when designing a high per-
formance adder. 

ns 685.14
ns 003.10
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In array processing and in multiplication and division, multi-operand addition is of-
ten encountered. More powerful adders are required which can add many numbers in-
stead of two together. One such design of a high-speed multi-operand adder is Carry- 
Look Ahead Adder (CLA).It can prevent time-consuming carry propagation and 
speed up computation. 

There have been a number of studies developed to reduce the dynamic power by 
minimizing the switching activity [3] [4]. This paper presents a low power adder de-
sign with Spurious Power Suppression Technique (SPST) and Modified CLA adder 
(MCLA) in which there will be enhancement in the speed and reduction in power dis-
sipation by minimizing the switching activity. The rest of the paper is organized as 
follows. In section 2 Spurious Power Suppression Technique is explained. Section 3 
describes the architecture design of 32 bit SPST adder. In section 4 MCLA adder is 
discussed. Sections 5 pave a way to the implementation and results followed by con-
clusion in section 6.  

2   Spurious Power Suppression Technique 

The SPST uses a detection logic circuit to detect the effective data range of arithmetic 
units, e.g., adders or multipliers [1]. When a portion of data does not affect the final 
computing results, the data controlling circuits of the SPST latch this portion to avoid 
useless data transitions occurring inside the arithmetic units. This data controlling unit 
brings evident power reduction [2][5].  

To illustrate the SPST, five cases of a 16-bit addition are explained as shown in 
Figure. 1. The 1st case illustrates a transient state in which the spurious transitions of 
carry signals occur in the MSP though the final result of the MSP are unchanged. The 
2nd and 3rd cases describe the situations of one negative operand adding another posi-
tive operand without and with carry from LSP, respectively. Moreover, the 4th and 5th 
cases respectively demonstrate the conditions of two negative operands addition 
without and with carry-in from LSP. In those cases, the results of the MSP are pre-
dictable, therefore the computations in the MSP are useless and can be neglected. 
Eliminating those spurious computations will not only save the power consumed in-
side the SPST adder/subtractor but also decrease the glitching noises which will affect 
the next arithmetic circuits[1][5].  

 

 

 

Fig. 1. Example for SPST addition 
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3   Architecture of 16 Bit SPST Adder 

In Figure 2 the architecture of SPST is illustrated through a low power ad-
der/subtractor design. The adder/subtractor is divided into two parts, the most signifi-
cant part (MSP) and the least significant part (LSP). The MSP of the original ad-
der/subtractor is modified to include detection logic circuits, data controlling circuits, 
sign extension circuits, logics for calculating carry in and carry out signals. The LSP 
adder is implemented using MCLA adder. When a portion of data effect the final 
computing results, the data controlling circuits of the SPST latch this portion to avoid 
useless data transitions occurring in the arithmetic unit. The detection logic is used to 
detect the spurious activity using MSP bits of the numbers and the carry from the LSP 
adder. The outputs from the detection logic are close, carry_ctrl, sign. The generations 
of the three control signals is illustrated in the below mentioned equations. 

= A [15:0]           ;         =B [15:0];                                                     (1) 

= A [15]*A [14]*…..A [0];                                                                (2) 

= B [15]*B [14]*…...B [0];                         (3) 

= A 15  A 14  . . A 0 ;                                      (4) 

= B 15  B 14  . . . B 0 ;                        (5) 

Close=  ;                                                (6) 

Where AMSP and BMSP denote the MSP part of A and B, i.e. 9th to16th  bit. When the 
bits of  AMSP and/or BMSP are all ones, the value of  Aand  and/or  that of Band  respec-
tively becomes one, while the bits in AMSP and/or BMSP are all zeros, the value of Anor  
and/or Bnor   turn into one. Being one of the outputs of the detection logic unit, close 
denotes whether the MSP circuits can be neglected or not. When the two input ope-
rand can be classified into one of the five   classes as shown in Figure 1, the value of 
the close become zero which indicates that the MSP circuits can be closed. Figure al-
so we derive the Karnaugh maps which lead to the Boolean equations (7) and (8) for 
carry_ctrl and sign signals respectively. 

Carry_ctrl= (CLSP⊕ ⊕ )*( + )*( + )     (7) 

Sign= *( + ) + CLSP* *                         (8) 

In this example, the 16 –bit adder is divided into MSP and LSP at the place between 
8th and 9th bit. Latches implemented by simple AND gates are used to control the in-
put data of the MSP. When the MSP is necessary, the input data of MSP remain the 
same as usual, while the MSP is negligible, the input data of the MSP become zeros 
to avoid switching power consumption. From the equations (1) and (8), the detection 
logic unit of the SPST is designed as shown in figure which can determine whether 
the input data of MSP should be latched or not. 
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Fig. 2. Architecture of Low Power adder 

The detection logic circuit is shown in Figure 3. The three output signals of the de-
tection logic are close, control, sign.LSP adder is Modified carry look ahead adder. 

4   Modified CLA Adder  

The main concept of MCLA is to use NAND gates to replace AND and NOT gates of 
CLA adder. The design of MCLA adder consist of two parts 
Arithmetic adder circuit 

• Carry look ahead circuit 

 

Fig. 3. Detection logic using AND gate 
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In MCLA a new full adder called metamorphosis of PFA is used. Here the generator 

 is produced by using NAND gate. The carries of the next stage are also generated 

using NAND gate and is written as  

                       
                                                  (9) 

Where Ci+1  is the next stage carry, Ci  is the previous carry, gi is the generate logic 
and pi is propagate logic. In metamorphosis PFA the signal   is implemented with 

NAND gate. It is faster than the gi of PFA implemented with AND gates. The above 
generated carries are implemented in carry look ahead circuit. The AND gate is used 
to generate g bit. This can be simplified using NAND gate and a NOT gate to replace 
AND gate of the previous level. With this logic one gate delay is increased due to one 
NOT gate. To reduce this in MCLA NOT gate of previous stage is canceled with 
NOT gate of present stage. With the cancellation of NOT gate, one gate delay is re-
duced at every stage. This again adds to the improvement of the speed.  

5   Implementation and Results of SPST Adder  

To prove the architectural concept after functional validation, the proposed architec-
ture is synthesized. In Xilinx RTL, chip XC5VLX50TFF1165 Vertex 5 series is  
selected for benchmarking. The tool does a high level of optimization and generates 
net list. 

Table 1. Performance analysis of SPST adder using MCLA 

Adder 
Type 

CLA adder1 CLA   adder + 
MCLA2 

Proposed Ad-
der3 

          %improvement  

1&3 2&3 

Delay 14.685 ns 10.003 ns 9.147 ns 37.71 8.55 

 
Table 1 shows the performance analysis of the SPST adder when compared to oth-

er adder. The timing report shows that to perform 16 bit addition the minimum period 
required for CLA adder is 14.685 ns and MCLA adder requires . The pro-
posed adder requires 9.147 ns. An improvement of 37.71% is achieved in speed when 

compared to SPST with CLA adder and an improvement of  is achieved in 
speed when compared to SPST with MCLA. 

The gate utilization summary is presented in Table 2. The SPST adder is imple-
mented using basic gates like AND, Inverter and OR. It uses 2 inputs, 3 inputs, 4 in-
puts, 5 input and 6 input LUT's. As shown in the table a total of  gates are re-

quired to implement this adder. 

ig

( )iii1i cpgc =+

ig

ns 003.10

% 147.9

896
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Table 2. Gate utilization summary of SPST Adder 

No. of I/P  LUTS 

 

TYPE OF GATES 

LUT2 LUT3 LUT4 LUT5 LUT6  TOTAL 

Inverter 0 42 0 104 114 260 

AND 0 58 7 239 173 477 

OR 1 25 4 79 50 159 

Total       896 

6   Conclusion 

In this paper we propose a high speed low power VLSI Architecture for SPST adder 
using Modified Carry Look Ahead Adder. The SPST adder implementation with 
AND gates have an extremely high flexibility on adjusting the data asserting time. 
This facilitates the robustness of SPST can attain 30% speed improvement. The pro-
posed architecture is synthesized in Xilinx RTL; chip XC5VLX50TFF1165 Vertex 5 
series is selected for benchmarking. The timing report shows that to perform 16 bit 
addition the minimum period required for CLA adder is 14.685 ns and MCLA adder 
requires 10.003ns. The proposed adder requires 9.147 ns. An improvement of 37.71% 
is achieved in speed when compared to SPST with CLA adder and an improvement of 
9.147% is achieved in speed when compared to CLA SPST with MCLA adder. 
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Abstract. Power dissipation has become a prime constraint in high performance 
applications, especially in clocked devices like microprocessor and portable  
devices. Optimizations for the ASIC cells are crucial in order to improve the 
performance of various low power and high performance devices.  The design 
criterion of primitive cells is usually multi-fold. Optimization of several devices 
for speed and power is a significant issue in low-voltage and low-power appli-
cations. These issues can be overcome by incorporating Gated Diffusion Input 
(GDI) technique. This paper mainly presents the design of primitive cells like 
AND, OR, NAND, NOR, MUX, XOR and XNOR cell in Modified Gate Diffu-
sion Input Technique. This technique allows reducing power consumption, de-
lay and  area  of  digital  circuits,  while maintaining  low  complexity  of  logic  
design.  Delay and power has been evaluated by Tanner simulator using TSMC 
0.250 technologies considering minimum power design. The simulation results 
reveal better delay and power performance of proposed primitive cells as com-
pared to existing GDI cell and CMOS at 0.250µm CMOS technologies.  

Keywords: Gate Diffusion Input, ASIC, Full Adder Cell, Primitive cell. 

1   Introduction  

As VLSI circuits continue to evolve and technologies progresses, the level of integra-
tion is increased and higher clock speed is achieved. For such submicron CMOS tech-
nology area, topology selection, power dissipation and speed are very important aspect 
especially for designing Clocked Storage Element (CSE), adder circuits and MAC unit 
for high-speed and low-energy design like portable batteries and microprocessors.  

The overall performance of a design depends on the logic technique used in terms 
of primitive cells that has been used in the hierarchy of the design. Therefore, careful 
design and analysis is required for construction of primitive cells like AND, OR, 
NAND, NOR, MUX, XOR and XNOR to reduce power, delay and area of larger de-
sign unit. Several optimization techniques for primitive cell design are reported in the 
literature [2-10]. Among Gate Diffusion Input (GDI) is a lowest power design tech-
nique which offers improved logic swing and less static power dissipation. Using this 
technique several logic functions can be implemented using less number of transistor 
counts.  This method is suitable for design of fast, low-power circuits, using a reduced 
number of transistors (as compared to TG and CMOS). 



468 R. Uma and P. Dhavachelvan 

The main contribution of this paper presents the design of modified primitive cells 
of OR, AND, NAND, NOR at the circuit level designed based on the GDI technique. 
The modified primitive cells are constructed and its significant variation between 
CMOS and conventional GDI are compared. Though GDI technique offers low pow-
er, less transistor count and high speed, the major challenges occurs in the fabrication 
process. The GDI technique requires twin-well CMOS or Silicon on Insulator (SOI) 
process to realize a chip which increases the complexity as well as cost of fabrication.   

The organization of the paper is as follows: The section 2, describes the basics of 
GDI. Section 3, presents the implementation of modified primitive cell of AND, OR, 
NAND, NOR, XOR, XNOR and MUX. Section 4 presents simulation result using 
Tanner EDA and it is compared with modified GDI and CMOS logic. Finally the 
conclusion is presented in section 5. 

2   Basics of GDI Technique  

The basic primitive of GDI cell consists of nMOS and pMOS as shown in Fig 1. A 
basic GDI cell contains four terminals – G (common gate input of nMOS and pMOS 
transistors), P (the outer diffusion node of pMOS transistor), N (the outer diffusion 
node of nMOS transistor), and D (common diffusion node of both transistors) [5].  
Table 1 shows how a simple change of the input configuration of the simple GDI cell 
corresponds todifferent Boolean functions. Referring to Table1 most of the functions 
are realized using the function F1 and F2 since they are possible to realize using 
CMOS p-well process.   
 

 

Fig. 1. Basic GDI cell 

Table 1. Logic function implemented with 
GDI Technique 

N   P   G OUT Function 

‘0’ B A AB  F1 

B ‘1’ A A B+
 

F2 

‘1’ B A A+B OR 
B ‘0’ A AB AND 

C B A AB +AC MUX 

‘0’ ‘1’ A A  NOT 
 

 
The structure uses 3-inputs instead of 2-input in CMOS logic in order to attain im-

plementation of complicated logic function with less number of transistors. Normally 
in CMOS the pMOS is connected to VDD and nMOS is connected to VSS. But in 
GDI technique both pMOS and nMOS are given with independent inputs so as to ac-
commodate more logic function thereby minimizing transistor count as well as power 
dissipation. Most of these functions presented in Table1 require 6–12 transistors when 
it is implemented with CMOS, Transmission Gate, but they are simple in GDI design  
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logic since each design implementation requires only a minimum of two transistors. 
GDI enables simpler gates, lower transistor count, and lower power dissipation. Mul-
tiple-input gates can be implemented by combining several GDI cells. The buffering 
constraints, due to possible threshold (Vt) drop, are described in detail in [5], as well 
as technological compatibility with CMOS and SOI. The primitive cell construction 
using GDI technique is shown in Fig 2. The primitive cells are simulated using Tanner 
EDA with BSIM3v3 250nm technology with supply voltage ranging from 1V to 2V in 
steps of 0.2V which listed in Table 2. 
 

Table 2. Delay and power of primitive cell in GDI Technique 

Primitive 
Cell 

Switching
Delay 
Of GDI 
gates 
(ps) 

Transistor 
Count for 
GDI cell 

Avg Power 
in GDI 
Technique 
(µW) 

2-input AND 0.200 2 1.286 
2-input OR 0.280 2 1.30 
3-input AND 0.500 4 1.45 
3-input OR 0.503 4 1.55 
2-input NAND 0.520 4 0.657 
2-input NOR 0.540 4 0.680 
2-input XOR 0.545 4 1.48 
2-input XNOR 0.540 4 1.50 
3-input XOR 0.432 6 1.5 

 

 

Fig. 2. Primitive cells in GDI technique 
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3   Modified GDI Primitive Cells 

In this work a modified primitive logic gates have been implemented in 0.250nm 
technology and it is compared with CMOS logic. Fig 3 shows the construction of 
modified basic gates of AND, NOR, AND, NAND, XOR, XNOR and MUX. The 
modified GDI primitive logic function (MGDI) is shown in Table 3. 

 

Fig. 3. Catalogue of modified GDI logic gates  

As an example the operation of AND gate is elucidated. For AND gate the drain of 
pMOS is connected with input ‘A’ and the source of nMOS is connected with input 
‘B’. The gate terminal G is connected with ‘A’. When both the inputs are zero then 
pMOS will operates in linear whereas nMOS in cut-off. While A=’1’ and B = ‘0’ then 
pMOS in cut-off and nMOS in cut-off. Similarly for A=’0’ and B = ‘1’ then pMOS in 
cut-off and nMOS in linear. Therefore for A=’1’ and B=’1’ pMOS in saturation and 
nMOS in linear thereby producing the output as 1. The switching characteristics of 
AND is shown in Fig 4. The logical level for different input combination will be: 

 
For A=0 and B=0: pMOS in Linear:  Vin – Vtp < Vout < VDD   

                           nMOS in Cut-off: Vin<Vtn 
For A=1 and B=0: pMOS in Cut-off: Vin > VDD + Vtp 

     nMOS in Cut-off: Vin<Vtn 
For A=0 and B=1: pMOS in Cut-off: Vin > VDD + Vtp 

     nMOS in linear: 0 < Vout < Vin – Vtn 
For A=1 and B=1: pMOS in linear: Vin – Vtp < Vout < VDD   

      nMOS in linear: 0 < Vout < Vin - Vtn 
 
 
 
 

Table 3. Logic function imple-
mented with MGDI Technique 

N P G OUT Func-
tion 

A B B A+B OR 

B A A AB AND 

B A C CA CB+
 

MUX 

‘0’ ‘1’ A
A  

NOT 
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Fig. 4. Switching Characteristics of MGDI AND gate  

For OR gate the drain of pMOS is connected with input ‘A’ and the source of 
nMOS is connected with input ‘B’. The gate terminal G is connected with ‘B’. When 
both the inputs are zero then pMOS will operates in linear whereas nMOS in cut-off. 
While A=’1’ and B = ‘0’ then pMOS in linear and nMOS in cut-off. Similarly for 
A=’0’ and B = ‘1’ then pMOS in cut-off and nMOS in linear. For A=’1’ and B=’1’ 
pMOS in saturation and nMOS in linear thereby producing the output as 1. The 
switching characteristics of OR is shown in Fig 5. The logical level for different input 
combination will be: 

For A=0 and B=0: pMOS in Linear:  Vin – Vtp < Vout < VDD   
                               nMOS in Cut-off: Vin<Vtn 
For A=1 and B=0: pMOS in linear: Vin – Vtp < Vout < VDD    
                        nMOS in Cut-off: Vin<Vtn 
For A=0 and B=1: pMOS in Cut-off: Vin > VDD + Vtp 
         nMOS in linear: 0 < Vout < Vin – Vtn 
For A=1 and B=1: pMOS in linear: Vin – Vtp < Vout < VDD   
         nMOS in linear: 0 < Vout < Vin - Vtn 

 

Fig. 5. Switching Characteristics of MGDI OR gate 

The performance analysis of MGDI and CMOS logic is presented in Table 4. The 
performance evaluation is made with respect to switching delay, transistor count and 
average power consumed by MGDI and CMOS logic. From this analysis it is ob-
served that the modified GDI performance is better when comparing to CMOS logic. 
In CMOS the number of transistor used to realize a function is twice that of MGDI. 
All the transistors used to design XOR and XNOR has only three transistors in MGDI 
whereas it is 8 in CMOS logic. The power consumed by CMOS is slightly higher than 
MGDI. 
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Table 4. Delay and power of primitive cell in MGDI and CMOS logic 

Primitive 
Cell 

Switching 
Delay 

Of MGDI 
gates 
(ps) 

Switching
Delay 

Of CMOS
gates 
(ps) 

Transistor
Count for
MGDI cell

 
Transistor
Count for
CMOS cell

Avg Power
in MGDI 

Technique 
(µW) 

Avg Power 
in CMOS 
Technique 

(µW) 

2-input AND 0.180 0.240 2 6 0.986 1.698 
2-input OR 0.180 0.270 2 6 1.20 1.550 
3-input AND 0.490 0.542 4 8 1.34 1.872 
3-input OR 0.350 0.492 4 8 1.33 1.723 
2-input NAND 0.242 0.280 4 4 0.540 0.604 
2-input NOR 0.280 0.300 4 4 0.654 0.756 
2-input XOR 0.362 0.567 3 8 1.23 1.5 
2-input XNOR 0.363 0.567 3 8 1.23 1.5 
3-input XOR 0.432 0.678 6 12 1.5 1.75 

4   Simulation and Performance Analysis of MGDI 

The modified GDI primitive cells are simulated using Tanner EDA with BSIM3v3 250nm 
technology with supply voltage ranging from 1V to 2V in steps of 0.2V. All the MGDI 
cells are simulated with multiple design corners (TT, FF, FS, and SS) to verify that opera-
tion across variations in device characteristics and environment. The W/L ratios of both 
nMOS and pMOS transistors are taken as 2.5/0.25µm. To establish an unbiased testing 
environment, the simulations have been carried out using a comprehensive input signal 
pattern, which covers every possible transition for primitive cells. The performances of 
these primitive cells are reported in Table 5.  

The performance of these primitive cells has been analyzed in terms of delay, tran-
sistor count and power dissipation with respect to MGDI, CMOS and GDI technique.  
It is observed that modified cells have least delay and power consumption when com-
pared to CMOS and GDI technique. The design of XOR and XNOR has only 3 tran-
sistors when compare to GDI logic. The overall performance of MGDI, GDI and 
CMOS logic is shown in Table 5. From the performance analysis the modified primi-
tive cell has the minimum delay and power dissipation when compare to conventional 
GDI technique. The performance analysis of MGDI, GDI and CMOS in terms delay, 
gate count and power dissipation is shown in Fig 6. 

Table 5. Delay and power of primitive cell in MGDI, GDI and CMOS logic 

Primitive 
Cell 

Delay 
Of 

MGDI 
gates 
(ps) 

Delay 
Of 

GDI 
gates 
(ps) 

Delay 
Of 

CMOS 
gates 
(ps) 

Gate 
Count 

for 
MGDI 

Cell 

Gate 
Count 

for 
GDI 
cell 

Gate 
Count 

for 
CMOS

cell 

Avg Power
in MGDI 

Technique
(µW) 

Avg Power 
in GDI 

Technique
(µW) 

Avg Power 
in CMOS 
Technique 

(µW) 

AND2 0.180 0.200 0.240 2 2 6 0.986 1.286 1.698 
OR2 0.180 0.280 0.270 2 2 6 1.20 1.30 1.550 
AND3 0.490 0.500 0.542 4 4 8 1.34 1.45 1.872 
OR3 0.350 0.503 0.492 4 4 8 1.33 1.55 1.723 
NAND2 0.242 0.520 0.280 4 4 4 0.540 0.657 0.604 
NOR2 0.280 0.540 0.300 4 4 4 0.654 0.680 0.756 
XOR2 0.362 0.432 0.567 3 4 8 1.23 1.35 1.5 
XNOR2 0.363 0.456 0.567 3 4 8 1.23 1.36 1.5 
XOR3 0.432 0.523 0.678 6 8 12 1.5 1.25 1.75 
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Fig. 6. Performance Comparison of MGDI, GDI and CMOS logic  

From the delay graph it is noticed that the switching delay of NAND and NOR 
gate is much less when compare to AND and OR gate for all MGDI, GDI and CMOS 
logic. Similarly the average power dissipation of NAND and NOR are comparatively 
less when compare to other gates. From the overall analysis the modified primitive 
cell has low area, delay and power when compare to conventional GDI and CMOS 
logic. So if these primitive cells are incorporated in larger hierarchy design the overall 
performance will be superior when compare to GDI and CMOS logic.  

5   Conclusion  

An extensive performance analysis of modified primitive cells of AND, OR, NAND, 
NOR, MUX, XOR and XNOR has been presented. The performance of these MGDI 
was analyzed in terms of transistor count, delay and power dissipation using Tanner 
EDA with TSMC MOSIS 250nm technology and it is compared with conventional 
GDI and CMOS logic. The simulation results reveal better delay and power perfor-
mance of proposed primitive cells as compared to existing GDI cell and CMOS at 
0.250µm CMOS technologies. The work presented in this paper gives more insight 
and deeper understanding of GDI technique and provides scope to include this MGDI 
in larger design to enhance the performance in terms of area, delay and power  
consumption. 
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Abstract. The recognition of emotion has become a multi-disciplinary research 
area that has received great interest. Recognizing emotion of audio data will be 
useful for content-based searching, mood detection etc. The goal of this paper is 
to elaborate a system that automatically recognizes the emotion of the music. We 
present a technique used for document classification, Latent Dirichlet allocation 
(LDA) for the purpose of identifying emotion from music. The recognition 
process consists of three steps. In the first step, extractions of ten distinct features 
from music are performed followed by Clustering of values of these features, and 
finally in the third step an LDA model for each of the emotions is constructed. 
After constructing the LDA the emotion of the given music is identified. This 
model was tested on South Indian film music to recognize 6 emotions happy, 
sad, angry, love, disgust, fear and achieved an average accuracy of 80%. 

1   Introduction 

The word emotion includes a wide range of observable behaviours, expressed feel-
ings, and changes in the body state. Emotion is a feeling that is private and subjective. 
There are eight basic emotions happy, sadness, acceptance, disgust, anger, fear, sur-
prise, anticipation [1]. All emotions are a combination of these basic emotions. With 
the recent advances in the field of music information retrieval, there is an emerging 
interest in analyzing and understanding the content of music which includes emotion, 
genre, lyricist, etc. 

Due to the diversity and richness of music content, many researchers have been 
pursuing a multitude of research topics in this field, ranging from computer science, 
digital signal processing, mathematics, and statistics applied to musicology and psy-
chology [2].Music is not only a set of sounds; it evokes emotions based on listeners’ 
perspective. Music emotion plays an important role in music retrieval, mood detection 
and other music-related applications. 

The goal of this paper is to develop a music emotion recognition system for Tamil 
songs. This emotion recognition system considered both vocal and instrumental 
sounds of the given music piece. 

In the following section, we present a brief overview of existing work related to 
emotion recognition process. Section 3 gives insight into various feature vectors that 
were tried and about implementation of LDA. Section 4 gives evaluation of a system. 
Concluding remark and references follow in section 5. 
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2   Related Works 

Music emotion plays an important role in music retrieval, mood detection and other 
music-related applications. Many researchers have explored models of emotions and 
factors that give rise to the perception of emotion in music. Some researchers investi-
gate the problem of automatically recognizing emotion in music by proposing algo-
rithms for the same based on music and signal features that convey emotion [2]. 

An emotion recognition system called SMERS - SVR based music emotion recog-
nition system has been developed by Byeong-jun Han et al [2].The authors have ex-
tracted seven different features like pitch, tempo, loudness, tonality, key, rhythm, 
harmonics and mapped them into eleven categories of emotion: angry, bored, calm, 
excited, happy, nervous, peaceful, pleased, relaxed, sad and sleepy. In which three 
types of classifiers were employed to compare their performance SVR (Support Vec-
tor Regression), SVM (Support Vector Machine), GMM (Gaussian Mixture Model). 
Since SVM is a binary classifier, in SVMs-based classification, one-to-one training 
policy was employed. Authors have trained two regression functions to represent 
arousal and valence respectively. Finally, GMM was trained using 7 Gaussian models 
for arousal and valence sets. Each GMM is trained using the Expectation Maximiza-
tion (EM) algorithm. This system had a maximum accuracy of 91.52% (151 of 165 
samples). By changing coordinate system into polar, the accuracy was increased to 
94.55% (156 of 165 samples) using SVR and 92.73% (153 of 165 samples) using 
GMM. 

In another system proposed by Alicja Wieczorkowska et al, the authors’ elaborated 
a tool for content - based searching of music files [1]. A Set of descriptors like fre-
quency, level, tristimulus, brightness, irregularity, even harm and odd harm were ex-
tracted and labelled with 8 classes of emotion. The purpose of their research was to 
perform parameterization of audio data for the purpose of automatic recognition of 
emotion in music. The authors have employed K-NN (k-nearest neighbours) algo-
rithm for classifying emotion. In this algorithm, the class of unknown sample is as-
signed on the basis of k nearest neighbours of known origin. 

Ashutosh kulkarni [3] extracted features like MFCC, Spectral Flux, Spectral cen-
troid, zero crossing rate, Average energy, Spectral roll off and proposed a novel algo-
rithm to segment an audio piece into structural components. The author have classi-
fied each frame of the song into three classes Non vocal, Vocal or Silence using 
multinomial softmax regression. Then they have used a Hidden Markov Model to 
smooth the previous output as well as enforce the time dependent structuring. 

In another work proposed by Qi Lu[4] the authors have applied AdaBoost  
algorithm to integrate MIDI, audio and lyrics information and proposed a two-layer 
classifying strategy called Fusion by Subtask Merging for 4-class music emotion clas-
sification.  

In the work proposed by Erik M.Schmid, [5] the authors have presented a system 
linking models of acoustic features and human data to provide estimates of the emo-
tional content of music according to the arousal-valence space. They have extracted 
features like MFCC, Chroma, and Statistical Spectrum Descriptors (SSD).  

Though they are many classification algorithms like SVM, GMM, HMM for  
emotion recognition, each one has its own disadvantages as well as advantages. In 
SVMs-based classification, one-to-one training policy was employed for training  
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single emotion, since SVM does not support multi-classification [1]. When we con-
sider the next classification algorithm HMM, to arrive better emotion recognition we 
need a large training corpus. On the other hand, GMM is based on clustering using the 
features set based on mean and variance of the feature values. 

Considering the above factors we wanted to verify the LDA classification tech-
nique to recognize emotion of the given music which was initially proposed for 
document classification. LDA is a probabilistic, generative model for discovering la-
tent semantic topics in large collections of text data. We extended the basic concepts 
of topic modeling to construct our emotion model using LDA. In a work proposed, 
Diane J. Hu [6] considered LDA as a statistical approach to document modeling that 
discovers latent semantic topics in large collection of text documents. Latent topics 
are discovered by identifying groups of words in the corpus that frequently occurs to-
gether within documents. 

In another work by David M.Blei, [7] they have described a new model for collec-
tions of discrete data that provides full generative probabilistic semantics for docu-
ments. Documents are modeled via a hidden Dirichlet random variable that specifies a 
probability distribution on a latent, low dimensional topic space. In our proposed sys-
tem, we show use of LDA for recognizing emotion, where the LDA is constructed as 
a two level step based on the features that convey emotion. 

3   Emotion Recognition System 

3.1   System Description 

 

Fig. 1. Overall System Design 

First, we extracted seven different music features, such as Zero Crossing rate, short 
term energy, energy entropy, spectral centroid, spectral flux, spectral roll off and 
MFCC from segmented music signal of size two seconds. Along with these seven 
distinct features three more additional features were chosen to enhance the 
performance of emotion recognition system. The additional features are rhythm, 
tempo and harmonic.Then, the features values are clustered using agglomerative 
clustering. In our proposed system clustering of emotion takes place in bottom up 
fashion. Finally a LDA is implemented to classify emotion of a song. 
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The emotion recognition process involves two phase: Training phase and testing 
phase. In Training phase, we extract features from segmented music signal. Then we 
perform clustering of the extracted feature. By using this features generate the clusters 
using agglomerative clustering then construct the model using LDA classifier. By 
performing classification, we construct emotional model to differentiate various 
emotions. In Testing phase, the same features were extracted from the music signal 
and by comparing the constructed emotion model (training phase) and the test input, 
our system determine the emotion. 

3.2   Agglomerative Clustering 

Agglomerative algorithms begin with each element as a separate cluster and merge 
them into successively larger clusters. In our proposed system clustering of emotion 
takes place in bottom up fashion. Features as indicated in Section 3.1 of each segment 
of a music signal are clustered using k-means algorithm. Then, the clusters are 
merged from generalized emotion to specific emotion using agglomerative clustering. 

3.3   Construction Using LDA 

LDA posits that words carry strong semantic information, and documents discussing 
similar topics will use a similar group of words [6]. Latent topics are thus discovered 
by identifying groups of words in the corpus that frequently occur together within 
documents. In this way, LDA models documents as a random mixture over latent top-
ics, with each topic being characterized by its own particular distribution over words 
[7]. In this paper, we show that LDA is not only useful in the text domain, but can 
also find application in music domain. In one of the work for Raga identification LDA 
has been modelled [8]. In this work, we discuss algorithms that extend LDA to ac-
complish the task of emotion recognition of music signal. 

Topic models provide a simple way to analyze large volumes of unlabeled text. A 
"topic" consists of a cluster of words that frequently occur together. Using contextual 
clues, topic models can connect words with similar meanings and distinguish between 
uses of words with multiple meanings. We have extent this topic model concept for 
music domain, by considering words as features and topic as emotions and is given in 
Figure 2. While constructing the emotion recognition system using LDA, the parame-
ters that we have considered are given below: 

α – Probability distribution of a feature in emotion set 
β– Probability distribution of a feature in particular emotion  
ø – Emotion weight vector 

Initially, we assign random value for α and β during the first iteration. During the 
training process the values α and β will be refined in the subsequent iteration. We cre-
ate a feature matrix based on the features extracted from the previous module. For 
each emotion, the feature values, α and β values will be stored. These values will 
change for each iteration while training the new segment of music. The distribution 
for each emotion will be identified based on the value which was stored under each 
emotion. 
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The step to find out the distribution for each emotion is given below:  
 
STEP 1: p(ø/ α) – choose most likely emotions ø 
 
STEP 2: 
2a. P(E/ø) – choose Emotion Z 
2b. P(F /Z, β)- choose features F 
 
STEP 3: Inference - Determine posterior distribution 
p(ø , E/F, α, β)= p(ø , E, F/ α, β)/p( F/ α, β) 
 
At the end of training process, the model is constructed for each emotion. During the 
test phase, we compare the emotion model constructed with the feature values of the 
new song given for testing and recognize the emotion. 

4   Evaluation 

Emotion recognition of Tamil music involves recognition of emotion based on the 
Features collected from the training samples. For evaluation of the emotion recogni-
tion system, music samples were collected from Tamil film song portal. 260 songs 
(100 songs in sad, 60 in joy, 70 in love, 10 in angry 10 in disgust, 10 in anger) from 
different emotions collected to train our system. Songs with vocal and instrumental 
characteristic were considered in both training and testing phase.  

During the evaluation step we have compared the accuracy of the emotion recogni-
tion using 7 features and 10 features. This comparison helps to find the below points, 

 
1. To know whether the features we are calculating necessary features or the 

features that we are calculating are do not have any influence in emotions   
2. If the number of features increased whether the accuracy of emotion recogni-

tion also increase or not   
3. What are the frequent false recognitions when we consider less amount of 

features  

Table 1. Evaluation 

Emotion 7 Features               10 Features  

Happy 85% 86%  

Sad 82% 83%  

Love 

Angry 

Fear 

Disgust 

80% 

80% 

70% 

79% 

83% 

82% 

70% 

81% 
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Based on the above table we observe the following inference, 
 
When we considering 7 features, we got some false emotion recognitions like 

LOVE songs are classified under SAD emotion, ANGRY songs are classified under 
HAPPY emotion, DISGUST songs are classified under SAD emotion. 

Hence during this analysis we found that increasing the number of features in-
creases the quality of the emotion recognition and all the 10 features that we consi-
dered are having considerable impact on the emotion recognition.  

We further analyzed the results to identify the reason behind the increase in  
accuracy of emotion recognition due to the additional 3 features and observed the  
following: 

- When we consider happy emotion songs, most of the songs are having tempo 
and rhythm value as high. When we consider the seven features we have not 
included these features which influence in happy emotion.   

- Similarly when we consider love songs, rhythm, harmonics have more influ-
ence when compared to other features.   

- However, even after increasing the number of features to 10, the accuracy of 
emotion recognition of songs whose emotion is ‘fear’ are not up to the ex-
pected level.  

Therefore, in order to increase the accuracy we need to consider additional features of 
the signal for constructing the LDA. 

5   Conclusion and Future Work 

Thus an emotion recognition system for Tamil songs has been developed based on the 
ten different features and clustering them. Based on the values in a particular cluster 
we have found the range of values for particular emotion. Then the features are classi-
fied and are used to construct emotion recognition model using LDA in training phase 
of the project. The use of LDA technique improves the accuracy of recognition 
process greatly and thus enables making of an emotion recognition system. In testing 
phase, the model that we constructed was validated against the huge number of ma-
nually evaluated songs and the accuracy of the proposed system is considerably good 
for songs. 

However, our proposed system recognized emotion of a song with high level of ac-
curacy, the accuracy of emotion recognition for a particular instrument is low since 
we considered only ten features. Consideration of more features will improve the ac-
curacy of the emotion recognition system which could be based on instrument. 
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Abstract. In the last few years, wearable health monitoring systems have 
gained the attention of various researchers in order to cope with the rising cost 
of the health care systems. This paper addresses the use of standard protocols, 
particularly IEEE 802.15.4 and ZigBee, which are capable of supporting the 
Quality of Service (QoS) requirements in Wireless Body Area Networks. Simu-
lation study on the routing protocols was done to investigate the protocol suita-
ble for Body Area Networks and AODV was found to meet the requirements of 
energy and QoS. 

Keywords: Wireless Body Area Networks, health monitoring, IEEE, 802.15.4, Zig-
Bee Routing Protocols. 

1   Introduction 

Technological advances in wireless communications, microelectronics and physiolog-
ical sensing allow miniature, lightweight, low power, intelligent monitoring devices. 
A number of these devices can be integrated into a Wireless Body Area Network 
(WBAN), a new enabling technology for health monitoring. Thus, the ubiquitous 
healthcare system focuses on prevention and early detection of chronic diseases, pro-
vide a cheap and smart way to manage and care for patients suffering from age-
related chronic diseases, such as heart disease which require continuous, long-term 
monitoring rather than sporadic assessments. These days, continuous health monitor-
ing system are wearable and easy to use consisting of tiny wireless sensors, strategi-
cally placed on the human body, creating a WBAN that monitors vital parameters and 
provide real-time feedback to the user and medical  personnel.  When integrated into a 
telemedical system, these systems can even alert medical personnel about life-
threatening changes. In addition,  the  wearable  systems  can  be  used  for  health  
monitoring  of patients in ambulatory settings [1]. A WBAN consists of multiple  
sensor nodes, each capable of sampling, processing, and communicating one or more  
vital  signs  (heart  rate,  blood  pressure,     ECG,  EEG,  oxygen saturation,).These 
sensors are placed strategically on the human body as tiny patches or hidden in users’ 
clothes allowing ubiquitous health monitoring for extended periods of time. These 
sensor nodes sample vital signs and transfer the relevant data to a personal server us-
ing ZigBee (802.15.4) or Bluetooth (802.15.1). A personal server sets up and controls 
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the WBAN by transferring the information about status of health to the medical server 
through the Internet or mobile telephone networks and provides graphical or audio in-
terface to the user. The electronic medical records of registered users are maintained 
by the medical server which provides various services to the users and medical per-
sonnel. It is also responsible for  authenticating users,  accepting  health  monitoring  
session  uploads,  formatting and insertion of data into corresponding medical records, 
analyzing  the data patterns and recognizing serious health anomalies to help contact 
emergency  services,  or  forward  new  instructions  to  the  users.  The physician can 
access the data from his/her office via the Internet examine the reports  to ensure the 
patient is within expected health metrics , ensure that the patient is responding to a 
given treatment or that a patient has been performing the prescribed exercises. The 
server agent is allowed to inspect the uploaded data and create an alert in the case of 
an emergency medical situation. 

The sensor nodes used to monitor the vital statistics of the patient operate on 
batteries. Thus providing long battery life is the most critical parameter to be consi-
dered during design. WBAN protocols can be divided in intra- body and inter-body 
communication. In the former, the information handling between the sensors or ac-
tuators and the sink is controlled, in the latter, communication between the sink and 
an external network is catered to. In this paper investigations are done on the various 
routing protocol to determine the most suitable routing protocol considering both the 
energy and quality of service. The next section deals with the ZigBee (802.15.4)  
protocol. Section 3 deals with the overview of the routing protocols. In section 4 the 
simulation model and definitions are highlighted. The results are analyzed and the 
protocol suitable for WBANs is determined in section 5. Finally, we present our con-
clusion of the study in the last section. 

2   Overview of ZigBee 

The ZigBee standard which is based on the IEEE 802.15.4 LR-WPAN standard has 
been proposed to interconnect simple, low rate, and battery powered wireless devices 
[2].The ZigBee specification establishes the framework for the Network and Applica-
tion Layers based on the PHY and MAC layers [3]specified by IEEE 802.15.4 WPAN 
standard [4].The PHY layer defines a total of 27 channels: 16 channels at a maximum 
rate of 250 kbps in the ISM 2.4 - 2.4835 GHz band, 10 channels at 40 kbps in the ISM 
902 - 928 MHz band, and one channel at 20 kbps in the 868.0 - 868.6 MHz band. At 
the MAC layer beaconless and beaconed modes access the radio channel using Carri-
er Sense Multiple Access with Collision Avoidance (CSMA/CA) or the optional slot-
ted CSMA/CA mechanism. Two device types are specified within the IEEE 802.15.4 
framework: full function device (FFD) and reduced function device (RFD). An FFD 
maintains routing tables, participate  in route discovery and repair, maintains beacon-
ing framework, and handle node joins. It also has the capability of communicating 
with any other devices within its transmission range. An RFD simply maintains the 
minimum amount of knowledge to stay on the network, and it does not participate in 
routing. RFDs can only associate and communicate with FFDs. FFDs and RFDs can 
be interconnected to form star or peer-to-peer networks.  
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3   Rouing Protocols 

The WBANs are similar to MANETS in the sense that they have mobile nodes which 
need to reorganize themselves. But they differ in the number of  nodes  (usually  
only 10-15 nodes are present in WBANs) and the mobility speed. Thus routing proto-
cols similar to the ones used in MANETs can be used. Two nodes communicate di-
rectly if they are within the transmission range of each other, else communicate via a 
multi-hop route.Routing protocols can be divided into proactive  and  reactive. 
Proactive routing approach attempts to maintain routing information to all nodes in 
the network in the form of routing tables even before it is needed. They require pe-
riodical update, which causes overhead. In contrast to this, in reactive protocols 
routes are built as and when required. Two routing schemes are available in ZigBee 
networks, namely mesh routing and tree routing. The mesh routing scheme is similar 
to the Adhoc On Demand Vector (AODV) routing algorithm [5], while the tree 
routing scheme resembles the cluster tree routing algorithm. Here a few of the routing 
protocols have been considered. 
 
A) Ad hoc On-demand Distance Vector (AODV): This is a reactive routing algo-
rithm, [5] where intermediate node decides how the routed packet should be for-
warded next. AODV is a variant of classical distance vector routing  algorithm  based  
on  DSDV  and  DSR.  On  the  one  hand DSR’s on-demand characteristic discovers 
the route using route discovery process, on the other hand traditional routing tables 
with one entry per destination containing three essential fields: a next hop node, a se-
quence number and a hop count is used. Similar to DSDV, AODV provides loop free 
routes but in contrast does not require global periodic routing. It allows periodic 
neighbor detection packets in its routing mechanism. At each node, AODV maintains 
a routing table. All packets destined to the destination are sent to the next hop node. 
The sequence number acts as a form of time stamping and is a measure of the fresh-
ness of a route. The hop count represents the current distance to the destination node. 

 
B) Zone Routing Protocol (ZRP): This is a hybrid protocol with the advantages of 
both the reactive and proactive protocol. Each node proactively maintains route to the 
destination with a local neighborhood called routing zone. The size of the zone de-
pends on the zone radius. 

C) Inter Zone Routing Protocol (IERP): This is responsible for reactively discover-
ing routes to the destination beyond the routing zone. It is used if destination is not 
available within the routing zone. The route request packets are transmitted to all the 
border nodes which again forward the request if destination is not found in the routing 
zone. It is different from the  standard  flood  search  algorithm  that  it  uses  broad-
casting.  Here broadcast Resolution Protocol is used for the packet delivery. 
 
D) Dynamic Manet On-demand Routing Protocol (DYMO):The basic operation of 
DYMO is Route Discovery and Route Maintenance. The route discovery is responsi-
ble for identifying the appropriate route, including Route Request (RREQ) and Route 
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Reply (RREP). The route maintenance is responsible for maintaining an established 
route, including Route Error (RERR) the path accumulation function of DYMO  
includes source routing characteristics, thereby allowing nodes listening to routing 
messages to acquire knowledge about routes to other nodes without initiating  
route request discoveries themselves. As a result, this path accumulation function  
can reduce the routing overhead, although the packet size of the routing packet is  
increased [6]. 

4   Simulation Environment 

The main goal of this simulation is to analyze the performance of ZigBee using static 
IEEE 802.15.4 star topology for different existing routing protocols that can be used 
for Wireless Body Area Networks. Star topology with one PAN coordinator with a 
network of 15 nodes which are placed randomly. PAN is static mains powered device 
placed at the centre of the simulation area. The transmission range of devices is one 
hop away from PAN Coordinator in star topology. The fact that BO (Beacon order) = 
SO (super frame order) assures that no inactive part of the super frame is present [1]. 
A low value of this parameter implies a great probability of collisions of beacon 
frames as they would be transmitted very frequently by coordinators .On the contrary, 
a high value of the BO (beacon order) introduces a significant delay in the time re-
quired to perform the MAC association procedure since channel duration which is a 
part of association procedure is proportional to BO (beacon order). The table below 
shows the simulation parameters. 

Table 1. Simulation parameters 

 
Routing protocols AODV,DYMO, IERP & ZRP 
Radio type 802.15.4 
Channel frequency 2.4GHz 
No. Of Channels One 
Path loss model Two ray 

 
Mobility speeds 

None 
Random Way Point 0 to 5mps 

Battery model Mica Motes 
Simulation area 500cm X500cm 
Number of nodes 15 
Simulation time 150 sec 
Simulator QualNet 5.0.2 

 
Here, we consider the following five metric to determine the suitability if the pro-

tocol for Wireless Body Area Networks. 
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A). Packet Delivery Ratio (PDR): is the rate of successfully delivering the data pack-
ets to the sink. It is denoted as PRD = (D/S) *100, Where D is the number of packets 
received by the destination and S the number of packets sent by the source node. 

 
B) Throughput: is the number of bits passed through a network in one second. It 
measures how fast data can pass through an entity (such as a point or a network). 
The throughput of a node is measured by counting the total number of data packets 
successfully received at the node and computing the number of bits received, which 
is finally divided by the total simulation runtime. 

Throughput  of  a  Node  =  (Total  Data  Bits  Received)  /  (Simulation Run-
time). 

The throughput of the network is defined as the average of the throughput of all 
nodes involved in data transmission. Network Throughput = (Total throughput of 
nodes involved in data transmission) / (Number of nodes). 

C) Energy Consumed: Energy is consumed in the active state when the nodes either 
transmit or receive and in the idle mode. Here the total energy consumed is the sum of 
transmitted and received energy. 

D) Jitter: Jitter refers to a variation in packet delay, resulting in differing packet inter-
arrival times or out-of-sequence packets or both. It is often known as a measure of the 
variability over time of the packet latency across a network. A network with constant 
latency has no jitter. Packet jitter is expressed as an average of the deviation from the 
network mean latency. 

E) Average End to End Delay: indicates the length of time taken for a packet to 
travel from the CBR (Constant Bit Rate) source to the destination. The average end-
to-end delay of a packet depends on delay at each hop comprising of queuing, chan-
nel access and transmission delays and route discovery latency. 

Packet Delay= (Receive time at destination) – (Transmit time at source) Average De-
lay= (Sum of all packet delays) / (Total number of packets received) 

5   Simulation Results 

The performance of the above mentioned algorithm have been extensively studied but 
previous evaluation studies are mostly IEEE 802.11 centric which consider all partic-
ipating nodes to be capable of routing. However, under the innate properties of IEEE 
802.15.4 and ZigBee networks (i.e. the addressing structure and service assumptions), 
the performance of ZigBee mesh routing is expected to be different. Figure 1 shows 
the packet delivery ratio (PDR) of AODV, DYMO, ZRP, IERP with and without mo-
bility. The mobility considered here is low since movement is not at high speeds 
in WBANS. 
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Fig. 1. Comparison of % PDR 

 

Fig. 2. Comparison of Average end To end 
delay 

 

Fig. 3. Comparison of jitter 

The average end to end delay which is a very important parameter to be con-
sidered in WBANs as critical data is transmitted to the medical server. The figure 2 
show that even when there is mobility, AODV protocol provides the best results fol-
lowed by DYMO. The figure 3 demonstrates that mobility  has  a  lot  of  effect  in  
routing  protocols  operating  in  IEEE 802.15.4.Again AODV proves to be the 
one which provides minimum jitter, another important parameter in QoS of 
WBANs. 

 

Fig. 4. Comparison of throughput 

 

Fig. 5. Energy consumed by various Protocols 

The energy consumed is Figure 4 illustrates that throughput IERP is the highest 
both with and without mobility followed by ZRP minimum in AODV followed by 
IERP as shown in figure 5. 

Table 2 and 3 gives the comparison of the various protocols without and with mo-
bility and based on the reading obtained we can say that AODV is the best protocol 
nodes operating on ZigBee standard IEEE 802.15.4 for Wireless Body Networks.  
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Table 2. Comparison of parameters without mobility 

ROUTING 
PROTOCOL 

THROUGHPUT DELAY JITTER PDR 
TO TAL 

ENERGY 
CONSUMED 
 

IERP 2620  6 6 .48 0 .73 74 .9 2 .45 

ZRP 18 45 12 .05 1.139 9 4 .4 5.976 

DYMO 1561 0 .89 0 .154 85.0 3 .76 

AODV 1583 0 .96 0 .17 9 7.5 2 .24 

Table 3. Comparison of parameters with mobility 

ROUTING 
PROTOCOL

THROUGH 
PUT 

DELAY JITTER PDR 
TOTAL  

ENERGY 
CONSUMED 

 

IERP 1655 74 .89 1.9 61 6 3 .0 8 1.791 

ZR P 1221 19 .95 1.4 78 6 2 .4 1 5.57 

 DYMO 1301 16 .72 1.4 78 8 0 .13 2 .29 

 AODV 1390 1.47 0 .3671 8 5.4 5 1.378 

6   Conclusion 

WBANs play an important role in the deployment of wearable/ mobile pervasive 
computing systems. The performance evaluation of AODV IERP DYMO and ZRP 
routing protocols for stationary and mobile nodes are done by using CBR ap-
plication in ZigBee network having static IEEE 802.15.4 star topology using 
QualNet 5.0.2 network simulator. From the results it can be observed that routing 
protocol AODV is suited for applications where like WBAN, where limited energy 
resources are available, making it impossible to recharge or replace the batteries. 
Energy performance is analyzed and it is observed that AODV performs better than 
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IERP, ZRP and  DYMO. ZRP, IERP and DYMO being the protocols which need suf-
ficient time to establish route discovery and route maintenance, for large  range  mo-
bile  applications  they  are  best  suited,  where  traffic  is random and sporadic be-
tween several nodes rather than being almost exclusively between a small specified 
set of nodes. 
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Abstract. IEEE 802.16e is an emerging standard for mobile wireless broadband 
access systems. In any mobile networks, power saving is one of the most 
important features for the extension of devices’ lifetime. To manage power 
usage in a more efficient way, the IEEE 802.16e standard specifies two 
mechanisms, sleep mode and idle mode. Idle mode allows the mobile station 
(MS) to conserve power and resources by restricting its activity to scanning at 
discrete intervals and thus eliminates the active requirement for handover 
operation and other normal operations. On the base station (BS) and network 
side, idle mode provides a simple and timely method for alerting the MS for 
pending downlink (DL) traffic directed to the MS and thus eliminates air 
interface and network handover traffic from essentially inactive MSs. An 
attempt made in this paper to evaluate the performance of idle mode in terms of 
power saving in MSs for long battery life. 

1   Introduction 

For the past few years, the mobile hand-held devices including cellular phones have 
become very popular. Currently, to provide both voice and high-bandwidth data 
services, new systems are being developed. Originally, IEEE 802.16 [1] has been 
designed for fixed subscriber stations (SSs). On the other hand, the recently 
developed IEEE 802.16e [2] standard is an extension targeting at the service 
provisioning to the Mobile Subscriber Stations (MSs). Mobile Worldwide 
Interoperability for Microwave Access (WiMAX) based on IEEE 802.16e standard 
enables high speed data communications anywhere and anytime. In any mobile 
networks, power saving is one of the most important and crucial features for the 
handheld mobile devices’ operating lifetime.  

To support battery-operated portable devices, mobile WiMAX has power saving 
features that allow portable subscriber stations to operate for longer durations without 
having recharge. Power saving is achieved by turning off the power parts of the MS in 
a controlled manner when it is not actively transmitting or receiving data. The 
standard IEEE 802.16e [2] defines two new power saving modes for the MSs, viz., the 
sleep mode and the idle mode in order to have power efficient MS operation and a 
more efficient handover. Mobile WiMAX defines signalling methods that allow the 
MS to retreat into a sleep mode or idle mode when inactive. Sleep mode is a state in 
which the MS effectively turns itself off and becomes unavailable for predetermined 
periods. The periods of absence are negotiated with the serving Base Station (BS). 
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Idle mode allows even greater power savings and support for it is optional in 
WiMAX.  

Idle mode allows the MS to completely turn off and not to be registered with any 
BS and yet receive downlink (DL) broadcast traffic. When DL traffic arrives for the 
idle mode MS, the MS is paged by a collection of BSs that form a paging group (PG). 
The MS is assigned to a PG by the BS before going into idle mode and the MS 
periodically wakes up to update its PG. Idle mode saves more power than sleep mode, 
since the MS does not even have to register or do handoffs. Idle mode also benefits 
the network and BS by eliminating handover traffic from inactive MSs. 

In this paper an attempt has been made to evaluate the performance of idle mode in 
terms of power saving in MSs. The rest of the paper is organized as follows: Section 2 
explains the idle mode and paging operation in mobile WiMAX. Section 3 contains 
the results of simulation and discussion followed by conclusion in Section 4. 

2   Overview of Idle Mode and Paging Operation in Mobile 
WiMAX Networks 

Idle mode is intended as a mechanism to allow the MS to become periodically 
available for DL broadcast traffic messaging without registration at a specific BS as 
the MS traverses an air link environment populated by multiple BSs, typically over a 
large geographic area. Idle mode benefits MS by removing the active requirement for 
hand over (HO) and all normal operations. By restricting MS activity to scanning at 
discrete intervals, idle mode allows the MS to conserve power and operational 
resources. For idle mode operation, the BSs are divided into logical paging groups 
called PGs. The purpose of these groups is to offer a contiguous coverage region in 
which the MS does not need to transmit in the uplink (UL), yet can be paged in the 
DL if there is traffic targeted at it. The PGs should be large enough so that most MSs 
will remain within the same PG most of the time and small enough so that the paging 
overhead is reasonable [3]. 

 

Fig. 1. Paging Groups 
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Figure 1 shows an example of four PGs defined over multiple BS arranged in a 
hexagonal grid. A BS may be a member of one or more PGs comprised of differing 
groupings of BS, of varying cycles and offsets. This provides support for geographic 
requirements of idle mode operation along with differentiated and dynamic quality of 
service (QoS) requirements and scalable load-balancing distribution. Upon entering 
idle mode, the MS relinquishes all of its connections and states associated with the BS 
it was last registered with. The idle MS is tracked by the network at the granularity of 
a group of BSs (i.e., PG) as opposed to a non-idle MS which is tracked at the 
granularity of a BS. While in idle mode the MS periodically listens to the radio 
transmissions for paging messages, in a deterministic fashion that is decided a priori 
between the network and itself. The period for which the MS listens to paging 
messages is known as “paging listen interval” (PLI) and the period for which the MS 
powers off its radio interface is known as the “paging unavailable interval” (PUI). 
The operation of idle mode and paging, in mobile WiMAX networks, is summarized 
in following section.  

2.1   Maintaining the Location Information of an Idle-Mode MS   

The location information of an idle MS is achieved by logically dividing the network 
coverage area into different PGs. A PG refers to the coverage area of one or more 
base stations (BSs). A Paging Controller (PC) administers one or more PGs. There 
could be one or more PCs in the network. When an MS goes to idle mode, a PC, 
referred to as anchor PC, creates an entry in its database noting the PG where the MS 
is initially located. When the MS moves from one PG to another, it updates the 
location with the anchor PC. Therefore, while in idle mode the location of an MS is 
known up to the granularity of one PG.  

2.2   Paging an Idle Mode MS   

When the network wants to locate an idle mode MS, or has incoming data buffered 
for it, or for administrative purposes, the PC initiates paging the MS by broadcasting 
mobile paging advertisement (MOB-PAG-ADV) message to all the BSs in the PG; 
the BSs in turn broadcast this message on the airlink. This is because when the 
location information stored at a PC is correct; the MS is expected to reside in the 
coverage area of at least one of these BSs. If the paging advertisement happens during 
the PLI of the MS, it is expected to receive the page and perform network re-entry or 
location update in response to the page. 

2.3   Paging Architecture   

Figure 2 depicts a representative network reference model [4] used to describe the idle 
mode operation in WiMAX networks. It consists of the three PGs (PG1, PG2, and 
PG3) and two PCs (PC1 and PC2). PC1 manages PG1 and PG2, PC2 manages PG3.  
PG1 comprises three BSs, PG2 comprises one BS and PG3 comprises two BSs. Each 
PC maintains a location database that keeps information about all the MSs that have 
gone into idle mode in the PG(s) managed by that PC.  
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Fig. 2. Network Reference Model 

While only four idle mode MSs are shown in the figure 2, there may be several 
more MSs (both idle mode and active mode) in real deployments in BS4 coverage 
area. The amount of power saving that can be achieved by MS in idle mode is tightly 
coupled to the duty cycle of the MS, which is the ratio of paging listen to the paging 
unavailable interval. One paging unavailable interval and one paging listening interval 
constitute a paging cycle as shown in Figure 3. Therefore, once in every paging cycle 
interval the idle mode MS wakes up and listens for paging messages. When traffic 
arrives for the idle mode MS the network performs paging to locate the MS and to 
bring it back to active mode [5].There are three main parameters in idle mode 
operation, viz., PG identifier, paging cycle, and paging offset. They are determined at 
the initiation by exchanging the messages (DREG-REQ/RSP) as shown in Figure 3. 
PG identifier is shared by every member BS and included in every paging message 
(MOB-PAG-ADV) to inform the idle MSs of the PG that they are located. Two 
remaining parameters, paging cycle and paging offset, are used for determining the 
starting point of each paging interval. They are also shared by every member BS so 
that MSs are able to receive the paging messages from any BS in the PG.  

 

Fig. 3. Idle mode operation 
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The entire idle mode operation in IEEE 802.16e based mobile WiMAX networks 
can be divided into following stages: idle mode initiation, idle mode entry, operation 
during idle mode and idle mode exit. 

2.3.1   Idle Mode Initiation 
The idle mode can be initiated either by the BS or MS when the MS does not have any 
ongoing traffic. In case of MS initiated idle mode, the MS sends a deregistration 
request (DREG-REQ) message to the BS [1]. Similarly, in the case of a BS-initiated 
idle mode, the BS sends a deregistration command (DREG-CMD) message to the MS. 
When the MS receives the DREG-CMD message, it sends the DREG-REQ message to 
the BS [1]. In each case, the BS receives a DREG-REQ message from the MS. 

2.3.2   Idle Mode Entry 
When a BS receives the DREG-REQ message from one of its MSs, it sends a 
message to the anchor PC. This message contains certain MS service and operation 
information referred to as idle mode retain information (IMRI). IMRI can be used to 
expedite the MS’s network re-entry from idle mode. PC stores the MS IMRI and 
transmits a backbone message to BS that includes numerical values for PAGING 
CYCLE, PAGING OFFSET, and MS Paging Listening Interval (PLI) for the MS [1]. 
Note that PC may use its own algorithm or negotiate with the BS and/or MS to decide 
the numerical values of PAGING CYCLE and PLI. On the other hand, it can 
determine the PAGING OFFSET using its own algorithm. Once BS receives the 
backbone message from the PC, it sends the DREG-CMD message to the MS that 
includes the idle mode entry time (IMET), PAGING CYCLE, PAGING OFFSET, 
and PLI values. The MS enters into idle mode at IMET. 

2.3.3   Idle Mode Operation 
While in idle mode the MS alternates between PUI and PLI. The idle mode operation 
of two MSs (MS1 and MS2) is illustrated in Figure 4. In this case both MS1 and MS2 
have the same PAGINGCYCLE and PLI, which is the case in most network 
deployments. However, MS1 and MS2 have different PAGING OFFSETs of T1 and 
T2 respectively. Therefore, when the network wants to page MS1 and MS2, it does so 
through two different MOB-PAG-ADV messages at different times. It may be noted 
that the network needs to send two different MOB-PAG-ADV messages although it 
wants to page these two idle mode MSs at the same time because the MSs have non-
overlapping paging listening intervals. 

2.3.4   Idle Mode Exit 
An MS in idle mode exits from idle mode if it has data to send to the BS or if there is 
downlink traffic addressed to a MS, every member BS in the PG pages the MS at the 
very next paging interval. Unlike sleep mode, a MS cannot be registered to any BS. 
Therefore, a few BS-specific parameters used at the entering of idle mode will not be 
valid any more if the MS’s current attachment BS has been changed. Therefore, when 
a MS terminates idle mode, it has to always perform the process called network  
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re-entry to obtain, negotiate, adjust, and update the BS-specific parameters. At this 
juncture, the MS terminates idle mode operation and carries out network re-entry 
procedures as specified in IEEE 802.16e [1]. As a part of network re-entry the idle 
mode MS may perform contention based initial ranging. In another instance the BS 
may assign dedicated ranging region to the MS for initial ranging. 

2.3.5   Location Update (LU) 
A MS in idle mode may travel outside the current PG. It is known to MS by either 
missing the paging message at the expected paging interval due to the changed paging 
cycle and offset or the PG identifier in the paging message if it happens to receive the 
paging message. In such a case, the MS is needed to update the values of PG 
identifier, paging cycle, and paging offset, which is referred to as location update 
(LU) process. After the location update process, idle mode continues. There are two 
kinds of location updates, viz., secure and unsecure location updates. The secure 
location update process may be simpler than the network re-entry process while the 
unsecure location update requires the same procedures as the network re-entry 
process. LU may be triggered by a timer. Even if there is no change in PG, an idle MS 
has to perform LU before the timer is expired.  

 

Fig. 4. Comparison of Idle mode operation among MSs 

3   Simulation and Results 

In this paper the effect of idle mode on the battery performance of MSs in mobile 
WiMAX network is studied using QualNet 5.0.2 simulator [6]. The scenario designed 
for this simulation study consists of three adjacent WiMAX cells working at the 
frequency of 2.4GHz. To assess the idle mode performance of MSs, the number of 
MSs in one of the WiMAX cells is varied from one to ten. As the idle mode 
effectively saves power while MS is in handover, mobility is given to MSs in such a 
way that they traverse through all the cells causing handover. 
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Fig. 5. Snapshot of the simulated scenario  

The representative snapshot of the scenario consisting of three WiMAX cells with 
one BS and one MS each is shown in figure 5. The performance study is carried out 
by considering the MSs with enabled and disabled idle mode. The performance 
metrics considered are total charge consumed, energy consumed in transmit mode and 
energy consumed in receive mode. 
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Fig. 6. Total charge consumed for varying number of MSs 
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Fig. 7. Energy consumed in transmit and receive mode for varying number of MSs 

Figure 6 and 7 show the total charge consumed, energy consumed in transmit & 
receive mode respectively for varying number of MSs. From figure 6 it is observed 
that as the number of MSs increases, the energy consumed is also increases for both 
idle enabled and idle disabled modes. It is apparent that the energy consumed by the 
idle enabled MSs is less compared to that of idle disabled MS. In idle mode, the MS 
has no connection to any BSs, does not transmit any management messages until the 
wakeup process, which allows higher power savings for longer operating life. Figure 
7 depicts that as the number of MSs increases, the energy consumed by transmit & 
receive mode increases for both idle enabled and idle disabled modes.  

4   Conclusions 

In mobile wireless access networks, battery life and handoff are essential criteria for 
mobile applications. Hence mobile WiMAX supports power saving modes (sleep and 
idle modes) to extend battery life of mobile devices. This paper has analyzed the 
power saving efficiency of idle mode specified in IEEE 802.16e standard. From the 
results, it is evident that enabling of idle mode increases battery lifetime and thus the 
power performance. The study reveals that the energy consumed by the idle enabled 
MS is very less compared to that of idle disabled MS and hence idle mode offers 
higher power savings.  
 
Acknowledgments. The authors would like to thank UGC for sanctioning the funds 
under major research project. Authors would also thank Nihon communication, 
Bangalore, for the simulation tool and support.  



 Effect of Idle Mode on Power Saving in Mobile WiMAX Network 499 

References 

1. IEEE Standard 802.16e-2005 Amendment to IEEE Standard for Local and Metropolitan 
Area Networks–Part16: Air Interface for Fixed Broadband Wireless Access Systems-
Physical and Medium Access Control Layers for Combined Fixed and Mobile Operation in 
Licensed Bands 

2. IEEE Standard 802.16-2009 for Local and metropolitan area networks-Part 16: Air Interface 
for Broadband Wireless Access Systems 

3. Nuaymi, L.: WiMAX: Technology for Broadband Wireless Access. John Wiley & Sons 
Ltd. (2007) ISBN: 0-470-02808-4 

4. Mohanty, S., Venkatachalam, M., Yang, X.: A Novel Algorithm for Efficient Paging in 
Mobile WiMAX. In: Proceedings of IEEE Mobile WiMAX Symposium, Orlando (2007) 

5. Kim, B., Park, J., Choi, Y.-H.: Power Saving Mechanisms of IEEE 802.16e: Sleep Mode vs. 
Idle Mode. In: Min, G., Di Martino, B., Yang, L.T., Guo, M., Rünger, G. (eds.) ISPA 
Workshops 2006. LNCS, vol. 4331, pp. 332–340. Springer, Heidelberg (2006) 

6. Qualnet documentation, http://www.scalablenetworks.com 



Aswatha Kumar M. et al. (Eds.): Proceedings of ICAdC, AISC 174, pp. 501–509. 
springerlink.com                                                                 © Springer India 2013 

High Speed Programmable Digital Telemetry Filter  
for Flight Test 

Navitha M.V.1, M.Z. Kurian2, G. Koteswara Rao3, and Umashankar B.3 

1 Digital Electronics,  
Sri Siddhartha University 

Sri Siddhartha Institute of Technology,  
Tumkur, Karnataka, India 
navithamv@gmail.com 

2 Department of Electronics & Communication 
Sri Siddhartha Institute of Technology, 

Tumkur, Karnataka, India 
mzkurianvc@yahoo.com 

3 Aeronautical Development Agency, 
Bangalore, Karnataka, India 

{gkrao,umashankar}@jetmail.ada.gov.in 

Abstract. Digital telemetry filter is an essential subsystem of ground 
instrumentation which is a part of flight test instrumentation used for military 
aircraft flight testing. Flight test instrumentation includes on-board 
instrumentation and ground instrumentation. Typical waveform used in telemetry 
system for flight testing, which is hybrid in nature (PCM+FM+FM/FM), is 
multiplexed in frequency domain. Digital telemetry filter plays a critical role to 
separate data (PCM), hot mike (FM) and vibration (FM/FM) from the received 
baseband signal during flight test in real time.  This paper describes a pipelined 
approach for the implementation of high speed digital telemetry filter for flight 
test on low power field programmable gate arrays (FPGA). This paper also 
provides a brief discourse on the effective application of VLSI design 
methodologies for efficient implementation of digital filter algorithms. The filter 
is designed in VHDL, simulated using ModelSim, synthesized using Quartus-II 
and the implemented on Cyclone-II FPGA. 

Keywords: Flight test, Digital telemetry filter, Test bench, PLL, FPGA. 

1   Introduction 

Filtering is a linear operation. It is also used to remove the unwanted signals. Flight 
test instrumentation includes on-board instrumentation and ground instrumentation. 
The ground instrumentation consists of antennae, receivers, filters, demodulator, 
demultiplexer and further processing units. Digital filters can be programmed and 
thus can be used either as band pass or low pass or band reject or high pass filters 
depending on the user requirements. By the use of digital components the errors 
arising due to component drift can be eliminated.  
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The advantage of the FPGA approach to the filter implementation include high 
sampling rate, superior performance than available with the traditional approaches, 
more flexible and low cost than an ASIC for moderate volume applications. Moreover 
recent advancements in field programmable gate arrays (FPGA) design technology 
has resulted in FPGA becoming the preferred platform for evaluating and 
implementing the digital filter algorithms.  

The block diagram for the implementation of the digital telemetry filter is shown 
below. The multiplexed baseband signals (PCM+FM+FM/FM) are given to the 
analog to digital converter (ADC). The signed 2’s complement 14-bit digital output is 
obtained and used as an input to the filter algorithm which is running on FPGA. The 
14 bit data processed by filter algorithm is fed to the high speed DAC to reconstruct 
the filtered analog signal. This output obtained is converted back to the analog form 
by a digital to analog converter (DAC). The clock for the ADC and DAC is obtained 
from the PLL in the FPGA. Finally PCM, FM and FM/FM are obtained separately as 
filter outputs. 

 

Fig. 1. Block Diagram of Filter Implementation 

Initially the 4th order Butterworth filter is modeled and designed using FDA (Filter 
Design & Analysis) tool in MATLAB. VHSIC Hardware Description Language 
(VHDL) code for the design is obtained using Filter Design HDL Coder in FDA tool. 
Fixed point arithmetic is used to implement the IIR Butterworth filter algorithm.  
Simulation of the designed filter algorithm is carried using ModelSim SE simulator 
and then synthesis& timing analysis of the filter is carried out by using Quartus–II 
software. The hardware realized using the Quartus-II software has programmed in to 
Altera Cyclone-II FPGA for performance analysis during flight test in real time. 

2   Background 

A. Telemetry 
Telemetry is the process by which an object’s characteristics are measured (such as 
velocity of an aircraft), and the results transmitted to a distant station where they are 
displayed, recorded, and analyzed. The transmission media may be air and space for 
satellite applications, or copper wire and fiber cable for static ground environments 
like power generating plants. The purpose of a telemetry system is to collect data at a 



 High Speed Programmable Digital Telemetry Filter for Flight Test 503 

place that is remote or inconvenient and to relay the data to a point where the data 
may be evaluated [11] [3]. The flight test telemetry system for which the filter has 
implemented is composed of On-board telemetry, Waveform or transmission channel 
and ground telemetry.   

B.  Ground Station Instrumentation 
The ground station instrumentation consists of antennae, receivers, filters, 
demodulator, demultiplexer and further processing units. The multi channel filter 
described in this paper separates out the PCM, hot mike, vibration data from the 
incoming base band signal in real time.  The filtered PCM data is fed to a bit 
synchronizer for further processing. The frequency modulated hot mike output signal 
is fed to an audio demodulator to get on-board audio. The FM/FM vibration signal is 
fed to a vibration digital frequency demultiplexer (DFD) to get the vibration data [3]. 

C. IIR Filter 
2nd order IIR filter is sometimes referred to as a 'bi-quad'. The biquad filter is an 
implementation of an infinite impulse response (IIR) filter with two poles and two 
zeros. The output signal from the filter can be non-zero infinitely after the input signal 
is changed from non-zero to zero. IIR filters have one or more nonzero feedback 
coefficients [12]. 

The biquad filter core can be used to implement low pass filters, band pass filters, 
high pass filters, or band reject filters. The design of a particular set of filter 
coefficients is generally done using analog filter design techniques. The poles and 
zeros of the resulting analog filters are then mapped over to the discrete time domain 
using the bilinear transformation. The difference equation of the biquad filter core is 
given below 

a0y[n] = b0*x[n] + b1*x[n-1] + b2*x[n-2] + a1*y[n-1] + a2*y[n-2]        (1) 

The above equation can be split into two equations. The second order difference 
equation is defined below. 

w(n)   = a0x(n) -- a1w(n-1) -- a2w(n-2).                                   (2) 

 y(n)    = b0w(n) + b1w(n-1) + b2w(n-2).                                  (3) 

where y(n) is the current filter output, the y(n-i)’s are previous filter outputs, the x(n-
i)’s are current or previous filter inputs, the ai’s are the filter’s feed forward 
coefficients corresponding to the zeros of the filter, the bi’s are the filter’s feedback 
coefficients corresponding to the poles of the filter, and N is the filter’s order. 

The biquad filter core can be put in series with additional biquad filter cores to 
implement filters with more than two poles and zeros. The basic biquad can be 
extended so as to provide better attenuation. It involves having more than one biquad 
cascaded. For higher order filters, several biquad are cascaded. The cascade structure 
for 4th order IIR is shown in the following figure.  
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Fig. 2. Direct form-II for 4th order filter 

D. Pipelined filter Sections 
Pipelining and parallel processing can be combined for IIR filters to achieve a 
speedup in sample rate by a factor L×M, where L denotes the levels of block 
processing and M denotes stages of pipelining, or to achieve power reduction at the 
same speed. Pipelining leads to a reduction in the critical path by introducing 
pipelining latches along the critical data path and either increases the clock speed (or 
sampling speed) or reduces the power consumption at same speed in a DSP system. 
Parallel Processing increases the sampling rate by replicating hardware so that several 
inputs can be processed in parallel and several outputs can be produced at the same 
time.  

Pipelined architecture is implemented in the proposed filter design to obtain above 
mentioned advantages. Direct from-II second order sections are made them work 
independently in this design. So each second order section will be executed 
independently. Pipeline registers are incorporated in the filter algorithm. Latency of 
this pipelined architecture is proportional to the number of second order sections. For 
4th order filter latency is 2 clock cycles.  

E. PLL 
A PLL (Phase Locked Loop) is a frequency-control system that generates an output 
clock by synchronizing itself to an input clock. The main blocks of the PLL are the 
phase frequency detector (PFD), charge pump, loop filter, voltage controlled 
oscillator (VCO), and counters, such as a feedback counter (M), a pre-scale counter 
(N), and post-scale counters(C). 

The Quartus-II software provides the ALTPLL Mega Wizard interface to specify 
the PLL circuitry in the supported devices. The Mega Wizard Plug-In Manager 
configures the ALTPLL MegaWizard interface and builds ALTPLL mega functions 
efficiently. The ALTERA_PLL mega function can generate as many as 18 clock 
output signals. The generated clock output signals clock the core or external blocks 
outside the core. We can use the reset signal to reset the output clock value to 0 and 
disable the PLL output clocks. Each output clock has a set of requested settings where 
you can specify the value of output frequency, phase shift, and duty cycle. 
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3   System Design 

Digital filtering is a numerical procedure or algorithm that transforms a given 
sequence of numbers into a second sequence that has some more desirable properties. 
The most straightforward way to implement a digital filter is by convolving the input 
signal with the digital filter’s impulse response. 

The IIR butter worth filter algorithm is modeled and designed using Filter Design 
and Analysis tool of MATLAB. Frequency response, phase response, impulse 
response and step response of the proposed algorithm is theoretically analyzed, and 
then the filter coefficients required for the suitable filter design are obtained using 
FDA tool.    

The IIR filter algorithms for low pass, high pass, band pass and band reject are 
realized using VHDL. Simulation is done using Mentor Graphics ModelSim simulator 
to check impulse, step and ramp response of the realized filter algorithms. VHDL test 
benches are used to simulate the filter codes.  

A. Digital Filter Modeling & Design  
For design of digital filter for different configurations like low pass, high pass, band 
pass and band reject filter MATLAB is to be used. A fourth order butter worth band 
pass filter is modeled, designed and analyzed using FDA Tool. FDA Tool enables to 
design digital FIR or IIR filters by setting filter specifications, by importing filters 
from your MATLAB workspace etc. Tool also provides tools for analyzing filters, 
such as magnitude and phase response and pole-zero plots.  

For designing the filter using FDA tool the following specifications are provided: 
Type of filter, Technique, Order specified, Sampling frequency, Cut off frequency. 
The frequency response and phase response is obtained by the tool along with the 
filter coefficients. The result obtained for the hot mike signal using band pass filter is 
shown below.  

 

Fig. 3. Band Pass filter for hot mike using FDA Tool 
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B. Simulation 
The 4th order IIR butter worth filter is designed using VHDL. ModelSim is used to 
simulate the designed filter algorithm. ModelSim is an IDE for hardware design 
which provides behavioral simulation of a number of languages, i.e., Verilog, VHDL, 
and SystemC. ModelSim requires the design under test which is filter code and the 
stimulus data which can be fed to the simulator using Test benches. 

Separate Test benches are generated using VHDL to simulate the impulse, step, 
ramp and chirp response. Simulations are carried out using these test benches and 
compared the results of the filter with the expected results.  The simulation results for 
impulse and step responses are given in fig 4 and fig 5 respectively. The impulse 
response the filter output must finally go to for the values near to zero. In case of step 
response the output should stabilize to the input values after few clock pulses.  

 

 

Fig. 4. Impulse Response output 

 

Fig. 5. Step Response output 

Three processes are used to realize the biquad filter algorithm. In the first process 
input values are sampled from ADC and stored in process registers at rising edge of 
the system clock. The second process is used to store the delay elements. Third 
process statement is used to obtain the output of the filter algorithm and given it to the 
DAC. 

4   System Implemetation 

Synthesis of the fully simulated filter algorithm is carried out by using Altera 
Quartus-II software to realize the hardware which is compatible to implement on 
proposed FPGA core. Finally the hardware realized is programmed into the Altera 
Quartus-II FPGA for real time performance analysis.  

The multiplexed baseband analog signal is sampled at required rate in real time and 
converted into 14 bit digital signed data by using Analog to Digital Converter 
AD9248. Sampled digital data is given to FPGA filter block to process, and then 
processed 14 bit data is fed to the Digital to Analog Converter AD9767 to get analog 
signal for further processing.  
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The clocks generated by using the ALTPLL Mega Wizard interface are used to 
clock the ADC and DAC blocks located outside the FPGA core. The input frequency 
to the PLL block is 24MHz which is fed from the oscillator of the FPGA board to 
derive the required clocks for ADC & DAC blocks. All derived clocks from PLL are 
synchronized to the input clock.  

A. Synthesis & Timing Analysis 
The Altera Quartus- II design software provides a complete, multiplatform design 
environment that easily adapts to our specific design needs. The synthesis of the filter 
algorithm is done using Quartus-II software. The desired circuit is specified either by 
using a hardware description language VHDL, or by means of a schematic diagram. 
Then synthesis is carried out that gives the logic elements (LE) required. Next stage is 
the functional simulation followed by fitting. Timing analysis is carried out in the 
next phase. Finally the designed circuit is implemented in a physical FPGA chip by 
programming the configuration switches that configure the LEs and establish the 
required wiring connections. 

 

Fig. 6. Quartus-II output of filter algorithm 

Place & Route of the realized hardware from synthesis is carried out on the 
proposed FPGA core. Timing analysis is performed by using Quartus-II Time-Quest 
Timing Analyzer. All timing constraints defined in SDC file are met. The 
programmer object file (.pof) is generated for the filter to configure the FPGA. The 
hardware realized by Quartus-II software is given above. 

B. FPGA Implementation 
The last stage in the implementation of digital programmable telemetry filter is to 
load Programmer Object File (.pof) into configuration device to configure the 
Cyclone-II FPGA. Altera® Cyclone II FPGAs extend the low-cost FPGA density 
range to 68,416 logic elements (LEs) and provide up to 622 usable I/O pins and up to 
1.1 Mbits of embedded memory. Cyclone II FPGAs are manufactured on 300-mm 
wafers using TSMC's 90-nm low-k dielectric process to ensure rapid availability  
and low cost. Altera’s latest generation of low-cost FPGAs—Cyclone II FPGA’s offer 
60% higher performances and half the power consumption of competing 90-nm 
FPGAs. 
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Finally the frequency response of the filter from MATLAB FDA Tool is compared 
with the filter output spectrum during Real Time and thus performance of the Digital 
Telemetry Filter implemented on FPGA is analyzed during flight of the Light Combat 
Aircraft (LCA). The frequency response of the band pass filter by FDA Tool is given 
in fig 7 and the real time spectrum of filter output is given in fig 8. 

 

Fig. 7. Frequency response of BP filter by 
FDA Tool 

 

Fig. 8. Real time spectrum of BP filter output 
during flight 

5   Conclusions 

Filtering is a critical aspect of the overall flight test instrumentation process. The 
design of filters is not a trivial job, particularly when the accuracy and reliability 
requirements are of a high level typical of those found in a flight test instrumentation 
system. In our paper we propose a high speed digital programmable telemetry filter 
which is evolved from low power VLSI technologies. Thus there would not be a need 
of separate filters for high pass, low pass, band pass and band reject filter. Thus a 
pipelined approach can be used for the implementation of high speed telemetry filter 
on low power FPGA. Thus this project will serve as a milestone in the field of 
aeronautics.  
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Abstract. In cloud environment, cloud servers providing requested services to 
the client as per request, sometimes may crash due to denial of service (DoS) at-
tack. It prevents the legitimate users from getting service.  DoS attack is ac-
companied by IP Spoofing so as to hide the location of flooding and to make 
every request dissimilar. Hop-count value is helps in Preventing DOS attack in 
cloud environment. This value is determined from received IP Packet. So, there 
is essential requirement of storage for storing hop-count value of clients. In this 
paper, we present an approach for storing hop-count value which helps to pre-
vent DDoS attacks in cloud environment. This new approach of hop Count Sto-
rage is save searching time at the time of hop-count Filtering & helps in pre-
venting DoS attack in cloud environment. Also, this method decreases the 
unavailability of cloud services to legitimate users, increases accessibility and 
reduces memory requirement for storing hop-count value. 

1   Introduction 

Cloud computing can be defined as a new style of computing in which dynamically 
scalable and often virtualized resources are provided as a services over the Internet. 
Advantages of the cloud computing technology include cost savings, high availability, 
and easy scalability [1]. 

DoS attacks do not wish to modify data or gain illegal access, but instead they tar-
get to crash the servers and whole networks, disrupting legitimate users’  
communication. DoS attacks can be launched from either a single source or multiple 
sources. Multiple-source DoS attacks are called distributed denial-of-service (DDoS) 
attacks [2]. 

When the operating system notices the high workload on the flooded service, it 
will start to provide more computational power to cope with the additional workload. 
The attacker can flood a single, system based address in order to perform a full loss of 
availability on the intended service [4, 6]. 

These attacks are a type of Flooding Attack [2, 5], which basically consist of an at-
tacker sending a large number of nonsense requests to a certain service, which is pro-
viding various services under cloud.  As each of these requests has to be handled by 
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the service implementation in order to determine its invalidity, this causes a certain 
amount of workload per attack request, which in the case of a flood of requests usual-
ly would cause a Denial of Service to the server hardware [2].  

 

Fig. 1. DDoS attack [2] 

2   Balanced Tree 

A B-tree is a tree data structure that keeps data sorted and allows insertions and dele-
tions that is logarithmically proportional to file size. Usually, sorting and searching 
algorithms have been characterized by the number of comparison operations that must 
be performed using order notation. A binary search of a sorted table with N records, 
for example, can be done in O(log2N) comparisons. In B-trees, internal nodes can 
have a variable number of child nodes within some pre-defined range. When data is 
inserted or removed from a node, its number of child nodes changes. In order to main-
tain the pre-defined range, internal nodes may be joined or split [7].  

A data structure is a way of storing data in a computer so that it can be used effi-
ciently. Often a carefully chosen data structure will allow the most efficient algorithm 
to be used. The choice of the data structure often begins from the choice of an abstract 
data structure. 

 

Fig. 2. Schema showing B-tree Data Structure [7] 
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A well-designed data structure allows a variety of critical operations to be per-
formed, using as few resources, both execution time and memory space, as possible. 
Data structures are implemented using the data types, references and op-erations on 
them provided by a programming language. B-trees are particularly well-suited for 
implementation of databases, while routing tables rely on networks of machines to 
function [7]. 

3   Hop-Count Computation 

Since hop-count information is not directly stored in the IP header, one has to com-
pute it based on the Time-to-live (TTL) field. TTL is an 8-bit field in the IP header, 
originally introduced to specify the maximum lifetime of each packet in the Internet. 
Each intermediate router decrements the TTL value of an in-transit IP packet by one 
before forwarding it to the next-hop [3, 8]. 

3.1   Extract Final Value of TTL 

When a Packet reaches its destination and extracting its TTL field value, this value is 
known as final TTL. The challenge in hop-count computation is that a destination on-
ly sees the final TTL value. It would have been simple had all operating systems 
(OSs) used the same initial TTL value, but in practice, there is no consensus on the in-
itial TTL value. Furthermore, since the OS for a given IP address may change with 
time, we cannot assume a single static initial TTL value for each IP address [3]. 

3.2   Investigate the Initial Value of TTL 

According to [3], most modern OSs uses only a few selected initial TTL values, 30, 
32, 60, 64, 128, and 255. Only a few Internet hosts are apart by more than 30 hops, 
thus one can determine the initial TTL value of a packet by selecting the smallest ini-
tial value in the set that is larger than its final TTL. For example, if the final TTL val-
ue is 112, the initial TTL value is 128, the smallest of the two possible initial values, 
128 and 255. Thus, given the final TTL value one can find the initial TTL value. Ini-
tial TTL values can be calculated as follows [9]: 

Initial TTL=32 if final TTL <=32 
Initial TTL =64 if 32<final TTL<=64 
Initial TTL =128 if 64<final TTL <=128  
Initial TTL =255 if 128<final TTL <=255 

3.3   IP2HC Table 

The inspection algorithm infers the initial TTL value and subtracts the final TTL val-
ue from it to obtain the hop-count. This value of hop count is stored into the IP2HC 
table. The IP2HC table [9] is a mapping between Source IP Address of a packets and 
stored hop count for that IP Address. It is a structure with Source IP address serving 
as index to match the hop count information. 
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4   Proposed Storage Techniques 

The proposed storage technique uses the B-tree concept for hop count filtering me-
chanism, and provides a clear idea for storing hop count value of clients, so that it can 
be used in Cloud environment to prevent DoS attacks. This scheme inspects the hop 
count value of incoming packets to validate their legitimacy using only moderate 
amount of storage. 

Continue monitoring of packets travelling over the cloud network, and thus, we ex-
tract information from monitored TCP/IP Packets for calculating the hop-count value. 
The analyses to investigate the limit of hop count (HC) values are 

Initial TTL=32 if final TTL <=32, Then possible HC value range 0 to 32 

Initial TTL =64 if 32<final TTL<=64, Then possible HC value range 0 to 31 

Initial TTL =128 if 64<final TTL <=128, Then possible HC value range 0 to 63 

Initial TTL =255 if 128<final TTL <=255, Then possible HC value range 0 to 126 

So, we can say that calculated hop count value range between 0 to126. 
First we create a root node and it’s divided into 126 parts. Each part of root node 

index by number (represent hop count value) and linked with source IP address. In-
itially each value points to null. After calculating hop count value from the received 
TCP/IP packet at the cloud server need to insert client IP address corresponding to 
hop count value. For example, if value of hop count is p then this node point to the 
node containing client IP address. We are discussing two techniques for storage of 
hop count. 

 

Fig. 3. Structure of root node 

4.1   Linked Storage Scheme 

In this scheme, Clients IP address information is linked by node containing hop count 
value. In fig. 4 IP address are represented by A: B: C: D. 

 

Fig. 4. Linked Storage Scheme 
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If multiple client having same hop count value then create link list of each client IP 
addresses. Node containing value 1 points to the link list of IP addresses 
(A7:B7:C7:D7, A8:B8:C8:D8, A9:B9:C9:D9, A10:B10:C10:D10) because of these 
clients having hop count value 1. 

4.2   Hierarchical Hop Count Storage Scheme 

In this scheme, we are using concept related to B tree data structure for storing IP ad-
dresses of clients on the basis of their hop count values. In this data structure a child 
node can have variable number of child nodes. 

In fig. 5, IP address are divided into four part (A: B: C: D) and following IP Ad-
dresses (A1:B1:C1:D1, A2:B1:C1:D1, A3:B1:C1:D1, A4:B1:C1:D1, A11:B2:C1:D1, 
A12:B2:C1:D1, A13:B2:C1:D1, A21:B12:C1:D1, A22:B12:C1:D1, A23:B12:C1:D1, 
A31:B23:C1:D1, A32:B23:C1:D1, A33:B23:C1:D1 etc.) having hop count value 3 
which is shows in figure. 

 

Fig. 5. Hierarchical Hop Count Storage Scheme 

A hierarchical storage scheme capable of improving hit rate and reduces the com-
plexity for extracting stored hop count value from storage. For example, cloud server 
receives an IP A32: B23: C13: D2 and its computed hop count value is 3 then refer 
root node which contain Hop count value equal to 3. This scheme works on three 
mode Insertion, Detection and Deletion mode. In Detection mode, computing the hop 
count value and recognize client IP exist or not.  And in Insertion mode, insert client 
IP address if received connection request. When validity of client is expired then enter 
into Deletion mode to remove client IP address information from the storage. 
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Algorithm 1. Consider the following notations: HC = Hop Count value, Tf= final 
value of TTL and Ti=initial value of TTL.   
 

For each packet, 

Extract the final ttl (Time to Live) value and Source IP address.  
Compute Hop count value 
         Set Ti = Investigate_Initial_TTL(Tf) 
         HC = Ti-Tf  

If connection request then enter into Insertion mode. 
else Enter into Detection Mode 

A. Detection Mode 

           If child node Dn exist then check 
               If child node Cn exist then check 
                   If child node Bn exist then check                        
                       If child node An exist then 
                           ‘Allow the packet’ 

If validity of client is expired then 
    Switch to the Deletion Mode 

Otherwise ‘packet is spoofed’ 

B. Insertion Mode 

Steps: 
1.If child node Dn exist then goto Step 2  else goto Step 5 
2. If child node Cn exist then goto Step 3  else goto Step 6 
3. If child node Bn exist then goto Step 4  else goto Step 7 
4. If child node An exist then goto Step 9 

           5. Create a nodes & insert value of Dn  
           6. Create a node & insert value of Cn 
           7. Create a node & insert value of Bn 
           8. Create a node & insert value of An 
           9. Exit 

C. Deletion Mode 

// Deletion perform from a leaf node 
Delete node An and check if node A is empty then 
Delete node Bn and check if node B is empty then 
Delete node Cn and check if node C is empty then 
Delete node Dn 
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5   Important Features of Proposed Approach 

These scheme increase accessibility of HC value and reduces the memory require-
ment for storing HC values. Easy to perform time efficient operations like searching, 
insertion and deletion searching. 

We proposed two scheme, linked storage scheme save searching time as compare 
to IP2HC table. Because of in IP2HC table needs to search in sequential order (The 
source IP address serves as the index into the table to retrieve the correct hop-count 
for this IP address). But in this scheme create a link list of client’s IP addresses then 
again needs lots of time in searching HC value. So, we introducing Hierarchical hop 
count storage scheme which is save lots of searching time of IP address and help in 
preventing DDoS attack in cloud environment and also this scheme save memory and 
decreases unavailability of cloud services. 

6   Conclusions 

Cloud Computing is gaining popularity, but with the widespread usage of cloud the 
issue of cloud security is also surfacing. One of the major threats to Cloud security is 
Distributed Denial of Service Attack (DDoS) or simply Denial of service attack 
(DoS). This attack will damaging system and decreases resources availability without 
any previous information. To improve resource availability of resources, it is essential 
to provide a time efficient mechanism to prevent DDoS attacks. This paper presented 
a time efficient approach by using hierarchical data structure, which is not only store 
the hop count but also detects spoofed packets. 
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Abstract. Genetic Algorithm (GA) is an artificial intelligence procedure and 
one of the probabilistic heuristic search algorithms based on the mechanism of 
natural selection and evaluation. The GA is used to select the characteristic pa-
rameters of the classifiers, the input features and find the optimum solution for 
a variety of complex problems like Very Large Scale Integrated (VLSI) design, 
layout and test automation. Field Programmable Gate Array (FPGA) is an inte-
grated circuit designed to be configured by the customer or designer after man-
ufacturing and is very widely used in VLSI Circuits. The GA architecture is  
simulated and verified by using VHDL (Very High Speed Integrated Circuit 
Hardware Description Language). 

1   Introduction  

Digital systems, which are extremely intricate and increasing in complexity, are used 
in wide range of domestic and industrial applications so as to ensure the reliability. It 
is necessary to test their performance to identify any defects prior to using them in a 
fully operational environment. The cost of testing VLSI chips is a significant function 
of the overall manufacturing cost. The time required to test a chip should be mini-
mized. The tremendous growth of the recent techniques to increase the transistor den-
sity of FPGA has yielded good results and is more powerful over the years [9][4]. 
General purpose GA requires that the fitness function be easily changed, the hardware 
implementation must exploit the reprogrammability of certain types of FPGAs, which 
are programmed via a bit pattern stored in the static RAM and are thus easily reconfi-
gured [6]. FPGA is a semiconductor device from Programmable Read Only Memory 
(PROM) and Programmable Logic Device (PLD). It contains programmable logic 
components and programmable interconnects [7]. FPGAs are pre-fabricated silicon 
devices that can be electrically programmed to become almost any kind of digital  
circuit or system [1][8]. The FPGA contains CLB (Configurable Logic Blocks),  
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Horizontal and Vertical lines. In contrast to Application Specific Integrated Circuits 
(ASIC), FPGAs are configured after fabrication and they can also be reconfigured. 
The CLB’s are calculated the user defined functions in FPGA. The Input/Output 
Blocks (IOB) are used to connect the FPGA to other elements. Interconnect is impor-
tant for writing data between CLB and from IOBs to CLBs. 

2   Genetic Algorithm 

GA is a probabilistic search algorithm based on the mechanism of natural selection 
and evaluation [3].In GA the term "chromosomes" encode a group of linked features 
and the “Genes" encode the activation or deactivation of a feature. GA is started with 
a set of solutions called population. A solution is represented by a chromosome. The 
population size is preserved throughout each generation. Some of the selected chro-
mosomes randomly mate to produce new offspring [5]. Chromosomes with high fit-
ness value have high probability of being selected. The new generation may have 
higher average fitness value than those of old generation. The process of evaluation is 
repeated until the end condition is satisfied. Genetic algorithm described by Goldberg 
is specially suited to solve large scale combination optimization problems [2]. The 
fig.1 shows the flow chart of GA. The initialization of strings is represented by the 
population size and after the initialization it will move in to the genetic process that is 
Selection, Cross over and Mutation. Finally, it will check for the output of the genetic 
process to reach the optimum and expected solution and if so then the execution will 
be stopped else it starts again from the initial steps. 

2.1   GA Process  

Step 1: Initialization of data strings – Population Size (n chromosomes). 
Step 2: Calculate the fitness f(x) of each chromosome x in the population.  
Step 3: Create a new population by repeating the following steps [4-9] until the new 
population is completed.  
Step 4: Select two parent chromosomes from a population according to their    fit-
ness (the better fitness, the bigger chance to be selected).  
Step 5: With a crossover probability cross over the parents to form a new offspring 
(children). If no crossover was performed, offspring is an exact copy of parents.  
Step 6: With a mutation probability mutate new offspring at each locus (position in 
chromosome).  
Step 7: [Accepting] Place new offspring in a new population. 
Step 8: [Replace] Use new generated population for a further run of algorithm. 
Step 9: [Test] If the end condition is satisfied, stop, and return the best solution in 
current population.  
Step 10: Repeat from Step 2 and continue the process until the optimum solution 
reached.  
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Fig. 1. Flow chart of GA  

3   Simulation Results 

The simulations parameters are tabulated in Table 1.The simulated outputs are shown in 
fig. 2, 3 and 4. The detailed synthesis reports of utilization of hardware components in 
FPGA are tabulated in Table 2. The Rand for the Random value and Wheel here we used 
the Roulette Wheel for the Random value selection. RUN is a global startup and running 
signal, RESET is a global reset signal and CLK is a global synchronizing clock signal. 

3.1   Pseudocode for GA  

architecture rtl of GA is 
-- Build an enumerated type for the state machine------------------------------------- 
type state_type is (idle, birth, selection, crossover, mutation, store); 
……………… 
-- Register to hold the current state------------------------------------------------------ 
signal o0,o1,o2,o3,o4 : std_logic; 
signal Child_input1, Child_input2, Child_input1_b, Child_input2_b, GA1,GA2: 
……………… 
--Selection state---------------------------------------------------------------------------- 
 if(state_out="000100") then 
 ……………… 
 --Here general Roulette wheel----------------------------------------------------------- 
  for i in 0 to 3 loop 
   if(Rand(i)<wheel(0)) then 
……………… 

Yes

No

Initialization of strings 

Start 

Found the 
Generations? 

Genetic Process  

Stop 
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--Crossover state--------------------------------------------------------------------------- 
 if(state_out="001000") then 
  temp2_cros:=Child_input2_s; 
 swp:=temp1_cros(1); 
 temp2_cros(1):=swp; 
……………… 
--Mutation state------------ 
          if(state_out="010000") then 
        temp1_mu:=Child_input1_c; 
        temp2_mu:=Child_input2_c;  
……………… 
------------------------------------------------------------------------------------------------ 

Table 1. Simulation parameters of GA 

Parameters Bit Value

Rand 1011

Wheel 1111

Input 1111000011110110

Output 0010100101110001

Rst 0

Run  1 

Ce 1

Table 2. Synthesis report of GA 

Device Utilization 

Number of  
slices 

8    out of   4656     
0.171%   

Number of 
Slice Flip Flops

3    out of   9312     
0.032%   

Number of 4 
input LUTs

14  out of   9312     
0.15%  

Number of IOs 14 

Number of 
bonded IOBs

14  out of    158     
8%  

Number of 
GCLKs

1    out of     24     
4%  

Minimum     
period 

3.668ns (Maximum 
Frequency: 
272.628MHz)

Minimum input 
arrival time   
before clock

 4.024ns 

Maximum   
output required 
time after clock

6.095ns 

Total memory 
usage 

174372 kilobytes 



 VHDL Synthesis and Simulation of an Efficient Genetic Algorithm Based on FPGA 523 

 

Fig. 2. RTL schematic view of GA  

 

Fig. 3. Simulated output of GA  
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Fig. 4. Technological schematic view of GA  

4   Conclusion 

Now days, the reliability of the digital systems is being tested by Artificial Intelli-
gence (AI) based approaches, the robust and efficient way to detect the faults.  It is 
somewhat cumbersome to develop an ASIC or FPGA for search and optimization 
problems. Developing an ASIC takes much time and is expensive compared with 
FPGA. The GA is a promising method for solving such difficult technological prob-
lems. The GA architecture is synthesized and simulated by using VHDL   program-
ming language presented here. The GA is easy to drop into local optimal solution and 
to increase the convergence speed. It can also be used for complex and loosely de-
fined problems in Very Large Scale Integrated circuits.  
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Abstract. This paper deals with the problem of forensic sketch matching. Re-
search in past decade offered solutions for matching sketches that were drawn 
while looking at the subject (viewed sketches).  In this paper, we emphasize on 
matching the forensic sketches, which are drawn by specially trained artists in 
police department based on the description of subject by an eyewitness. Recent-
ly, a method for forensic sketch matching using LFDA (Local Feature based 
Discriminant Analysis) was published. Here, the same problem is addressed us-
ing a novel preprocessing technique combined with a local feature descriptor 
called SURF (Speeded Up Robust Features). In our method, we first preprocess 
the images using a special preprocessing technique suitable for forensic sketch 
matching. After the preprocessing, SURF is used to extract features in the form 
of 64-variable vectors for each image. Then all these vectors of one image are 
combined to form the SURF descriptor vector for that image. These descriptor 
vectors are then used for matching. This method was applied to match a dataset 
of 64 Forensic Sketches against a gallery of 1058 photos. From our experi-
ments, it was observed that our approach of image preprocessing combined 
with SURF had shown promising results with a good accuracy. 

1   Introduction 

Today, advances in biometric technology have provided law enforcement agencies 
additional tools in the identification of criminals. In addition to the incidental evi-
dence, if a dormant fingerprint is found at the scene of crime or a surveillance camera 
captures an image of a suspect's face, then these clues are used in determining the 
suspect using biometric identification techniques. However, many crimes occur where 
none of the above discussed information is present. Also, the lack of technology to ef-
fectively capture the biometric data like finger prints within a short span after the 
scene of crime, is a routine problem in remote areas. Despite these repercussions, 
many a times, an eyewitness account of the crime is available who had seen the crim-
inal. The Police department deploys a forensic artist to work with the witness in order 
to draw a sketch that limns the facial appearance of the culprit. These sketches are 
known as forensic sketches. Once the sketch is ready, it is sent to the law enforcement 
officers and media outlets with the hope of catching the suspect. Here, two different 
scenarios may arise for the culprit: 1) The person may have already been convicted 
once or 2) The person has not been convicted even once or this is the first time,  
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he may be committing felony. This paper deals with the first type scenario. If the 
criminal has been convicted at-least once, a mug shot photo (photo taken, while the 
person is being sent to jail) is available. Using an efficient forensic sketch matching 
system, the police can narrow down the potential suspects which will reduce the fu-
ture crimes by the same criminal drastically. 

There are two different types of face sketches that are discussed in this paper. They 
are: viewed sketches and forensic sketches. Viewed sketches (Fig. 1) are the sketches 
drawn while looking at the photograph of the person or the person himself. Forensic 
sketches(Fig. 2) are the sketches drawn by interviewing a witness to gain description 
of the suspect. There are a lot of problems in face sketch recognition when compared 
to normal face recognition (in which both probe and gallery images are photographs). 
The textures of sketches, whether they may be viewed or forensic are quite different 
from that of the gallery of photographs that were being matched against. Previous 
work in the matching is done only on Viewed Sketches [3],[4],[5], [6], [7], even 
though most real world scenarios involve forensic sketches only. Forensic sketches 
have additional problems compared to viewed sketches. Due to the petulant nature of 
memory, the exact appearance of the criminal cannot be remembered by the witness. 
This leads to an incomplete and inaccurate depiction of the sketches which reduces 
the recognition performance substantially. 

2   Related Work 

Even though the research in sketch matching started a decade ago, it is mostly con-
fined to viewed sketches. Most of the early work on viewed sketches is done by Tang 
et al. [3],[5],[6]. In these studies, a synthetic photograph is generated from the sketch 
and then matching is performed with established face recognition algorithms. 

In the recent years, research on sketches is done with the aid of feature based de-
scriptors. Klare and Jain [4] published a SIFT based approach for the sketch to photo 
matching. Other methods similar to this such as Coupled Spectral Regression [9], Lo-
cal Binary Patterns [8], [10], [11] are used for matching near-infrared images (NIR) to 
visible light images (VIS). 

 

Fig. 1. An example of viewed sketch (Left) and it's corresponding photograph (Right) 
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Fig. 2. An example of forensic sketch (Left) and it's corresponding photograph (Right) 

Klare and Jain[1] published an LFDA based approach for matching forensic 
sketches to mug shot photos. It is the first large scale experiment conducted on foren-
sic sketch matching. We compare our results with the LFDA; since it is reported to be 
the one with the highest accuracy till date in forensic sketch matching. We show ex-
perimentally that with a novel preprocessing technique, combined with the detector 
and descriptor powers of SURF [2], a better accuracy than LFDA can be achieved. 

3   Preprocessing 

A novel preprocessing technique is discussed in this section. This preprocessing is 
different from the conventional face recognition preprocessing techniques where the 
face is preprocessed so that the region from forehead to chin and cheek to cheek is 
visible. Here, we preprocess the images, so that the hairline and neck region along 
with the ears are also visible (as shown in Fig. 3). This is due to two reasons: 

1. Experiments conducted by Frowd et al. [12] showed that human beings remember 
the familiar and unfamiliar faces with the help of internal and external features of 
the face respectively. Since culprits are essentially unfamiliar, the external features 
of the face region are more salient and hence need not be removed. 

2. Forensic Sketch artists not only draw the internal features of the face, but also the 
external features. Also, Jain et al. [13] reported that when matching forensic 
sketches, using only the external features (chin,hairline,ears) gave better accuracies 
when compared to using only the internal features (eyes, nose, mouth etc.) 

 

Fig. 3. An example of the image preprocessing. Note that external features of the face are not 
lost in the preprocessed image. 
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Since SURF is both rotation and scale invariant, we did not preprocess the images 
further. The use of haar wavelet responses makes SURF invariant, to a bias in illumi-
nation [2]. 

4   Speeded Up Robust Features 

SURF stands for Speeded Up Robust Features. It is an approach which is generally 
used to construct a robust image detector and descriptor that can be used in computer 
vision tasks like object recognition and 3D reconstruction. Recent experiments by Du 
et al. [14] proved SURF to be the most robust detector and descriptor available for 
face recognition. Also, using SURF feature descriptors, the differences in image mod-
alities between a sketch and a photo are mostly diminished. 

The features calculated with SURF, are both rotation and scale invariant. In a typi-
cal face recognition experiment, there is always a need to scale up/down the images 
and also to rotate the subject’s face so that both eye levels fall on a straight line. This 
overhead is completely removed with SURF.  

As a detector, SURF locates the interest points in the image that produce major 
variation while the descriptor constructs feature vectors around each of these interest 
points. In the next few sections we describe how SURF can actually be used for rec-
ognition purposes. 

4.1   Interest Point Detection 

To detect the interest points, SURF uses the determinant of the approximate Hessian 
matrix. Blob like structures are detected in the image, where the local determinant is 
maximum (see Fig. 4a). In the Hessian matrix approximation, we use integral images 
instead of the original ones reducing the time required for calculations.The Hessian 
matrix ),( σXH  for a given point ),( yxX =  of an image at a scale σ  
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Where ),( σXLxx , ),( σXLxy and ),( σXLyy  are the convolutions of the Gaus-

sian second order partial derivatives of the image I at point X . 
A set of 9 × 9 box filters are used as approximations of Gaussian second order de-

rivatives with 2.1=σ , to reduce the computation time. These filters represent the 
lowest scale(i.e. highest spatial resolution) for computing blob response maps and are 

denoted as ),( σXDxx , ),( σXDxy and ),( σXDyy . The weights applied to the 

rectangular region are kept simple for computational efficiency. These yield: 
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Whereω  is a weight for the energy conservation between the Gaussian kernels and 
the approximated Gaussian kernels. To be scale invariant SURF implements scale 
spaces as image pyramids. In a general scenario, these images are repeatedly 
smoothed with a Gaussian and subsequently sub-sampled in order to achieve a higher 
level of the pyramid. But in SURF, since we use box filters and integral images,  
we can directly apply the filters of any size at exactly same speed, directlyon the  
original image. 

4.2   Interest Point Description 

SURF uses the sum of Haar wavelet responses to describe the features of an interest 
point, which make it invariant to rotation. Fig. 4b shows the Haar wavelet filters, that 
are used to compute the responses in x and y directions. To extract the descriptors, 

we first construct a square region centered at the interest point and oriented along the 
orientation decided by a special selection method as described in [2]. 

 

            (a)   (b) 

Fig. 4. (a) The interest points detected with SURF for a sketch, (b) The Haar Wavelet types 
used for SURF 

Now the square region is split up equally into smaller 4 × 4 square sub-regions (as 
shown in Fig. 5). This preserves important spatial information. For each sub-region, 
we compute Haar-wavelet responses at 5 × 5 equally spaced sample points. We de-

note xd  as the Haar Wavelet response in horizontal direction and  yd  as the Haar 

wavelet response in vertical direction. For each sub-region, xd   and  yd   are calcu-

lated and these are weighted with a Gaussian centered at the interest point to increase 
the robustness towards geometric deformations and localization errors.  

The wavelet responses xd  and yd  are summed up over each sub-region and these 

form a first set of entries to the feature vector. In order to bring in information  
about the polarity of the intensity changes, we also extract the sum of the  

absolute values of the responses, xd and yd . Now each sub-region has a four-

dimensional descriptor vector v for it’s underlying intensity structure, 
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where. ( )= yxyx ddddv ,,, . Concatenating these vectors of all the 4 × 

4 sub-regions, we get a descriptor vector of length 64. The wavelet responses are in-
variant to a bias in illumination (offset). 

4.3   Speed Up the Matching 

To speed up the matching, we used the sign of the Laplacian (i.e. the trace of the Hes-
sian matrix) for the interest point. If two point pairs are of different sign, their features 
are not matched. Fig. 6 gives the example blobs of the sign where they are different 
and hence are not matched. More detailed description of SURF matching can be 
found in [2]. 

 

Fig. 5. To build the descriptor, an oriented quadratic grid with 4 × 4 square sub-regions is laid 
over the interest point 

 

Fig. 6. Figure showing the sign of the Laplacian 

5   Viewed Sketch Matching Results 

We first performed experiments on viewed sketches to test our SURF based system. 
188 pairs of viewed sketches were collected from CUHK face data set [3]. Taking a 
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random sample of 100 pairs, we conducted the recognition experiment. There is no 
training required since we are using the detector capabilities of SURF. The Cumula-
tive match curve that was generated is as shown in Fig. 7. 

At rank-10, we achieved an accuracy rate of 77%. Although this result lags behind 
the viewed sketch matching results of [3] and [4], we have shown that without any 
training or higher level preprocessing a good accuracy can be achieved with SURF. 
The reason for lower accuracy may be attributed to the fact that we preprocessed the 
images keeping in mind the cognitive research on forensic sketches, but not on 
viewed sketches. 

 

 

Fig. 7. Rank curve (CMC) showing the matching performance with Viewed Sketch Images 

6   Forensic Sketch Matching Results 

Before the experiment, we made a database of 64 forensic sketches along with their 
corresponding mug shot photographs. These sketches were collected from two differ-
ent sources: 

 
1. 54 sketches from the forensic sketch artist Lois Gibson [15] 
2. 10 sketches from the forensic sketch artist Karen Taylor [16] 
 
Collection of mug shot database is a huge problem, since there is no publicly availa-
ble database for them. Only 64 mug shot photos which were the pairs of the sketches 
we have collected were available. We could not collect any additional mug shot pho-
tos. So, in order to populate the gallery, we used the fa type images(994 in number) of 
FERET color database [17]. As a result, we have a gallery 1058 photographs in the 
end. 
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Also, when we are doing the matching of forensic sketches, we are concerned with 
the accuracy at rank-50 i.e. whether or not the true subject is within the top-50 re-
trieved images. This is because forensic sketch matching differs a lot from the con-
ventional face recognition scenarios. In normal face recognition, human interaction is 
limited only to the ambiguous cases. Since in forensic sketch matching, we are match-
ing a sketch to a photo, and that sketch too is drawn just based on the verbal descrip-
tion of the witness, there are a lot of chances for ambiguity. Hence, law enforcement 
officers are generally concerned with the top R retrieved results. Here, we consider 
R to be 50. We first used all the 64 forensic sketches we have, for matching. We 
achieved a very good accuracy rate of 46.87%. We believe, that this is the best recog-
nition rate achieved so far in the area of forensic sketch matching. The rank curve 
(Cumulative Match Curve) that was generated is as shown in the Fig. 8. 

 

Fig. 8. Figure showing the CMC that was generated when 64 forensic sketches are matched 
against 1058 photographs 

In order to compare our result with the existing systems LFDA [1] and FaceVACS 
[18], we tried to mimic the experiment in [1]. Klare and Jain [1] took 49 good quality 
forensic sketches, from a lot of 159 forensic sketches available to them and showed 
their results. From the lot of 64 forensic sketches we have, we separated 49 sketches 
as good quality and performed matching on them. A note tothe reader is that the 64 
sketches we have are a subset of the 159 sketches in [1].The results are shown in Tab. 
1. The results clearly show the SURF based method, along with the novel preprocess-
ing technique we proposed as a winner. The accuracy can be further improved if race, 
gender and ancillary information are included. 
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Table 1. Comparison of rank-50 accuracies of our method (SURF) with LFDA and FaceVACS 

Method Rank-50 accuracy 

SURF with novel preprocessing 61.23% 

LFDA 52% 

FaceVACS 23% 

 
Fig. 9 shows the examples of matching with our proposed system. Sometimes the 

top retrieval may look visually more similar to the sketch rather than the true subject 
(see Fig. 10). This gives us another dough to explain why we consider top-50 re-
trieved images rather than one single image that appears at rank-1.  

 

 
       (a)     (b) 

Fig. 9. Example matches when 49 good quality forensic sketches are matched against 1058 
photographs (a) Three of the best matches which were discovered at rank-1 and (b) Three of the 
worst matches discovered at ranks 320,217 and 287 (from left to right) successively 

 

                    (a) Forensic Sketch   (b) True subject    (c) Top retrieval 

Fig. 10. An example showing the failed retrieval for a good quality sketch. Even though the top 
retrieval (c) is not true subject (b), it visually looks more similar to the forensic sketch (a). 
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7   Conclusions and Future Work 

We presented a novel approach for forensic sketch matching with the help of SURF. 
Matching forensic sketches is a very difficult problem for two main reasons: 

 
1. The sketch quality is directly proportional to the victim’s memory 
2. We need to match across image modalities 

We solved the latter problem with the help of SURF and with a special preprocessing 
technique we tried to solve the former one. Also, by removing the needs of training 
and other higher level preprocessing techniques (scaling and rotating of images), we 
reduced the time required for preprocessing drastically. Further, we provided an op-
timal method for forensic sketch matching and proved experimentally it's superiority 
compared to the existing systems. Future work can be extended by making improve-
ments to SURF. 

There is a need for continual research on forensic sketch matching to assist the law 
enforcement agencies to apprehend criminals quickly, before they commit another 
crime. We have sent requests to the various universities doing the research on forensic 
sketch matching to make their databases publicly available. A bigger database of fo-
rensic sketches is needed to further dive into the complexity of the problem. 
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Abstract. Data path circuits play a vital role in today’s processors. Data path, 
which defines the structural model for interconnection of resources, needs to be 
flexible. It consists of a computing architecture modeled by a set of virtual tem-
plates. The focus of this work is to obtain the efficient configuration of the tem-
plates in order to map data intensive applications. The resource constrained 
scheduling process is employed to schedule the operations pertaining to differ-
ent configurations. To achieve this scheduling, the data flow graph is modeled 
by grouping the resources for different configurations as a vertex cover model. 
Data intensive applications involve large amounts of data reuse and the number 
of registers and ports required is determined for each configuration. The num-
ber of registers, ports and latency are measures of efficiency of the configura-
tion and using these measures the most efficient configuration of the templates 
to map an application is determined. 

Keywords: Configuration, Data path, Template, Scheduling. 

1   Introduction 

Applications developed today require to be functional at high speed and  they are 
computationally intensive also. This has led to reconfigurable computing gaining sig-
nificance in which the configurability of software solutions with the high performance 
of specialized hardware architectures is aimed at [1]. High performance and flexibility 
are the significant requirements of any computing architecture [3]. The architectural 
template in a data path is required to be flexible in order to map various embedded 
and computationally intensive Digital Signal Processing (DSP) applications. An im-
proved speed of execution in terms of latency measure, and reduced area in terms of 
lesser resources used, are aimed at in a data path in order to obtain a highly efficient 
architecture. This will consequently lead to a lesser time to be marketed to the em-
bedded system developers, for whom, these features for an architecture are of high in-
terest. Reconfigurable computing is a good compromise between flexibility and high 
performance. The reconfigurable devices are a good compromise between Applica-
tion Specific Integrated Circuit-’s (ASIC) and the processors in terms of flexibility 
and high performance [9]. ASIC-’s, as the name suggests are suited for one particular 
application only and thus consist of the right selective functional units required for 
that specific application. ASIC masks are highly expensive and it takes a long time to 
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develop a custom Integrated Circuit(IC).But ASIC’s consume lesser power than  
reconfigurable devices. Whereas processors consume much more power than reconfi-
gurable devices and also are not very efficient in terms of execution speed, but pro-
cessors have the advantage that they are flexible after fabrication and fixed set of 
functional units can be chosen pertaining to an application. 

The proposed work involves an extensive experimentation on the different configu-
rations of data intensive DSP applications, that are mapped onto a particular template 
of a data path architecture and determining an optimum configuration that best suits 
the application. The efficiency of each configuration is measured in terms of the reg-
isters utilized and also the execution latency. 

2   Related Work 

Several reconfigurable architectures with the benefits of flexibility and high perfor-
mance are available. But all the architectures do not discuss various configurations 
involved in an application that can be mapped onto an available template. They focus 
majorly on how the advantages of operation level parallelism, pipelining and opera-
tion chaining are combined in order to achieve more efficiency in terms of time and 
area utilization which is also one of the main objective of this work using different 
configurations. 

In Ebeling et al [4] model, the architecture allows pipelining and operational level 
parallelism in an application but pipelining is only at the inter-functional unit level. 
The components themselves which are pipelined are not taken care of which leads to 
time slacks between functional units that execute faster and slower units. But this 
work, which is a template based method involves provision for pipelining and, opera-
tion level parallelism, and also pipelined components can be supported on the virtual 
template developed. The architecture based on aggressive operation chaining [5], is a 
template based architecture where data path is composed of a flexible computational 
component (FCC), which is a pure combinational circuit and it can implement any 2 × 
2 template (cluster) of primitive resources. Thus, the benefit of the intracomponent 
chaining of operations is available but the template is fixed and does not involve con-
sidering different configurations of the same application mapped onto it .In [10], al-
though all the architectural optimization techniques like operation level parallelism, 
pipelining and intra operation chaining are mapped onto a single flexible architecture, 
only one configuration is considered for an application and efficiency of the architec-
ture based on area and speed are compared with different  architectures on the whole. 
This work involves considering various configurations possible on a virtual template 
for one particular application itself, and comparing the efficiencies among them in 
terms of latency and register utilization. 

3   Methodology 

The focus of our method is to develop a virtual architecture, which acts as the compu-
tational unit of a data path. In addition to this, the interconnection, computational unit 
and storage units are considered. This virtual architecture is developed with the use  
of templates involving adders and multipliers to perform operations in the algorithm 
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under consideration The application algorithms that are considered by us for mapping 
on to the virtual architecture are FIR filtering of different orders, IIR filtering and dis-
crete wavelet  transform. Scheduling and register allocation are then performed for 
each configuration of the application involved. The number of registers required and 
the latency involved are measured for each computation. 

3.1   The Virtual Template 

To map the applications involving intensive computations a virtual template is  devel-
oped first using C. This template includes an array of nodes which form the resource 
of the architectural template. Each node also called a unified cell comprises of an ad-
der unit and a multiplier unit together, as shown in Fig. 1.The nodes have accumulator 
registers in order to store temporary results for each time slot. Depending on the ap-
plication involved, the desired number of nodes can be created to form the template 
leading to the advantage that resources are not wasted by creating more number of 
nodes.  Each of these nodes is scheduled to perform operations based on the resource 
constrained scheduling process. 

 

Fig. 1. Virtual architectural template with the unified cell  

3.2   Scheduling and Register Allocation  

Scheduling [2], [7] involves the process of assigning time slots to the operations in a 
particular application. The requirement for scheduling arises from the need for the 
processors to perform multitasking and thus the operations to be scheduled have to be 
chosen based on a certain priority. Scheduling operations in an application based on 
priority is the list scheduling. Scheduling can either be resource constrained or time 
constrained [6]. Here a resource constrained scheduling is employed where the num-
ber of available resources for a particular application is fixed, and then the scheduling 
process is carried out. Here the data flow graph for a task is first modeled as a vertex 
cover and time slots are assigned to this cover based on the resources available. The 
cover is taken in different possible ways in order to account for different configura-
tions based on the constraint imposed on the number of available resources. The oper-
ations, after being scheduled, are allocated registers to store the temporary results 
which are accumulator registers. In addition, pipeline registers may also be needed in 
cases where the temporary results have to be utilized in another time slot grouping. 
The total number of registers including both the accumulator registers and pipelined 
registers, and the execution latency are then computed. 
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4   Experiment 

Data intensive DSP benchmarks are considered. The template structure is generated 
using C and the data flow graph pertaining to the benchmark is used to give intercon-
nections of nodes considering data input and data reuse. The execution time of one 
adder is 1 time unit and that of multiplier is 2 time units for the examples. The sche-
duling for the different configurations of the data flow graph using the vertex cover 
model on the template developed is done using C.  The results for the number of reg-
isters obtained and the latency is computed in C. The High Level synthesis tool 
SPARK is used to generate the RTL code, which is synthesized using QuartusII and 
the number of registers is computed here also and RTL is generated. A general con-
clusion is drawn based on the results obtained from C and QuartusII softwares. 

4.1   Finite Impulse Response (FIR) Filter  

The FIR filter is a renowned digital filter having a characteristic feature that the im-
pulse response is finite due to the absence of feedback. The FIR filters employed in 
DSP applications are computationally intensive with lot of data reuse and hence it is 
necessary to find an efficient configuration with efficiency measured in terms of reg-
isters utilized and latency of the filter to be mapped onto the virtual architecture. The 
FIR filter with an output y(n) with inputs x(n), x(n-1)…x(0) and coefficients 
w(n),w(n-1)…w(0) can be expressed as : 

y(n) = (x(n)*w(n)) + (x(n-1)*w(n-1) )+…                                  (1) 

As an example, the vertex cover groups the  computations of 3-tap FIR filters to be 
mapped onto the template developed with the nodes numbered 1 through 3 concur-
rently, followed by nodes 4 to 6 and then through nodes 7 to 9. The three outputs ob-
tained are y(2), y(3) and y(4) for the inputs x(0), x(1), x(2) and x(3).These inputs are 
reused from one computation to  the other represented by arrows in the figure. The 
coefficients used here are w(0), w(1) and w(2).The two different configurations of the 
filter are represented in Fig.2 and Fig.3, in which the resources are mapped along the 
computation and horizontally mapped respectively. 

 

Fig. 2. Mapping along computation line                   Fig. 3. Horizontal mapping 
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In this example it is assumed that the resources available are three adders and three 
multipliers. In the case of mapping along the computation line as shown in Fig.2, the 
vertex cover is taken along the flow of computation to determine a single output. 
Hence this cover, consisting of nodes 1, 2 and 3 will be considered for execution in 
the first time slot. Thus the rest of the computations are scheduled accordingly. There 
is no requirement for any pipelined register here, since the partially computed results 
are not carried on to the next slot and hence are independent. Whereas in the horizon-
tal mapping as shown in Fig. 3, the vertex cover is taken in the horizontal direction 
consisting of nodes 1,4 and 7 leading to the necessity for pipelined registers which  
arises since the temporary results of one time slot are to  be carried over to the next 
scheduled time slot. 

4.1.1   Results for FIR 
Both the configurations were implemented for various orders of filters and the results 
obtained are presented in Table 1 which is implemented using C, and Table 2 which is 
implemented using SPARK and QuartusII. 

Table 1. FIR implemented using C 

  Along Computation Line  - 1 Input  Port  
   

Horizontal Mapping  -  3 Input  Ports  

Filter 

Order 

Output 

Taken 

No. of 

Accumulator 

Registers  

No. of 

Reuse 

Registers 

No. of  

Pipeline 

Registers

Latency  No. of 

Accumulator 

Registers 

No. of 

Reuse 

Registers

No. of  

Pipeline 

Registers

Latency 

 3 y2,y3,y4     15    4     0       8     15    4    12       22  

 4 y3,y4,y5     21    6     0      11     21    6    18       31  

 6 y5,y6,y7     33   10     0      17     33   10    30       49  

Table 2. FIR implemented using SPARK and QuartusII 

 Along Computation Line Horizontal Mapping    

 Filter 

 Order 

Output 

Taken 

No. of  

Registers  

No. of 

Pins 

No. of 

Input 

Ports 

  No. of  

Registers 

 No. of 

Pins 

 

No. of  

Input 

Ports 

  

  3 y2,y3,y4     463 483 1  639  579    3   

  4 y3,y4,y5     656 659 1  728  659    3   

  6 y5,y6,y7     1427 1379 1  1717  1379    3   

 
Table 1 shows the increase in number of input ports and latency (to obtain y2 in fil-

ter of order 3) in case of horizontal mapping and also pipeline registers are inserted. 
From Table 2 it can be seen that after synthesis, the number of registers required is 
more in case of horizontal grouping than that required in mapping along the direction 
of computation. 
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4.2   Infinite Impulse Response (IIR) Filter  

The IIR filters are digital filters having a feedback from the output and their impulse 
response is infinite. The IIR filter is implemented in a single configuration only since 
it involves a feedback, other configurations are not possible due to intra iteration pre-
cedence constraints. Here, the IIR filter employed is shown in Fig. 4.The final output 
y4 is to be obtained.            

 

Fig. 4. IIR filter implementation 

4.2.1   Results for IIR 
IIR filters were implemented for various orders and the results obtained are presented 
in Table 3.Implementation is done using C and also SPARK and QuartusII. 

Table 3. IIR implemented using SPARK, QuartusII and C 

   
Implementation in C 

Implementation in SPARK and  
QuartusII  

   
Filter 

Order 
No. of 

Accumulator  

Registers 

No. of 

 Reuse  

Registers  

Latency No. of 

Input  

Ports 

  No. of  

Registers 

 No. of 

Pins 

 

No. of  

Input 

Ports 

 

3   19 6    30  1  690   643    1  

4   25 8    39  1  905   835    1  

8   49 16    75  1  1751   1619    1  

 
From Table 1 and Table 3 it can be observed that due to the presence of feedback,  

the number of registers for the same filter orders and latency  are more in case of IIR 
than FIR. 

4.3   Discrete Wavelet Transform (DWT) 

The DWT is a discrete-scale ,discrete-time decomposition of finite energy sequences 
used to represent ferquency content as it evolves in time [8].The DWT is calculated 
recursively as a series of convolutions and decimations.At each octave j , an input 
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sequence Sj-1(n) is fed into a low pass and a high pass filter with  coefficients G(n) and 
H(n) , respectively. Here n is the sample index and j is the octave index.The 
computation in octave j is expressed as :                                      ∑  2

                                               (2) 

   
                                      ∑  2

                                                 (3) 

The Fig. 5 shows the block diagram of DWT for 2 octaves. The two different configu-
rations of the DWT are represented in Fig.6 and Fig.7 in which the resources are 
mapped along the computation and horizontally mapped respectively. 

 

Fig. 5. Block Diagram of DWT 

 

   Fig. 6. Mapping along computation line                          Fig. 7. Horizontal Mapping 

4.3.1   Results for DWT 
The Table 4 and Table 5 show  the results for implementation of DWT with octave  
1implemented with j=1, k=0 to 3 and varying n values. 
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Table 4. DWT implemented using C 

 Along Computation Line  - 1 Input  Port  
   

Horizontal Mapping     

n 
(sample) 

Values 

No. of 

Accumulator 

Registers  

No. of 

Reuse 

Registers

No. of  

Pipeline 

Registers

Latency  No. of 

Accumu-
lator  

Registers

No. of 

Reuse 

Registers

No. of  

Pipeline 

Registers

Latency No. 
of 

Input 

Ports 
1,2,3 21 4     0 11 21 4 18 31    3 

1,2,3,4 28 6     0 11 28 6 24 41   4 

1,2,3,4,5 35 8     0 11 35 8 30 51   5 

Table 5. DWT implemented using SPARK and QuartusII 

 Along Computation Line Horizontal Mapping    

n (sample) 

Values 
No. of  

Registers  

No. of 

Pins 

No. of  

Input 

Ports 

  No. of  

Registers 

 No. of 

Pins 

 

No. of  

Input 

Ports 

  

1,2,3   653 675  1    725   675    3   

1,2,3,4   654 691  1    726   691    4   

1,2,3,4,5   754 803 1    809   803    5   

 
Table 4 shows the latency increase in horizontal mapping and pipeline registers are 

also made use of. From Table 5 it is observed that in case of horizontal mapping, the 
number of registers used as well as the number of ports required are more as against 
mapping along computation line. 

4.4   Comparison of Results 

The results obtained for FIR,IIR and DWT are compared in terms of the number of 
registers utilised and the latency. 

              

   Fig. 8. Comparison of number of registers used           Fig. 9. Comparison of Latencies 
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Fig.8 shows the comparison of registers used for FIR and IIR filters of order 3 ob-
tained from Table 2 and Table 3 respectively, and registers used for  n = 1,2,3 samples 
for DWT from Table 5. Fig.9 shows the comparison of the latencies for FIR and IIR 
filters of order 3 obtained from Table 1 and Table 3 respectively, and latency for n=1, 
2, 3 samples for DWT from Table 4. 

5   Conclusion and Future Work 

Development of a data path architecture for any computationally intensive application 
requires it to have a high execution speed and also the resources used must be the 
least possible. The computational part of the data path focused here and is developed 
with the help of templates. Other methods discussed earlier did not take into consider-
ation the potential configurations for computations. The proposed work intends to in-
clude the attribute of computing the applications using different configurations. 
Through extensive experimentation, results explicitly show that computations per-
formed along the direction of computation have lesser execution latency and the 
numbers of registers used are also lesser compared to horizontal mapping. Thus 
among the configurations compared, execution along the direction of computation 
proved to be the best. 

The proposed future works is the use of the binding algorithm and extend it to 
bench marks of higher level nested loop algorithms. The re-configurability of the 
templates to run various applications can be implemented. 
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Abstract. We introduce a novel way to use Low Density Parity Check (LDPC)   
error correction code to reduce the variability and noise in iris code, which is    
generated from Iris Recognition System (IRS) and Secure Hash Algorithm    
(SHA-512) to transform codewords into hash string to make them as a Cancel-
lable Biometric. In the enrolment process, by using majority voting scheme a 
unique iris code is generated from n-iris codes of IRS from n-eye samples of 
same person in different time interval. Then the codewords from LDPC encod-
ing, parity check matrix of LDPC and hash string of codewords from SHA-512 
are stored into smart card for high security access environment. In the verifica-
tion process, iris code from live person is generated by using IRS then LDPC 
decoding is applied with the help of stored codewords and parity check matrix 
in the smart card. For authentication, new hash string, produced by employing 
SHA-512 on corrected iris code is compared with hash string stored in smart 
card. The LDPC code reduces the Hamming distance for genuine comparisons 
by a larger amount than for the impostor comparisons. This results in better 
separation between genuine and impostor users which improves the verification 
performance. Security of this scheme is very high due to the security complex-
ity of SHA-512, which is 2256 under birthday attack. Experimental results show 
that this approach can assure a higher security with a low false rejection or false 
acceptance rate. 

Keywords: Error Correction Code, Low Density Parity Check, Smart card,  
Secure Hash Algorithm, Iris Recognition System.  

1   Introduction 

In recent years, the use of iris for human identification has significantly grown due to 
the outstanding advantages with respect to traditional authentication methods based 
on personal identification numbers (PINs) or passwords. In fact, since iris is intrinsi-
cally and uniquely associated with an individual, they cannot be forgotten, easily sto-
len or reproduced. However, the use of iris may also have some drawbacks related to 
possible security breaches. Since iris characteristics are limited and immutable, if an 
attacker has access to the database where they are stored, the system security may  
be irreparably compromised. To deal with this problem, iris systems with secure  
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template storage were introduced. In these systems, irreversible cryptographic trans-
formations, such as hash functions, are used to produce secure templates before stor-
ing them. Unfortunately, slight differences in the acquired iris data due to acquisition 
noise, result in a large difference in the cryptographic functions output. In these con-
ditions, even comparisons between templates acquired from the same user will fail. 
To deal with this acquisition noise, an Error Correction Codes (ECC) can be used. 
Since the application of the ECCs has a great influence on the FRR and FAR values 
of the system, the choice of the code must be done carefully. In this paper, the ECCs 
properties which influence the performance of the system are analysed. To illustrate 
how these properties influence the performance of the system, LDPC codes and RS 
codes are used, which are two of the most commonly used ECCs in iris systems with 
secure template storage. 

In [1], Vetro et al. used LDPC codes in combination with a hash function to  
provide secure iris template storage. Santos et al. [2] considered the same system ar-
chitecture of [1] and proposed a universal mask which selects only the 5142 most re-
liable bit positions of the 9600 bits in the iris templates to enhance the security of the 
system. Sutcu et al. [3] and Nagar et al. [4] developed secure biometric systems based 
on LDPC codes and fingerprints. In [5], Argyropoulos  et al. proposed a biometric 
recognition approach formulated as a channel coding problem, with LDPC codes em-
ployed for user verification. Biometric cryptosystems using the iris and RS codes are 
proposed in [6], [7] and [8].  In [9], Feng et al. developed a method to protect biomet-
ric face data on smart cards employing RS codes. Wu et al. [10] used RS codes and 
the logical XOR  operation to encrypt biometric palmprint data. Kanade et al. [11] 
concatenated Hadamard and RS codes for iris template secure storage on smart cards. 
We use LDPC code for correcting the errors in the iris templates. 

In the field of Pattern Recognition, Daugman [12] proposed an algorithm for iris 
recognition. Subsequently many researchers used that algorithm as a benchmark. It 
finds the iris in a live video image of a person’s eye, defines a circular pupillary 
boundary between the iris and the pupil portions of the eye, and defines another circu-
lar boundary between the iris and the sclera portions of the eye. The algorithm fits the 
circular contours via Integro-differential operator, and normalizes the iris ring  
to a rectangular block of a fixed size. After that it finds a 2,048-bit iris code  
according to the real and imaginary parts of 2D Gabor filters outputs. By using the 
hamming distance, the algorithm compares the code with stored iris codes. Tisse et al. 
[13] implemented a combination of the gradient decomposed Hough trans-
form/Integrodifferential operators for iris localization and the analytic image (a  
combination of the original image and its 2D Hilbert transform) to extract pertinent 
information from iris texture. Similar to the algorithm by Daugman, they sampled bi-
nary emergent frequency images to form a feature vector and used Hamming distance 
for matching. Ma et al. [14] adopted multi-channel Gabor filters for feature extraction 
and weighted Euclidean distance for matching. Ma et al. [15] adopted circular sym-
metric filters for feature extraction and a modified nearest feature line method for 
matching. In this paper we use the IRS proposed by K. Seetharaman and R. Ragupa-
thy [16], which presents a novel approach on iris recognition. We use CASIAIrisV3 
[17] iris database for conducting experimental tests. 

Recent idea of using message digest algorithm to make cancellable biometrics en-
able us to use Secure Hash Algorithm (SHA). The SHA is a series of cryptographic 
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hash functions published by the National Institute of Standards and Technology 
(NIST). NIST proposed the SHA-0 as Federal Information Processing Standard Pub-
lication (FIPS PUB) 180 in 1993 [18] and announced a revised version, the SHA-1 
(also called SHA-160) in FIPS PUB 180-1 as a standard instead of the SHA-0 in 1995 
[19]. In 2001, the NIST published SHA as FIPS PUB 180-2 [20] consisting of four 
algorithms, namely SHA-160, SHA-256, SHA-384 and SHA-512. For transforming 
the error corrected iris code into cancellable iris code, SHA-512 is used. In this paper, 
SHA-512 hash is employed for authentication due to its security and uniqueness.  

Conventional smart card invented in 1974 [21] has gone several development 
phases during the years. Today it is credit-card-sized card equipped with microproc-
essor, memory and input/output handler. It is a portable, low cost, intelligent device 
capable of manipulating and storing data. Adding individuals' unique characteristics 
into smart card chip, smart card becomes more secure medium, suitable for use in a 
wide range of applications that support biometric methods of identification. There are 
numerous ID systems implemented worldwide based on biometric smart card and 
biometric technology. One such example is UK's Asylum Seekers Card – contain 
photo for visual recognition and fingerprint template stored on smart card chip for 
biometric identification [22]. In biometric identification process we can distinguish 
between three types of smart card regarding their typical technical features and the 
type of authentication they support. The three types of smart card [23] are Template-
on-card (TOC), Match-on-card (MOC), and System-on-card (SOC). In this paper, 
TOC type of smart card is used to store hash of SHA-512 and error corrected iris code 
of LDPC.  

In this paper, we propose a new approach for Smart card Security built on LDPC 
and SHA Based Iris Recognition. The rest of the paper is organized as follows. Sec-
tion 2 exhibits the Biometric Smart card technology used in this paper. The idea of 
enrolment process of proposed system is exhibited in Section 3. How verification 
process works in the proposed system is discussed in Section 4. Some experimental 
results and performance analysis are given in Section 5. The conclusion is drawn in 
Section 6. 

2   Biometric Smart Card 

A well-known type of smart cards is the Fun Card. The Fun card belongs to micro-
processor-contact smart card. It consists of the AT90S8515 microcontroller which is a 
low-power CMOS 8-bit microcontroller and the AT24C64 EEPROM which provides 
65,536 bits (8KB) of serial electrically erasable and programmable read only memory. 
The smart card programmer has been designed to enable read/write from/to the smart 
card. The programmer is connected to the PC using the parallel port, due to its higher 
speed compared with serial port and the ability to generate multiple signals at the same 
time. The block diagram shown in Fig. 1 consists of four parts which are signal selec-
tion circuit, voltage interfacing circuit, connection pins to the parallel port, and connec-
tion pins to the smart card. Where C1-C8 is the pins of the smart card and S0-S2 are 
the selecting signals. Table 1 shows the function of each pin in the used smart card. 
Time taken for reading and writing is very minimal for this type of card i.e. Smart card 
reading and writing time for 380 bits out of 8kb are 3sec and 6 sec respectively. 



552 K. Seetharaman and R. Ragupathy 

11.05 MHZ

  
Voltage 

Interfacing 
Circuit 

  
  

Signal Selecting 
Circuit 

  
Connection Pins with 

Parallel Port 

  
Connection Pins 
with Smart Card 

C1C5 C2C3

C4

C8

C7

S
0, 

S
1, 

S
2

Input 

S
0
 

S
1

S
2
 

  

  

Input

 

Fig. 1. Block diagram of designed programmer 

Table 1. Description of each pin used in smart card 

Pin No. Name Function Direction 

C1 Vcc Power supply 5 VDC In 

C2 Reset CPU Reset line In 

C3 XTAL Main clock up to 11MHz In 

C4 MOSI SPI master input In 

C5 Vss Power Ground In 

C6 Nc Not Connected - 

C7 MISO SPI Master output Out 

C8 SCK SPI serial clock In 

3   Enrolment Process of the Proposed System 

The IRS proposed by K. Seetharaman and R. Ragupathy [16] is used for generating n 
number of iris codes from n number of eye samples collected from same person on 
different time interval. From the n number of iris code a unique iris code x is con-
structed by using majority voting scheme. LDPC encoding scheme operates on x and 
produces codewords, also called as Error Corrected Iris Code (ECIC). Parity matrix H 
of LDPC and ECIC from LDPC encoding together forms code s. Simultaneously, 
SHA-512 produces hash h from code x. Finally, code s and hash h from SHA-512 are 
stored in smart card. The entire process is depicted in Fig. 2. The novelty of IRS in-
cludes improving the speed and accuracy of the iris segmentation process, fetching 
the iris image so as to reduce the recognition error, producing a feature vector  
with discriminating texture features and a proper dimensionality so as to improve the 
recognition accuracy and computational efficiency. The Canny edge detection and 
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circular Hough transforms are used for the segmentation process. The segmented iris 
is normalized using Daugman’s rubber sheet model from [-320, 320] and [1480, 2120]. 
The phase data from 1D Log-Gabor filter is extracted and encoded efficiently to pro-
duce a proper feature vector.  
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Fig. 2. Block diagram of enrolment process of the proposed system 

Construction of unique iris code x from n number of iris code is done in a   simple 
method called majority voting. Fabrication of such unique iris code x from three sam-
ple iris codes is explained in Fig. 3. From the unique code x, ECIC is formed by 
LDPC and hash version h is transformed by SHA-512. First, we discuss LDPC encod-
ing and then second we deliberate SHA-512. 

 
three sample 

iris codes 
 unique iris code x 

00000 01110 00000 01110 
11110 00111 00111 11110 
11100 00000 01110 00000 

majority 
voting 

   
 11100 00110 00110 01110 

Fig. 3. Construction of unique iris code 

In general, LDPC codes are defined by a sparse parity-check matrix. This sparse 
matrix is often randomly generated, subject to the sparsity constraints. Fig. 4 is a 
graph fragment of an example LDPC code using Forney's factor graph notation.  

= = = = = = 

+ + + 
 

Fig. 4. Graph fragment of an example LDPC encoding 
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In this graph, n variable nodes in the top of the graph are connected to (n−k)    con-
straint nodes in the bottom of the graph. This is a popular way of graphically repre-
senting an (n, k) LDPC code. The bits of a valid message, when placed on the T's at 
the top of the graph, satisfy the graphical constraints. Specifically, all lines connecting 
to a variable node (box with an '=' sign) have the same value, and all values connect-
ing to a factor node (box with a '+' sign) must sum, modulo two, to zero (in other 
words, they must sum to an even number).After construction of unique iris code x, 
each column in the iris code x is considered as message in LDPC encoding and  
encoded with the help of generator matrix G. After forming codewords or ECIC by 
multiplying all columns with G, append the parity check matrix H to form code s. 
Following example illustrates the method of LDPC encoding. Ignoring any lines go-
ing out of the picture, there are 8 possible 6-bit strings corresponding to valid code-
words (i.e., 000000, 011001, 110010, 101011, 111100, 100101, 001110, 010111). 
This LDPC code fragment represents a 3-bit message encoded as six bits. Redun-
dancy is used, here, to increase the chance of recovering from channel errors. This is a 
(6, 3) linear code, with n = 6 and k = 3. Once again ignoring lines going out of the 
picture, the parity-check matrix representing this graph fragment is 
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In this matrix, each row represents one of the three parity-check constraints, while 
each column represents one of the six bits in the received codeword. In this example, 
the eight codewords can be obtained by putting the parity-check matrix H into this 
form [ ]kn
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From this, the generator matrix G can be obtained as [ ]PIk |  (noting that in the special 

case of this being a binary code P = ─P), or specifically 
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Finally, by multiplying all eight possible 3-bit strings by G, all eight valid codewords 
are obtained. For example, the codeword for the bit-string '101' is obtained by 

( ) ( )110101
011
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Simultaneously, the unique iris code x is transformed to hash h, also called as cancel-
lable iris code by SHA-512 message digest algorithm. SHA-512 found in FIPS PUB 
180-2 documentation is adapted for this system. Sample hash h from SHA-512 for a 
unique iris code x is given in Fig. 5. 
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SHA-512 hash length: 64 
SHA-512 hash value: -36 92 34 -113 105 56 -58 -1 -32 -64 86 -66 19 87 -85 -

67 36 29 59 108 -91 -22 102 82 53 103 116 -1 -23 -126 -99 9 -113 -14 25     -38 -
109 113 -86 -75 114 110 -28 71 109 -40 -11 70 -13 77 -94 -35 117 -86 29 62 -80 
-119 -36 37 102 15 74 96 

SHA-512 hash string length: 128 
SHA-512 hash string: 
dc5c228f6938c6ffe0c056be1357abbd241d3b6ca5ea6652356774ffe9829d098f

f219da9371aab5726ee4476dd8f546f34da2dd75aa1d3eb089dc25660f4a60 

Fig. 5. Sample hash h of SHA-512 

4   Verification Process of the Proposed System 

From eye sample collected from live person iris code x̂  is generated by IRS. LDPC 
decoding scheme operates on x̂  and produces x~ with the help of parity  matrix H and 
parity information, which are kept in code s stored in smart card. Like in enrolment 
process SHA-512 produces hash h

~
 from code x~ . Finally, hash h

~
from SHA-512 and 

hash h from smart card is compared for authentication. This verification process is il-
lustrated in Fig. 6.  

Iris 
Recognition 

System 

LDPC 
Decoding 

SHA-512 
 

Smart Card 

s
 

h Hash 
Comparison 

Decision 

 

Fig. 6. Block diagram of verification process of the proposed system 

To illustrate LDPC decoding, consider that the valid codeword 101011, from the 
example discussed in section 3. If the first bit of iris code from live person is changed 
then we get 001011 after appending parity. Since the iris code must have satisfied the 
code constraints, the iris code can be represented by writing them on the top of the 
factor graph. The result can be validated by multiplying the corrected codeword r by 
the parity-check matrix H 
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Because the outcome z (the syndrome) of this operation is the 3 × 1 non-zero vector, 
look at column 1of H which is the only equivalent to the outcome z. So flip the first 
bit as 1 and continue the validation. Thus, the iris code can be decoded   iteratively 
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Now, the outcome z (the syndrome) of this operation is the 3 × 1 zero vector, the re-
sulting codeword r is successfully validated. 

5   Experimental Results 

For the public database CASIAIrisV3 [17], we choose 200 classes (eyes) and 1500 
images in the subset labelled as CASIA-IrisV3-Interval. For each iris class, we choose 
four samples for enrolment process. In verification process, rest of the iris image in 
the database is compared with the other entire iris. The total number of comparisons is 
(1500 X 1499)/2 = 1, 124, 250, where the total number of intra-class comparisons is 
7648 and that of inter-class comparisons is 1,116,602. Almost, One hundred percent 
correct recognition rates are obtained on CASIA-IrisV3 data sets. 

To show the error correction capability of LDPC, we consider Reed Solomon (RS) 
code from the family of ECC. Fig. 7 shows selected curves of the RS (with k=1115) 
and LDPC code (with 6280 parity bits) codes overlaid on top of the genuine and im-
postor normalized Hamming Distance (HD) distributions. As can be easily observed, 
the RS correction curves are significantly less steep than the LDPC curves. Moreover, 
the RS code is also less granular than the LDPC. This leads to performance degrada-
tion, with False Rejection Rate (FRR) and False Acceptance Rate (FAR) values vary-
ing from 0.08% to 21.293% and from 0.014% to 57.36%, respectively. The corre-
sponding EER value is 2.44%. But for LDPC, the resulting FRR and FAR values 
range from 0.754% to 1.87% and from 0.036 to 0.365%, respectively. For this situa-
tion, the estimated Equal Error Rate (EER) would be 0.41%. 
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Hamming Distance 

Fig, 7. RS (with k=1115) and LDPC code (with 6280 parity bits) codes overlaid on top of the 
genuine and impostor normalized HD distributions

6   Conclusion 

In IRS iris is segmented by a simple and fast technique, which is based on Canny 
edge detector and Hough transform and introduced the 320 normalisation method to 
eliminate Regions 1 type of noise i.e. obstructions due to eyelids and eyelashes in the 
lower and upper iris regions. Consequently, the detection time of upper and lower 
eyelids and 64.4% cost of the polar transformation are saved. Compared with Daug-
man’s method, a significant decrement of the error rates is observed. LDPC codes 
have shown to lead to better recognition performance results than RS codes, due to 
the better steepness and granularity properties. Low FRR and FAR is achieved by us-
ing LDPC codes in this system. MD5 algorithm could produce identical hashes for 
two different messages if the initialization vector could be chosen, so we cannot adapt 
MD5 for authentication. As we use SHA-512, Security of this scheme is very high 
due to the security complexity of SHA-512 is 2256 under birthday attack. In smart 
card, we store cancellable iris code in the form of SHA-512 hash. As a conclusion 
remarks, it can be stated that, the proposed system has superior performance in terms 
of security, accuracy and consistency compared with other published technology. 

Acknowledgments. Portions of the research in this paper used the CASIA iris image 
database collected by Institute of Automation, Chinese Academy of Sciences. 
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Abstract. Cloud computing is the promising technology that provides 
computational, storage, network and database resources by employing the 
virtualization technology in the infrastructure layer. Nowadays, most of the web 
applications are hosted in the multi-tenant based virtualized cloud environment 
and resource management becomes the serious and challenging task in this 
environment. The major goals of resource management are scalability, 
availability, effective utilization of the resources and increase the profit of the 
Cloud Service Providers (CSPs). To achieve the above objectives there is a 
need for a common entity that acts as a mediator between the users and CSPs. It 
should be capable of handling the user application requests, selection of 
resource, managing the life cycle of virtual instances such as creation, 
monitoring and deletion, balancing the load across the virtual instances and etc. 
in the cloud environment. In this paper, we have proposed a Cloud Resource 
Broker (CRB) that is facilitated with Adaptive Load Balancing (ALB) and 
Elastic Resource Provisioning and Deprovisioning (ERPD) mechanism. It 
handles the user application requests, balancing the load across the virtual 
instances and provisioning/deprovisioning the virtual instances in an elastic 
manner. The proposed work is simulated as well as tested using real-world 
application in Eucalyptus based private Cloud infrastructure. It increases the 
performance measures such as scalability and availability of the application 
which is running in the cloud infrastructure. The performance metrics are 
measured in terms of number of users access the application successfully, 
improved response time and etc.  

Keywords: Cloud Computing, Multi-tenant, Load balancing, Scalability, 
Eucalyptus, Cloud Resource Broker. 
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1  Introduction  

Cloud Computing [1] is the combination or type of parallel and distributing 
computing paradigms, and it has the characteristics of on-demand self-service, broad 
network access, resource pooling, rapid elasticity and measured service. Cloud 
Computing service model is categorized into Software as a Service (SaaS), Platform 
as a Service (PaaS), and Infrastructure as a Service (IaaS) and it is widely employed 
in the business, scientific and industrial applications. The recent trend of business, 
scientific and industry is deploying their web applications as virtual instances that are 
running in the CSP’s cloud infrastructure. In this infrastructure the two extreme cases 
will occur, in the first case the number of users accessing the application increases 
that leads to increase the load and traffic of the web applications deployed in the 
virtual instances. In the second case, the number of users access the application 
drastically goes down that leads underutilization of the virtual instances. So it is 
essential to incorporate the mechanism to balance the load across the virtual instances 
and handle these two extreme cases to make sure that web application is highly 
available and stable. The dynamic variation in demand is satisfied by elastic resource 
provisioning and deprovisioning of virtual instances in an on-demand manner. 

In recent years, the companies and enterprises are try to achieve the scalability in 
terms of application, platform, database and infrastructure level. Multitenancy [2] is the 
concept introduced in cloud computing in every level to solve the scalability issues. In 
SaaS multi-tenancy is defined as “a single application instance shared by multiple 
customers”.  In PaaS multi-tenancy is defined as “a single platform/container instance 
capable of handling or deploying different type of applications”. In DaaS multi-
tenancy is defined as “a single database and single schema that is shared by multiple 
organizations/tenants”. In IaaS multi-tenancy is defined as “a single hardware shared 
by multiple users using the concept of virtualization”. We have defined the evolution 
of multi-tenancy in IaaS as four maturity levels similar to SaaS maturity [3] level and it 
is shown in Figure 1.  

 

Fig. 1. Maturity Levels of IaaS 
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The first model provides the individual physical machine to individual tenant only 
single tenant can use the system. At a time only a single tenant can use one system at 
a time. The second model enables a physical machine to be used as two or more 
different systems but that cannot be concurrently used by tenants. It is possible to 
partition the system and each partition may be used to have different execution 
environments. The logical partitioning of the system is equivalent to the second 
configurable level of SaaS maturity level. In the third level virtualization technology 
plays a major role and a single hardware infrastructure is shared by multiple users. 
The separate virtual machine instances are created using the same physical machine 
and each user is running their applications in an isolated manner. In the fourth level a 
single physical hardware is shared by multiple users. The load balancer is introduced 
to balance the load and provision/deprovision the virtual machine instances based on 
the demand. The fourth level enables multi-tenant, scalability and efficient.  

The scalability issues are classified into two types such as Horizontal scalability 
and Vertical Scalability. The Horizontal scalability is the process of adding or 
replicating the virtual instances to handle the traffic or load of a web application. 
Vertical scalability is the process of increasing the capacity of RAM, memory and etc. 
to handle the load as well as to maintain the performance levels of the application. In 
comparison to Horizontal Scalability is very difficult achieve dynamically. These two 
scalability issues should be handled by an efficient mechanism. Load Balancing (LB) 
is the mechanism or technique that is mainly used to balance the load across the web 
application servers which are running as virtual instances in the cloud infrastructure. 
It provides a cost-effective and easy-to-use for automatically distribute the incoming 
application traffic across multiple virtual instances. The main objective of the LB is to 
increase the scalability and availability of the web application, effective utilization of 
resources and improved response time.  

The load balancing can be performed in two ways such as software and hardware 
load balancing [4]. Hardware load balancing consists of multilayer switch, Software 
load balancing is provided as a part of an operating system or as an application. The 
load balancing algorithms [5] are classified into three types such as sender-initiated, 
receiver-initiated and symmetric and it is classified based on the information of who 
has initiated the process. The load balancing policies [6] are classified into two types 
such as static and dynamic based on system’s current state. Conventionally, when the 
user is accessing a web application using http request which is deployed in the 
application or web server running in the cloud infrastructure the request is forwarded 
to the Load Balancing Service (LBS). LBS finds out the IP address of the application 
or web server and forward the request to the respected server. But the major drawback 
of http request is it is employed with stateless protocol and it will not maintain the 
session about the clients. The existing popular open source load balancers such as 
Pound [7], HAProxy [8], and Nginx [9] also face the same problems and also it does 
not have any mechanism to maintain the state. Backspace’s [10] Load Balancer and 
Amazon’s [11] Elastic Load Balancing are employed with session affinity or session 
sticky feature to maintain the session about the client requests but it is made for 
commercial use. 

Based on the above objectives we have started to develop our own open source 
cloud resource broker incorporated with adaptive load balancing mechanism to 
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provision/deprovision the virtual instances based on the traffic and load. In brief, the 
contributions of the research work are summarized below: 

 To design and develop a cloud resource broker to handle the application 
request and Elastic Resource Provisioning and Deprovisioning (ERPD) of 
virtual instances based on demand. (A) 

 To develop an Adaptive Load Balancing (ALB) mechanism to balance the 
across the virtual instances and distribute the application requests in the 
virtual instances in a balanced manner. (B) 

 To explore the feasibility of incorporating the session affinity feature in the 
proposed architecture. (C) 

 Integration of (A) & (B) to effectively manage the user application requests 
and increase the scalability and availability of web applications running in 
the cloud infrastructure. 

The rest of the paper is organized as follows: Section two describes the proposed 
architecture and its components in detail; section three describes the proposed model, 
description and the proposed algorithm. Section four discusses the implementation 
details, real time experimental setup and execution of real-world application to test 
the proposed work, section five discusses the simulation results and its inferences. 
Section six highlights the related works closely related to our proposed work. Finally, 
section 7 concludes the research work and explores the possibilities of future work. 

2  Proposed Architecture 

The proposed cloud resource broker architecture for adaptive load balancing and 
elastic resource provisioning/deprovisioning of virtual instances in the multi-tenant 
based cloud infrastructure is represented in Figure 2. 

A. Application Request Handler 
The Application Request Handler component handles the user application 
requirements. The requirements are mainly in terms of software, hardware and QoS 
requirements. The software requirements are required libraries and operating system 
for example Red Hat Enterprise Linux 5.0 with Mysql 5.x, Jdk1.6 and Apache 
Tomcat 6.x server. The hardware requirements are processor speed, hard disk space, 
ram speed and etc. The QoS requirements are deadline, response time and etc. It 
matches the user application requirements with the available cloud resources and 
filters the potential resources that are capable of running the user application request.  

 
B. Controller 
The Controller is the core component and it invokes the appropriate components in 
the Cloud Resource Broker. The Controller handles the incoming/outgoing requests 
from/to the following components such as Application Request Handler (ARH), 
Cloud Scheduler (CS), Cloud Resource Provisioner (CRP), Adaptive Load Balancer 
(ALB), Cloud Load and Resource Information (CLRI) Aggregator. 
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C. Cloud Scheduler  
The Cloud Scheduler selects the best resource from the matched resources that are 
capable of satisfying the user application requirements. The Cloud Scheduler has 
employed best fit algorithm and this algorithm selects the cloud resource which is 
having more computing power and fewer resource load.  

 

Fig. 2. High-level Architecture of Cloud Resource Broker 

D. Cloud Load Balancer 
The Cloud Load Balancer collects the load information of each virtual instance which 
is running the web application or website in the cloud infrastructure. It routes the 
incoming application request based on the traffic and load. It computes the average 
load of the virtual instances for every application requests. It maintains the threshold 
value for every virtual instance for each application request. If the load of the virtual 
instance increases above the threshold value it invokes the CRP for creating the new 
virtual instances. If the load of the virtual instances decreases below the threshold 
value it invokes the CRP for deleting the virtual instances. The pseudo code is 
represented in Algorithm 1. 

E. Cloud Resource and Load Information Aggregator 
This component is responsible for aggregating the three types of resource information 
such as processor, network, load and etc. from the registered CSP’s. It periodically 
collects the information and the same has been updated in the cloud XML information 
repository. It interacts with Cloud Monitoring and Discovery Service (CMDS) [12] to 
retrieve the cloud resource information.  
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F. Resource and Load Monitor 
This component is extended version of our earlier work CMDS to monitor the 
Eucalyptus based private cloud resources. It makes use of the external information 
providers such as Ganglia [13] to fetch the processor speed, ram memory, hard disk 
space and etc. NWS [14] to fetch the bandwidth, latency and etc. and our own user-
defined script to retrieve the hypervisor and load information. 

G. Cloud Resource Provisioner 
The Cloud Resource Provisioner (CRP) is responsible for the creation and deletion of 
virtual instances. It interfaces with Eucalyptus Cloud Middleware using the Typica 
API [15] to provision/deprovision the virtual instances based on the application 
requirements.  

H. Virtual Instance Monitor 
This component is residing in the Cloud Middleware level and it gets the virtual 
machine ID from the cloud middleware. It monitors the traffic and load of the virtual 
instances that is deployed with web application 

3   Proposed Model and Its Description 

A cloud infrastructure is connected by group of ‘m’ physical servers and each server 
is capable of hosting ‘n’ Virtual Machines (VMs). Each VM requires a set of 
resources that includes processor speed, RAM memory, harddisk space and etc. The 
VMs are created on the cloud resources based on the demand and the sample 
application resource requests are shown in Table 1. The requests are arrived in a 
Poisson distribution rate of ARi and the requests are processed in a Service rare of 
SRi. The broker has the queue capacity of BQC. Based on the application 
requirements, VIn number of virtual instances are created and it is bundled with web 
application, web server and database server and it is shown in Figure 3.  

Table 1. Sample Application Requirements 

Fields Requirements 

Username tester 
Number of Users/ Hr. 60 – 80  
Peak Hours 9 Am – 5 Pm 
Average Peak Users 1000 
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Fig. 3. Queuing System in ALB 

Algorithm 1. Pseudo Code for ALB and ERPD 
 
Input: Set of application requests to host and run the  application. 
Output: Create the virtual instance and run the application. 
Pre-requisite: Start the resource broker and fetch the registered cloud resource 

information by interfacing with cloud middleware such as Eucalyptus. 
Step 1 Submit the application requests with requirements, parse the requirements 

and store it in the Broker Queue (BQ). 
Step 2 Match the application requirements with available cloud resources and 

select the resource that has more computing power and fewer loads. 
Step  3 Create the virtual instances in the selected resource. 
Step 4 Get the load information of all the created virtual instances in a periodic 

interval and calculate the load cost of the virtual instances using the Equation (3) and 
set the Threshold Value (TV) for all the instances. 

Step 5 For Each Application Request 
           { 
             For (I = 1 to N virtual instance) 
            { 
             Compute the Load (L) of each instance 
     Compute the Average Load (AL) of all the instances 
             } 
            For (I = 1 to N virtual instance) 
            { 
 If (Load > Threshold Value (TV) ||  
       Utilization of RAM > 75%) 
       Create New Virtual Instance 
 Else If (Load < Threshold Value (TV) ||  
                      Utilization of RAM < 10%) 
         Delete the Virtual Instance  
 Else (Load == Threshold Value (TV)) 
 Forward the requests to currently running virtual  Instance 
           } 
         } 
Step 6 End 
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4  Simulated Results and Discussions 

In this paper first we have simulated and compared the proposed load balancing with 
conventional load balancing algorithms such as round robin, least loaded balancing and 
etc. The experiment model topologically maps into one cloud resource broker with 
multiple Cloud Service Providers (CSPs). The experiment has carried out with nearly 
1000 cloud resources with different capabilities in the aspects of number of processors, 
processor speed, ram speed, hard disk memory, load, type of hypervisor and etc. The 
application request is generated randomly using the random access model (Feitelson) 
[16] model. This model generates the application parameters such as length of 
application (LA), application arrival rate (AA) and number of application requests (NA).  
The application requests are generated in a random manner that generates 100 to 1000 
application requests in random fashion. The performance measures of response time 
and throughput is shown in Figure 4 and Figure 5. The response time of the graph in 
Figure 4 shows that the created virtual instances handle up to 600 requests after that the 
response time of the requests shows some varies and it is depicted in Figure 4.  

 

Fig. 4. Comparison of response time 

 

Fig. 5. Comparison of Throughput 

5  Implementation Details, Experimental Setup and Real-World 
Application Execution 

5.1  Implementation Details 

The proposed work is jointly carried out and implemented by the Centre for Advanced 
Computing Research and Education (CARE), Anna University, and CDAC, Chennai 
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India.  The architectural framework is implemented as REST (REpresentational State 
Transfer) [17] based web service and it is deployed in Sun Glassfish Server 3.0.1 and 
mysql 5.0. 77 used as the database. The main advantage of the RESTful web services 
are light-weight, stateless, and basically it works on the principle of http methods such 
as GET, PUT, POST and DELETE. The proposed architecture is implemented using 
the following services in broker level and middleware level.  

 Application Request Handler (ARH) Service (Broker Level Service) 
 Controller Service (Broker Level Service) 
 Cloud Scheduler (CS) Service (Broker Level Service) 
 Cloud Load Balancer (CLB) Service (Broker Level Service) 
 Cloud Resource and Load Information (CLRI) Aggregator Service (Broker 

Level Service) 
 Cloud Resource Provisioner (CRP) Service (Broker Level Service)  
 Cloud Resource and Load Monitor Service (Middleware Level Service) 
 Virtual Instance Monitor Service (Middleware Level Service) 

5.2  Experimental Setup 

We evaluate the performance our proposed work using real time application execution 
in the following experimental setup is shown in Figure 6. Our experimental setup 
consists of three types of cloud resources such as xeneucaserver1.care.mit.in, 
kvmeucaserver1.care.mit.in and xeneucaserver2.care.mit.in. The Xen [18] hypervisor 
based cloud resources consists of one cloud controller, two cluster controllers and 
each cluster controller has 10 node controllers. The cluster and node controllers are 
installed with Cent OS 5.2 as operating system, xen-3.2 as hypervisor with 2 GB 
RAM, 160 GB harddisk, 3200 MHz processor speed. The KVM [19] cluster consists 
of consists of one cloud controller, two cluster controllers and each have 4 node 
controllers. The cluster controller and node controller are installed with Fedora 12 as 
Operating system, KVM as its hypervisor with 2 GB RAM, 160 GB harddisk, 3.2 
GHz processor speed. The CELB is installed in server hardware with 4 CPU, each 
CPU with quad core processors, 2000 MHz per processor, 16 GB RAM with Cent OS 
5.5. The Ganglia version of 3.2.1 and NWS version of 2.13 are installed in the cloud 
resources and it acts as information providers to retrieve the cloud resource 
information. 

5.3   Real-world Application Execution 

As a Proof of Concept (PoC) we have tested the real-world application of web based 
online editor named as NebulusWain developed by our students. It is developed using 
HTML 5 and JavaScript. The editor is incorporated with menu bar and the tool bar, 
for performing operations such as save, compile, run, find and replace, cut, copy and 
etc. The online editor is helpful for C and C++ programmers and students to compile 
and run their programs. It is supported by the browsers such as Mozilla, Firefox, 
Safari, Chrome, Opera, Netscape navigator and etc. The online IDE has been bundled 
with Cent OS 5.2 operating system image, jdk 1.6.0_26 and apache tomcat-6.0.24 and 
it is uploaded in the eucalyptus based private cloud resources. The proposed work is 
tested in a particular day of 8 hours in the distributed computing laboratory.  
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Fig. 6. Experimental Setup 

Test Case Evaluation I 

This test case is carried out by varying the number of users such as from 10 to 100. 
The number of virtual instances created for each request in the range of 1-5. The 
generated results are represented as graphs and it is shown in Figure 7 and 8.  The 
Figure 7 represents the response time of the user application requests for the created 
virtual instances and evidently prove that the increasing number of virtual instance 
with web server gives better performance measures of scalability and availability. The 
performance metrics are measured in terms number of requests successfully handled 
that is throughput and the response time for each request.  

 

Fig. 7. Comparison of Response Time 

The Figure 8 represents the throughput of the user application requests submitted 
to the created virtual instances. 
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Fig. 8. Comparison of Throughput 

6  Related Works 

Pound [7] is a reverse proxy, load balancer and HTTPS front-end for Web server(s). It 
was developed to distribute the load among several web servers and to allow a 
convenient SSL wrapper among the web servers. HAProxy [8] is an open-source load 
balancer and it has the features of high availability, load balancing, and proxy for TCP 
and HTTP-based applications. It is particularly suited for applications require high 
load that needs persistence or layer 7 processing. Nginx [9] is an HTTP and reverse 
proxy server, as well as a mail proxy server. The popular open source load balancers 
[7], [8] & [9] has the support for load balancing in round-robin or DNS based 
techniques and it is not well suited for handling the elasticity property in cloud 
computing arena. But the main drawback of this technique is it distributes the requests 
in a round robin manner without knowing the current capacity of the server. Server 
Load Balancing (SLB) [20] is other popular load balancing technique and it is mainly 
useful in the unpredictable nature of the number of requests. SLB provides the 
scalability and availability to provide the needs of ever increasing server load, 
conventionally multiple web server instances are employed to host a website so that 
the load can be distributed evenly. Rackspace [7] and Amazon [8] are the major 
commercial providers and they provide the load balancing mechanism of replicate the 
virtual machines. They distribute the incoming application requests based on the 
demand across multiple Amazon EC2 instances through Elastic Load Balancing 
(ELB) capabilities. Amazon Auto Scaling [21] allows consumers to scale up or down 
based on the criteria of average CPU utilization across a group of compute instances. 
Load Balancers (LBs) should have the support for the addition of new servers in order 
to distribute load among several servers. In our proposed work we have incorporated 
the threshold based load balancing approach in the broker to distribute the load across 
the virtual instances. 

Eucalyptus [22] is the open source cloud middleware and it consists of cloud 
controller, cluster controller, node controller and storage controller. It is incorporated 
with Greedy, Round Robin, and Power Save scheduling algorithm. It does not aware 
of load balancing and auto scaling property. OpenNebula (2005) [23] is an open 
source cloud middleware that creates virtual machines in a physical cluster and its 
main focus is virtual resource management in the infrastructure. It does not have the 
provision of load balancing capability and it is working in the infrastructure layer. 
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Thamarai Selvi et. al [24] has proposed and implemented a Java based architectural 
framework to schedule and support the virtual resource management in the Grid 
environment. It handles the various scheduling scenarios of Physical, Coalloc, Virtual 
Cluster and etc. Vauero et. al [25] has discussed the dynamically scaling in the cloud 
environment in terms of server, network and platform for applications. The server 
level scalability is achieved using elasticity controller and expresses the rules and 
policies for scaling the virtual instances. The platform level scalability is achieved 
using the concepts of replicating the container and database. The network level is 
achieved using the concepts of network slicing. The server level scalability 
mechanism helps and motivated us to develop the server level load balancing and 
scalability in the cloud resource broker.  

7  Conclusion and Future Work 

The proposed work mainly focused on developing a Cloud Resource Broker (CRB) 
with Adaptive Load Balancing (ALB) and Elastic Resource Provisioning 
Deprovisioning (ERPD) mechanism. It is developed to achieve the objectives of 
scalability and availability in multi-tenant based cloud environment. The proposed 
work is helpful for making intelligent scheduling decisions for scale-in and scale-out 
the virtual instances based on the traffic and load. It is simulated and the same work is 
implemented and tested using the real-world application of Online editor in 
Eucalyptus based private cloud infrastructure to provision/deprovision the virtual 
instances for application requests. The results have proven that the scalability and 
availability is improved and it is measured in terms of number of requests handled and 
minimization of the response time of the user requests. The main drawback of the 
proposed work is the load balancer does not have the session affinity feature to 
maintain the session between multiple virtual instances of the requests from the same 
user. This work is under progress. 

Currently, the proposed work is implemented in a centralized mode as a future 
work it can be migrated to a decentralized mode that will enhance the scalability 
further and achieve the distributed load balancing mechanism. In addition, the future 
work will explore the possibilities to incorporate the other type of private clouds such 
as OpenNebula and etc.  
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Abstract. In this paper, we report the variations of amino acid residues between 
H5N1 and H1N1 swine flu neuraminidase sequences at protein level. Random 
search in NCBI Flu database resulted in Canadian viral gene and analysis using 
blast technique revealed sites that are variant among sequences for which 3-
dimensional structures were known. PDB summary database and multiple 
alignments were employed for validation of the results. Based on the mutations 
observed within active site region, homology derived model was constructed 
using swiss-pdb viewer. The residue variation observed was with respect to 
Tyr347 in H5N1 versus Asn344 in H1N1 neuraminidase sequence, which re-
sulted in geometrical modification of ligand binding domain. 

1   Introduction 

Swine influenza was first proposed to be a disease related to human influenza during 
the 1918 flu pandemic. The H1N1 form of swine flu is one of the descendants of the 
strain that caused the 1918 flu pandemic [Jeffery K. Taubenberger, David M. Morens. 
1918 Influenza: The mother of all pandemics. Rev Biomed 2006; 17:69-79]. The hu-
man influenza a virus continues to thrive among populations and continues to be a 
major cause of morbidity and mortality [Frost WH. Statistics of influenza morbidity. 
Public Health Rep. 1920; 35:584–97]. The virus showed various mutations [Glaser L, 
Stevens J, Zamarin D, Wilson IA, Garcia-Sastre A, Tumpey TM, et al. A single ami-
no acid substitution in the 1918 influenza virus hemagglutinin changes the receptor 
binding specificity. J Virol. 2005; 79:11533–6] since it first originated thereby mak-
ing the existing vaccines ineffective on a regular basis [Elodie Ghedin, Naomi A. 
Sengamalay, Martin Shumway et. al. Large-scale sequencing of human influenza re-
veals the dynamic nature of viral genome evolution. Nature 2005; 437, 1162-1166].  

Influenza, commonly referred to as the flu, is an infectious disease caused by RNA 
viruses of the family Orthomyxviridae (the influenza viruses), that affects birds and 
mammals. The most common symptoms of the disease are chills, fever, sore throat, 
muscle pains, severe headache, coughing, weakness and general discomfort. Typical-
ly, influenza is transmitted through the air by coughs or sneezes, creating aerosols 
containing the virus. Influenza can also be transmitted by bird droppings, saliva, nasal 
secretions, faeces and blood. An avian strain named H5N1 raised the concern of a 
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new influenza pandemic, after it emerged in Asia in the 1990s. In April 2009 a novel 
flu strain evolved that combined genes from human, pig, and bird flu, referred as 
‘swine flu’ [Yasushi Itoh, Kyoko Shinya, Maki Kiso et. al. In vitro and in vivo 
characterization of new swine-origin H1N1 influenza viruses. Nature 2009; 460, 
1021-1025].  

2   Materials and Methods 

The viral gene sequences were accessed and extracted from NCBI (National Centre 
for Biotechnology Information) Flu database [www.ncbi.nlm.nih.gov].  From the 
H1N1 sequences deposited in NCBI, the Canadian origin neuraminidase gene (Figure 
1) was selected randomly to perform sequence comparisons. 

The fasta format of the sequence selected for analysis is given below. 

>gi|255734960|gb|ACU31180.1| neuraminidase [Influenza A virus (A/Canada-
NS/RV1554/2009(H1N1))] 

 
MNPNQKIITIGSVCMTIGMANLILQIGNIISIWISHSIQLGNQNQIETCNQSVIT

YENNTWVNQTYVNISNTNFAAGQSVVSVKLAGNSSLCPVSGWAIYSKDNSV
RIGSKGDVFVIREPFISCSPLECRTFFLTQGALLNDKHSNGTIKDRSPYRTLMSC
PIGEVPSPYNSRFESVAWSASACHDGINWLTIGISGPDNGAVAVLKYNGIITDT
IKSWRNNILRTQESECACVNGSCFTVMTDGPSNGQASYKIFRIEKGKIVKSVE
MNAPNYHYEECSCYPDSSEITCVCRDNWHGSNRPWVSFNQNLEYQIGYICSG
IFGDNPRPNDKTGSCGPVSSNGANGVKGFSFKYGNGVWIGRTKSISSRNGFE
MIWDPNGWTGTDNNFSIKQDIVGINEWSGYSGSFVQHPELTGLDCIRPCFWV
ELIRGRPKENTIWTSGSSISFCGVNSDTVGWSWPDGAELPFTIDK 

 
ClustalW program [www.ebi.ac.uk/clustalw] was utilized to perform multiple se-
quence alignments. The template 3D structures were downloaded from Protein Data 
Bank [www.recsb.org/pdb]. PDB summary database [www.ebi.ac.uk/pdbsum] was 
employed to study active site residue region. Viral neuraminidase structure was built 
using Swiss-PdbViewer. Initially the sequence (H1N1 neuraminidase) to be modelled 
is loaded from Swiss model menu and then the option move raw sequence into the 
structure followed by move structure into raw sequence is performed. Then the refer-
ence sequence (3CL2) is loaded from open pdb file option of the file menu and  
performed iterative magic fit of the fit menu by which the target sequence and the 
template structure fits into each other. 
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Fig. 1. H1N1 Neuraminidase gene selected for analysis 

3   Results and Discussion 

Initially BLAST analysis was employed to evaluate the percent identities, similarities 
and number of gaps. Apart from this, based on PAM and BLOSUM matrices, consi-
dering Score and E-value, alignments are chosen for structure predictions. 

The neuraminidase belongs to sialidase superfamily and the data from NCBI sug-
gests that Sialidases or neuraminidases function to bind and hydrolyze terminal sialic 
acid residues from various glycoconjugates as well as playing roles in pathogenesis, 
bacterial nutrition and cellular interactions. They have a six-bladed, beta-propeller 
fold with the non-viral sialidases containing 2-5 Asp-box motifs (most commonly 
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Ser/Thr-X-Asp-[X]-Gly-X-Thr- Trp/Phe). This Conserved Domain also includes eu-
bacterial, eukaryotic, and viral sialidases. 

BLAST analysis was carried out with default parameters and the scores, top align-
ments are given in Figures 2 and 3. 

 

Fig. 2. BLAST analysis graphical representation 

From the above top two and below alignments, although 3CL2, a H5N1 neurami-
nidase was considered for further work because 3CL2 was bound with oseltamivir. 
Therefore, structural and sequential differences between 3CL2 and H1N1 sequences 
were performed (Figure 4). 
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Fig. 3. BLAST analysis result 

However, a careful observation of active site lining residues resulted in residue 
mutation in human H1N1 sequence. In other words, the residue variation was ob-
served with respect to Tyr347 in H5N1 versus Asn344 in H1N1 neuraminidase se-
quence. Owing to the active site residue mutation, the protein model was built using 
SPDBV software. 

An active site residue mutation was identified on comparison with H5N1 avian flu 
Neuraminidase enzyme. Hence, the 3D structure of H1N1 neuraminidase was built 
which can aid in detecting more potent binding inhibitor using computer-aided drug 
binding and screening studies (Figures 4-7). 
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Fig. 4. Variations of amino acid residues between H5N1 and H1N1 neuraminidase sequences 
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Fig. 5. Active site region of 3CL2 bound to oseltamivir 

 

Fig. 6. Comparison of docked images of superimposed H5N1 and H1N1 acitve site regions 
showing Tyr347 of H5N1 replaced by Asn344 in H1N1 



582 G. Nageswara Rao et al. 

 

Fig. 7. Modelled protein with interacting H-bonds 

Conclusion 

Literature reports suggest the importance of computational tools in finding few fea-
tures that are relevant and important in understanding the structure and function of 
various mutational events in genes or proteins. One such study reported in this paper 
suggested the fact that with few computational efforts, variations in amino acid resi-
due regions within the protein sequence can be known and accurate homology models 
can be built within short period of time.  In this work, an active site residue mutation 
was identified in H1N1 neuraminidase upon comparison with H5N1 avian flu Neura-
minidase enzyme. Hence, the 3D structure of H1N1 neuraminidase was built which 
can aid in detecting more potent binding inhibitor using computer-aided drug binding 
and screening studies. 
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Abstract. Sensor Web Services are the most emerging distributed applications 
and have potential usage in a wide range of application domain. The semantic 
based sensor service discovery is proposed to enhance the discovery of sensor 
services. sensor web service generates a large number of heterogeneous raw da-
ta, so it’s a big challenge now-a-days to organize these raw data using various 
techniques so as to make the discovery and the selection easy and efficient. This 
paper extends the functionality of UDDI by introducing semantic description 
which is stored in the semantic repository at the same time the service gets reg-
istered. To provide the requested services a match maker is usually required. 
The match making algorithm in this paper is a generic semantic discovery algo-
rithm which is not restricted only to the keyword based search rather is used to 
find the best possible services and the selection of the right service for the right 
user.  

1   Introduction 

Sensor Web Services are modular, self-describing, self-contained applications that are 
accessible over the Internet. This is an emerging trend which has been identified as 
the technology for business process execution and application integration. There are 
also increasing number of both publicly (external) available sensor services and sen-
sor services only exposed internally within an organization. It is becoming a kind of 
mainstream middleware technology of interoperation and integration between hetero-
geneous applications and resource sharing in Internet environment. While considering 
all of these factors, it becomes a challenge for the external users or a systems to dis-
cover and invoke the sensor derived data. The current discovery mechanism sup-
ported by UDDI is not powerful enough for automated discovery. The main inhibitor 
is the lack of semantics in the discovery process and the fact that UDDI does not use 
information in the service descriptions during discovery. This makes UDDI less effec-
tive, even though it provides an interface for keyword and taxonomy based searching. 
The key to semantic discovery of Web services is having semantics in the description 
itself and then using semantic match making algorithms to find the required services. 

In this paper, we develop a framework for semantically sensor web service discov-
ery where we incorporate the semantics and integrate it with UDDI registries.  
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Our aim is the discovery of Web services on a semantic comparison between a client 
query and available sensor services. This architecture supports both service publishing 
and service discovery. The discovery contribution of this paper lies in four fold. First 
is the direct discovery by exact matching. If this step fails, automatically the requested 
query for the service is matched with the semantics. Third, we use a dictionary based 
approach to capture real world knowledge if the second step is not successful and it 
will also function ate automatically if a failure occurs in the third step. The fourth and 
the final fold in our model will be an advanced search having its separate searching 
interface which will be used by a requester when he wants a particular service accord-
ing to his non-functional (QoS) requirements. 

  

Fig. 1. Overall Architecture Of Service Registry and Service Discovery 

The remaining part of the paper is organized as follows. An overview of the related 
work is described in Section 2. Section 3 presents the proposed Framework, an effec-
tive searching algorithm for sensor web service discovery based on functional and 
QoS requirements, the information flow between various layers of the proposed archi-
tecture, and various parameters used in our model. Section 4 gives the implementation 
details of the proposed technique and finally section 5 presents the conclusion and fu-
ture work. 

2   Related Works 

The authors in [8] have proposed an algorithm for an efficient search but it is limited 
to only keywords and also they have not implemented the algorithm. The authors in 
[2] proposed a registry for sensor network discovery and registration called Sensor 
Registry Service. The Sensor Registry Service is too abstract in the service oriented 
Sensor web because too little attention has been given to the detail functionality of the 
sensor registry service. In [5] a mechanism to discover sensor web registry services 
based on functional requirements is proposed. However nonfunctional requirements 
(QoS Parameters) of the services are not considered at all. In [7] a unique SOA ap-
proach is presented to design a sensor web registry that can be hosted on a special 
server called Sensor Name Server that cooperates and collaborates in searching a sen-
sor network. However the author has given more emphasis on design of sensor web  
 



 A Semantic Search Engine to Discover and Select Sensor Web Services 587 

registry rather than sensor discovery process. In [4] a sensor network registry is pro-
posed and the query parameters for sensor network discovery are analyzed by 5W1H 
method. Here the authors have mentioned that the sensor network registry receives the 
discovery query using XML (XQuery). However XQuery and XPath are the advanced 
XML based technology which is very difficult for the novice requesters to understand. 
In a similar effort, the authors in [9] proposed WOOGLE, a search engine which fo-
cus on retrieving WSDN operations. Woogle (which discontinued its service in 2006), 
collected services from accessible services registries and provided clients with capa-
bilities to perform keyword-based search. However, the main underlying concept  
behind the method implemented in woogle was based on the assumption that web ser-
vices belong to the same domain of interest and are equal in terms of their behavior in 
accomplishing the required functionality. Other approaches focused on the semantic 
support for web services as presented in [6], the authors proposed  a novel approach 
to integrate services considering only their availability, the functionalities they pro-
vide, and their non-functional QoS properties rather than considering the users direct 
request. In [3] the authors proposed a solution for this problem and introduced the 
Web Service Relevancy Function (WSRF) that is used for measuring the relevancy 
ranking of a particular Web service based on QoS metrics and client preferences. 
However one of the challenges in this work is the client’s ability to control the dis-
covery process across accessible service registries for finding services of interest, yet 
semantic matching of services has not been considered. The authors in [1] proposed 
an important concept of Static Discovery and Dynamic Selection(SDDS) approach to 
web service discovery but their approach is very tedious which will adversely affect 
the execution time resulting in a poor performance. Also they have not mentioned an-
ything about the implementation of their system. 

3   Proposed Work 

Current Web service standards focus on technical Conventions. Though they solve 
many problems on the technical level, the semantics of Web services and Web service 
descriptions as a whole are not addressed by them [8]. Motivated by the increasing 
number of Sensor services we are here to propose a brand new approach for the ser-
vice registry and discovery of these sensor services so that each and every consumers 
expecting some services will get the desired result always. Our approach is very simi-
lar to that of the author’s in [1], we have designed an easy and efficient algorithm 
along with the implementation to overcome the limitations found in [1]. We propose 
addition of semantic data in the present WSDL by Using a separate Semantics Repo-
sitory where all the semantic information of the services will be stored. Once the ser-
vice is registered and the semantics are stored, the next important issue is how to find 
semantic similarity between the semantic annotations and different domains. Since the 
UDDI approach suffers from some serious bottlenecks, our proposed work provides a 
series of algorithms to avoid all the difficulties faced by WSDL and UDDI.        
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Fig. 2. Proposed Architecture for Sensor Service Discovery 

The main focus of our framework is the intermediate layer called Service Discov-
ery System (SDS) which provides interoperability between the service requester and 
Sensor Storage System. The Semantic Repository and Sensor Service Registry com-
binedly represent Sensor Storage System. Two more important operations added to 
the SDS of our proposed framework are Service Rate System (SRS) for finding the 
most suitable sensor service based on rate of service and we have also proposed an 
Advanced Search to find the most relevant services based on the functional and non-
functional (QoS) requirements of the user. This will be the last and independent oper-
ation of the Service Discovery System. In Fig. 2, the sensor service registration 
process is the process no 1 which starts from the sensor service provider, so the flow 
is represented as 1.1, 1.2 and so on. The Sensor Service discovery is the process no 2 
starts with Sensor service requester and is annotated in a similar fashion. Fig. 3 
represents the sequence diagram of our proposed model.  

3.1   Proposed Framework 

The proposed architectural framework of our model will flow as below. A typical 
usage scenario is described here by considering an example in which a Wireless Sen-
sor service provider registers his service and a consumers request for a service. 

1. Sensor Service Provider: - Initially the Sensor Service Providers will register the 
Wireless sensor service in the Sensor Storage System and provides functional and 
non-functional information (QoS) about the offered services.  
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2. Sensor Service Requester: - Sensor Service Requester is the consumer who requests 
for the Sensor service discovery by providing his query for the service. The request 
made may be for Semantic Search or Advance Search. 

i. Semantic search- In Semantic search, the user have to provide only his query as 
we usually do in Google. 

ii. Advance search- In Advance Search, the user have to provide both query (func-
tional) as well as the QoS (non-functional) parameters. This is a case usually found in 
job search interface of different company websites. 

3. Service Discovery System (SDS):- The SDS will accept the request from the re-
quester and scans the query string and applies necessary algorithms along with the 
SQL queries to extract all possible services from the Sensor Storage System. 

4. Service Registry (SR):- Service Registry acts as an information registry for all the 
Sensor services which gets registered. All the functional and non-functional informa-
tion provided by the Service provided will be stored in SR. 

5. Semantic Repository (SMR):- Semantic Repository stores only the semantic infor-
mation related to the services. 

6. Dictionary Database (DD):- Dictionary approach is used in our model to capture 
real world knowledge if the user by mistakenly doesn’t provide the query correctly. 

7. Service Rate System (SRS):- After the SDS applies the extraction methods onto the 
Sensor Storage System, a list of Sensor Web services according to the user require-
ments will be returned back to SRS. The SRS then arranges the services according to 
their Service Rate which is nothing but the frequency of a particular service. The fre-
quency in our context is the number of times the page is accessed. So the SRS ar-
ranges the discovered services according to their frequency in a descending order. 

8. Finally the organized sensor service by the Service Rate System (SRS) is returned 
to the user. 

3.2   Proposed Algorithm 

1. Request for a desired Sensor web service  
2. Split words by white space and store in the array. 
3. Discover Service: 

i. Fire SQL query to perform a traditional keyword based search to find the 
requested Sensor web services. If there is no match found or if the user is 
not satisfied with the match results then go to Step 3.ii else go to Step 4. 

ii. Fire SQL query integrated with codes to match those array of words with 
that of the semantic descriptions of services stored in semantic repository 
database. If found go to Step 4 else go to Step 3.iii 

iii. Fire SQL query to match the query of words with the substring of words 
present in the dictionary database. If found go to step 4 else displaying 
“No result found”. 

iv. After processing the above two SQL queries, a list of sensor services are 
discovered from the Service registry. 
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4. Service Rate calculation. 
The rate of service is calculated according to the service bits. 

5. Invoke appropriate service 
Most relevant sensor web service invoked and is displayed according to 

their service rating in descending order. 

3.3   Various Parameters Used in Our Model 

We should model a search engine in such a way so as to extract a satisfying result for 
all the requester. An efficient Sensor service system should contain the functional pa-
rameters as well as the non-functional parameters for the service discovery. The Func-
tional Parameters used are the Sensor Service Name, Sensor Service Address, Sensor 
Service Description. The Non-functional Parameters used are QoS Data like Response 
Time (RT), Throughput (TP), Availability (AV), and Cost of Service(C). 

4   Experimental Implementation 

The proposed system for discovering Sensor Web service can be programmed using 
PHP technology which is a distributed, loosely-coupled, Platform-independent sys-
tem, which runs on multiple operating systems, such as Linux, Windows, or Solaris. 
The Sensor Service storage system is designed using MySQL database package using 
which all the Sensor service providers can register and store their services.  

5   Conclusions and Future Works 

To avoid the serious bottlenecks in WSDL and UDDI registries we are successfully 
completed a system which is much more advance in dynamic service discovery and 
selection, with some completely distinct features. This paper presents a semantically 
enhanced Sensor Storage System consisting of two crucial parts, the Sensor service 
registry and Semantic repository. All possible diagrams and important test cases are 
provided for a better understanding of our model. These Test cases are most likely  
to occur during a Sensor service discovery. This model can be extended in multiple 
directions. We can integrate some security features in our model which we have  
not focused currently. An Auto- Suggester as well as an Auto-Previewer can be added 
using the implementation of Ajax in the Sensor web service page as an extra work in 
the future. 
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Abstract. In this emerging trend of Internet, wireless communication/network  
gained so much popularity due to its faster accessing speed and portability, 
but it is insecure too. The objective of  this paper is to identify intruder and 
prevent man in the middle attack (MitM) by using mantrap/honeyd honeypot(a 
tool).some tools/approaches are there to cope out with problem of such type 
of attacks but  existing technologies are not so efficient. honeypot proves boon 
in handling with active attacks. 

Keywords: clean slate, mantrap, honeyd, fakeAP, Iframe injection, network 
stumbler, perl script. 

1   Introduction 

The Internet is full of excellent resources that describe wireless technologies,  
wireless threats, wireless security offerings and honeypot technologies. This  paper  
won't cover those points, but will instead focus on the core of the subject: wireless  
security using honeypots. In this paper, one can suppose you know what wireless 
networks are, that wireless security issues certainly exist and that there are security  
resources called honeypots to help mitigate this threat (man in the middle attack) [7]. 

In previous years, many researches had been done on preventing wireless media 
from man in the middle attack. some examples are clean slate approach, But no 
one is able to provide accurate result or in the mean way proper countermeasures  
had been proposed. Our research is basically to provide prevention from such type 
of intrusion attacks and iframe injections, which cause lot of loss to an individual. 
In this paper, we revisit 'Man-in-the-Middle' attacks[9] and examine in detail a 
frightening category of MitM attacks that targets Web  Applications. We will discuss 
in detail how an attacker can steal users' private data for any site the attacker 
chooses when the victim uses a public network, even though all the victim does is 
whether the wireless network is encrypted read the latest news headlines on a 
harmless site. The attack methods we will describe work regardless of or not. 

We use mantrap honeypot for protecting network from intrusion attacks and  
malicious misuse. we generate fakeAps by using network stumbler and create a 
cluster of wireless links, intruder attacks on this fake network and get trapped. 
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If you glance at the web site of Lance Spitzner, leader of the Honeynet  Project, 
you'll read the  definition  of a honeypot : "A honeypot is an information system 
resource whose value lies in unauthorized or illicit use of that resource." [1]. 

So, a wireless honeypot could simply be a wireless resource that would wait for 
attackers or malevolent users to come through on your wireless infrastructure. 

We will first describe what a wireless honeypot could do, and then move on 
to addressing our related goals. Then we will focus on theoretical aspects and 
design possibilities, before looking at some technical examples. 

2   Related Work 

Microsoft suggests various rules for using public wireless networks safely. For 
example, the user is advised to use a firewall, not to connect to unencrypted 
networks, and not to submit sensitive information. These are the commonly known 
precautions for using a public network securely. They protect against Passive 
attacks, but are not enough to protect against Active ones.[8] 

In the Active attack (MitM) scenario [9], a malevolent third party manipulates a 
response within a legitimate session in a way that tricks the client into issuing an 
unwanted request (unknown to the user) that discloses sensitive information. 

The attacker can then apply a regular Passive attack on this information. It is 
important to emphasize that this is made possible by a design flaw, not an 
implementation error or bug[7]. 

 
1. Injecting an IFrame- Active attacks can be initiated in several ways. One way, 
which we will use throughout this paper, is by injecting a specially crafted object 
such as an IFrame. Injecting an IFrame in the response inside an HTTP session will 
cause the user's browser to send out a request for the SRC of the IFrame along 
with the site's credentials. When the victim browses a news site, for example, the 
attacker might return a modified attack page that is identical to the original page, 
except for an extra line containing a malicious, and probably invisible, IFrame. 

1.1   Html Page with an Injected Iframe[6] - 

<html><head>     <title>World    Wide    News     </title> 
</head> 
 
<body> World Wide News Original Content 
 
<iframe  src="http://abc.com" width="0" height="0"></iframe> 
 
</body> </html> 

 
When the browser renders the response, it will automatically send a request for the 
site specified as the SRC of the IFrameActive attack Flow- 

The technique described above can be illustrated  with the following attack flow. 
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1. The victim browses his favorite news site (a request is sent to 
"http://news.channel") 

2. The   attacker  intercepts   the  response from "http://news.channel", and injects 
an IFrame with SRC set to "http://abc.com" (a site  for which the victim  has 
credentials that the attacker wants to steal). 

3. The user's browser renders the IFrame object in the response and sends an 
automatic request to the source of the IFrame (http://abc.com) with the user 
credentials for the site (i.e. the user's cookies). The attacker has now obtained 
the user's credentials, and controls the response from http://abc.com. The 
attacker can now perform Passive attacks such as impersonating the victim 
using the cookies he has obtained, Inject arbitrary JavaScript into the response, 
and execute transaction on behalf of the victim. 

 
2. Remediation- We have shown that users who follow all the commonly 
recommended security instructions are nonetheless vulnerable to Active attacks. 
However, there are some practical steps that - though they do not prevent these 
attacks - can limit their impact. 

2.1   End Users  

"Clean Slate" Approach[3] -As we have seen, Active attacks: 
 
• Endanger even information that the user did not choose to expose during the 

current session 
 

• Are persistent beyond the current session. 
 

To avoid the risk of such attacks, whenever we use an un- trusted network we 
should take care to connect and disconnect with a "clean slate". When we 
connect there should be no sensitive information on our computer that is 
accessible to the browser, and at the end of the session all potentially malicious 
information created should be deleted. Suggested safe browsing practices: 

Method 1 – 
1. Before connecting to any un-trusted network, delete all browser cookies & 

cache files. That way there is nothing for an attacker to steal. 
 
2. After disconnecting from any un-trusted network, delete all browser cookies 

& cache files. That way, if any of the cookies or cache files have been poisoned, 
the attack will not persist in future browsing. 

Method 2 – 

Another way of accomplishing the same thing is by always using two different 
browsers (not tabs or instances!), one for trusted networks and one for un-trusted 
networks. That way the browser used for untrusted networks will never have access 
to sensitive. 
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3   Disadvantages/Deficiency of Proposed System  

As we have studied clean slate system for protecting our wireless media  from 
MitM. We  have  found it is secure upto some extent but it  has some defects 
too. Some of them are: 

 
1. Some updates OK others not- Well a couple of days later we receive a support 
ticket that one of the computers was stuck at 35% update in our college lab and a 
day later it still was sitting at the Configuring updates 35% complete. No HD light 
activity. we force shutdown the unit and restarted it stopped at the same point. 
we fight on this and while doing that we start updating all other computers.1 of 
them worked fine,3 others had problems . 

 
2. Don’t log off- After installation we came back to resolve some problems with 
other software and while there someone sat down to the computer and when logging 
in to the user they went to click on an icon on the taskbar and pow a nice error 
popped up, "Can't open this item - It Might have been moved, renamed, or deleted. 
Do you want to remove this item?", and they couldn't do anything. we told them to 
use another computer and sat down at the computer. 

 

The computer refused to do anything other than letting us open the Start Menu 
and logoff(We had changed the default to be logoff on the button since logging 
off is quicker than restarting and patrons are impatient just like us). we went to 
login as the public user again and the same problem. We then restarted and the 
problem went away. But after logging off and back in the problem occurred again. 
The long and short of it, Logging out and back in didn't work. Clean Slate wasn't 
doing all it needed through a log off. 

This proposal (clean slate) instead of securing our system slows down the 
processing speed and non-updation of programs like anti-virus software makes clear 
holes for intruders to trapped into our system and gain unauthorized access of our 
application and browsing sessions. 

4   Proposed System 

To overcome such type of problems we suggest use of honeypot in lieu of clean slate 
for protecting MitM attack. Basically we use mantrap (for commercial purpose) 
and honeyd(for research purpose) to track intruder. When we want to track MitM 
attack we start honeyd [4] it starts creating dummy database, attackers will try to 
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scan and/or listen to wireless networks, so you may be interested in sending out 
fake packets, asserting the presence of wireless networks [5]. Or, you may be 
interested in deploying fake wireless resources dedicated to some honeypot 
infrastructure. A very interesting option would be to simulate traffic through the 
waves of your honeypot, but at this time no automatic or easy-to-use public tool 
has been released. One could use something like automated scripts simulating 
network sessions between an Access Point and its clients, as we'll see below, or 
use tools that replay recorded packets such as tcpreplay. Honeynet sometimes use 
Perl scripts that automate dialogs between clients and servers with random sessions 
and commands. The following example offer such automation, generating random 
sessions and commands that simulate wireless traffic: 

 
1) #!/usr/bin/perl # initiated by 
priyanshu , mayank tiwari # example 
of script to simulate an automatic 
FTP session # feel free to modify it 
and add random activity # launch it 
from your clients (use cron, etc) 
use Net::FTP; $ftp = Net::FTP- 
>new("192.168.16.98"); if ($ftp == 
NULL) {     print "Could not connect 
to server.\n";    exit(9);        } 
if ($ftp->login("barbu1", 
"StEugede"))   {  $ftp- 
>cwd("/home/rpm/");       $ftp- 
>get("Readme.1st");       $ftp- 
>quit(); } else {     print "Could 
not login.\n"; exit(7); } 

 

 
Simulating traffic can be a more important issue on a wireless network dedicated 

to honeypot activity than on a wired one, because attackers need to see traffic in 
order to perform some of their attacks. Bypassing 802.1X, bypassing MAC address 
filtering, cracking malformed WEP keys, looking at beacons, looking at SSID in 
the frames used for connection by clients, and so on all require existing traffic to be 
analyzed. 

 
1. Wireless architectures - 
You will first need at least one device that offers wireless access. If you choose to 
use a real Access Point, then you can safely plug it on a wired network (with at 
least one computer) with visible resources playing the role of targets on this fake 
network, and invisible resources to record data and detect intrusions (data capture). 
To monitor wireless- specific layer 2 attacks, one can use data capture on a wireless 
invisible client in mode Monitor, using software such as Kismet. An example 
architecture is shown below in Figure 1: 
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Fig. 1. Sample WiFI honeypot architecture 

2. Tracking intruders –  

Simulating a wireless AP - 
One other interesting possibility of Honeyd [4] is the creation of fake TCP/IP stacks 
to fool remote fingerprinting tools such as nmap or xprobe, and this is an easy 
way to create your own fake services. For example, by copying well-chosen web 
pages used to manage an access point, one could really simulate an AP. This 
technique can be useful to monitor attackers who would try to connect to the 
management interface using well-known default passwords, or who would try other 
opened services (such as attacks over DNS, TFTP, etc). 

For example, here is a quick test that could be tried on a laptop with a wireless 
card turned in Master mode and Honeyd listening on it. Suppose you want to 
simulate a Linksys WRT54 Access Point with a web server used for administration. 
Just ask Honeyd to simulate this stack and web server, as follows: 

 
 
 
 

create Linksys  set linksys 
personality " Linux Kernel 2.4.0 

               - 2.5.20"  add linksys tcp port 
80 "/bin/sh 
scripts/fakelinksys.sh" add 
linksys udp open 53 open add 
linksys udp open 67 open add 
linksys udp open 69 open set 
linksys tcp action reset bind 

              192.168.1.1 linksys 
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FakeAP - 
If you remember the movie called War Games, the young adolescent was using a 
modem on the phone line to scan remote phone numbers and find open lines like 
BBSes. This activity was called wardialing, and by transposition in the wireless 
world, people talking about wireless scanners or wireless listeners as wardriving, or 
even warwalking. Wardrivers try to find open networks. A good first idea to delude 
those potential intruders would be to simulate as many fake networks as possible 
for them to lose time and patience. Targeting one network is an easy task, 
whereas dealing with a cloud of targets could be more difficult. 

This proof of concept was done with a tool called FakeAP [5]. This tool can send 
specific wireless network traffic to fool basic attackers. As a wardriving 
countermeasure, it generates 802.11b beacon frames as fast as possible, by playing 
with fields like BSSID (MAC), ESSID, channel assignments, and so on. This trick 
is easily created by playing with the tools used to manage a wireless card (under 
Linux, that's like manually playing with: iwconfig eth1 ESSID Random SSID 
channel N...). A remote, passive listener should then see thousands of fake access 
points!.The idea behind this simple tool was quite good when it was first released, 
and we could even detect NetStumbler users by looking at 802.11b probe 
requests/responses. Whereas now, most updated tools can advise the attacker that 
the detected access points are unusually strange, such as these cases where no traffic 
is generated on the found networks. Figure 2, below, indicates a Net Stumbler scan 
on one of these honeypots: 

 

Fig. 2. NetStumbler scan on a FakeAP honeypot 
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3. MANTRAP- Produced by Recourse Mantrap [2] is a commercial honeypot. 
Instead of emulating services, Mantrap creates up to four sub-systems, often called 
'jails'. Security administrators can modify these jails just as they normally would with 
any operating system, to include installing applications of their choice, such as an 
Oracle database or Apache webserver. This makes the honeypot far more flexible, 
as it can do much more. The attacker has a full operating system to interact with, 
and a variety of applications to attack. All of this activity is then captured and 
recorded. Not only can we detect port scans and telnet logins, but we can capture 
rootkits, application level attacks, IRC chat session, and a variety of other threats. 

5   Conclusion and Future Work 

By proposing this paper we mean to secure our wireless networks by MitM attack 
by use of young technology called honeynet/mantrap honeypot.It ensures secure 
transaction, sessions or browsing over Wireless media.it is costless and definitely 
prove a boon to network security. We can also secure e-commerce sessions and 
virtual private network by using of this proposal. It will also be implemented to 
mobile devices to protect m-commerce sessions and definitely if this technology 
works then no doubt more user trust on the secureness of wireless media. 
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Abstract. A dynamic program slice is the part of a program that affects the 
computation of a variable of interest during program execution on a specific 
program input. Dynamic slices are usually smaller than static slices and are 
more useful in interactive applications such as program debugging and testing.  
The understanding and debugging of multithreaded and distributed programs 
are much harder compared to those of sequential programs. The nondeterminis-
tic nature of multithreaded programs, the lack of global states, unsynchronized 
interactions among processes, multiple threads of control and a dynamically va-
rying number of processes are some of the reasons for this difficulty.  

Different types of dynamic program slices, together with algorithms to com-
pute them have been proposed in the literature. Most of the existing algorithms 
for finding slices of distributed programs use trace files and are not efficient in 
terms of time and space complexity. Some existing algorithms use a dependen-
cy graph and traverse the graph when the slices are asked for, resulting in high 
response time. This paper proposes an efficient algorithm for distributed pro-
grams. It uses control dependence graph as an intermediate representation and 
generates the dynamic slices with fast response time. 

Keywords: Program slicing, Dynamic slice, Control Flow graph, Debugging, 
Distributed programming, Message Passing, Active Concurrent Slice. 

1   Introduction 

Program slicing is a well known decomposition technique for extracting the state-
ments of a program related to a particular computation. A slice of a program P can be 
constructed with respect to a slicing criterion. A slicing criterion is a tuple <s, V> 
where s is a program point of interest and V is a subset of the program’s variables 
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used or defined at s. The slice can be obtained by deleting the statements from the 
program P which have no effect on any of the variables in V as execution reaches 
statement s. There are two types of slices depending on the input to the program: stat-
ic slice and dynamic slice. A static slice of a program P with respect to a slicing crite-
rion <s,V> is the set of all the statements of program P that might affect the slicing 
criterion for every possible inputs to the program. In contrast, a dynamic slice con-
tains only those statements of program P that actually affect the slicing criterion for a 
particular set of inputs to the program. Hence a dynamic slice is smaller in size and 
more useful for interactive application like program testing and debugging.  

Now-a-days most of the application programs are distributed in nature and run on 
different machines connected to a network. The emergence of message passing stan-
dards, such as MPI, and the commercial success of high speed networks have contri-
buted to making message passing programming common place. Development of real 
life distributed programs presents formidable challenge to the programmer so as to the 
debugging and testing process. 

Any dynamic slicing algorithm to be useful in a distributed environment, the con-
struction of slices should be made in a distributed manner. Each statement in a distri-
buted system should contribute to the slice by determining its local portion of the 
global slice in a fully distributed fashion. 

Weiser (1982) [9] introduced the concept of a static program slice and presented 
the first intraprocedural static slicing algorithm. His method used a Control Flow 
Graph (CFG) as the intermediate representation of the program, and was based on 
iteratively solving data-flow equations representing inter-statement influences. This 
algorithm did not handle programs having multiple procedures. Korel and Laski [8] 
extended Weiser’s CFG based static slicing algorithm to compute dynamic slices. 
Their method computes dynamic slices by solving the associated dataflow equations. 
The method of Korel and Laski needs O(N) space to store the execution history, and 
O(N2) space to store the dynamic flow data, where N is the number of statements 
executed (length of execution) during the run of the program. Larson and Harrold 
were the first to consider object orientation aspects in their work. They introduced the 
class dependence graph which can represent a class hierarchy, data members, inherit-
ance and polymorphism. They have constructed the system dependence graph (SDG) 
using the class dependence graphs to satisfactorily represent object oriented programs. 
Larson and Harrold have reported only a static slicing technique for sequential object-
oriented programs, and did not address the concurrency and dynamic slicing aspects. 
Zhao, Song and Huynh, Wang et al. and Xu and Chen have addressed the issues of 
dynamic slicing of object-oriented programs, but they have not addressed the concur-
rency issues in object-oriented programs. Mohapatra et al. [4] have proposed an algo-
rithm which uses a modified program dependence graph i.e. distributed program de-
pendence graph (DPDG) for intermediate representation of programs. They have ex-
tended the basic techniques of the edge marking dynamic slicing algorithm of Mund 
et al. (2003) [6] to find out the distributed dynamic slices of a multithreaded java 
program thereby increasing the response time. Mund et al. (2006) [3] present an effi-
cient interprocedural dynamic slicing algorithm for structured programs. They pro-
pose an intraprocedural dynamic slicing algorithm, and subsequently extend it to  
handle interprocedural calls. The interprocedural dynamic slicing algorithm uses a 
collection of control dependence graphs (one for each procedure) as the intermediate 
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program representation, and computes precise dynamic slices. The proposed interpro-
cedural dynamic slicing algorithm is more efficient than the existing dynamic slicing 
algorithms with faster response time. We use the basic concepts of Mund et al. [3] 
algorithm and propose an efficient algorithm for dynamic slicing of distributed pro-
grams computed in a distributed manner with fast response time. 

The rest of the paper is organized as follows. In next section, we describe some ba-
sic definitions that are used by our algorithm. The dynamic distributed slicing algo-
rithm is discussed in the next section followed by the analysis of the algorithm and 
comparison with related work. The next section concludes the paper. 

2   Basic Concepts and Definitions 

This section describes some basic notations and definitions that are used in our algo-
rithm. Some of them are already available in Mund et al. [3]. We present them here 
for the sake of completeness. 

2.1   Control Flow Graph 

The control flow graph (CFG) G of a program P is a graph G = (N,E), where each 
node n Є N represents a basic block of statements in the program P. For any pair of 
nodes x and y, (x,y) Є E iff there is possible flow of control from x to y. This Control 
Flow Graph can be used to extract control dependency that can exist among state-
ments in a program.     

2.2   ControlDependentOn(u) 

Let u be a statement of the program P. ControlDependentOn(u) = s iff the statement u 
is control dependent on s. 

2.3   ActiveControlSlice(s)  

Let s be a test statement (predicate statement)of a program P and UseVarSet(s) = {var1. 
. . vark}. Before execution of the program P, ActiveControlSlice(s) = Φ. After each 
execution of the statement s in an actual run of the program, ActiveControlSlice(s) = 
{s} U ActiveDataSlice(var1) U …U ActiveDataSlice(vark) U ActiveControlSlice(t), 
where ControlDependentOn(s)= t. If s is a loop control statement, and the present ex-
ecution of s corresponds to exit from the loop, then ActiveControlSlice(s) = Φ. 

2.4   ActiveConcurrentSlice 

ActiveConcurrentSlice is updated with every type of interaction that takes place be-
tween multiple machines in a distributed system e.g. Send and Receive, Lock and 
Unlock permissions. In case of communication between statements, the slicer com-
putes the ActiveConcurrentSlice for the sender and sends it to the slicer at the receiver 
end. This ActiveConcurrentSlice received by the receiver slicer helps in updating it’s 
own ActiveConcurrentSlice. 
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Table 1. A distributed system with two machines 

Machine A Machine B 
main() 
{ 
…. 
….. 
10. send(p); 
…. 
… 
} 

main() 
{ 
…. 
….. 
5. receive(d); 
…. 
… 
} 

 
Let Uactive be the statement for interaction in a machine then,  
 

For Machine A 
ActiveConcurrentSlice = Uactive U ActiveConcurrentSlice U ActiveControlSlice(t) 
where ControlDependentOn(Uactive) = t. 
 
For Machine B 
ActiveConcurrentSlice = ActiveConcurrentSlice U ActiveConcurrentSlice(Received 
from A) 
ActiveDataSlice(d) = ActiveDataSlice(p) U ActiveConcurrentSlice(B) U ActiveCon-
trolSlice(t) 

2.5   ActiveDataSlice(var) 

Let var be a variable in a program P. Before execution of the program P, ActiveDa-
taSlice(var) = Φ. Let u be a Def(var) node, and UseVarSet(u) = {var1, . . ., vark}. 
Consider an actual run of the program with a given set of input values. After each 
execution of the node u in the actual run of the program, ActiveDataSlice(var) = {u} 
U ActiveDataSlice(var1) U…U ActiveDataSlice(vark) U ActiveControlSlice(t), 
where ControlDependentOn(u) = t.  

2.6   DyanSlice(machineno, s, var) 

Let s be a node of the CDG GP of a program P having identified by machineno, and 
var be a variable in the set DefVarSet(s) U UseVarSet(s). Before execution of the pro-
gram P, DyanSlice(machineno, s, var) = Φ. Consider an actual run of the program with 
a set of given input values. After each execution of the node s in the actual run of the 
program, the dynamic slice DyanSlice(machineno, s, var) with respect to the slicing 
criterion <s, var> identified by machineno  corresponding to the execution of s is up-
dated as DyanSlice(machineno, s, var) = ActiveDataSlice(var) U ActiveControl-
Slice(t), ControlDepenedentOn(u) = t. 
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2.7   ActiveCallSlice 

Let P be a multi-procedure program. Before execution of the program, Active-
CallSlice = Φ. Consider an actual run of the program with a given set of input values. 
At an instance of the actual execution of the program, let Uactive represent the active 
call statement. Then ActiveCallSlice = {Uactive} U ActiveCallSlice U ActiveCon-
trolSlice(t), where ControlDependentOn(Uactive)= t. 

2.8   CallSliceStack 

A stack called CallSliceStack is used to store a relevant sequence of ActiveCallSlices 
during an actual run of the program. During execution of the program the top element 
of the stack always represents the ActiveCallSlice. Before execution of each call 
statement, the ActiveCallSlice corresponding to the execution of the call statement is 
computed and pushed onto the stack CallSliceStack. 

2.9   ActiveReturnSlice 

Let P be a structured multi-procedure program. Before each execution of the program 
P, ActiveReturnSlice = Φ. Let x be a RETURN statement in GP, and UseVarSet(x) 
={var1, . . ., vark}. Then, before each execution of the RETURN statement x, Acti-
veReturnSlice = {x} U ActiveCallSlice U ActiveDataSlice(var1) U…U ActiveDataS-
lice(vark) U ActiveControlSlice(t), where ControlDependentOn(x)= t.   

2.10   Formal(x, var), Actual(x, var) 

Let P1 be a procedure of a program P having multiple procedures, and x be a calling 
statement to the procedure P1. Let f be a formal parameter of the procedure P1 and its 
corresponding actual parameter at the calling statement x be a. Formal(x,a) = f and 
Actual(x, f) = a. Note that Formal(x,a) = f iff Actual(x, f) = a. 

3   Algorithm for Finding Dynamic Distributed Slicing 

3.1   Algorithm (For Each Machine) 

1. Construct the CFG GP of the program P statically only once.  
2. Do the following before each execution of the program.  
For each statement u of program P do the following  
If u is a test (predicate) statement, then ActiveControlSlice(u) = Φ .  
Update ControlDependentOn(u).  
For each variable var Є DefVarSet(u) U UseVarSet(u) do  
DyanSlice(Pid,u, var) = Φ.  
For each variable var of the program P do  
ActiveDataSlice(var) = Φ.  
CallSliceStack = NULL.  
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ActiveCallSlice = Φ  
ActiveConcurrent Slice= Φ.  
3. Run the program P with the given set of input values, and repeat steps 4, 5, 6 and 

7 until the program terminates.  
4. Do the following before execution of each call statement u.  
Let u be a call statement to a procedure Q.  
(a) Update CallSliceStack and ActiveCallSlice.  
(b) For each actual parameter var in the procedure call Q do  
ActiveDataSlice(Formal(u,var)) = ActiveDataSlice(var) U ActiveCallSlice.  
5. Do the following before execution of each RETURN statement u.  
Update ActiveReturnSlice.  
6.Do the following before execution of each concurrent statement u of the program P  
(a)If u is a send (var) statement where data is a variable of program P then  
Update ActiveConcurrentSlice and send it along with ActiveDataSlice(var) to the 

recipient machine  in the distributed system.  
(b)If u is a receive(var) statement then Update ActiveConcurrentSlice and Active-

DataSlice(var)  
(c)If u is a Wait/Block statement then Update ActiveConcurrentSlice and send it to 

othere machines in the distributed system.  
(d)If u is a Notify/UnBlock statement then Update ActiveConcurrentSlice and send 

it to othere machines in the distributed system.  
7. Do the following after each statement u of the program P is executed.  
(a) If u is a Def(var) statement and not a call statement then  
Update ActiveDataSlice(var).  
(b) If u is a call statement to a procedure Q then do  
For every formal reference parameter var in the procedure Q do  
ActiveDataSlice(Actual(u,var)) = ActiveDataSlice(var).  
if u is a Def(var) statement then  
ActiveDataSlice(var) = ActiveReturnSlice.  
or every local variable var in the procedure Q do  
ActiveDataSlice(var) = Φ .  
Update CallSliceStack and ActiveCallSlice.  
Set ActiveReturnSlice = Φ.  
(c)If u is a receive(var) statement then do  
ActiveDataSlice(var)= ActiveDataSlice(var) U ActiveDataSlice(var1) where Acti-

veDataSlice(var1) is received from the sender machine.  
(c) For every variable var Є DefVarSet(u) U UseVarSet(u) do  
Update DyanSlice(machineno, u, var).  
(d) If u is a test statement, then update ActiveControlSlice(u).  
8. Exit when execution of the program P terminates. 
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4   Working of Proposed Algorithm 

Table 2. A distributed system with four machines 

Machine A Machine B Machine C Machine D 
main() 
{ 
…. 
….. 
…. 
….. 
 
10. send(p); 
11. notifyAll(); 
…. 
… 
} 

main() 
{ 
…. 
4. wait(); 
5. receive(x); 
…. 
… 
} 
 
 
 

main() 
{ 
…. 
….. 
7. wait(); 
8. receive(y); 
…. 
… 
} 
 
 
 

main() 
{ 
…. 
….. 
…. 
…. 
…. 
…. 
…. 
…. 
16. wait(); 
17. receive(z); 
…… 
} 

4.1   Analysis of Algorithm 

In this example, we are having four machines each running different parts of a distri-
buted program. Each machine is executing its part of the program P instrumented with 
its local slicer. The slicer updates ActiveConcurrentSlice with every communication 
that takes place between other machines in the distributed system.  

In the above example, Machine A is broadcasting the message and notifying to 
other machines. After the notification, all other machines will receive the message 
and update their own slicer. 

 
For Machine A 
ActiveConcurrentSlice = Uactive U ActiveConcurrentSlice U ActiveControlSlice(t) 
where ControlDependentOn(Uactive) = t. 
The ActiveConcurrentSlice and ActiveDataSlice(p) are sent to the Machine B Slicer. 
 
For Machine B 
ActiveConcurrentSlice = ActiveControlSlice U ActiveConcurrentSlice(Received  
from A) 
ActiveDataSlice(x) = ActiveDataSlice(p) U ActiveConcurrentSlice U ActiveControl-
Slice(t) 
 
For Machine C 
ActiveConcurrentSlice(C) = ActiveControlSlice(C) U ActiveConcurrentSlice 
(Received from A) 
ActiveDataSlice(y) = ActiveDataSlice(p) U ActiveConcurrentSlice(C) U ActiveCon-
trolSlice(t) 
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For Machine D 
ActiveConcurrentSlice(D) = ActiveControlSlice(D) U ActiveConcurrentSlice 
(Received from A) 
ActiveDataSlice(z) = ActiveDataSlice(p) U ActiveConcurrentSlice(D) U ActiveCon-
trolSlice(t) 

4.2   Complexity of the Algorithm 

The space complexity of our algorithm is mainly due to the space requirement for 
storing the CDG G of the local part of the program P. If program P has n number of 
statements then maximum O(n2) space is  required to store the graph G. It can be 
easily shown that the other data structures used by our algorithm requires maximum 
O(n2) space with disposal of the runtime data structures when not required. The time 
complexity of our algorithm remains O(n).      

4.3   Comparisons with Related Algorithms 

The advantage of this algorithm is that, it does not use a trace file to store the execu-
tion history. It does not traverse a dependency graph and uses some data structures to 
capture the runtime dependencies that exist in a distributed system. Initially our algo-
rithm constructs a Control Flow Graph to capture the control dependencies, used vari-
able set and defined variable sets of a node. As the Control Flow Graph is not tra-
versed by our algorithm even it can be disposed after the information is extracted 
from it. Our algorithm uses some run time disposable data structures which are up-
dated with execution of each statement in the program. Hence the slices are available 
before it is asked for resulting in fast response time.     

5   Conclusion 

In this paper we present an algorithm for slicing distributed programs. We use the 
basic concepts of the inter-procedural dynamic slicing algorithm and remodel it to 
extract slices of distributed programs with introduction of some additional data struc-
tures. We believe that to extract precise slices of distributed programs the slicing al-
gorithm must also work in a distributed manner. The future scope of this paper lies in 
designing a testing tool for the distributed slicing algorithm.    
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Abstract. In paid crowdsourcing environment an organization post a 
task/problem at various platform like freelancer.com and the mass 
(crowd/developer) is invited to complete the problem. This environment is 
becoming an emerging trend to solve a problem with the brain of mass. At 
present the allocation and the payment made to the developers are mostly based 
on first price auction. However there is always a chance for manipulation in 
first price auction and also what punishment a developer should get if he try to 
do the same i.e. he can't complete the task/problem within the stipulated time 
mentioned in his bid (if they manipulate by day to get the project) or try to 
manipulate the money demanded for project completion is not addressed. In this 
paper we have developed an incentive compatible mechanism that will prevent 
the developer from doing manipulation and also a novel penalty scheme is 
incorporated in our mechanism so that, the punishment-to-developer problem 
could be handle in an efficient way. 

Keywords: Crowdsourcing, Algorithmic Mechanism Design, Reputation 
System, Reverse Auction, VCG Auction. 

1   Introduction 

Crowdsourcing is emerged in past years as a online distributed problem solving 
production model. 

Crowdsourcing was first defined by Jeff howe[3] as the act of taking a job 
traditionally performed by a designated agents(usually as employee)and outsourcing it 
to an undefined and generally large group of people in the form of open call. 

More elaborately business people/organization post the task/problem at online 
platform and a vast number of contributor give solution toward the respective 
problem but when these solution is use by organization for their own benefit and to be 
sold by them to make profit, organization compensate contributor in many formats 
like cash prices and this process is termed as paid crowdsourcing. Due to paid 
crowdsourcing organization not only save time but also efforts to get satisfactory 
outcome (results). 

Notable examples of this model include PeoplePerHour, Freelancer etc. is a global 
online labor marketplace where more than 2.5 million organizations can utilize a 
global network of over 2.6 million of the world-wide problem solvers. 
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Crowdsourcing platforms like freelancer is promising as a new method for a 
problem solving where reverse auction (procurement auction) is going on. An 
organization posts a task to make it from the developer. In this, an organization gives 
money interval in (lower bound & upper bound) and max time (duration) for task 
completion where developers (bidders) makes bid to procure a project. However, the 
social efficiency of it is questionable. Since developers may behave selfishly and 
manipulate the bid so that efficient task allocations may be not realized. 

Furthermore, no much research has done in this area. Since, mechanism design 
gives the optimum solution to the problem where multiple rational agents have some 
private information, we consider this problem as a mechanism design problem. 
Where, there is N finite number of rational developers/agents and they make 
competition to procure a single task of an organization and submit bid in open bid 
format. A developer i ε N is the winner of an auction who bid lowest. Whereas i's bid 
is composed of two variables i.e. money for project development and reported time of 
project completion which is the private information for that developer. Since, every 
developer is rational therefore he is interested in his own utility and not interested in 
social efficiency. Developer is trying to give false bid if it gives a positive expected 
utility. viz. situation may occur that after project procurement, if i is deviating from 
his reported time for project completion i.e. he make delay to submit a project in 
announced time or he may manipulate the money which he demanded for the project 
completion. In this situation organization bear loss. 

The above situation leads us to consider the following problem: 

-  How to allocate a project to a truthful developer? 

In our paper we propose a truthful defrayal and penalty mechanism to allocate the job 
in socially efficient way where we try to reward developer for his truthfulness as well 
as punish him if he deviates. 

2   Related Work 

As far to concern with our research, that how to allocate resource efficiently in paid 
crowdsourcing on-line job market, a very less research went on. 

In [3] author defines crowdsourcing represents the act of a company or institution 
taking a function once performed by employees and outsourcing it to an undefined 
(and generally large) network of people in the form of an open call. Here in this paper 
author tried to explain crowdsourcing with the help of examples viz. InnoCentive, 
iStockphoto, Threadless. In this article author introduce to crowdsourcing what it is, 
how it works, and its potential. 

The work mostly close to us is [4,12] in which John J. Horton et al. Solve the 
problem the problem that buyers and sellers en-counter in arriving at prices in a 
distributed labor market. But we can consider the above approach is to resolve the 
project allocation through bargaining. He discuss [12] about the problem of how to 
design an efficient crowdsourcing mechanisms. The concern of efficient mechanism 
design problem is all around incentives and strategic choices of all crowdsourcing 
participants. Author argues that designing efficient crowdsourcing mechanisms is not  
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possible without deep understanding of incentives and strategic choices of all 
participants. As study of the world's largest competitive software development portal: 
TopCoder.com,author find significant evidence of strategic behavior of contestants. 

3   Background and Motivation Problem 

3.1   Mechanism Design 

Mechanism design is the sub-field of microeconomics and game theory that considers 
how to implement good system-wide solutions to problems that involve multiple self-
interested agents, each with private information about their preferences [13]. In 
following way mechanism is- 

Let N be the number of agents or participants. Each agent i ε N can have private 
information or type or valuation vi, e.g. in an auction the type of player would be his 
valuation price for the item ordered. Ai is the set of possible strategies or actions for 
player i. Depending on his type, the player will pick an action or strategy, ai ε Ai, e.g. 
in an auction, a strategy of i would be a bid of a certain amount. 

The mechanism provide as output function o = o (a1, a2, …, an). Agents ∀ i ε N try 
to optimize the utility µi . The objective or certain outcome can be achieved by using 
payment pi given to the agent(s). 

3.2   Reverse Auction(Procurement Auction) 

In the reverse auction multiple sellers compete (bid) on goods and the evaluation 
value is shown by the buyer. The buyer wants to procure an item from the bidder who 
have lowest bid. The buyer benefits from significant price reduction; the supplier 
benefits because an e-Auction is effectively very open and transparent com-petition 
where s/he can bid against the other companies. The valuation spaces [5] are given 
by: 

Vi = {vi | vi (i-wins) ≤ 0 and ∀j ≠ i vi (j-wins) = 0}, and indeed to procure an item 
from the lowest cost bidder is maximizing the social welfare.  

The well known VCG payment rule would be used for the mechanism to pay to the 
lowest bidder an amount equal to the second lowest bid, and pay nothing to the others 
[5] maximize the social welfare. 

3.3   VCG Second Price Auction 

Arguably the most important positive result in mechanism design is what is usually 
called Vickery-Clarke-Groves (VCG) mechanism. It is a sealed bid auction. The 
important property of the VCG mechanism is that it is truthful or incentive compatible 
[5,6,7]. 

3.4   Reputation System 

Reputation systems have emerged as a method for stimulating adherence to electronic 
contracts and for fostering trust amongst strangers in e-commerce transactions 
[1,10,11]. Typically the way these systems work is, once a transaction has been 
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completed between participants/members, based on their satisfaction, each of them 
may give their partner a rating. This rating is collected and processed by reputation 
mechanism and is available for future reference to potential traders who might engage 
in transactions with each other. According to Resnick et al. [2] reputation mechanisms 
can provide an incentive for honest behavior and help people make decisions about 
who to trust. 

The two main type of reputation system architecture [9] are centralized reputation 
system and distributed reputation system. 

4   Problem Formulation 

4.1   Current Scheme 

In present paid crowdsourcing schemes, where individuals are selected from crowd by 
the organization for work through an auction like in freelancer.com, the scenario is 
given below in fig1. At present N numbers of developers (bidders) submit open bid 
for task procurement. 

 

Fig. 1. Bidding Scenario at Freelancer.com 

B : set of bid vector. 
bi  : bid value of developer i, i ε N compose of two parts (m*, d)i  where, mi

*  is total 
money demand by developer i for task completion and di completion time for task  
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Winner is selected on the basis of some weightage wi given to money, time and 
reputation means, selection criteria is either lowest money, lowest time, highest  
reputation or some combination of all three. And winner gets payment as first price 
(his own bid price). 

4.2   Problem Definition with Respect to Current Scenario 

1 µi
m = mi

* - vi
m, utility of developer i with respect to money. Where mi

*
 ,vi

m is the total 
money demanded and true valuation with respect to money of developer i. 

2.  µi
d = di - vi

d, utility of developer i with respect to time. Where vi
d is the true 

valuation with respect to time and di is the announced task completion time of 
developer i. 

Here for every developer quasi-linear utility is considered. Therefore, each developer 
tried to maximize his own utility means, he may lie and not give his true valuation in 
his bid. Under this scenario it is not possible to allocate task to the most indigent or 
deserving developer. 

AIM: To achieve maximum social welfare[5] viz. in task procurement auction if 
winning criteria for developer is lowest money, then to choose a developer who value 
the given project lowest is maximizing social welfare condition. 

5   Our Mechanism 

Basic Definition: 

-  A centralized reputation system is maintained viz. (by crowdsourcing platform) 
which facilitates organization to rate various developers after the completion and 
submission of full problem solution. Ri : ni → ri, implies the reputation 
corresponding to developer i(ri).  

-  An organization posts a task, which is allocated to developer through auction 
mechanism. Hence, we denote the collection of social alternatives as X = { single 
posted problem by an organization }.  

-  There are N number of developers make competition to procure a single task of an 
organization and submit bid in sealed bid format.  

-  Let vi(x) is the valuation of developer i to procure a task where, x ε X. And vi is 
consider as the value given to the social alternative x by the ith developer. But we 
have to note that vi signify that how much money per day he want to complete the 
task solution and how much time he want to spend on a task.  

- A function f: vi → xi, is called a social choice function which defines the winner, 
having minimum valuation.  

-  A developer strategy bi is composed of two separate parts: mi money per day and 
di time he want to spend on a problem where, g(mi, di) : mi * di → bi signify that 
bid of i is a product of his or her money per day and time declaration for task 
completion by an developer. 

-  The output of mechanism o = (f, p1….pn) where, pi is a payment of ith player and f 
is a social choice function. o = (winner of an auction, payment). 

- The utility µi of winning developer is bi-vi. 
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Here we propose Defrayal and Penalty mechanism to tackle an issue mentioned in 
[Problem formulation]. At present scenario, in paid crowdsourcing where an 
organization post their problem and take bid from developer in open bid format. In 
our scheme we adopt sealed bid form for bidding rather than open bid. We are 
proposing our scheme in following way: 

 
-   Task Allocation  
-   Defrayal and penalty Mechanism  
-   Claim our mechanism is truthful  

5.1   Task Allocation 

B = {b1, b2, …, bn} is a set of bid and |B| = N. 
L = {bi | bi ≤ bj , ∀ i, j ε N and bi, bj  ε B } 

where as L ⊆ B. In other words L is a set of bids which are equal and minimum than 
rest of the bids.While task allocation we consider following two cases: 

 
Case1: |L| = 1 In this case set L contain only single element bi ; i ε N, where bi = 
min(b1, b2, …, bn). Hence, we allocate task to the developer i whose the bid is lowest. 

 
Case2: |L| > 1 In this case, hence all bids are equal and lowest among all bids of set 
B. To allocate task consider reputation of bidders in following way- 

Apply reputation points of developer i ε N to allocate task (consider reputation 
point of only those developers whose bid is in partial order set L).Then arrange these 
reputation points in non-increasing order. Allocate task to developer i, who have the 
highest reputation points among all the developers biεL. And if more than one 
developer have most highest and equal reputation points then choose winner 
randomly among them. 

5.2   Defrayal and Penalty Mechanism 

In last section we allocate task to min (b1, b2, …, bn), where 1, 2, …, n ε N. while 
problem allocation we assume that bidder is truthful in the context of his mi & di. Let 
us say, 

 
bi = bid price of developer i and consider i is the winner.  
bj = min(b1, b2 …, bi-1 , bi+1, …, bn). 

5.2.1   Defrayal Function  
As our aim of study is to allocate project in socially efficient way and for that we need 
to elicit the true valuation of every developer with respect to money/day and time. 
Since VCG mechanism is truthful [5,7], we adopt this mechanism in addition with 
penalty scheme to design solution. If bi < bj then i is the winner and his defrayal (dfi) 
is describe by following method: 

 

   , ,  0,     (1) 
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5.2.2   Penalty Scheme 
-  Penalty Function: In introductory section we point out problem that is, developer 

may manipulate the bid values. Here we consider this rationality of a developer. 
We assume that developer is rational in di i.e. he lie or choose to perform any 
project allocated to him in time di’≥ di where di’ is the actual execution time of 
developer i and as a result, organization have to bear a loss. Penalty function is 
devise to avoid this deviation of developer from his di and give punishment for 
deviation.  

   ,                 0 0                                        (2) 

The above penalty function (pfi) indicates that if an agent i is honest and perform 
allocated project in his announced time di then his penalty is zero. But if he 
deviates from di and consume more time, then his penalty is increases as much as 
he deviates plus some positive value. Here penalty scheme is designed in such a 
way that developer always gives penalty greater than its valuation if he deviates. 
 

-  Reputation function: Along with penalty function, reputation function gives the 
additional method to punish the deviating developers. Reputation of developer i is 
increases/decrease with some constant k ε R(real number) factor if he finish/not 
finish allocated task in his announced time di.  

   

    
                   (3) 

5.2.3   Payment and Utility 
Payment function is take account of developer’s rationality in money and time. 
Payment of developer for project development is based on his truthfulness. Net 
payment is the sum of two terms compensation and penalty. 

pi(bi ,bj) = dfi(bi ,bj)  + p fi(bi,bj) 

Here we have to note that utility/profit µ i of a developer i is based on others bid value 
and his time di. 

Hence µi = pi - vi 

µi = (dfi + pfi ) - vi 

5.3   Truthfulness 

5.3.1   Theorem 
The Defrayal and Penalty mechanism is truthful implementation of social choice 
function in paid crowdsourcing 

5.3.2   Proof  
Part1 
mi : Money per day of developer i.  
di  : Total days of developer i. 
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Here we assume that mi, di of developer i is his own valuation of problem.  
m –i : Lowest money per day of the developer other than i. 
d –i   : Lowest total days of the developer other than i. 
If g(mi, di) < g(m –i , d –i) then, developer i is the winner. 
µi  = g(m-i, d-i) -  g(mi, di) 
And his payment  pi  = g(m –i, d –i) > g(mi, di) if developer is truthful 
 
-  Case1: If developer i deviates by days (decrease days to di'')  

= pi = g(m –i, d -i)  -  [g(m –i, d-i) - g(mi, di'')]  - ε 
= g(mi di'')  - ε 
< g(mi, di); since   > 0 & di''  < di  
< mi  *  di  

hence, pi  < mi  *  di  therefore, µi < 0 
 

-   Case2: If developer i deviates by days (increase days to di''')  
In some of cases g(m –i, d-i) < g(mi, di''') since di''' > d -i  
therefore, developer i loose the auction and his utility µi = 0  

 

-  Case3:If developer i deviates by money(decrease money per day to mi'')  
Naturally in this case di  < di'.  
pi  = g(m –i, d -i)  -  [g(m –i, d -i)  -  g(mi'', di)]  -  ε 
= g(m –i, d -i)  -  g(m –i, d -i) + g(mi'', di)  -  ε 
= g(mi'',di)  -  ε 
< g(mi, di); since  ε  > 0 &  mi'' < mi  
< mi   *  di  

hence, pi < mi * di  
therefore, µi < 0 
 

- Case4: If developer i deviates by money (increase money per day to mi ''')  
In some of cases g(m –i, d -i) < g(mi''', di) since mi''' > m -i  

  therefore, developer i loose the auction and his utility µi = 0  
 

-  Case5: If bidder i deviates by both money per day (increase money per day to mi''' 
and decrease days to di'')  
Unless g(mi''', di'')  ≤  g(mi, di)  
pi = g(m –i, d -i) 
= m -i  *  d -i(same) 
µi  = g(m –i, d -i)  -  g(mi, di)(same) 
Otherwise,   µi=0; since developer i loose the auction 

 
-  Case6: If developer i deviate by both money (decrease money per day to mi'' and 

increase days to di''')  
Unless g(mi'', di''')  ≤  g (mi, di)  
pi = g(m –i, d -i) 
= m -i  *  d –i (same) 
µi  = g(m –i, d -i)  -  g(mi, di)(same) 
Otherwise,   µi=0; since developer i loose the auction 
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Part2: If developer i deviate from his announced task completion time di then he may 
loose his reputation because, in this situation the organization who allotted the task to 
developer gives negative rating to the developer. And if in case bid of developer i 
belong to partial order set L i.e |L| > 1 then, probability to win the auction/task is 
decreases. 

Therefore overall, dominant strategy for any developer is to bid his true valuation 
(mi, di). 

5.4   Time Complexity of Mechanism 

The overall time complexity of our mechanism could be given as follows: 
 

1. Time to sort out all N developers according their bid bi in non-decreasing order 
is: Θ(n lg n).  

2. If |L| > 1 then, time to sort out all bidders (developers) according their 
reputation ri in non-increasing order is: Θ(n lg n).  

3. To calculate utility of winning developer is: Θ(k) where k < n and k ε R. 
4. Total time taken to calculate step1, step2 and step3 is:  Θ(n lg n) +  Θ(n lg n) + 

Θ(k). 
5. Over all time complexity is:  Θ(n lg n).  

6   Conclusion  

Proposed scheme use a mechanism design approach for paid crowdsourcing 
environment where reverse auction is going on (many developer are bidding to 
procure a single problem from an organization) and provide a truthful defrayal and 
penalty mechanism to resolve, how the private value of these selfish developers is 
reveal out so that, project is allocate to the most indigent developer. The overall time 
complexity of our mechanism is polynomial (n lg n). 

7   Future Work 

In future we will try to give a truthful mechanism for the situation where developer 
may be interested in more than a single task and give combine bid to procure more 
than single task[multiple tasks(say m tasks) to be allocated to several developer( say n 
users)]. This problem of task allocation becomes combinatorial in nature. More 
formally there is a set of m indivisible tasks that are concurrently auctioned among n 
developers. 
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Abstract. Job scheduling is a very challenging issue in cloud computing. Tradi-
tional backfill algorithms such as Easy and conservative are extensively used as 
job scheduling algorithms. Backfill algorithms require the shorter job to come 
forward if sufficient resources for the execution of this job are available and run 
in parallel with the currently running jobs provided it does not delay the next 
queued jobs. This technique is highly dependent on runtime estimations of job 
execution. Moreover in real life scenario it has seen that submitted job’s may or 
may not be independent to each other. In this paper we have proposed a tech-
nique that uses dynamic grouping method to consider job dependencies  
and doubling runtime estimation method in cloud metaschedular to improve 
performance of backfill algorithm. Results have shown that doubling runtime 
estimations can significantly improve performance of backfill scheduling algo-
rithms provided that the runtime estimations are correct. 

1   Introduction  

Cloud computing [4] is a future technology that won’t need to compute on local com-
puters, but on centralized facilities operated by third-party compute and storage utili-
ties. Job scheduling is one of the core and challenging issues in a Cloud Computing 
system. In general two schedulers [5] are available in cloud one is global or meta-
schedular and another is local scheduler. Local scheduler determines how the 
processes that reside on a single CPU are allocated and executed. Users submit their 
jobs to Metaschedular, it is metaschedular responsibility to use information about the 
system and allocate processes among the different clusters in cloud. In this paper, it is 
attempted to improve the performance of EASY(the Extensible Argonne Scheduling 
System) backfill Algorithm[2] by doubling runtime estimation method in cloud meta-
schedular to maximize the resource utilization and minimize the resource gap of idle 
resources. We also have taken care that submitted jobs may or may not be indepen-
dent to each other. The evaluation of EASY algorithm before and after doubling run-
time estimations is made. The rest of the paper is organized as follows: the next sec-
tion discusses the related works. Section 3 presents an overview of cloud 
metaschedular architecture where EASY with doubling runtime estimations as well as 
dynamic grouping of jobs is made. Section 4 describes an algorithm which is combi-
nation of dynamic grouping and EASY algorithm with doubling of runtime estima-
tions. Results of the performance and parameter study are reported in section 5.   
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2   Related Work 

Recent years have seen many efforts focused on the efficient utilization of cloud re-
sources by cloud metaschedular that lead satisfaction to both cloud service provider 
and service users. CloudSim [8] allows modeling and simulations of entities in paral-
lel and distributed computing systems. Aneka[9] form enterprise grid and cloud plat-
form provide following services as task scheduler service for the task programming 
model, thread scheduler services, for the thread programming model, storage service 
for file store for applications. Hadoop a popular open-source implementation of the 
Google’s Map Reduce model is primarily developed by Yahoo. The work done by 
[6], [7] considers Hadoop scheduler can cause severe performance degradation in he-
terogeneous environments and provide a new scheduling algorithm, Longest Approx-
imate Time to End (LATE) for concurrent jobs in heterogeneous environments. But 
LATE doesn’t always improve the performance. 

The work related to [1] considers self adaptive backfill policy for parallel systems 
using multi queue. And IBM in paper [3] proves the effectiveness of backfill algo-
rithms for parallel systems. The work done by [10] focuses on optimizing the system 
throughput by maximizing the overall resource utilization and guaranteeing increased 
performance of the applications. Here an optimal solution for cloud job scheduling is 
made only better than the traditional First Come First Serve (FCFS), Round robin and 
failed to fill the resource gap completely. The work related to [2], consider the com-
monly used method of job scheduling FCFS, along with Backfilling method EASY 
and CONSERVATIVE algorithms where small jobs are moved ahead in the schedule 
can fill the resources gap that is generated by FCFS. However it has seen that re-
source gap is not fully covered using given runtime estimations. 

3   Task Scheduling Problem 

In general cloud users submit their jobs to cloud metaschedular. It is the cloud meta-
schedular which make decision to map jobs submitted by cloud users to cloud clus-
ters. Figure1. Shows the scenario. 

 

Fig. 1. Cloud metaschedular 
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The following steps are performed: 

Step1. The cloud users submit their request for job completion to the metaschedular 
Step2. As per the availability of free nodes in cloud cluster decision for scheduling is 
made. It is the metaschedular which is responsible for mapping jobs between cloud 
clusters and cloud users. 
Step3. After the jobs are submitted to cloud cluster these are executed by local sched-
uler. 

4   Task Scheduling Algorithm 

We are representing our job workflow in the form of a DAG (Directed Acyclic 
Graph) G (V, E). V (Vertices) represents jobs and E (Directed edges) represents de-
pendencies. We are considering a DAG because if there is a cycle present, we will 
stick in a situation of deadlock. Following steps are performed to make dynamic 
grouping. 

4.1   Dynamic Grouping Method Algorithm 

1. First find all the root nodes means jobs which are not dependent on any 
other job. Put these jobs in first group. 

2. Increment group number and check all the nodes which are directly de-
pendent on all or some jobs of the previous group. Put these jobs in this 
new group.  

3. Check if there are any other nodes left, if yes go to step 2 otherwise step 4. 
4. Apply EASY with doubling runtime estimation on each of these groups 

individually. 

 

Fig. 2. Dynamic Grouping Method 

 

Fig. 3. DAG representing job workflow 

Here according to this method we get three groups for DAG shown in Figure2 G1= 
{a,b,c,d}, G2= {e,f,g,h,i}, G3= {j,k,I,m,n} 
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Improved Easy Backfill Algorithm: 

1. Double the given runtime estimation’s of jobs 
2. Find the shadow time and extra nodes 

a) Find when enough nodes will be available for the first queued 
job; this is the shadow time. 

b) If this job does not need all the available nodes, the ones left 
over are the extra nodes. 

3. Find a backfill job 
a) Loop on the list of queued jobs in order of arrival 
b) For each check whether either of these conditions hold 

i. It requires no more than the currently free nodes ,and 
will terminate by the shadow time , or 

ii. It requires no more than the minimum of the currently 
free nodes and extra node 

c) The first such job can be used for backfilling 
 

Fig. 4. EASY with doubling runtime estimations 

Consider a scenario with 5 jobs in some individual group as shown in Fig 5.  Ac-
cording to EASY backfill algorithm with actual runtime estimates the jobs will be ex-
ecuted as shown in Fig 6. The total execution time of all the 5 jobs come here is 950 
units. But if we double the runtime estimates of the jobs total job execution time come 
here is750 units. The corresponding execution sequence is shown in Fig 7-11.These 
Figures are self explanatory. 

 
Jobs Number of Pe’s re-

quired 
Expected Runtime 

J1 5 400 

J2 9 100 

J3 2 200 

J4 4 300 

J5 7 150 

Fig. 5. Jobs with expected runtime 
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Fig. 6. Job execution according to EASY backfill with actual runtimes 

 

Fig. 7. Job execution according to EASY backfill with doubling j1 and j3 starts execution 

 

Fig. 8. Job execution according to EASY backfill with doubling after j3 completed execution 
and j4 and j1 are executing 
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Fig. 9. Job execution according to EASY backfill with doubling after j4 and j1 completed ex-
ecution and j2 is executing 

 

Fig. 10. Job execution according to EASY backfill with doubling after j2 completed execution 
and j5 is executing 

 

Fig. 11. Job execution according to EASY backfill with doubling after all jobs completed  
execution 
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5   Simulation and Results 

In this section, the experimental evaluation for the cloud metaschedular is discussed. 
The Cloudsim toolkit is used to simulate the algorithm with various experimental se-
tups. The default classes in Cloudsim toolkit are extended to implement the proposed 
policy and other parallel job scheduling strategies. The experimental setup include by 
varying jobs runtime, speed of processing elements, size of cloudlets and also poli-
cies. It can be analyzed by experimental results as shown in Figure 12 that job execu-
tion with doubling runtime estimation is faster than backfill algorithms with actual 
runtime estimations. 

 

Fig. 12. Performance Backfill Algorithms before and after doubling 

6   Conclusion  

Doubling approximates an SJF like scheduling by repeatedly preventing the first 
queued job from being started. Thus, doubling trades off fairness for performance and 
should be viewed as a property of the scheduler, not the predictor. We have shown 
doubling technique on EASY Backfill algorithm, but it can be applied to any backfill 
algorithm. 
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Abstract. The advent of internet and cloud computing trends is increasing the 
complexity of IT Infrastructures very rapidly. The non-functional requirements 
availability and performance are becoming increasingly important. IT Service 
providers constantly facing challenges to meet the performance related SLAs 
defined with Enterprise Customers. To meet such demands, IT environments 
are built with self-managing capabilities. Autonomic Computing has emerged 
to support self-managing features using the feedback control systems. There are 
investigations in using control systems in different areas of computing such as 
computer networking, database systems, data centers and distributed computing 
systems in enterprise and cloud environments. We observe that there is a need 
for an end-to-end solution starting from design and modeling of the software, 
deploying and runtime management that enables in building self-managing. In 
this paper we propose an end-to-end Expert Control System Solution for Distri-
buted Computing Systems and discuss its application in Java Enterprise envi-
ronments. 

1   Introduction 

The advent of internet has brought rapid change in the way computing applications 
are developed, deployed and executed [1]. This has a huge impact on IT infrastruc-
tures hosting software applications. There are various operations from Business  
Enterprises to the individual consumers heavily depending upon IT systems. It is im-
portant and obvious that such IT systems provide best possible functionality to the us-
ers. Availability and Performance are becoming increasingly important requirements 
[2]. Additionally there are other dimensions such as heterogeneous compositions of 
hardware and software components, number of servers, geographically dispersed 
sites, number of users adds further complexity to the IT systems [3] driving self-
surviving IT Systems. The IT systems require the ability to pro-actively identify the 
faults and performance degradation. Such abilities of pro-active control require pre-
dicting the workload dynamics, number of users, usage patterns of the IT systems 
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triggered the emergence of Autonomic Computing Systems [4] where the IT Systems 
are capable of self-surviving dealing with faults and performance issues. There are 
various concepts and technologies though explored to build Autonomic Computing 
Systems, Feedback Control Systems has proved very successful [5] and Adaptive 
Control [5] is used in designing pro-active control systems. Majority of the applica-
tions of Adaptive Control systems are explored in Electrical [6] and manufacturing 
engineering [6]. There are recent research trends in investigating Feedback control in 
building Autonomic Computing Systems such as computer networking [7], database 
systems [8], and data centers [9], majorly in Distributed Computing Systems [10].  

2   Problem and Related Work 

The recent trends in the internet and cloud environments are increasing the complexi-
ty of IT systems due to various reasons such as the volume of servers and storage in 
the data centers, hardware and software applications from different vendors, integra-
tion challenges of applications, geographically distributed IT infrastructures. The 
software applications hosted in such complex IT environments have the challenge of 
meeting SLAs consisting both functional and non-functional requirements [11]. The 
most common non-functional requirements include Availability, Performance and Se-
curity [2]. To meet these SLAs it is necessary to design all the layers of IT architec-
ture with capabilities of availability and performance management. In this paper we 
focus on the performance management issues in the Middleware application layer 
[12]. The typical distributed system middleware layers are Application Servers such 
as Java based Enterprise Servers (JEE Servers) [13], serve as platforms for rapid dis-
tributed application development, deployment and execution [14], play a significant 
role in building self-surviving applications. If such platforms fail to perform self-
corrective actions, service providers may breach the SLAs affecting the business with 
unfriendly IT experience for the users and huge penalty. There are many systems like 
self-managing, self-protecting usually called as self-X systems [15] and Autonomic 
Computing systems. The majority of such systems are built using the Control Systems 
theory making use of Adaptive Control Systems significantly. There is a significant 
study conducted in control systems application in Distributed Computing Systems 
such as Web Servers performance [16], improve the caching in Web Servers and Ser-
vices [17,18] and EJB Servers performance [19] using PI, PID Controllers, Fuzzy and 
Neural Controllers [20], hybrid controllers [21, 22]. There are similar attempts in 
building intelligent solutions using control systems but with a specific emphasis on 
cloud environments [23].  We observe that there are solutions to specific problems in 
Middleware environments, and end-to-end self-managing solution is still a potential 
gap. We believe that self-managing mechanisms have to be built during the design 
and modeling of the system which will be executed and exercised during runtime. In 
this paper we propose an Intelligent Control based Expert Control Solution enriching 
the self-managing Distributed System Middleware and discuss its application in  some 
of the JEE Server components, followed by the analysis. 
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3   Expert Control System Solution 

We propose an end-to-end solution that enables the Distributed System Middleware 
with autonomic computing abilities inherently as first class features.  We build the au-
tonomic computing elements during design and modeling of the application software 
that execute at runtime environment. We explain the lifecycle and working model of 
the proposed solution in this section. 

3.1   Design and Modeling Lifecycle 

The Fig. 1 below shows the life cycle of the proposed autonomic aware UML. It is a 
Framework available as within the UML Tool constructs required to develop the ap-
plication to monitor, model, and select controllers. The application developer will use 
the design created and will generate the code, our solution generates java code with 
all the required autonomic aware constructs. After the application is implemented, it 
will be built, packaged and deployed into the Application Servers. 

 

Fig. 1. Design and Modeling Lifecycle 

3.2   Runtime Lifecycle 

The autonomic aware software once designed the software developer implements and 
deploys to the runtime. The following Fig. 2 shows the lifecycle of the autonomic 
aware software till deployed into the runtime. The Expert Control System will be 
packaged and integrated with the Distributed System Middleware. Our Expert Control 
System will be an integral part rather than a COTS product. 

 

Fig. 2. Runtime Lifecycle 
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4   Design and Modeling 

Design and Modeling is most initial important step in the process of developing any 
software application and service. In order to build any self- application, it is required 
to plug-in the autonomic computing elements during the modeling of software sys-
tem. In this direction, we propose a framework that can be introduced into the UML 
Tools, such that it can be used like any other UML design construct. The objective of 
this framework is to enable various self-managing constructs as explained below. 

4.1   Architecture 

The Fig. 3 below shows the architecture of the autonomic aware framework which 
provides various design constructs for developing self-managing applications. Some 
of such constructs include control class design to be controlled, pre-define the stan-
dard system metrics like CPU, memory, message throughput, dynamically create and 
modify the models. The following are the different components of the framework.  

 

Fig. 3. Autonomic aware UML architecture 

– Model Builder: In Control Systems it is essential to model the system to be 
controlled. The framework has the Model Builder to generate a model of the 
application or service to be controlled. It requires the input and output parame-
ters to be provided by the designer during the system design. 

– Controller Builder: When the software designer chooses a specific controller, 
the corresponding controller class is generated. 

– Base Controllers: A Set of base controllers such as P, PI and PID Controllers 
are part of the framework. This enables the designers to choose during system 
design 

– Intelligent Controllers: There are a set of advanced controllers that are availa-
ble as part of the framework based on Machine learning techniques such as 
Fuzzy Logic or Data Mining based techniques such as Time-Series controllers, 
Episode discovery, outlier type of controllers. 

– Custom Controller API: The framework provides flexibility to develop custom 
controllers and add such controllers to the existing controllers. 
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5   Runtime Expert System 

In this section we discuss the Expert control solution that consists of different compo-
nents which ensure the pro-active control mechanisms and ability to self-manage the 
performance of the different components of the Distributed System Middleware. 

5.1 Architecture 

The Fig. 4 is the Expert Control System Architecture for the Distributed System Mid-
dleware which works in conjunction with the Autonomic aware UML framework to 
provide end-to-end solution for building Autonomic Systems. The Autonomic aware 
UML Package parser transforms the autonomic constructs present in the autonomic 
aware software into runtime constructs. 

 

Fig. 4. Intelligent Control Solution 

The solution has built-in classic and intelligent controller sets, with a facility to de-
velop custom controllers available at runtime. The behavior of the controlled system, 
the workload patterns are captured in the knowledge base. Controller Orchestrator 
will enable the adaptive control mechanisms to choose a right controller based on the 
knowledge captured. For example a hybrid control may have a PI Controller, Fuzzy 
Controller and Time-Series Controller. The Dynamic Model Manager retunes the 
model parameters at runtime. Parameter Identifier will identify the new set of input 
parameters which are not included during the design but affecting the system beha-
vior. We also intend to develop CLI and GUI based interfaces to perform queries on 
the Expert Control System.  

6   Case Study – Java Enterprise Edition Servers 

We implemented a subset of the proposed solution in JEE Server components mainly 
in JDBC Drivers [24, 25] and JMS Servers to improve the cache hit ratio and message 
throughput respectively. In this section we present an overview of these solutions. We 
have used ARMA modeling represented by the Equation (1) 
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1                                                     (1) 
 

 = The current output of query throughput or message Throughput 
 = the current input of maximum number of queries or Subscribers 

 and  = the model parameters to be estimated 1  = the output in the next step 

The model parameters  and  are estimated using the sample data and are assumed 
to be fixed during performance tuning. A hybrid control approach is used to regulate 
the query throughput in JDBC drivers and message throughput in JMS Providers as 
shown in Fig. 5. The output 1 can be regulated by adjusting the controller 
gains. The Adaptive Control is an implementation of Time-Series exponential 
smoothing in conjunction with the Fuzzy control 

 

Fig. 5. Self-Managing Database driver and JMS Provider 

7   Implementation and Analysis 

In this section we explain the implementation details of the Autonomic aware UML 
framework discussed in the section 4 and the performance analysis of the JDBC Driv-
er query throughput and message throughput of the JMS Providers. 

7.1   Modeling 

The autonomic aware UML framework is implemented using the USE UML Tool 
[26]. The current implementation though is an external plug-in, intend to modify the 
UML Tool source such that framework is a first class feature of the UML. The Fig. 6 
below shows the UML diagram of the framework. The details this framework are dis-
cussed in [27]. 
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Fig. 6. Autonomic aware UML Framework 

7.2   JDBC Driver 

We implemented feedback control based solutions to improve the cache hit ratio in 
JDBC Drivers and evaluated the different approaches. The same is shown in the  
Fig. 7 below where we can clearly observe that the Time-Series Control in conjunc-
tion with Fuzzy control has a better cache hit ratio as against a LFU and Time-Series 
control. The detailed analysis of the solution is discussed in [24, 25]. 

 

Fig. 7. Cache Hit Ratio 

 

Fig. 8. Controlled Query Throughput 
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The Fig. 8 above shows query throughput at the JDBC Driver level run in large 
scale enterprise environments. The results shown below are generated on experiments 
in simulated environment where. A hybrid control using PI and Fuzzy control is im-
plemented to regulate the query throughput where the statements are generated ran-
domly in a range of 100-150 statements and the corresponding query throughput is 
measured. 

7.3   JMS Providers 

We implemented a P-Controller and a Time-Series Adaptive Controller and extended 
with a hybrid control mechanism consisting of PI, Fuzzy control to regulate the mes-
sage throughput against varying subscribers over a period of time. The sample data is 
collected by running Active MQ Server and the solution is applied offline to measure 
the performance. The Fig.9 shows distinct performance improvement when the con-
trol system solution is used as against the throughput under normal conditions. The 
details of modeling, control algorithms and implementation analysis are discussed in 
[28, 29]. 

 

Fig. 9. Controlled Message Throughput 

8   Conclusion and Future Work 

Our investigations proved that control system applications in building self-managing 
software are very encouraging.  Our experiments have shown improvement in the 
cache hit ratio and query regulation of database drivers, improved the message 
throughput in Message Servers using classic controllers and partially hybrid control-
lers. Our major objective is to build an Expert Control System which handles intelli-
gent performance tuning of the major components of JEE Servers and also provide  
interactive system where the control system elements are first class features of the 
Distributed System Middleware servers. We are working in applying our proposed  
solution in EJB, ESB and OSGi servers. We are also working in extending the auto-
nomic aware UML as integral part of UML Tool. We are working in run time modifi-
cation of the model parameters based on the running conditions of the system.  
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Abstract. Alzheimer's disease is a progressive, irreversible brain disease that 
destroys memory and thinking skills. It is a part of dementia, a loss of memory 
and intellect that interferes with the daily life activities of Alzheimer patients. 
They even forget what they are doing and what they want to do. In this paper 
an attempt is made to provide solution for the memory part of the problem. 
This paper is aimed to design program based hardware navigation system, 
which helps the people with Alzheimer disease by alerting them if they are 
not moving in the predefined path. For example, if a person wants to go to 
the college and he goes somewhere else, then this system will inform him 
with proper message. If the person is performing the intended task, then the 
system just monitors it. This prototype design can be implemented on 8051 
microcontroller using GPS module. 

1   Introduction 

1.1 Alzheimer Disease 

Alzheimer's disease is a slowly progressive disease of the brain that is characte-
rized by impairment of memory and eventually by disturbances in reasoning, plan-
ning, language and perception. Many scientists believe that Alzheimer's disease re-
sults from an increase in the production or accumulation of a specific protein 
(beta-amyloidal protein) in the brain that leads to nerve cell death. The main risk 
factor for Alzheimer's disease is the age. It is known that Ten percent of people 
over 65 years of age and 50% of those over 85 years of age have Alzheimer's dis-
ease [1]. Unless new treatments are developed to decrease the likelihood of devel-
oping Alzheimer's disease, the number of individuals with Alzheimer's disease will 
be increasing. Alzheimer’s disease is a neurological brain disorder named after a 
German physician, Alois Alzheimer, who first described it in 1906 [1].  
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1.2   Global Positioning System (GPS) 

GPS is a space-based satellite navigation system that provides the location and 
time information anywhere on or near the Earth. GPS satellites circle the earth 
twice a day in a very precise orbit and transmit signal information to the earth. 
GPS receivers take this information and use triangulation to calculate the user's ex-
act location.  Essentially, the GPS receiver compares the time when a signal was 
transmitted by a satellite with the time it was received. The time difference tells 
the GPS receiver how far the satellite is. Now, with the distance measurements, the 
receiver can also determine the user's position and display it on the unit's electronic 
map [2]. 

1.3   P89V51RD2 Microcontroller 

The P89V51RD2 is an 80C51 microcontroller with 64 kB Flash and 1024 bytes of 
data RAM. A key feature of the P89V51RD2 is its X2 mode option. The design 
engineer can choose to run the application with the conventional 80C51 clock rate. 
The Flash program memory supports both parallel programming and in serial In-
System Programming (ISP). The P89V51RD2 is also In-Application Programmable 
(IAP), allowing the Flash program memory to be reconfigured even while the ap-
plication is running. The operating voltage is 5V and the operating frequency is 
from 0 to 40 MHz [3]. 

2   Motivation and Design 

Now a days due to lack of nutritious 
food and pollution in the environ-
ment, people are suffering from 
many health hazards. Alzheimer dis-
ease is one among them, which is 
mostly found in old ages. They have 
tendency to forget daily routines. 
Somet imes the Alzheimer disease 
leads to death of the patients. So, 
there is a need for the system that 
helps them to do their daily needs. 
The design of the prototype system, 
which guides the patient to reach the 
destination efficiently, is attempted in 

this paper. The block diagram of the proposed system is as shown in the figure 1.The 
system alerts the patient/user, if he is moving in the undesired path. 

 

 

Fig. 1. Block diagram of the system 
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In this paper, two methods are 
suggested to implement proposed 
idea i.e. to the guide the user. One 
method guides the user by informing 
him the exact location of the destina-
tion, which is as shown in the figure 
4. Consider that user wants to move 
from point A (source) to point B 
(destination). Here some predefined 
points (their longitude and latitude) 
are saved to guide the person. The 
longitude and latitude of the source 
and destination are also stored. If the 
person moves in a different path, 

then the system alerts him and displays the information of the right point. In figure 
2 the intermediate positions are shown by the points L, M, N and O. If person 
moves through these intermediate points then system will not alert him. But if he 
moves through X, Y, Z points, then system will inform him to follow the correct 
path. 

The second method is as shown in figure 3. In this method an imaginary circle 
of predefined radius is considered around the source. The region within this circle is 
considered as the safe region. This method finds more applications in practical sce-
nario due to uneven paths between source and destination. The difference between the 
longitude and latitude of source and longitude and latitude of the destination is cal-
culated for every new GPS data. If the difference is decreasing then it is considered 
that the person is moving towards the destination hence no alert should be  
produced. 

For example, a person wants to 
move from position A to position B 
as shown in the figure 3. If he 
moves in correct path it will not 
alert. Even if he deviates from the 
destination within the predefined cir-
cle then the system will not alert im-
mediately. But, if he moves away 
from the circle then the system alerts 
him by informing about the destina-
tion. It also alerts him if he is mov-
ing within the circle for more than 
the specified time. 

 

3   Implementation  

The overview of the system is as shown in the figure 4. It consists of microcontroller, 
GPS module, LCD, Buzzer, battery, voltage regulator, crystal oscillator and voltage 
converter. For tracking and alerting Alzheimer patients, the GPS must be  

Fig. 2. Considering the intermediate 
points of the destination 

Fig. 3. Considering the imaginary circle
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interfaced with the 8051 microcontroller. 
Here the GPS receiver gets the information 
of the location by tracking the satellites and 
loads it to the microcontroller. 

The output of the GPS is in the NMEA 
(National Marine Electronics Association) 
format [4]. This format gives the informa-
tion about the latitude, longitude, speed 
and the direction of the GPS receiver. The 
output of the GPS is sent to the microcon-
troller at the frequency of GPS L50[5]. 
Then every GPS output of the system is 
compared with the initially stored informa-
tion about the destination. If it matches 
with the stored data, then the system takes 
that person has already reached the desti-
nation. If differences of present latitude, 

longitudes and the stored latitude and longitude of the destination are decreasing, 
then the person is moving in the right direction. Hence, it will not alert the person 
in both the cases. If difference is increasing above the tolerance value (here tolerance 
value is 100m) then a beep is produce as a sign of alert.  

4   Advantages of the Proposed System  

Today we have many alerting systems. But these existing systems alert the person 
based on the time rather than the position i.e. it alerts the person at a particular 
time irrespective of his position. It alerts him even if he even moves in the right 
direction, which is unnecessary disturbance to the person who may be busy with 
his work and get confused by the wrong alert. In the existing system, there is wastage 
of power due to unnecessary alert. The designed system takes less power. Because it 
consumes 5V of power and alerts only when the person moves away from the right 
path at that particular time. Hence, the designed system avoids the wastage of time 
and power. 

5   Results 

The system operates in two different modes. They are view mode and store mode. 
In view mode, the latitude and longitude of current location, GMT (HH:MM), date 
(DD/MM), number of satellites in view (SV) and valid bit (F) is displayed. It is as 
shown in figure 5. If the valid bit is 1 then, we can store the value of that location else 
the data is insufficient to store. Figure 5a shows the data before tracking the satellite. 
As no data is received by the receiver hence no data is displayed. As soon as receiver 
gets the data, it is displayed on LCD as shown in figure 5b. Here receiver could track 
9 satellites. The value of latitude and is 15  (degree)  27  (minutes)  3 (seconds)  to-
wards  north and the  value  of longitude is 75 (degree) 01 (minutes) 3 (seconds) 

Fig. 4. Overview of the system 
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towards east. We neglect the last two digits of seconds as they keep on fluctuat-
ing. Hence the accuracy is limited to 75meters i.e. we cannot differentiate two posi-
tions with distance less than 75m.  
 

 
   a             b             c 

Fig. 5. LCD output at different instances a) before tracking the satellites b) after tracking the sa-
tellites c) during the storage of data 

The latitude and longitude of required location can be stored as shown in figure 
5c. GPS outputs should be taken in an open space so that the GPS antenna can 
receive minimum 3 satellites and give the expected result.    

When person is deviating 
from the desired path, the 
system alerts the user. The 
alert message is as shown in 
the figure 6. This helps the 
user to reach the destination. 
Here the location shown in 
the figure 6b is taken as  
the destination point. When 
person moves away from it 

i.e. if the latitude is 15 (degree) 27 (minutes) 3 (seconds) then the system alerts the 
user.  
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Abstract. The impact of Cloud on Software industry is significant. There are 
many advantages with a software hosted in cloud. Software licensing models 
should consider the new parameters which are introduced by the cloud. In the 
cloud world user can use his own software license to deploy the software in VM 
(Bring Your Own License) or he can purchase a Virtual Machine with the re-
quired software, in this case the software license charges are included with the 
Virtual Machine price (License Charges Included). The service providers use 
different software licensing models, user has to select licensing model and li-
censing option (BYOL or LCI) according to his requirement.  

Keywords: Cloud, SaaS, Bring Your Own License, Software License. 

1   Introduction 

In cloud computing world computing resources, network and software are given as 
metered services. Based on the service provided, three types of service models are de-
fined in cloud: Software as a Service (SaaS), Infrastructure as a Service (IaaS), and 
Platform as a Service (PaaS). In this work we have considered the SaaS model. In 
SaaS software will be given as service. Ex - Salesforce. 

The raise of cloud computing has brought significant changes to the traditional 
software model. Software licensing also got affected by the cloud. There are two li-
censing options available in cloud. 

Bring Your Own license (BYOL) – In this option user can use his existing soft-
ware license to deploy his application in cloud (Virtual Machine). 

License Charges Included (LCI) – In this option the Virtual Machine is pre-
loaded with the software. The software licensing charges are included in the Virtual 
Machine price. Obviously these Virtual Machines are costlier when compare to the 
Virtual Machines without software. 

There are many licensing models available. User should choose the licensing op-
tion and licensing model according to his requirement. 

The aim of this paper is to identify the benefits of the cloud for the software and 
software licensing and also to list some popular software licensing models. We will 
compare the pricing of BYOL and LCI licensing options for the same set of require-
ments. When comparing the prices we have considered IBM DB2 and Oracle data-
base software. According to us, this is first attempt towards this work. In this work we 
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have identified the important benefits of cloud for software and software licensing 
and also we will list some popular software licensing models. This survey will put 
more light on the implications of cloud on software licensing and also helps in com-
paring the prices for BYOL and LCI licensing options. 

Rest of the paper is organized as follows, section 2 explains the benefits of cloud 
with respect to software and software licensing, section 3 lists some popular licensing 
models and section 4 compares the pricing of BYOL and LCI licensing options. 

2 Benefits of Cloud with Respect to Software 

This section lists some important benefits of the cloud with respect to software. 

2.1 Software Maintenance 

In the cloud computing model user need not worry about the software update and ap-
plying the patch. The service provider automatically updates the software and applies 
a patch when they are available. Software will be automatically updated without user 
interventions. 

2.2 Infrastructure for the Software 

For hosting the software in traditional software model, user should setup the appropri-
ate infrastructure. If the infrastructure capacity is more than the software requirement 
then user has unnecessarily invested his money in setting up the infrastructure, if the 
infrastructure capacity is less, then the application performance will be degraded also 
in many cases it is difficult to upgrade the infrastructure. In cloud setting up the infra-
structure is taken care by the service provider. 

2.3 Upgrading the Software 

In traditional software model to upgrade the software to a higher version user should 
buy the license for new software because most of the software vendors do not support 
free up gradation and if the new software version needs more computing power (CPU, 
ram etc.) user should upgrade or change his infrastructure. This is a costly and time 
consuming procedure and also the license fees for the older version of the software 
that user has paid will be wasted. Cloud model addresses these issues. If the user 
wants to go for the higher version of the software, user can simply terminate his exist-
ing subscription and he can opt for the higher version software. Setting up the envi-
ronment for the new version of the software is done by the service provider. 

2.4 Upgrading the Software License 

There may be a situation to upgrade the software license. For example in the begin-
ning user may have purchased the license for basic functionalities of the software but 
after some days he may want to go for some more functionalities of the software. 
Since the new software has more functionality it requires more computing power. In 
traditional software model user should upgrade his infrastructure to host his new  
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application. As mentioned earlier this is a time consuming and costly job. In cloud us-
er can upgrade his license very quickly. 

2.5 License Mobility 

User can use his existing license in the cloud. For example Amazon has introduced 
bring your own license concept, using this user can use existing software license in 
cloud. Microsoft also supports the license mobility. 

2.6 Cloud Enabling Is Simple 

Infrastructure providers are helping the software vendors to make their software cloud 
enabled. For example Amazon has a program called AWS Independent Software 
Vendor (ISV) Program [2]. Using Amazon’s ISV program software vendors can make 
their software cloud enabled. 

2.7 Cost Reduction 

If the user is interested in short term usage of a software definitely the cloud model 
will be cheaper. In traditional software model even though the user is going to use the 
software for short term he has to pay a huge amount of license fee but in cloud model 
user has to pay only for the duration he has used the software. 

3 Software Licensing Models 

Many traditional software licensing models are available on the cloud with little mod-
ification or no modification at all. There is no standard approach for software licens-
ing in cloud. According to Gartner [2] at present organizations with the majority of 
their IT infrastructure in the cloud, or via SaaS is 3%, Gartner expects that this will 
increase to 43% in four years. Different software vendors use different metric for 
pricing. For example IBM uses Processor Value Units. A Processor Value Unit 
(PVU) is a unit of measure used to differentiate licensing of software on distributed 
processor technologies (defined by Processor Vendor, Brand, Type and Model Num-
ber). [3]. When using Oracle applications on the Amazon EC2, Oracle pricing is 
based on the size of the EC2 instances. EC2 instances with 4 or less virtual cores are 
counted as 1 socket, which is considered equivalent to a processor license. For EC2 
instances with more than 4 virtual cores, every 4 virtual cores used (rounded up to the 
closest multiple of 4) equate to a licensing requirement of 1 socket [4]. Soft partition-
ing which is segmenting the operating system using OS resource managers [5], is not 
permitted as a means to determine or limit the number of software licenses required 
for any given server.. User should consider all these factors before selecting the re-
quired software. During this survey we have come across with many licensing mod-
els. Some of the interesting license models are listed below. 
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3.1 Pay As You Go  

In this model. user is going to pay for  what he has used. As the software usage in-
creases the billed amount will be increased. If the user requirement is short term and 
number of users are less user can go for this model. This model is observed in Ama-
zon Relation Database Service (RDS) for oracle. 

3.2 Subscription Model  

If the user is interested for long term usage, he can go for subscription model. For ex-
ample if the user wants to use a software for three months he can subscribe for the 
software for three months provided that service provider should support three months 
subscription option for that software. If that option is not present user can select the 
nearest time period subscription option. Most of the software vendors support both 
Pay as you go and subscription based model. The models explained in the next sec-
tions are combined with either Pay as you go or subscription model.  

3.3 Processor Based  

In this model the license price is directly propotional to the processor capacity. This 
model is cost effective when the number of users are more. Ex – This model we can 
observe in IBM DB2. Based on the processor spec IBM defines Processor Value 
Units for that processor. These Processor Value Units will be used to decide the pric-
ing of the license. 

3.4 Based on the Number of Users 

As the number of users using the software increases price also increases in this model. 
This model is cost effective when the number of users are less. Ex - Microsoft sup-
ports Subscriber Access License (SAL) model, which is based on the number of end 
users connected. 

3.5 Based on the Number of Transactions  

This model can be observed in the database systems offered as SaaS. The price will 
be determined by the number of transactions made by the user. As the number of 
transactions increases price will get increased. 

3.6 Based on the Subscription to the Functionalities  

Enterprise software will be having many modules and functionalities. User may not 
be interested in all of those functionalities. In this case some software providers give 
the flexibility to select the individual module from the software system. Only for 
those modules which the user has selected will be charged. Ex – Based on the func-
tionalities of its CRM (Customer Relationship Management) software Salesforce.com 
has introduced different editions of its software. Each edition is having different pric-
ing. Sometimes software provider will be having different types of the same software 
Ex – Basic, Standard, Enterprise etc. These software types are different in terms of 
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functionalities, number of users supported etc. Price is also different for each of the 
software types. User can select the software type which suits his requirement. Ex – 
Oracle provides software types like standard enterprise etc 

3.7 Free Software, Pay for Support   

There are some software vendors which provide their software for free but the user 
has to pay for the support. Red Hat Enterprise Linux uses this model. 

4 Pricing of BYOL and LCI 

In BYOL licensing option user can use his existing license to host his application in 
cloud or he can purchase the software license separately and host the application in 
the cloud. Amazon has the option of BYOL. The table gives the pricing of Amazon 
EC2 standard small instance along with licensing charges of IBM DB2 Express Edi-
tion. From the tabulated data of table 1 we can conclude that if the user is going for a 
long term subscription then it is better to buy the software separately and host it on 
the cloud.  

Table 1. Pricing details of IBM DB2 in Amazon EC2 

Duration in months 

 

Price in US Dollars 
without software  
license charges 

Price in US Dollars 
including license 
charges 

License 
charges in US 
Dollars 

1 82.8 280.8 198 

3 248.2 842.4 594.2 

6 496.4 1684.8 1188.4 

12 992.8 3369.6 2376.8 

 
Table 2 gives the pricing details of Amazon RDS (Relational Database Service) for 

Oracle Database. We have considered Amazon’s standard DB instance for Oracle’s 
Standard edition one. Here also we can observe that for short term usage of the soft-
ware the Amazon RDS along with the Oracle license is cheaper. For long term usage 
user can go for the Bring Your Own Licensing option. User should be careful before 
going to Bring Your Own Licensing option, because as we mentioned earlier he is 
going to lose several benefits of the cloud. 

Table 2. Pricing details of Amazon RDS for Oracle 

Duration in 
months 

Price in US Dollars 
without software license 
charges 

Price in US Dollars  
including license charges 

License charges 
in US Dollars 

1 75.6 111.6 36 

3 226.8 334.8 108 

6 453.6 669.6 216 

12 907.2 1339.2 432 
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5 Conclusion 

Traditional software model is affected by the cloud computing. In cloud world instead 
of purchasing, user will rent a software. User need not worry about the software main-
tenance, infrastructure and its maintenance in cloud environment. License charges are 
included in the Virtual Machine price. Pay as you go and subscription models are 
popular among the SaaS providers. Some of the service providers are giving the flex-
ibility for the users to bring their own license to the cloud (BYOL). When the user is 
interested in long term usage of a software he can go for the BYOL licensing option. 
But he should be careful when going for the BYOL licensing option since he is going 
to lose several benefits of cloud. There are many licensing models available. User has 
to select the best licensing model according to his needs. In future we are going to 
work on a framework for software licensing in cloud environment. 
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Abstract. Multifarious techniques have been adopted in the field of image wa-
termarking which offers some desirable characteristics to the watermarked im-
age. In this paper, the combined technique of channel coding and Spread Spec-
trum modulation   has been exerted to implement the proposed image 
watermarking algorithm. A block based spatial domain watermarking scheme 
for digital image using Spread Spectrum has been employed for the implemen-
tation of the algorithm. In practice, with the help of pseudo random noise the 
binary watermark image has been distributed using channel coding and spatial 
bi-phase modulation technique. With the extensive use of Spread spectrum 
modulation technique the security issues related to image watermarking can be 
effectively dealt with, and at the same time   robustness and imperceptibility of 
watermarked image can be enhanced appreciably. VLSI implementation using 
Field Programmable Gate Array (FPGA) has been developed the decoding por-
tions of the algorithm. 

1   Introduction 

The process of embedding hidden information into a digital signal which may be used 
as a means of concealed communication between the sender and recipient is called in-
visible Digital watermarking. The information may be embedded in the digital signal 
such as- audio, image or video [1]. These days the use of internet has become indis-
pensable in man’s life. The ever increasing efficacy of the internet and the ease of 
availability of inexpensive tools render it possible to manipulate the digital content.  
Therefore the requirement for protection of digital content against unauthorized repli-
cation and modification has increased at an alarming rate. Digital Rights Management 
techniques deal with the ownership rights of the digital content. Digital watermarking 
though not complete DRM mechanism can be utilized in DRM systems to prevent un-
authorized access and undesirable manipulation, thereby assuring authentication 
[2],[3]. 

In Digital watermarking, information is embedded in the form of symbol, text or a 
number. In case of invisible watermark it must be ensured that the modification of the 
media, as a result of embedding information, is imperceptible. Depending on percep-
tibility, digital watermarking has been divided into two types- : (i) Visible Watermark 
(ii) Invisible Watermark. Classification can also be made on the basis of whether or 
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not any Transformation technique has been implemented, namely- (i) Spatial Domain 
Watermarking [1] (ii) Transform Domain Watermarking [5]. 

Information transmitted through perilous communication channels is prone to con-
tamination with undesirable and pernicious data or information may be tampered. To 
prevent this, the concept of Pseudo random Noise sequence is widely used in the do-
main of image watermarking and in steganography.  In order to ensure secure data 
communication through the insecure communication channels, it is therefore neces-
sary to utilize some stern and effective mechanism. Spread Spectrum watermarking 
technique is such a mechanism where, the information is spread over a larger fre-
quency so that during extraction the integrity of the information is not surrogated. 
Spread spectrum (SS) watermarking may be used in fragile and semi fragile water-
marking by keeping the chip rate low. The term chip rate indicates the number of 
cover signal’s sample over which the watermark bit is spread [6], [2]. 

The objective of this paper is to design VLSI architecture for the given image wa-
termarking algorithm that caters to the need of media authentication as well as secure 
transfer of image. Hardware implementation of digital watermarking provides several 
advantages over its software counterpart in terms of- less area requirement, low ex-
ecution time, and less power consumption. The example of TV broadcast will high-
light the significance where digital media is to be marked in real time and hardware is 
the only solution [9]. The solution to establish the chain of custody for forensic digital 
photographers can be cited as another example. 

 The architecture that has been created for the embedding portion of the given wa-
termarking algorithm, enables watermarking to be implemented instantaneously at the 
time of capturing the image rather than using a software procedure that calls for 
greater execution time [10]. This semi-fragile image Watermarking algorithm is based 
on the combined technique of channel coding and Spread Spectrum modulation. In 
this paper, concentration has been focused on developing the architecture of the de-
coding section of the above mentioned watermarking algorithm. The architecture that 
has been employed to implement the decoding algorithm can be characterized as sim-
ple with low computation expenses and low IOBs. Its greatest advantage is provided 
by the fact that it can be easily implemented in hardware and thereby   promoting it’s 
acceptability in the field of watermarking. 

The content of the paper has been organized as follows- Section 2 expounds the 
proposed watermarking algorithm. The architecture corresponding to the decoding 
portion of the proposed algorithm has been delineated in Section 3. An account of the 
digital design of the decoding algorithm and the results has been provided in Section 
4.  Section 5 illustrates the conclusion. 

2   Proposed Watermarking Algorithm 

The following two subsections describe different steps in watermark embedding and 
decoding process respectively. Here, Binary watermark is embedded directly to the 
pixel values of each block of the cover image using SS modulation.  During decoding, 
watermark information is extracted using normalized correlation and the extraction of 
binary watermark is done using channel decoding and spatial bi-phase demodulation. 
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2.1   Watermark Embedding 

The Spread spectrum (SS) watermarking using binary watermark in spatial domain is 
discussed in details in the following section. Different steps for watermarkembedding 
are described as follows: 

Image Partitioning. The cover image is taken as F, where F = {Fij, 1≤ i ≤Flength, 1≤ j ≤ 
Fwidth}, while Fij ∈  {0, 1,… ,255}, Flength is the image length and Fwidth the width of 
image.  Now we partition the cover image into (m x m) which is non-overlapping, 
where b = 4, 8, 16, 32 etc. Suppose we call them as Fij, where ‘i’ is the number of 
rows and ‘j’ is the number of columns. Here we are partitioning the image keeping 
row major. Each of this (m x m) blocks are broken partition into (m/2 x m/2) blocks 
which are non-overlapping in nature. Suppose we call them as Hij. 

Formation of message vector. The message image is taken as W, where W = {Wij, 1≤ 
i ≤Wlength, 1≤ j ≤ Wwidth}, while Wij ∈  {0, 1}, Wlength is the image length and Wwidth 
the width of image. We partition the watermark image into (L x L) non overlapping 
blocks, taking row major. We get a matrix GLxL, therefore we drive a vector B = {b1, 
b2,……, bj}, bj ∈  {0, 1}, the same size as the partitioned image. 

Generation of PN code. We derive the vector SLxL from the PN (Pseudo Noise) se-
quence generated from the polynomial defined for a particular image length over 
which the message would be embedded. S = {s1, s2, s3,…..,sLxL}, si ∈  {0, 1}. The 
vector Z is created by zi = 2sj – 1, where zi ∈  {1,-1}. If there are equal numbers of ze-
roes and ones are present is S then the vector Z will be a vector with zero mean. We 
have to generate 4 PN (Pseudo Noise) codes of length (n x n), where n = 4, 8, 16 etc.  

Watermark Embedding. We now embedded the cover image with the binary water 
mark using the Spread Spectrum (SS) watermarking scheme. The rule is given as: 

               Fe  = F + KS                if bj  = ‘0’ 
               Fe = F - KS                  if bj  = ‘1’ 

Where 

Fe  = Embedded image in spatial domain. 
F = Cover image. 
K = Modulation Index. 
S = PN code. 

The value of modulation index is calculated through experimental result evaluation. 

2.2   Watermark Image Extraction & Message Decoding 

The watermark recovery process requires the sets of PN matrices that were used for 
embedding the message into the cover image.  The watermarked image is divided into 
blocks of (M x M) size and each (M x M) is further divided into (M/2 X M/2) blocks 
which would 1 bit information of the message image. The process of extracting the in-
formation from the embedded image is given below: 
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Watermarked Image partitioning. The received image is taken as F*, where error 
have been introduced by attackers or through channel noise. F* is represented as F* = 
{F*ij, 1≤ i ≤F*length, 1≤ j ≤ F*width}, while F*ij ∈  {0, 1,… ,255}, F*length is the image 
length and F*width the width of image. The received image is broken into (n x n) non 
overlapping blocks, where n is same as that for cover image. Now each (n x n) is bro-
ken down into Hij that is (n/2 x n/2) block. 

Zero Mean Calculation. Zero mean normalization is done on each block of Hij, sup-
pose we consider kth block. We have Hk

ij, where Hk
ij = {h1.j,……..,hi,1,…..hij}. The ze-

ro mean normalization is given as: 

ij

ij
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Hij
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Zero mean and unit variance normalization is quite simple; we just remove the mean 
intensity value from an image and then scale it with its variance. Here the mean is 
taken as μ  and the variance is given as σ .  

Correlation Coefficient Calculation and Message Extraction. We calculate the corre-
lation coefficient values for each block Hk

ij. The correlation coefficient, sometimes 
also called the cross-correlation coefficient, is a quantity that gives the quality of 
a least squares fitting to the original data. The image equality assessment is carried 
out using this methodology. The correlation coefficient is calculated as: 

( ) ( ) 







−−

−−
=




22

))((

KKHH

KKHH
r

ijij

m n

ijij

 

Here we see that due to zero meaning of the watermarked image the value of  ijH  is 
equal to zero and also if the number elements of K (Pseudo Noise) is equal and oppo-

site {1,-1} then K is equal to zero. We extract the message embedded in the water-
marked image by comparing the value of correlation coefficient as show: 

(i) r ≤ 0 then  the extracted bit is ‘1’ 
(ii) r > 0 then  the extracted bit is ‘0’ 

3   Architectural Design of the Proposed Algorithm 

The architecture of the proposed watermark algorithm is shown in figure 1. The flow-
chart of the proposed architecture is shown in figure 2. The main building blocks are 
as follows: (I) Controller (II) Linear Feedback Shift Resister (III) Memory (i) Water-
mark Memory (ii) Memory Embed (IV) Normalizer (V) Correlator. 
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Fig. 1. Decoding Architecture 

3.1   Controller 

The controller is controlled by the phase control word. The control word is defined by 
a 4 bit register. The configuration and operation of each bits is described in Table 
1.These phases are triggered by the corresponding bit pattern of the control word. In 
Phase LFSR the four LFSRs are loaded with the seed value and the PN sequence is 
generated. The PN sequences formed are stored in four 5 bit registers. In the next 
phase i.e. Phase Initial, data (embedded data) is loaded in the Memory Embed. In 
Phase Middle, normalization of partitioned embedded image takes place. B1, B2, B3, 
B4 (the four bits) is calculated by performing correlation between the sub-blocks and 
respective PN sequence. The output of the correlator is stored in the Memory Water-
mark. Data is extracted from the Memory Watermark through the external bus inter-
face2 in Phase End. The strobe signal is used for activation of the system.   
 

Table 1. Phase Control Word 

CONTROL WORD STATE OF OPERATION DESCRIPTION 
0001 Phase LFSR Set LFSR 
0010 Phase Initial Load data in Embed Memory 
0100 Phase Middle (i) Decoding Operation  

(ii) Resultant data is stored in 
Watermark Memory 

1000 Phase End Data read from Watermark 
Memory 

3.2   Linear Feedback Shift Register 

The LFSR will be enabled by the controller in the Phase LFSR when it sets set_seed = 
‘1’. The seed is fed by the external interface by the user. The PN (Pseudo Noise se-
quence) is generated using the feedback mechanism. In the above stated algorithm we 
used PN sequence of length 16 bits. Depending on the polynomial the LFSR work in 
accordance to the taps to generate the PN sequence. 

3.3   Memory Block 

The Memory Embed is 216 x 9 bits memory which stores the embedded image. The 
MSB of embedded data is the sign bit. Next we have the memory water which is 212 x 
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1 bit long. The extracted binary watermark image data is stored in this memory in 
Phase Middle.  

3.4   Normalizer 

The zero mean normalization takes place in Normalizer block. The partitioned wa-
termark (8x8) is broken into subsets (4x4). Mean of each subsets are calculated and 
the result is subtracted from individual pixel using an ALU. Each element of these 
subsets is divided by corresponding variance. The elements of normalized block (8x8) 
are represented by 13 bits, where last 4bits are for fraction, the next 8 bits represent 
integer value and MSB is the sign bit.  

3.5   Correlator 

In this block the output data of the Normalizer are provided. Each subset which con-
sists of 16 elements, each of which is multiplied with corresponding PN sequences 
(S1, S2, S3, and S4) which are 16 bit long. The outputs are added cumulatively and 
the result is divided by 16. A comparator is used to calculate where resultants are 
greater than or less than the threshold, if it greater then the extracted bit is 0 else 1.   

4   Simulation and Synthesis of Digital Design 

The simulation process is initiated by providing the seed values to the lfsr. Four such 
LFSR outputs are stored in four SISO registers. The watermarked embedded image is 
loaded into the embed memory. Using the controller data is read from the embed 
memory and the algorithm proposed is implemented. The output result is stored in 
watermark memory (64x64). In the simulation result is shown in figure 3, the four 
LFSR output that is fed into the SISO (serial in serial out) register are shown. The da-
ta_in bus is used to load the embed memory. The intermediate Normalizer and Corre-
lator signals are also shown. The phase is governed by the user to initiate the control 
signal for the execution of the decoding procedure. The design is also facilitated with 
a strobe which gives the user an extra degree of freedom in controlling the functional-
ity.  The result is read from the watermark memory using data_bus_out. 

 

 
Fig. 2. Behavioral Simulation output shown in ISE for the top level module 
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The synthesis of both the watermark embedding and decoding have been imple-
mented on Xilinx (ISE version 8.1) based FPGA. We have chosen Virtex series of 
FPGA to fit the complexities of the design. The device used is xc2vp30-7ff896 for the 
implementation of the design and the language used is VHDL. The device utilization 
summary is stated in Table:2. The behavioral simulation was done with ISE simulator 
to verify the functionality of the design. A test bench is also written in VHDL to give 
the input vectors for the simulated program. Timing summary for the design:   (i) 
Minimum period: 23.631ns (Maximum Frequency: 42.317MHz) (ii)   Minimum input 
arrival time before clock: 3.087ns (iii) Maximum output required time after clock: 
4.325ns. 

Table 2. Device Utilization Summary 

Logic Utilization Used Available Utilization 

Number of Slices 327 13696 2% 
Number of Slice 

Flip Flops 
363 27392 1% 

Number of 4 input 
LUTs 

520 27392 8% 

Number of BRAMs 37 136 27% 

Number of Bonded 
IOBs 

45 556 8% 

Numbger of GCLKs 1 16 6% 

5   Conclusion 

The paper proposes a spatial image watermarking scheme implementing spread spec-
trum modulation technique increasing robustness and perceptual quality of water-
marked image. The algorithm is simple with low computation cost and can be easily 
implemented in hardware. Digital design of the proposed algorithm using FPGA is al-
so developed and thus makes it suitable for real time authentication as well as secured 
communication. Current work is going on to develop a private key that would en-
hance the security factor and try for ASIC implementation.  
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Abstract. A wireless ad hoc network is characterized by a distributed, dynamic, 
self organizing architecture. one of the problems that cause severe degradation 
in system performance of ad hoc  network is dropping packets by misbehaving 
nodes. Non-cooperative actions of nodes are usually called selfishness; selfish 
nodes try to benefit from other nodes but refuse to forward packets of other 
nodes. using the notion of trust and activity, a strategy driven approach to en-
force cooperation among participants of ad hoc networks is proposed in the  
paper. 

Keywords: Manets, Game Theory, Nash Equilibrium, Strategy, Pay-off. 

1   Introduction  

An ad hoc network is a collection of wireless mobile hosts forming a temporary net-
work without the aid of any established infrastructure or centralized administration[1].  
In such an environment, it may be necessary for one mobile host to enlist the aid of 
other hosts in forwarding a packet to its destination, else to the limited range of each 
mobile host’s wireless transmissions. Indeed, as apposed to networks using dedicated 
nodes to support basic networking function like packet forwarding and routing, in ad 
hoc networks these functions are carried out by all available nodes in the network. 
However, there is no good reason to assume that the nodes in the network will even-
tually cooperate, since network operation consumes energy, a particularly scarce  
resource in a battery powered environment like MANET. The lack of cooperation be-
tween the nodes of a network is a new problem that is specific to the adhoc environ-
ment and goes under the name of node selfishness. A selfish node does not directly 
intend to damage other  nodes by causing network portioning or by disrupting routing 
information but it simply does not cooperate to the basic network functioning, saving 
battery life for own communications.   

Game theoretic methods are applied to study cooperation.  Game theory is a po-
werful tool for modeling interactions between self interested users and predicting their 
choice of strategy. Each player in the game maximizes some function of utility in a 
distributed fashion.  The games settle at a Nash equilibrium if one exists, but since 
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nodes act selfishness, the equilibrium point is not necessarily the best operating point 
from a social point of view. 

In game theoretic terms cooperation in mobile network can be interpreted as a di-
lemma[2] nodes (players) are tempted to get benefit (ability of sending packets) with-
out cost (contribution to packet forwarding).  However if such behavior is noticed by 
other nodes then selfish node may end up at being excluded from the network selfish 
behavior would be risk free if a cooperation enforcement mechanism did not exit. 

In this paper, we address the problem of the selfish behavior in self policing ad 
hoc networks our approach aims at enforcing cooperation.  We propose a strategy dri-
ven behavior of network participants. The decision whether to forward or discard 
packets depends on the reliability of a source of the packet.  The calculation of relia-
bility is based on the notion of trust and activity.  The calculation of trust based on the 
ratio of packets discarded Vs packets forwarded by the node, while activity is based 
on the amount of time spent in the idle node.  

We propose a new game theoretic-based model of the ad hoc network whose goal 
is to evaluate strategies.  This model has some similarities with the Iterated Prisoner’s 
Dilemma under the Random Pairing (IPDRP) game in which randomly chosen play-
ers receive payoffs that depend on the way they behave [3].  A GA is used to search 
for good strategies. 

2 Strategy Based on Trust and Activity 

2.1   Evaluation of Trust 

We assume that each node uses an omni-directional antenna with the same radio 
range. A source routing protocol is used, which means that a list of intermediate 
nodes is included in the packet’s header. In one model the reputation information is 
gathered only by nodes directly participating in the packet forwarding. Each node 
monitors the behavior of the next forwarding node. 

Reputation data is collected in the following way let’s suppose that node A wants 
to send a packet to node E using intermediate nodes B, C and D. (Fig 1a) 

 
 
 
 
 
 
 
 
 
 
 
 
  

Fig. 1(a). Node A sending a packet to node E using Intermediate nodes B, C and D 
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If the communication is successful then node E receives the packet and all nodes 
participating in that forwarding process update reputation information about each oth-
er.  If communication fails (for example node D decides to discard the packet) this 
event is recorded by the watching mechanism of the node C.  In such case node C 
forwards alert about selfish behavior of node D to the node B and then node B for-
wards it to the source node A.  Analysis of such a way of collecting reputation data 
can be found in [4]. 

Suppose that node B wants to verify how trustworthy is node A (using available 
reputation data concerning node B). In order to do this, first the fraction of correctly 
forwarded packets by node B is calculated (forwarding rate) and then the trust lookup 
table is used Fig.1(b). 

 

 
 
 
fr(B,A)  PfA      
              PSA 

fr TLBA  
1 – 0.9 3  highest 

trust level 
0.9 – 0.6 2  
0.6 – 0.3 1  
0.3 - 0 0  lowest 

trust level 
 

Fig. 1(b). Trust Lookup TABLE 

fr(B,A)  –  forwarding rate of the node A 
PfA  –  number of packets forwarded by the node A 
PSA –  number of packets sent to the node A (request to for forwarding) 
TLBA  –  Trust level of the node B in the node A. 

As a result one of the four possible trust levels is assigned.  For example, forward-
ing gate of 0.95 results in the trust level B. 

If a source node has more than one path available to the destination it will choose 
the one with the best reputation. Such reputation is based on both forwarding rate and 
activity of intermediate modes. The reason for taking into account the activity level is 
related to the fact that there is the risk that a low activity node will switch to idle 
mode. As a result a path contacting that node will no longer be available. 

A path rating is calculated a multiplication of all known forwarding rates and activ-
ity weights of all nodes belonging to the route.  An unknown node has a forwarding 
rate set to 0.5. 

A path rating is calculated as a multiplication of all known forwarding rates and ac-
tivity weights of all nodes belonging to the route.  An unknown node has a  forward-
ing rate set to 0.5. 

2.2    Evaluation of the Activity Level 

The calculation of the activity level is based on the total number of packets forwarded 
by a node.  Activity level serves as an indication of the time spent in idle mode.  
Three activity levels are defined: low (LO), medium (ME) and high (HI) levels.  
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Those levels are calculated using the same reputation data as used for trust evaluation.  
In order to verify the activity level of a source node an intermediate node calculates 
the average number of all packets forwarded by all known nodes (denoted as av). 

This value is next compared with the number of packets forwarded by the source 
node.  If this number belongs to a range < av -0.2 * av …. Av +av *0.2> then the me-
dium activity level is assigned low activity level is assigned in the case when this 
number is smaller than that range while high level in the case when this number is 
above that range.  The activity level is also used for the computation of the path rat-
ing.  For this purpose so called activity weights are defined as follows: 0.2 for activity 
level 0, 0.5 for activity level 1 and 0-1 for activity level 2.  The goal of activity 
weights is to promote paths containing more active nodes (as more reliable paths) 

2.3   Coding the Strategy 

The decision whether to forward or discard the packet is determined by the strategy 
represented by a binary string of length 13.  An example of a strategy is shown in 
Fig1. The exact division is based on two elements: trust level in the source node and 
its activity level. There are 12 possible combinations of trust and activity levels.  De-
cisions for each case are represented by bits no. 0-11. Bit no. 12 defines behavior 
against unknown node. Decision F means “Forward packet” while D stands for the 
opposite (discard the packet).  For example , suppose that node B receives a packet 
originally coming from node A.  Assuming that node B has a trust level 3 in node A 
and node’s A activity is high (HI) then according to the  strategy shown in Fig (2). 
The decision would be to forward the packet (F, bit no.11) 

 
Trust   Trust 0 Trust 1 Trust 2 Trust 3 

 

 

Activity 
 

LO ME HI LO ME HI LO ME HI LO ME HI 

 

 

Decision 
 

D D D D D D F F F F F F D 

 

 0 1 2 3 4 5 6 7 8 9 10 11 12 
                                                                         

D: discard intermediate packet 
F: Forward intermediate packet 

Fig. 2. Coding of the strategy 

3   An ADHOC Gaming Model 

3.1   Description of an Ad hoc Network Game 

We define an Ad Hoc Network Game as a situation in which one node (player) is 
sending a packet to some destination and intermediate nodes have to decide whether 
to forward or to discard it.  The number of game participants (GP) depends on the 
length of the path leading from the source to the destination node. Game participants 
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are composed of the source node and all intermediate nodes.  All intermediate nodes 
are chosen randomly. This simulates a network with a high mobility level, in which 
the topology changes very fast. The destination node is not a part of the game.  Each 
player is said to play his own game when being a source of a packet and is said to be a 
participant of other player’s game when being an intermediate node. After the game is 
finished all its participants receive payoffs according to the decisions they made. In 
the example shown in Fig.(3) the game is composed of 3 nodes: node A, B and C. 

 
 

                                              ?  

                              A                    B               C                   D 

                                                                                      decision 

          

                                    B                 C                  D 

 

 

 

 

GP GP GP  

Node C Strategy

Source node Destination  node

Information about the source node

Trust Activity 

Decision 
against an 
unknown 
player  

 
 
GP: game participants. 
Node A: Playing its own game. 
Node B and C: Participants of other player’s game. 
 

Fig. 3. A single ad hoc network game 

Node A is the source of the packet while nodes B and C are intermediate nodes 
asked to forward the packet. After the reception of the packet node B has to decide 
whether to forwarded or to discard the packet received from the node A.  If node B 
decides to discard the packet then the game ends.  Otherwise, it is the turn of node C 
to divide what to do with the packet. If all intermediate nodes divide to forward the 
packet, the communication is successful. After the game is finished all its participants 
receive payoffs according to the decisions they made.  

4   Payoff Table and Fitness Function 

The goal of payoffs is to capture essential relations between alternative decisions and 
there consequences. We define three payoff tables. The first is applied for the  
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intermediate node asked to forward packet Fig. 4(a) and the second for the node being 
the source of the packet Fig. 4(b) Last table Fig. 4(c) defines a payoff related to the 
status of node’s network interface. 

Table 1. Intermediate node asked to forward packet 

Reliability of the src 
node 

Payoff 

trust activity Forward(F) Discard (D) 

3 

HI 14 0 

ME 7 2 

LO 3 8 

2 

HI 12 1 

ME 6 4 

LO 2 10 

1 

HI 10 2 

ME 4 6 

LO 1 12 

0 

HI 8 3 

ME 2 7 

LO 0 14 
 

Table 2. Node being the source of the packet 

Transmission status Payoff 

Success (S) 15 

Failure (F) 0 
 

Table 3. For rounds in a sleep mode 

Mode of the interface in a round Pay off (per round) 

Sleep 6 

idle 0 

 
For the source node the exact payoff depends only on the status of the transmis-

sion. If the packet reaches the destination then transmission status is denoted as 
S(success). Otherwise (packet discarded by one of the intermediate node’s), the 
transmission status is denoted as F(failure) payoffs received by intermediate nodes 
depend on their decisions (packet discarded or forwarded) and on the reliability (trust 
and activity) of the source node.  Generally, the higher the  trust and activity levels 
are, the higher payoff is received by the node forwarding the packet. Higher reliably 
of the source node means that in the past this node already forwarded a decent number 
of packets for the currently forwarding node.  So it is more likely that such node will 
be used in the future.  This means that forwarding for such node might be considered 
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as an investment of trust for the future situations.  When a node decides to discard a 
packet it is rewarded for saving its battery life. he payoff table for intermediate nodes 
reflects the use of the reputation based cooperation enforcement system by network 
participants. Without such system, the payoff for discarding packets would always be 
higher than for forwarding.  Players also receive additional payoff for the time spent 
in sleep mode (reward for saving the battery). The fixed payoff is received for each 
round spent in a sleep mode. The fitness value of each player is calculated as follows: 

 
                                         tps + tpf + tpd + tps 
                    

ne                                                          (1) 
 

Where tps, tpf, tpd, tps are total payoffs received respectively for sending own pack-
ets, forwarding packets on behalf of others, discarding packets and staying in a sleep 
mode.  The ne is a number of all events (number of own packets send, number of 
packets forwarded, number of packets discarded and number of rounds spent in a 
sleep mode). 

Conclusion 

The performance of MANETs depends on cooperation among network participants. 
Such networks are usually deployed in vulnerable environments without any authority 
controlling all devices. Due to the limited resources of the batteries, nodes might not 
want to share packet forwarding responsibilities such behavior might seriously threat 
the existence of the network.  In this paper we have proposed a strategy driven ap-
proach to enforce cooperation among ad hoc network participants using the notion of 
trust and activity. It forces nodes both to reduce the amount of time spent in sleep 
mode and forwarded packet.  
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Abstract. Uncertain data can be dealt with   rough set theory and dominance 
based rough set approach which is an extension to the classical rough set theory 
is a new mathematical technique to deal with multicriteria indecisive data. Here 
in this paper we have shown how dominance based rough set approach can be 
useful for analysis and evaluation of intrusion detection data set. 

Keywords: Dominance based rough set, Intrusion Detection. 

1   Introduction 

Z Pawlak proposed rough set theory in 1982 which deal with vagueness and uncer-
tainty[1].  Rough set theory reduces the needed number of attribute values to produce 
a more compact decision rule set and increases efficiency. This theoretical framework 
is based on the concept that every object in the universe is attached with some kind of 
information. It includes algorithms for generation of rules, classification and reduc-
tion of attributes. It is hugely used for knowledge discovery and reduction of know-
ledge. Let, T = (U, A) and let AB ⊆ and UX ⊆ , then we can   approximate X by using 
the information contained in B by building the lower and upper approximations of X, 
represented XB  and XB respectively, where    

{ | [ ] },BB X x x X
−

= ⊆  
_

{ | [ ] }BB X x x X φ= ∩ ≠  

The accuracy of the approximation is given by, 
( ( ))

( )
( ( ))

B

card B x
x

card B x
α −

−= .If ( ) 1,B Xα = then X is a crisp set or if  ( ) 1,B Xα <  then X is 

rough set. 
In classical rough set theory the boundary region B of X is given by, 

( )BBN X BX BX= − consists of those objects that we cannot decisively classify in B. 

A set is called rough if its boundary region is non-empty, otherwise the set is crisp. If 
we assume, .Cc ∈ , c is dispensable in T, if )()( }){( DPOSDPOS cCC −= , otherwise 
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attribute c is indispensable in T. The C-positive region of D: XCDPOS
DUX

C 
/

)(
∈

= . It is 

true that the rough set theory proposed by Z. Pawlak is used to solve many decision 
tribulations but is not able to find solutions in the cases where data are with inclina-
tion-ordered attribute domains and decision classes. Therefore, there is a need of mul-
ti-criteria decision analysis (MCDA) of rough set loom. The classical rough set is not 
sufficient to solve attributes with preference-ordered domains of uncertain data. To 
overcome rough set limitations Greco et al [3][4]introduced noble approach which is 
able to deal with inconsistencies typical to exemplary decisions in MCDA problems 
namely dominance based rough set approach. Dominance based rough set approach is 
an extension of classical rough set theory. Here our paper discusses on a systematic 
framework for analyzing inspection data of intrusion detection models using domin-
ance based rough set technique. The resulting   activity patterns of intrusion detection 
are then utilized to guide the selection of system features and used for construction of 
additional time-based statistical features for future learning. Classes based on these 
selected attributes are then computed (inductively learned) using the appropriate, for-
matted audit data. Here we have shown that classes can be introduced using domin-
ance relation among conditional attributes used in an intrusion detection models since 
they can decide whether an observed system activity is “authentic” or “disturbing”.

 

2   Rough Approximation by Dominance Relations 

All conditional attributes are actually criteria’s in multi-criteria classification, which 
includes order of preference among its domain[2]. In case of dominance based rough 
set approach outranking relation plays an important role. An outranking relation 

q≥  

on U symbolize a fondness on the set of objects with respect to criterion q i.e. the log-
ical meaning of x

q≥ y  is “x is at least good in comparison with y on the basis of crite-

ria q”. The same statement can be said in different way as x dominates y with the cri-
teria q i.e. here P ⊆ C and criteria q, q P∀ ∈  which sometimes defined as 

pxD y . 

In multi-criteria decision analysis there exists a preference order in the set of 
classes Cl .The approximation happens for upward and downward classes only. Let, 
us also consider the following upward and downward unions of classes, respectively, 

s
ts

ts
ts

t ClClClCl
≤

≤

≥

≥ ==  ;
 

    },{ TtClCl t ∈= ;1 t n≤ ≤  
be a set of classes of U,

 
In dominance based rough set approach, a collection of entities dominating x, named 
as P dominating set can be given as  =+ )(xDp Uy ∈{  : }xyDP and exactly the opposite ,a 

collection of entities x, dominated by a set  named as P Dominated Set  is referred  as 

=− )(xDp
Uy ∈{ : }yxDP  provided CP ⊆ and Ux ∈ . 

Therefore, approximation values of P-lower and P-upper of ≥
tCl  

;where Tt ∈  

with respect to CP ⊆  given as )( ≥
tClP and )( ≥

tClP correspondingly, which are as  

follows 
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})(:{)( ≥+≥ ⊆∈= tpt ClxDUxClP  , 

})(:{)()( φ≠∩−∈== ≥−+

∈

≥
≥ tpP

Clx
t ClxDUxxDClP

t


 

Similarly, P-lower and P-upper approximations of ≤
tCl , Tt ∈ , where, CP ⊆  is re-

ferred as  )( ≤
tClP  and

  )( ≤
tClP  correspondingly, are given as : 

})(:{)( ≤−≤ ⊆∈= tpt ClxDUxClP , 

})(:{)()( φ≠∩−∈== ≤+−

∈

≤
≤ tpP

Clx
t ClxDUxxDClP

t

  

     )()( ≥≥≥ ⊆⊆ ttt ClPClClP ; 

    )()( ≤≤≤ ⊆⊆ ttt ClPClClP ; 

     these properties hold true along with its complimentary properties. 
 

),()( 1
≤
−

≥ −= tt ClPUClP t=2,…,n 

),()( 1
≥
+

≤ −= tt ClPUClP t=1,…,n-1 

),()( 1
≤
−

≥ −= tt ClPUClP  t=2,…,n 

),()( 1
≥
+

≤ −= tt ClPUClP   t=1,…,n-1 

Therefore the P-doubtful regions of ≥
tCl  and ≤

tCl  are defined as: 

),()()( ≥≥≥ −= tttP ClPClPClBn ),()()( ≤≤≤ −= tttP ClPClPClBn  

The correctness of approximation of ≥
tCl  and ≤

tCl  for all Tt ∈  and for any 

,CP ⊆ is defined as 

)(

)(
)(

≥

≥
≥ =

t

t
tP

ClP

ClP
Clα ,

)(

)(
)( ≤

≤
≤ =

t

t
tP

ClP

ClP
Clα   and the ratio   

 
U

ClBnClBnU
Cl tPTttpTt

P

)))(())(((
)(

≤
∈

≥
∈−

=


γ  

is known as the quality of approximation of the partition Cl by the set of criteria P or 
briefly quality of sorting. Therefore, 

Pγ .
ratio is the relation among the P-correctly 

classified substance and the objects in the table. The definition of reduct of C with re-
spect to class Cl is each minimal subset CP ⊆ such that )()( ClCl CP γγ =  and is 

avowed by )(PREDCl
. Therefore, a data table can have many reducts. ClCORE  

is the 

intersection of their reducts. 

3   Experimental Result Using Dominance Based Rough Set 

We have used dominance based rough set approach for the following data taken from 
paper [2]. We can name this data table as “connection records of a network”. Classes 
based on these selected attributes are then computed (inductively learned) using the 
appropriate, formatted audit data. Here, we have shown that classes can be introduced 
using dominance relation among conditional attributes used in an intrusion detection 
models since they can decide whether an observed system activity is “authentic” or 
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“disturbing”. Here the attack model we have shown includes short sequence of con-
nection of records of intrusions evidence. To see which ports are easy to get to invad-
er analytically makes links to each port (service) of a intention host (target host). In 
the connection records, there should be a host (or hosts) which receive many connec-
tions to its “different” ports in a short period of time. There can be links of  “REJ” 
flag as numerous ports are by and large not available as  nearby are several patterns to 
facilitate the proposal of the attack, e.g (destination host = 207.217.205.23, flag = 
REJ).  Therefore the destination host and FLAG value constitute an attack. We have 
shown the minimum set of attributes which summaries the following data table for in-
trusion detection. 

 
Table 1. Connection records of a network 

 

Sl. 
No 

Clock A1 A2 A3 A4 A5 

1 1.0 30 telnet 150 500 REJ 
2 1.6 25 http 300 2500 SF 
3 2.4 5 Smtp 200 2500 SF 
4 3.0 25 telnet 200 3000 SF 
5 3.5 30 telnet 300 2000 SF 
6 4.0 30 http 150 1000 REJ 
7 4.2 5 http 150 1000 REJ 
8 4.5 30 Smtp 300 1000 REJ 
9 4.9 25 Smtp 150 3000 SF 
10 5.0 5 Smtp 150 500 REJ 
11 5.2 5 Smtp 200 2500 REJ 
12 5.5 25 telnet 300 3500 REJ 

 
Here, set Q and P contains the following attributes.  
Q={A1,A2,A3,A4,A5} 
P={A1,A2,A3,A4} 
Attribute A1 to A4 called as conditional attributes and attribute A5 is decision 

attribute. Here, the second column refers to the arrival time known as timestamp of 
the packet in the data table, therefore attribute A1 contains the duration of each raw 
packet. Thereafter, attributes A3, A4 contains services (e.g. http,smtp,telnet),source 
byte and destination bytes of the raw packets. According to value of all the condition-
al attributes data packet is rejected (REJ) or successfully accepted (SF) by the net-
work. Now using dominance based rough set approach we will approximate the class 

≤
1Cl  of “atmost REJ” and the class ≥

2Cl of “atleast SF”. As we know P C⊆  , there-

fore we have taken all the attribute combinations to find the Pγ  values [3,4] of all the 

subsets. 
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3.1   Calculations 

1) C= {A1, A2 } 
=≤ )( 1ClC {7} 

      =≤ )( 1ClC {1,2,3,4,5,6,7,8,9,10,11,12} 

=≤ )( 1ClBnC
{1,2,3,4,5,6,8,9,10,11,12} 

=≥ )( 2ClC φ  

=≥ )( 2ClC {1,2,3,4,5,6,8,9,10,11,12} 

=≥ )( 2ClBnC
{1,2,3,4,5,6,8,9,10,11, 12} 

=)(ClPγ 1/12 

2) C= {A2,A3} 
=≤ )( 1ClC {6,7} 

=≤ )( 1ClC {1,2,3,4,5,6,7,8,9,10,11,12} 

=≤ )( 1ClBnC
{1,2,3,4,5,8,9,10,11,12} 

=≥ )( 2ClC φ  

=≥ )( 2ClC {1,2,3,4,5,6,7,8,9,10,11,12} 

=≥ )( 2ClBnC
{1,2,3,4,5,8,9,10,11,12} 

=)(ClPγ 1/6 

3) C= {A1 ,A3} 
=≤ )( 1ClC {7,10} 

=≤ )( 1ClC {1,2,3,4,5,6,7,8,9,10,11,12} 

=≤ )( 1ClBnC
{1,2,3,4,5,6,8,9,11,12} 

=≥ )( 2ClC φ  

=≥ )( 2ClC {1,2,3,4,5,6,7,8,9,10,11, 12} 

=≥ )( 2ClBnC
{1,2,3,4,5,6,8,9,11,12} 

=)(ClPγ 1/6 

4) C= {A1,A4} 

   =≤ )( 1ClC {1,6,7,8,10} 

   =≤ )( 1ClC {1,2,3,4,6,7,8,9,10,11,12} 

   =≤ )( 1ClBnC
{2,3,4,9,11,12} 

=≥ )( 2ClC {5} 

=≥ )( 2ClC {2,3,4,5,9,11,12} 

=≥ )( 2ClBnC
{2,3,4,9,11,12} 

=)(ClPγ 1/2 

5) C= {A2,A4} 
=≤ )( 1ClC {1,6,7,8,10} 

=≤ )( 1ClC {1,2,3,4,5,6,7,8,9,10,11,12} 

 

=≤ )( 1ClBnC
{2,3,4,5,9,11,12} 

=≥ )( 2ClC φ  

=≥ )( 2ClC {2,3,4,5,9,11,12} 

=≥ )( 2ClBnC
{2,3,4,5,9,11,12} 

=)(ClPγ 5/12 

6) C= {A3,A4} 
=≤ )( 1ClC {1,6,7,8,10} 

=≤ )( 1ClC {1,2,3,4,5,6,7,8,9,10,11, 12} 

=≤ )( 1ClBnC
{2,3,4,5,9,11,12} 

=≥ )( 2ClC φ  

=≥ )( 2ClC {2,3,4,5,9,11,12} 

=≥ )( 2ClBnC
{2,3,4,5,9,11,12} 

=)(ClPγ 5/12 

7) C= {A 1,A2 ,A3} 
=≤ )( 1ClC {6,7,10} 

=≤ )( 1ClC 1,2,3,4,6,7,8,9,10,11,12} 

=≤ )( 1ClBnC
{1,2,3,4,8,9,11,12} 

=≥ )( 2ClC {5} 

=≥ )( 2ClC {1,2,3,4,5,8,9,11,12} 

=≥ )( 2ClBnC
{1,2,3,4,8,9,11,12} 

=)(ClPγ 1/3 

8) C= {A 2,A3 ,A4} 
=≤ )( 1ClC {1,6,7,8,10} 

=≤ )( 1ClC {1,2,3,4,5,6,7,8,9,10,11,12} 

=≤ )( 1ClBnC
{2,3,4,5,9,11,12} 

=≥ )( 2ClC φ  

=≥ )( 2ClC {2,3,4,5,9,11,12} 

=≥ )( 2ClBnC
{2,3,4,5,9,11,12} 

=)(ClPγ 5/12 

9) C= {A 1,A3 ,A4} 
=≤ )( 1ClC {1,6,7,8,10} 

=≤ )( 1ClC {1,2,3,4,5,6,7,8,9,10,11, 12} 

=≤ )( 1ClBnC
{2,3,4,5,9,11,12} 

=≥ )( 2ClC φ  
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=≥ )( 2ClC {2,3,4,5,9,11,12} 

=≥ )( 2ClBnC
{2,3,4,5,9,11,12} 

=)(ClPγ 5/12 

10) C={A 1,A2 ,A4} 
=≤ )( 1ClC {1,6,7,8,10} 

=≤ )( 1ClC {1,2,3,4,6,7,8,9,10,11,12} 

=≤ )( 1ClBnC
{2,3,4,9,11,12} 

=≥ )( 2ClC {5} 

=≥ )( 2ClC {2,3,4,5,9,11,12} 

=≥ )( 2ClBnC
{2,3,4,9,11,12} 

=)(ClPγ 1/2 
 

11) C= {A 1,A2 ,A3,A4}  

=≤ )( 1ClC {1,6,7,8,10} 

=≤ )( 1ClC {1,2,3,4,6,7,8,9,10,11,12} 

=≤ )( 1ClBnC
{2,3,4,9,11,12} 

=≥ )( 2ClC {5} 

=≥ )( 2ClC {2,3,4,5,9,11,12} 

=≥ )( 2ClBnC
{2,3,4,9,11,12} 

=)(ClPγ 1/2 

 

 
Hence, the attribute sets  {A1,A4}  and {A 1,A2 ,A3}  of  {A 1,A2 ,A3,A4} . So intersec-
tion of reduct hence CORE is attribute A1. 

4   Conclusion 

This paper shows that dominance based rough set approach can be a useful mathemat-
ical tool while dealing with uncertain intrusion data set. Here, in this paper we have 
shown how dominance based rough set approach can be useful for analysis and evalu-
ation of intrusion detection data set and  we have shown that classes can be introduced 
using dominance relation among conditional attributes used in an intrusion detection 
models. Finally, we have shown the CORE and accuracy of the data table using do-
minance based rough set approach. 
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Abstract. Several data mining processes include privacy preservation in order 
to avoid disclosure of sensitive information while discovering knowledge. Data 
mining algorithms uses numerous modification techniques to construct models 
or patterns from private data. It is essential to evaluate the quality of the data re-
sulting from the alteration applied by each algorithm, as well as the perfor-
mance of the algorithms. Hence it is required to identify a broad set of decisive 
factors with respect to which to assess the existing algorithms and determine 
which algorithm meets specific requirements. This paper discusses the working 
of the cryptographical techniques and its usage in privacy preserving data min-
ing. The performances of these procedures are analyzed indicating their level of 
privacy maintained.  

Keywords: distributed computing, privacy, data mining, cryptography, perfor-
mance evalution.  

1   Introduction 

Privacy preserving data mining (PPDM) algorithms aim in extraction of relevant 
knowledge from huge volumes of data, while protecting sensitive information at the 
same time. The existing privacy preserving data mining techniques can be classified 
according data distribution (centralized or distributed), the modification applied to the 
data (encryption, perturbation, generalization, and so on) , the data mining algo-
rithm(classification, association mining or clustering) which the privacy preservation 
technique is designed for, the data type (single data items or complex data correla-
tions) that needs to be protected from disclosure and the approach adopted for  
preserving privacy (heuristic or cryptography-based approaches) as in [1]. Heuristic-
based algorithms proposed aim at hiding sensitive raw data by applying perturbation 
techniques based on probability distributions and is mainly conceived for centralized 
data sets. Current trends in several heuristic-based approaches for hiding both raw and 
aggregated are k-anonymization, adding noises, data swapping, generalization and 
sampling.  

As mentioned in [2] due to the varying typical features of the privacy preserving 
algorithms there is no one single approach that outperforms the others. An algorithm 
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may perform better than the other with respect to hiding sensitive information, priva-
cy level and data quality as seen in [1] and [5]. Users are provided with a comprehen-
sive set of privacy preserving related metrics which will enable them to select the 
most appropriate privacy preserving technique for the data at hand; with respect to 
some specific parameters they are interested in optimizing.  

2   Privacy 

The PPDM algorithms are constructed based on some of the following privacy defini-
tions. As seen in [1] First, privacy can be defined as the right of an individual which 
means that the person involved can indicate what data and how much of data can be 
revealed. Secord, privacy as a controlled access to information and lastly, privacy as 
limited to the person and all features related to the person, which means there is no 
compromise to individual’s privacy.  

3   Criteria for Evaluation  

A. Level of privacy -Here the level up to which sensitive information that has been 
hidden can be evaluated. The aspects under which metrics for privacy level needs to 
be used are data privacy and results privacy. Data privacy is quantified by degree of 
uncertainty. Higher the degree of uncertainty betters the data privacy. Results privacy 
should include metrics to indicate the degree of inferring the private/sensitive data 
from the results obtained after data mining.  
B. Failure in hiding sensitive information-The hiding failure parameter is estimated 
by the percentage of sensitive information that is still discovered, after the data has 
been hidden. Most of the developed privacy preserving algorithms are designed with 
the goal of obtaining zero hiding failure. Oliveira and Zaiane define the hiding failure 
(HF) as the percentage of restrictive patterns that are discovered from the sanitized 
database. It is measured as follows: HF = #RP(D′)/ #RP(D), where #RP(D) and 
#RP(D′) denote the number of restrictive patterns discovered from the original data 
base D and the sanitized database D′ respectively as has been seen in[2]. Under an 
ideal situation the HF should be 0.  
C. Data Quality -Data metrics should be included to evaluate the state of the individ-
ual items contained in the database after the enforcement of a privacy preserving 
technique such as perturbation or anonymizing data in a database. The quality of the 
data mining results evaluates the alteration in the information that is extracted from 
the perturbed or anonymized data on the basis of intended data use. Quality of the re-
sult extracted includes various parameters such as accuracy, completeness and  
consistency.  
D. Complexity -This evaluation criterion comprises metrics to measure the efficiency 
and scalability of a PPDM algorithm. Efficiency measures the space and time re-
quirements of the algorithm to indicate its performance. Evaluation of the time re-
quirements is the average number of operations performed in order to reduce the fre-
quency of appearance of sensitive information. The communication cost incurred 
during the exchange of information among the collaborating sites should also be  
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evaluated. Scalability describes the efficiency trends of the algorithm when size of the 
data sets enhances.  
E. Resistance -The level of sanitization for different data mining techniques differs. 
When a sanitization algorithm is developed on a dataset for a particular data mining 
technique the endurance of this algorithm so that no other data mining technique can 
disclose the sensitive information has to be measured. Such a parameter is called as 
endurance traversal as in[7].  

4   Commonly Used Cryptographic Approaches 

The commonly used cryptographic private approaches used in Privacy Preserving Da-
ta mining are secure multiparty protocols, mentioned in [3] and [5]. Most of these 
protocols are used based on the data mining task to be performed on the data sets. 
These protocols are either homomorphic or commutative in nature.  

Let Epk(.) denote the encryption function with public key pk and Dpr(.) denote the 
decryption function with private key pr. A secure public key cryptosystem is called 
homomorphic if it satisfies the following requirements:  

(1) Given the encryption of m1 and m2, Epk(m1) and Epk(m2), there exists an effi-
cient algorithm to compute the public key encryption ofm1+m2, denoted Epk(m1+m2) 
:= Epk(m1) +h Epk(m2).  
(2) Given a constant k and the encryption of m1, Epk(m1), there exists an efficient al-
gorithm to compute the public key encryption of k · m1, denoted Epk(k · m1) := k ×h 
Epk(m1).  
An encryption algorithm is commutative if the order of encryption does not matter. 
Thus, for any two encryption keys E1 and E2, and any message m, E1 (E2 (m)) = E2 
(E1 (m)).  
A. Secure Sum - Secure Sum securely calculates the sum of values from individual 
sites[6]. Homomorphic encryption could be used to calculate secure sum.  
B. Secure Dot Product-  Securely computing the dot product of two vectors [4] is 
another important sub protocol required in many privacy-preserving data mining 
tasks..The key idea behind the protocol is to use a homomorphic encryption system. 
However this protocol works well only for 2-party situation.  
C. Secure Union and Secure Intersection -Secure Union [6,8] and Secure Intersection 
compute the secure union and intersection of vectors. These protocols can be used for 
multiple parties. They can be either homomorphic or commutative in nature.  

5   Realizations  

The following protocols have been realized based on their role in privacy preserving 
data mining algorithm. The complexity of each one of them has also been discussed.  

A. Secure Sum Computation  
In privacy preserving decision tree classification one of the terminating conditions is 
to check whether there are attributes to split further while selecting the best attribute. 
This method has been used for multiple parties holding vertically partitioned data, 



676 M. Sumana and K.S. Hareesh  

which means, there are k parties, P1,…., Pk. There are a total of n transactions for 
which information is collected. Party Pi collects information about mi attributes, such 
that m =Σi=1

kmi , where mi is the total number of attributes/features. In this situation 
only one of the parties will have the class attribute.  

This program was realized in java.  

1. Party1 uses a Generate Random function to obtain a random number (rand). It then 
adds the number of attributes it has to this random number and sends it to the neigh-
boring party.  
2. For i=2 to k  

Each party i adds its number of attributes to the number obtained from its party (i-
1) and forwards it to its party (i+1).  

Note: But if a party has the class attribute number of attributes it adds to the value ex-
cludes the class attribute.  
3. Party1 receives the added result from party k. If the value obtained is equal to rand 
then it indicates that no attributes are left for split. Else there exists attributes for split.  
Based on the above for the secure sum protocol with k parties, the computation and 
communication costs are both O (k log (|T|)). |T| indicates the maximum size of the 
messages passed between the parties and the outputs of the parties.  

Secure sum maintains aggregate of the individual counts and present only the ag-
gregate counts. Though this approach guarantees confidentiality of individual count, it 
still exposes the accurate sum to the miner, which compromises the individual record 
privacy.  

B. Dot Product Computation  
While performing privacy preserving association mining, we need to find the support 
count of the item sets being maintained by multiple sites. Assumptions done in this 
approach is that the vector holding information about the transactions having those 
items will have a value 1 else 0. Given is the itemset for whose support count has to 
be computed. If the items in the itemset belong to the same site then compute the 
product of the vectors at the site itself. Else if they do not belong to the same site then 
obtain the vectors perform homomorphic encryption on it to result in a vector of 0’s 
and 1’s and perform the dot product.  

C. Realization of Secure Union  
Here we discuss the working of the secure union protocol used to compute the union 
of the data available on multiple sites. RSA protocol has been used to perform com-
mutative encryption required for secure union. The working of the secure union pro-
tocol built is as follows.  

It is required that the parties will have the items/data whose union is to be com-
puted. To use RSA for commutative approach the modulus value n is common to all 
the sites. All sites based on this value compute the encryption key.  

1. Each of the sites encrypts its data.  
2. Each of the sites sends its encrypted results to the other sites.  
3. All sites encrypt the encrypted data received from other sites.  
4. In the above mentioned step if there are 4 sites then the data present at each site is 
encrypted 4 times by all 4 sites. Since commutative encryption is used  
E1(E2(E3(E4(E)))) = E2(E3(E1(E4(E)))) = E3(E1(E2(E4(E)))) = E4(E2(E1(E3(E))))  



 Realization of the Cryptographic Processes in Privacy Preserving 677 

5. Let all the encrypted results be sent and maintained in party 1. Party 1 sorts all the 
encrypted data.  
6. Site1 then eliminates all duplicate elements in the sorted set.  
7. The final set obtained after sorting will indicate the union of all the elements.  

Similar procedure can be used to attain the secure intersection of the elements. 
Here in the sorted array if the encrypted elements occurs the number of times as that 
as the number of sites then element is common to all the sites.  

Security of the data is maintained by using this approach. Data is also hidden while 
mining. However the complexity depends on the type of commutative encryption, and 
the amount of data to be encrypted. Communication cost depends on the number of 
items encrypted and to be forwarded to the other sites and the key size used for en-
crypting data.  

6   Conclusions  

This paper converses a framework for evaluating privacy preserving data mining al-
gorithms. Such framework allows one to assess the different features of a privacy pre-
serving algorithm according to a variety of evaluation criteria. Parameters like level of 
privacy, data quality and hiding failure have been defined and the evaluations of such 
parameters over a set of privacy preserving algorithms have been presented. Commu-
nication and security analysis of the algorithms such as secure union, sum and dot 
product have been performed. Further these above mentioned approaches have been 
implemented keeping in mind the usage of these methods in privacy preserving. Our 
implementations work well for semi honest models.  
In our future work we would like to evaluate the algorithms for malicious models. Se-
curity and quality issues also need to be considered while using an efficient encryp-
tion method such as Pohlig Hellman. Further we would build privacy preserving tech-
niques using the secure multiparty protocols realized.  
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Abstract. One of the most notable challenges threatening the successful 
deployment of sensor systems is privacy. When the adversary needs to know 
the location of the particular node, it can easily do that with the help of the 
signal that are emitted by the mobile sensor node. Many applications today use 
the mobile sensor nodes for transferring their data which may be sensitive. In 
such a scenario, an adversary can easily hack the data by finding the location of 
the mobile sensor node and replicating the mobile sensor node to depict itself as 
a destination. This is one of the major disadvantages that the existing system 
faces. Hence we propose a system model that blurs out its location information 
to the server itself before it sends its location information to other nodes. 
Further we examine the performance matrices of the existing system. Hence we 
have modified algorithm to provide efficient energy consumption. As a result of 
experiment, we observed that our proposed technique protects the location 
privacy and can sufficiently reduce computation cost so that the computation 
technique can be practically applied to location-based services. 

Keywords: anonymity, cloaked area, privacy, and mobile sensor node. 

1   Introduction 

Wireless sensor nodes (WSNs) consist of small nodes with sensing, computation and 
wireless communications capabilities. These sensor networks communicate by 
interconnecting with several other nodes when established in large and this opens up 
several technical challenges and immense application possibilities. The advancement 
in WSN‘s has resulted in many new application for military and civilian purposes. 
Most of these applications rely on the information of personal locations. For example, 
Surveillance and Location system [1]. In location based services, users with location-
aware mobile devices are able to make queries about their surrounding anywhere and 
at anytime. While this ubiquitous computing paradigm brings great convenience for 
information access, it also raises concerns over potential intrusion into location 
privacy [2]. The general tracking mechanisms makes use of the various sensors 
namely identity sensors, counting sensors etc. While the identity sensors reveal the 
exact location of the users, the counting sensors are used for counting the number of 
users in the specific area. These are the photoelectric sensors or thermal sensors [3], 
[4], [5]. Unfortunately, these sensors help in monitoring the exact location of the user. 
This may lead to privacy breach for the user. An adversary may easily infer the 
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location information of the user and can thus get access to the personal information of 
the user, for example, by knowing the various medical centers visited by a person, the 
health information of that person can be predicted. Similarly, other such information 
of vital importance may be revealed. Also, by capturing the location information of 
the user, the adversary can generate many replicas from a single captured node. In this 
attacker model, known as replica node attack, the adversary takes the secret keying 
materials from a compromised node, generate large number of attacker controlled 
replicas that share the compromised node’s keying materials and id, and then spreads 
these replicas throughout the network. With a single captured node, the adversary can 
create as many replica nodes as he has the hardware to generate [6]. The other form of 
privacy breach that can result from location based tracking services is the revealing of 
the location information of the attacker himself. 

In this paper, we propose the algorithm to preserve privacy in location based 
tracking. The Section 2 talks about related works that are being carried out in this 
area. Section 3 is about the anonymity principle. Section 4 describes the proposed 
methodology. Section 5 is about the system implementation. Finally, Section 6 talks 
about the performance evaluation. 

2   Related Works 

Privacy concerns are location based application scenarios are typically addressed in a 
location broke residing in the middleware layer to our knowledge Spreitzer and 
Theimer pioneered the development [10]. In this work, each user owns a trusted user 
agent that acts as an intermediary. It collects location information from a variety of 
sensors and controls application access to this data. 

Here, we review the security issues that are concerned with these wireless sensor 
networks. Fox and Gribble [11], provide a security protocol that provides secure 
access to application-level proxy services. Their protocol is designed to interact with a 
proxy to Kerberos and to facilities porting services that rely on Kerberos to wireless 
devices. 

Privacy issues surfaces in many situations: 

• Information regarding individuals that is            
communicated between two parties. 

• Information that is destined for the user. 
• Information that the user may emanate both implicitly and explicitly (e.g. 

signals from the cellular phone) 

In this paper, the last point is focused as concerned with anonymizer; the first 
anonymous system, the MixNet system design was proposed by Chaum [12]. The 
system hides the correspondence between senders and receivers of message by 
repeatedly encrypting messages with the public keys of a predefined set of mixes. A 
mix is a server that decrypts received encrypted messages with its corresponding 
private key and records them before forwarding them to next mix. 
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3   Anonymity Principles 

The main idea of the paper is to propose a system that does not allow the adversary to 
predict the exact location of the user. This is done by revealing the aggregate location 
of the user instead of the exact location. The aggregate location of the information by 
some other sensor nodes that lies closer to the user. This information is sent to the 
server. The server then forwards this information to the user who locates the user. 
This conversion of the exact location information into average location information is 
known as cloaking. The aggregate area is known as cloaked area. The size of the 
cloaked area depends upon the level of anonymity required by the user. If higher level 
anonymity is desired, then the quality of getting the preserving privacy is high. On the 
other hand, if the anonymity level desired is low, then the quality of aggregate 
information is low (i.e.) the exact location of the user can be obtained with a few 
observations. Thus, the algorithm must satisfy a K-anonymity principle, which states 
that the number of the persons in the cloaked area must be greater than or equal to K 
(n>=k). This paper aims at developing an algorithm to preserve privacy. 

4   Proposed Methodology 

In the existing work [1] the location monitored by the sensor nodes gives the exact 
location when the adversary issues a tracking order. This may lead to privacy 
breaches in case of extremely sensitive matters. The proposed work aims to preserve 
this privacy while monitoring the location. This is implemented with the help of the 
system architecture shown below, 
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In figure 1 the system architecture that is used in our proposed system is depicted. 
It consists of the following components: 

Sensor nodes: Each sensor nodes determines the number of objects in its sensing 
area, blurring its sensing area into cloaked area A, which includes at least K objects, 
and reporting A with the number of objects located in A as aggregate location 
information to the server. 

Server: The server is responsible for collecting the aggregate location reported from 
the sensor node. The cloaked area that can be used as a rectangle areas because it is a 
polygon that is widely adapted by existing query processing algorithm. 

Here the server is also maintained under the privacy layer. This means that even the 
server is not able to get the exact location until the node allows it. 

 
1.  Mobile user module: This is a web page that can be used by any new user. The 
new user has to register him with the web site. This information is sent to the 
database. Any user who has already registered himself could directly login and use 
the web site. The figure 2 shows the user profile wherein a new user can register, old 
user can login, set the mode, update the friend list etc. 

 
 

 
 

Fig. 2. User profile 

 
2. Administrator module: This is also a web page wherein the user (already 
registered) can change the location of any other user. The Figure 3 shows the 
administrator’s profile. This special privilege of the administrator is exercised with 
the help of the location updates tab provided. The implementation is done using a 
pictorial representation wherein the location is displayed. 

 

 
 

Fig. 3. Administrator’s profile 
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3. Server module: Here, we implement the algorithm. Also the server is an interface 
between the users. Whenever a user is tracked, then the server will check the mode 
(selective, public or private). If public mode is selected then the server will respond 
by sending the address. If the private mode is selected then the server responds by a 
denial to track the user. If the mode is selective then the server will send a notification 
to the user that he is being tracked and upon reception of approval, the location of the 
user is sent to the other user. This is the alert message and this is how we preserve 
privacy. The server by using the algorithm will convert the location information of the 
user into an averaged area it is technically referred. This cloaked area is also 
calculated and stored into the database. The server used is apache tomcat server. 

4.1   PP’s Tracking Algorithm 

Working of the system:  Whenever an option to track is given, the anonymity level 
desired should also be specified. According to the desired anonymity level the peerlist 
is computed and the corresponding area is reported. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. a) Broadcast by the nodes 
b) Rebroadcasting by the node which has not obtained its peerlist 

c) Computation of cloaked area 
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Fig. 4. (continued) 
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PP’s Tracking algorithm 
 

1. // Class Declaration 
2. Declare the class DBTest 
3. Declare all the variables 
4. Return the userid 
5. // end of Class Declaration 
6. // Function Definition 
7. Define getUserById ( Int d) 
8. Initialize  
9. Connection con=null; 
10. Statement stmt=null; 
11. ResultSet rs=null; 
12. Define getUserByLogin( String email, String 

pwd) 
13. Initialize 
14. Connection con=null; 
15. Statement stmt=null; 
16. ResultSet rs=null; 
17. Users oUsers=null; 
18. while(rs!=null && rs.next()) { 
19. oUsers= new Users(); 
20. print the Id,name; 
21. Define Users updateUserMode( Users oUser, 

String modeStr) { 
22. Initialize the variables for connection; 
23. Write the query stmt=(Statement) 

con.CreateStatement(); 
24. } 
25. Define public Users UpdateUserFriends(Users 

ousers,  String FriendList) 
26. { 
27. Class.forName("com.mysql.jdbc.Driver"); 
28. con = 

DriverManager.getConnection(urlStr,userid, 
password); 

29. } 
30. public Users insertUser (Users ouser) 
31. { 
32. stmt = (Statement) con.createStatement(); 
33. String sqlStr="insert into users (FNAME, 

LNAME, 
EMAIL,PWD,PHONE,DOB,GENDER,ISTRA
CKABLE,CURRENTLOCATION,FRIENDLI
STID) VALUES (" + " ' " + ouser.getFname() 
+"' , '" 
+ouser.getLname()+"','"+ouser.getEmail()+"','"
+ouser.getPassword()+"','"+ouser.getPhoneno()
+"','"+ouser.getDob()+"','"+ouser.getGender()+
"','"+ouser.getIstrackable()+"','"+ouser.getCurr
entloc()+"','"+ouser.getUseridlist()+"'); 

34. } 
35. // End of function Definition 
36. //End of Algorithm 
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The idea behind developing the PP’s tracking method is the resource aware 
algorithm [1]. The steps of this algorithm are depicted in figure 4. Our framework 
consists of, 

1) Code for the build file: There are separate build files for the users’ page and the 
administrator page. The build file is written in xml script using the eclipse IDE. When 
the build file is compiled using the ant build, then the war file is created in the 
tomcat\Webapps directory.  

2) Administrator’s page’s build file: Compiled using ant build. The algorithm is 
used to create the users page. Connection, Result set etc. used in the user’s page has to 
be specified in this code as private fields. This is done in order to preserve privacy. 
For each of the private string specified, we also need to define a corresponding 
method to do the required actions. These methods however can be made of public 
visibility. 

3) Attributes the creation of the administrator’s page: There is a major advantage 
of creating this page. This is because; only the administrator has the privilege to 
change the location of any of the user. Thus, we can simulate our output to suit the 
mobile requirements with the help of this administrator’s page. 

4) Connectivity step: Various tools are available for the creation of the database. 
One such tool that has been used by us is DbVisualizer. We need to connect this tool 
with the database so that any modifications in data are reflected in the database. We 
make use of the jdbc.odbc connectivity for establishing connectivity in our database.  

5) Test for connectivity: Ensures that the connectivity is established correctly.  
With all the above steps, we can proceed to get the desired output. 

5   System Implementation 

We evaluate the system performance with the running time that the build file takes to 
execute. The running time of the system varies with different integrated development 
used for compiling and running the system. For instance, the time taken for the 
MySQL server to start is 1 second. The administrator’s build file when build using ant 
build takes 8 seconds to execute in the eclipse IDE. On the other hand, the user’s 
build file when build using ant build takes 3 seconds. The time for compiling or 
building these files varies greatly depending upon the order of execution of these files 
and the amount of disk space occupied. The tomcat server takes 3029 milliseconds to 
start. Finally, we check the output with the UI depending upon the desired result. 

The architecture in the already proposed system consists of the server as 
centralized system. The existing system is modified in such a way that the server itself 
is separated from the end user. This ensures that the server itself is hidden from the 
actual location of the user. We hence present the location to the server as desired by 
the user. Here is where the mode comes into use. The location presented to the server 
is based upon the mode. The database for the user is as follows. 
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Fig. 5. Back end for list of users 

In order to show the results we have distinguished the two users as a common user 
and an administrator.  The common user only has the privilege to register. 

The options for mode setting for the user are   implemented as follows: 
 
 

 

Fig. 6. Mode setting 

The users are listed with the help of the list users option provided by the common 
users login form. The users are listed are as follows: 

 

 

Fig. 7. List users 

Finally the tracking option is implemented in collaboration with the mode option. 
In the mode page there is an additional option which gives the user a privilege to 
manage friends. This is another pre- requisite to make our system function properly. 
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For instance let us consider the case wherein the mode selected by the user is allowing 
friends. In such a case the user has to also select the friendlist. We make use of a 
foreign key reference here, the primary key being the id of the user. The id of the 
person who chooses his friends is marked in the friend list field of the users table 
maintained in the database. In the case considered, when the track option is selected, 
only the users who have logged in as the friend of the person will be able to view the 
location of the user. Other users will not be able to find the location of the user. Thus 
this is how we have implemented the idea of preserving privacy for the users. 

6   Performance Evaluation 

We evaluate the performance of the system by considering the following factors.       

6.1   Effect of Number of Objects 

The figure 8 below depicts the performance of our system with respect to increasing 
the number of objects from 1,000 to 5,000. Figure shows that when the number of 
objects increases, the communication cost of the resource-aware algorithm is only 
slightly affected, but the quality-aware algorithm significantly reduces the 
communication cost. 

The broadcast step of the resource-aware algorithm effectively allows each sensor 
node to find an adequate number of objects to blur its sensing area. When there are 
more objects, the sensor node finds smaller cloaked areas that satisfy the k-anonymity 
privacy requirement, as given in Figure b. Thus the required search space of a 
minimal cloaked area computed by the quality-aware algorithm becomes smaller; 
hence the communication cost of gathering the information of the peers in such a 
smaller required search space reduces. Likewise, since there are less peers in the 
smaller required search space as the number of objects increases, finding the minimal 
cloaked area incurs less Minimum Bounding Rectangle (MBR) computation. Since 
our algorithms generate smaller cloaked areas when there are more users, the spatial 
histogram can gather more accurate aggregate locations to estimate the object 
distribution; therefore the query answer error reduces (figure c). 

 

 

Fig. 8. Effect of number of objects 
 

6.2   Effect of Various Anonymity Levels 

The figure 9 depicts the performance of our system with respect to varying the 
required anonymity level k from 10 to 50. When the k-anonymity privacy requirement 
gets stricter, the sensor nodes have to enlist more peers for help to blur their sensing 
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areas; therefore the communication cost of our algorithms increases(figure a). To 
satisfy the stricter anonymity levels, our algorithms generate larger cloaked areas, as 
depicted (figure b). For the PP’s algorithm, since there are more peers in the required 
search space when the input cloaked area gets larger, the computational cost of 
computing the minimal cloaked area by the PP’s algorithm and the basic approach 
gets worse. However, the PP’s algorithm reduces the computational cost of the basic 
approach by at least four orders of magnitude. Larger cloaked areas give more 
inaccurate aggregate location information to the system, so the estimation error 
increases as the required k-anonymity increases (figure c). The PP’s algorithm 
provides much better quality location monitoring services than the resource-aware 
algorithm, when the required anonymity level gets stricter. 
 
 

 
 

Fig. 9. Effect of anonymity level 

7   Conclusion 

In this paper, we propose a privacy-preserving location monitoring system for 
wireless sensor networks. We design an in-network location anonymization 
algorithm. The implementation is done as a simulated output. This can be further 
extended to function in a wide area and using the database with more capacity. This 
can also be implemented to suit android OS. The location can then be obtained based 
on the signals that are emitted by the mobile devices. The database in this case will be 
the mobile service providers who will have all the details about the users in the 
network. This is obtained during the registration. The efficiency of execution of the 
algorithm is 85% for all the tested user inputs. 
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Abstract. The Multimedia card (MMC) and Secure Digital (SD) card associa-
tions classify the Extend File Allocation Table (ExFAT) as the standard file 
system for storage flash cards of more than 32 giga bytes (GB) of size. This pa-
per attempts to explore the cluster allocation strategies of ExFAT file system in 
comparison with conventional FAT32 file system. The performance improve-
ments by cluster allocation strategies of ExFAT file system are discussed. The 
adaptation techniques of cluster allocation strategies of ExFAT file system to 
the FAT32 file system are also discussed. 

1   Introduction 

The File Allocation Table (FAT) [1] file system is commonly used in embedded sto-
rage devices such as MultiMedia Cards (MMC) / Secure Digital (SD) / Micro SD 
cards, NOR, NAND flash memories and many more. Since the Flash memories are 
low-priced, smaller size and higher storage capacity, they are used in tablet personal 
computers, mobile phones, digital cameras and other embedded devices for data sto-
rage and multi-media applications such as video imaging, audio/video playback and 
recording. The initial version of FAT file system was FAT12 by Microsoft Corpora-
tion, later it was extended as FAT16 and further as FAT32 to support higher storage 
size. The FAT file system was initially developed to use on floppy disks and hard-
drives. Since most of the Personal Computer (PC) s implements the FAT file system, 
this file system has become a default and world-wide compatible storage format for 
embedded devices. Even though FAT file system does not define flash management 
techniques such as wear-leveling and Bad Block management, the embedded devices 
implements this file system along with the dedicated flash block management algo-
rithms. In FAT file system, the file or directory is the linked list of the clusters. A 
cluster is group of blocks or sectors of storage device. The File Allocation Table con-
tains the linked list of clusters of files/directories. The maximum storage size  
supported by FAT32 file system is 32 GB. But, today the flash storage cards of more 
than 32 GB are available in market.  The ExFAT [2] [3] file system is developed, by 
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Microsoft Corporation, as successor of FAT32 file system. This file system is opti-
mally designed to support large size flash storage cards with higher read and write 
performance. The maximum storage size supported by ExFAT file system in 128 Peta 
Bytes (PB). The advanced differentiating features of the ExFAT file system in com-
parison with FAT File system are 

i) Cluster search optimizations 
ii) Contiguous clusters read algorithm 

2   Cluster Search Optimizations 

During file/directory creation and update operations, both FAT and ExFAT file sys-
tems searches for new cluster and allocated to a file/directory. The FAT and ExFAT 
file system uses a different approach for searching free clusters in the storage device. 
The Conventional FAT file system uses the linked cluster allocation scheme where as 
ExFAT uses linked cluster allocation scheme and contiguous cluster allocation 
scheme depending on the availability of the free clusters. The FAT file system ex-
amines the status FAT entries and if the status of the entry in the File allocation table 
is indicating free then the file data is written into the corresponding cluster and the 
FAT entry will be updated with allocation status. In case of FAT32 file systems, the 
free cluster search is performed starting from the cluster number specified in the field 
“FSI_Nxt_Free” (offset 492) [1] of the boot sector. The cluster scheduling method of 
NFAT [4] (New FAT file system) reduces the free cluster allocation time by using 
cluster scheduling algorithm operating in a cluster bank area and thus improves the 
file write performance, but this approach is not compatible with FAT file system. The 
TFS4 [5] provides contiguous clusters to file write operations by using RB (Red-
Black) tree data structure. The RB tree of free clusters are created during file delete 
operations, during file creation and update operations these trees are traversed for free 
clusters. Traversing RB tree is much faster operations than searching for free cluster 
in File Allocation Table, but if there is no previous file delete operation then this 
TFS4 algorithm has no effect. The RB tree of free clusters are created in the main 
memory not in the file system hence the information of the binary trees of the free 
clusters will be lost when the system is restarted. The backward search method of em-
bedded FAT file system [6] always starts the search from tail of clusters chain assum-
ing the availability of contiguous free clusters to allocate to files during write opera-
tion, but in this method searching for free clusters in non empty file system requires 
longer time than conventional free cluster search method starting from the cluster 
number specified in the field “FSI_Nxt_Free” [1] of the boot sector. The clusters 
segmentations technique [7] improves the free cluster search by skipping the FAT en-
tries read with in the allocation unit of the clusters segment, but this technique will 
not have any effect if the allocation unit is just one cluster in the cluster segment. The 
ExFAT file system optimizes the free cluster search by using “cluster heap”. The 
cluster heap is a group of clusters. Every bit in the cluster heap specifies the status of 
the data cluster, thus every byte indicates the status of 8 clusters. The binary value “0” 
indicates that cluster is free and value 1 indicates that cluster is allocated.  The cluster 
heap is also referred as “Allocation Bitmap”.  The cluster heap is similar to block 
bitmap and inode bit map structures used in Ext2 [8] and Ext3 [9] [10] file systems. 
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Figure 1 shows the logical organization of ExFAT file system and the structure of 
cluster heap. The File allocation tables FAT1 and FAT2 contain the linked list of the 
data clusters. Note that, FAT2 is not enabled by default in ExFAT; this is used only in 
another ExFAT file system variant called TexFAT [2] [11] file system. The TexFAT 
file system provides the transactional file system operations to ensure the file system 
Meta data consistency during uncontrolled power loss in the storage systems. 

 

 

The ExFAT uses only one cluster heap where as TexFAT uses two cluster heap 
structures. The 1st cluster heap is for FAT1 and 2nd cluster heap is for FAT2. During, 
file/directory creation and update operations, instead of searching 32 bit entries of File 
Allocation Table, the ExFAT file system search for the free cluster in the cluster heap; 
Since the cluster heap is smaller in size compared to File Allocation Table, it can be 
cached in the primary memory and the searching is optimal thus improves perfor-
mance of the file write. The cluster heap structure of ExFAT file system can be im-
plemented in FAT file system as a file containing the every clusters status such as al-
located or free. Note that the Upcase table shown in figure 1 is for case insensitive 
search of file/directory names during file/directory open operations. 

3   Contiguous Clusters Read Algorithm 

In ExFAT file system the cluster heap, as mentioned in section 2, is used for the 
searching for the free clusters while creating and updating files/directories. If the con-
tiguous clusters are available for allocation, then the ExFAT file system does not  
update the cluster status in FAT entries, instead “No FAT chain” bit is reset to 0, to  
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indicate the contiguous number of clusters are allocated. The allocated cluster status 
bit is indicated in cluster heap. The “No FAT chain” bit is a part of generic primary 
flags of stream extension directory entry of files/directory.  Another instance of “No 
FAT chain” bit field is a part of secondary primary flags of file name extension direc-
tory entry of file/directory.  
 

 

Fig. 2. Contiguous cluster allocation indication in ExFAT File system 

As an example, if the FILE.TXT is created in the root directory with contiguous 
clusters 5, 6, 7 and 8 are allocated from the cluster heap, then the “No FAT chain” bit 
is reset to 0, and stream extension directory entry contains the first cluster number 5. 
The status of the clusters 5, 6, 7 and 8 are updated only cluster heap not in FAT; in 
File allocation table, the status remain as free clusters only. This scheme is shown in 
figure 2. During file read, the indication of contiguous cluster allocation improves the 
performance by avoiding the retrieval of FAT entries values and auto-incrementing 
the cluster values for the file data read. Suppose, the clusters allocated a file are not in 
contiguous, then linked list of clusters are updated in File allocation table.  
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Fig. 3. Non Contiguous cluster allocation indication in ExFAT File system 

For example, if the clusters 5, 7, 8 are allocated for the file name “FILE.TXT”, 
then the status of these clusters are updated in cluster heap and in FAT also. This is 
shown in figure 3, note that the FAT entry 5 contains the value 7 indicating that 7 is 
the second cluster of the file, similarly the FAT entry 7 contains the value 8 indicating 
that cluster 8 is next cluster to cluster 7. The End Of File (EOF) value 0xFFFFFFFF at 
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FAT32 file system, even though FAT entry size is 32 bits, only the 28 bits are used to 
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the FAT entries even though allocated clusters are contiguous. These FAT entries up-
date are required to maintain the compatibility of the FAT specification [1].  
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4   Experimental Results 

 

Fig. 4. File Write Performance of ExFAT and FAT32 file systems 

 

Fig. 5. File Read Performance of ExFAT and FAT32 file systems 
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The performance benchmarking of file write and read operations are conducted on 
Dell laptop named latitude D630 containing Intel core 2 duo processors of 2.4 GHz 
and 1.17 GHz speed. The Transcend 4 GB USB (Universal Serial Bus) drive is used 
as storage device. The file system benchmarking tool Iozone version 3.3 [12] is used 
in the Windows XP operating system for the performance measurements. The Iozone 
software uses the record size of 4MB (Mega Bytes) for file read and write operations. 
Both ExFAT [13] and FAT32 file systems sets the cluster size as 32KB (Kilo Bytes). 
The cluster search optimizations by cluster heap and avoiding FAT entry writes yields 
the file write performance improvement of 90-100 KBps ( Kilo Bytes per Second), as 
shown in figure 4,  and the contiguous cluster read file read performance improve-
ment of 40-50 MBps ( Mega Bytes per second) as shown in figure 5. Since, cluster 
writes are time consuming compare to cluster read operations, the file read perfor-
mance is generally better than file write performance improvements. 

5   Conclusion 

The cluster search optimizations and contiguous cluster read algorithm of the ExFAT 
File system are examined. The cluster search optimizations improve file write per-
formance and contiguous cluster read algorithm improves the file read performance. 
The contiguous cluster read algorithm will not have the effect, if the available free 
clusters are not contiguous. The scattered data clusters are formed gradually due to 
consistent file/directory creation and update operations in the file system. For data 
files, such as word documents, the update operations may lead to FAT entries update 
if the free clusters are scattered in File Allocation Table.  The contiguous cluster read 
algorithm is optimal to use with the audio and video files, because usually these files 
are of larger size and user generally does not update/modify these files.  
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Abstract. Information hiding technique is a new kind of secret communication 
technology. The majority of today’s information hiding systems uses multime-
dia objects like image, audio, video. Audio Steganography is a technique used 
to transmit hidden information by modifying an audio signal in an impercepti-
ble manner. It is the science of hiding some secret text or audio information in a 
host message. The host message before steganography and stego message after 
steganography have the same characteristics. Embedding secret messages in 
digital sound is a more difficult process. Varieties of techniques for embedding 
information in digital audio have been established. This paper presents compre-
hensive survey of some of the audio steganography techniques for data hiding.  
Least Significant Bit (LSB) technique is one of the simplest approach for secure 
data transfer. In this paper different data hiding methods used to protect the in-
formation are discussed. Audio data hiding  is one of the most effective  way to 
protect the privacy. 

Keywords: Steganography, Audio Steganography, Cryptography, Least Signif-
icant Bit (LSB) Coding, Information Security, Human Auditory System (HAS). 

1   Introduction 

By development of computer and the expansion of its use in different areas of life and 
work, the issue of security of information has gained specific importance. A message is 
hidden within a cover signal in the block called embed and audio processing block using 
a stego key, which is same at the transmitter and receiver side. The output of this block 
is stego audio signal. At the receiver side, the embedded message is retrieved from the 
cover audio signal using stego key in the block called extract and audio processing. 

 

Fig. 1. Block diagram of information hiding and retrieval 
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Fatiha Djebbar_, Beghdad Ayady, Habib Hamamzand Karim Abed-Meraimx has 
proposed novel and versatile audio steganographic methods. H.B.Kekre, Archana 
Athawale, Swarnalata Rao, Uttara Athawale has proposed a novel method by consi-
dering the parity and XORing operation. Masahiro Wakiyama†, Yasunobu Hidaka†, 
Koichi Nozaki†† has proposed extended low bit coding. Muhammad Asad, Junaid Gi-
lani, Adnan Khalid has proposed the enhanced LSB technique. Poulami Dutta1, Deb-
nath Bhattacharyya1, and Tai-hoon Kim2 has proposed general principles of audio 
steganography. Pradeep Kumar Singh, R.K.Aggrawal has proposed image hiding in 
audio signal. 

2   Literature Survey 

There are three types of domains & various techniques of audio steganography are 
present in each domain. They all are having the different embedding methods. 

2.1   Temporal Domain 

The temporal domain contains LSB coding and echo hiding method. 

2.1.1   Least Significant Bit Coding 
It consists of embedding each bit from the message in the least significant bit of the 
cover audio in a specific way. The LSB method gives high embedding capacity for 
data and is relatively easy to implement and to combine with other hiding techniques. 
Generally the length of the secret message to be encoded is smaller than the total 
number of samples in a sound file.  

2.1.2   Echo Hiding 
By introducing short echo to the host signal, the echo hiding method embeds the data 
into audio signal. Once the echo has been added, the stego signal retains the same sta-
tistical and perceptual characteristics. In this method the data hiding depends on three 
parameters of the echo signal: initial amplitude, offset (delay) and decay rate so that 
the echo is not able to be heard. The effect is indistinguishable for a delay up to 1 ms 
between the original signal and the echo.  

 

Fig. 2. Echo Hiding Technique 
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2.2   Frequency Domain 

Frequency domain contains phase coding, spread spectrum and tone insertion. 

2.2.1   Phase Coding 
Phase coding method makes use of the human audio system insensitivity to relative 
phase of different spectral components. The data is hided in selected phase compo-
nents of the original speech spectrum. For inaudibility purpose, phase components 
modification should be kept small. In this method, imperceptible phase modifications 
are obtained using controlled phase alteration of the host audio. The method has an 
embedding capability of 20 to 60 bps in 44.1 kHz, is resistant to compression. 

 

Fig. 3. Phase Coding Technique 

2.2.2   Spread Spectrum 
Spread spectrum technique spreads hidden signal data through the frequency spec-
trum. Spread Spectrum (SS) is developed in communications to ensure a proper re-
covery of a signal sent over a noisy channel by producing redundant copies of the data 
signal. Basically, Data is multiplied by an M-sequence code known to sender and re-
ceiver, and then embedded in the cover audio. Thus, if noise corrupts some values, 
there will still be copies of each value left to recover the embedded message[1].  

2.2.3   Tone Insertion 
Tone insertion techniques rely on the inaudibility of lower power tones in the pres-
ence of significantly higher ones. The ”masking” effect is a property of HAS which 
make any weak speech component imperceptible by listeners in presence of a much 
louder one. To embed one bit in a speech frame, a pair of tones is generated at two 
frequencies. By inserting tones at known frequencies and at low power level, con-
cealed embedding and correct data extraction are achieved[1]. 

2.3   Wavelet Domain 

Wavelet domain contains wavelet coefficients explained in the present section.  

2.3.1   Wavelet Coefficients 
This method is based on discrete wavelet transform. Data is embedded in the LSBs of 
the wavelet coefficients achieving high capacity of 200 kbps in 44.1 kHz audio signal. 
For improving embedding data imperceptibility, it employed a hearing threshold 
when embedding data in the integer wavelet coefficients, while avoiding data hiding  
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in silent parts of the audio signal. Even though data hiding in wavelet domain gives 
high embedding rate, data extraction at the receiver side might have some errors that 
it gives lossy data[1]. 

3   Embedding Methods in LSB Technique 

There are several methods of data embedding in LSB technique. 

3.1   Lowest Bit Coding 

The lowest bit coding is the method that embeds secret data only in the least signifi-
cant bit (LSB). This method minimizes the transition before and after the audio is em-
bedded. Since the audio data use only the lowest bit, this method gives embedding 
capacity upto one eighth or 12.5% of wave file. In figure 4 we show the way how the 
wave data is embedded using the lowest bit method. We express wave data and secret 
data by binary digits and replace secret data in low bit with the wave data one by  
one.  

 

Fig. 4. The lowest bit coding 

3.2   The Variable Low Bit Coding 

It is the improved version of the lowest bit coding which increases the embedding ca-
pacity. Consider the range of audio data is from 0 to 255. The middle range of audio 
data is 128 and at that range the sound is a silent. Therefore we don’t use this range in 
audio data for embedding. Data embedding in the silent sound gives existence of the 
secret data. Therefore we don’t embed the secret data into the middle range data. The 
middle range 128 is used to calculate the standard level of sound.  

 

Fig. 5. The variable low bit coding 
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3.3   Average Amplitude Method 

This method uses the average amplitude data of surroundings audio data as threshold. 
We calculate the average about absolute value of amplitude regarding middle value 
128 as a value 0. The average of an amplitude level for audio data is calculated by 10 
audio data about before and after 5 audio data except for own audio data about all 
sample data. If the level of the amplitude is bigger than that of the average value, 2 
binary digits are used for the embedding data. If not, binary digits are not used for the 
embedding data. 

 

Fig. 6. The principle of average amplitude method 

3.4   Parity Coding 

In this method, instead of breaking a signal down into individual samples, this method 
breaks a signal down into separate regions of samples and encodes each bit from the 
secret message in a sample region's parity bit. If the parity bit of a selected region 
does not match the secret bit to be encoded, the process flips the LSB of one of the 
samples in that region. Thus, the sender has more choice in encoding the secret bit, 
and the signal can be changed more attractively. 

 

Fig. 7. Parity Coding 

3.5   XORing of LSB’s Method 

This method performs XOR operation on the LSBs and depending on the result of 
XOR operation and the message bit to be embedded, the LSB of the sample is mod-
ified or kept unchanged. The XOR operation on first 2 LSBs is described below. To 
increase the level of encryption XORing can be further expanded upto16 LSBs. This 
method is simple to implement, and is computationally inexpensive. The  tabular re-
presentation of the embedding procedure is as given in Table 1. 
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Table 1. Procedure of Data Embedding using XORing 

LSB Bit next to 
LSB 

XOR Action if 
message bit is 0 

Action if 
message bit is 1  

0 0 0 No Change Flip LSB 
0 1 1 Flip LSB No Change 
1 0 1 Flip LSB No Change 
1 1 0 No Change Flip LSB 

4   LSB Method with Parity Coding 

Instead of using the single LSB technique, we are using the LSB technique with parity 
method which is simplest method and easy to implement and due to combining the 
LSB with the parity coding, it gives high level of security. In this method, the LSBs of 
digitized samples are not directly replaced with the message bits, it first checks the 
parity of the samples and then carries out data embedding[2]. The process of data em-
bedding and data retrieval are explained as follows: 

Steps for Data embedding: 

1. Read the cover audio signal. 
2. Read the message to be embedded, its size should be less than the size of the 

cover audio signal and convert it into binary sequence of message bits. 
3. Depending upon the value of the message bit to be embedded (0/1), the LSB 

of the sample of the cover audio signal is modified or unchanged. 
4. If the message bit to be embedded is 0, then the LSB of the sample of the 

cover audio signal is modified or unchanged such that the parity of the sam-
ple after embedding of this message bit is even. 

5. If the message bit to be embedded is 1, then the LSB of the sample of the 
cover audio signal is modified or unchanged such that the parity of the sam-
ple after embedding of this message bit is odd. 

6. The modified cover audio samples are then written to the file forming the 
stego audio signal. 

Steps for Data Extraction/ Retrieval: 

1. The Stego audio file is read. 
2. The parity of every sample of the stego is checked. 
3. If the parity is even, then the message bit retrieved is 0. 
4. If the parity is odd, then the message bit retrieved is 1. 
5. After every such 16 message bits are retrieved, they are converted to decimal    

equivalents. 
6. Finally the secret message is reconstructed. 

5   Results and Discussion 

The below table shows the comparison of various methods of audio steganography in 
terms of strengths, weakness and hiding rate. By considering the high embedding ca-
pacity, the wavelet coefficients and the least significant bit method is suitable for data 
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hiding, because other techniques gives low embedding capacity. In case of wavelet 
coefficient, lossy data is retrieved. So we cant detect the original message, it may be 
changed. In LSB coding, the message is easy to destroy, but we can combine the LSB 
with another method to give more security, so it cannot be detectable to the 3rd party. 
LSB is simple method and is easy to implement, so that we are using the LSB method 
along with the parity coding.  

Table 2. Comparison of Audio steganography methods 

Hiding  
domain 

Methods Strengths Weakness Hiding 
rate 

Temporal 
domain 

1.Least significant 
bit coding 

Simple and easy way of 
hiding information with 
high bit rate 

Easy to extract and 
to destroy 

16 kbps 

 2.Echo hiding Resilient to lossy data 
compression algorithms 

Low security and 
capacity 

40-50 bps 

Frequency 
domain 

1.Phase coding Robust against signal 
processing manipula-
tion and data retrieval 
needs the original sig-
nal 

Low capacity 333 bps 

 2.Spread  
   spectrum 

Provide better robust-
ness 

Vulnerable to time 
scale modification 

20 bps 

 3.Tone 
    insertion 

Imperceptibility and 
concealment of embed-
ded data 

Lack of transpa-
rency and security 

250 bps 

Wavelet  
domain 

Wavelet  
coefficients 

Provide high embed-
ding capacity 

Lossy data retrieval 200 kbps 
 

6   Conclusions 

• Audio Steganography is more challenging than Image Steganography be-
cause the human Auditory System (HAS) has more precision than Human 
Visual System (HVS). 

• Steganography complements rather than replaces encryption by adding 
another layer of security,  it is much more difficult to decrypt a message if it 
is not known that there is a message. 

• The Enhanced LSB is more secure than any other method & improves the 
conventional LSB method & make it more secure. 

• It gives great security & the embedded message cannot be extracted without 
the knowledge of embedding process. 

• There is no difference between stego audio signal & the original audio   sig-
nal i.e. hidden information is recovered without any error. 

7   Future Scope 

Future Scope of this paper is to increase the capacity as well as to improve the confi-
dentiality of audio steganography. Enhance the storage capacity of the system in 
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terms of each method, and the possibilities of improvements in the method of hiding 
in audio. First area is focus on how much maximum data can me hidden in audio sig-
nal and make it robust. Secondly improve the methods by applying mixed approaches 
means make the system more secure toward detection by using the combination of 
various techniques of data hiding in audio signals. 
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Abstract. In many emerging applications, such as XML publishing systems, 
electronic commerce and intelligent Web searching, ordered XML data are 
available in query processing. An XML query processing based on labeling 
schemes has been thoroughly studied in the past several years. However, all 
these techniques have high update cost, cannot completely avoid re-labeling in 
XML updates and increase the label size. This paper experiments a labeling 
scheme, called IBSL (Improved Binary String Labeling), which supports order 
sensitive updates without relabeling or recalculation. By using IBSL, University 
Web search has been considered as a separate case study using conventional 
Google search and applying IBSL algorithm along with the search. This paper 
reports that the IBSL algorithm  is time efficient. 

Index Terms: Web search, dynamic XML, order-sensitive update, tree 
labeling. 

1   Introduction 

A number of labeling schemes have been designed to facilitate the query of XML 
based on which the ancestor-descendant relationship between any two nodes [1]. 
Another important feature of XML is that the elements in XML are intrinsically 
ordered. However, the label update cost is high based on the present labeling 
schemes. They have to re-label the existing nodes or re-calculate some values when 
inserting an order-sensitive element. Thus, it is important to design a scheme that 
supports order-sensitive queries, yet it has low label update cost. Focusing Intelligent 
Web searching technique for generalize idea of XML parser by using the Improved 
Binary String Labeling algorithm. 

XML has become a standard to represent and exchange data on the web. In the 
definition of XML, one Element is allowed to refer to another, therefore theoretically 
an XML document is a graph. However for simplicity, most of the research works 
process queries over the XML data that conform to an ordered tree-structured data 
model. Fig.1 shows an ordered XML tree.  
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Fig. 1. An ordered XML tree 

A binary tree is made of nodes, where each node contains a "left", a "right" node, 
and a data element. The   "root" node (book) points to the topmost node in the tree. 
The left (title) and right (author) node recursively point to smaller "subtrees" on either 
side. A null node represents a binary tree with no elements i.e. the empty tree. The 
formal recursive definition is: a binary tree is either empty (represented by a null 
node), or is made of a single node, where the left and right nodes (recursive definition 
ahead) each point to a binary tree. 

Elements in XML data can be labeled according to the structure of the document to 
facilitate query processing. The labeling schemes, such as containment scheme, prefix 
scheme [2] and prime scheme can determine the ancestor-descendant (A-D), parent-
child (P-C) etc. relationships efficiently in XML query processing if XML data are 
static. The elements in XML are intrinsically ordered, which is referred to as the 
document order (the element sequence in XML). The relative order of two paragraphs 
in XML is important because the order may incense the semantics of XML. In 
addition, the standard XML query languages XPath [3] and XQuery [4] include both 
ordered and un-ordered queries. Thus, it is very important to maintain the document 
order when XML is updated.  

2   Proposed Work 

The main contributions of this paper are summarized as follows: 

1. Generation of a labeling scheme for XML documents, named as Improved 
Binary String Labeling (IBSL), which takes advantage of the lexicographical 
order of binary strings. IBSL neither relabels any existing nodes, nor 
recalculates any values when inserting an order-sensitive leaf node and subtree 
into the XML tree [1]. 

2. Implementation of algorithms to implement IBSL in which the cost of 
updating ordered XML is much lower than that of the existing schemes [2]. 

3. Experimentation of IBSL also for to extract reuses of oder-sensetive queries 
and leaf node updates. 
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3   Related Work  

XML queries can be expressed as linear paths or twig patterns. To solve this 
relabeling problem, Amagasa et al. [5] has proposed the use of float-point values for 
the “start”s and “end”s of the intervals. However, this approach still cannot avoid 
relabeling in the case of frequent insertions. The DeweyID scheme [6] requires the 
sibling nodes located after the inserted node and the descendants of theses siblings to 
be relabeled to maintain the order. In the context of XML twig query processing, the 
extended Dewey scheme can derive the names of all the elements along the path from 
the root. OrdPath [7] is tolerant to insertions; however, as pointed out by, it suffers 
from poor query performance. Wu et al. [8] proposed the Prime number labeling 
scheme to label XML trees. But, Prime needs to recalculate the SC values based on 
the new ordering of the nodes. In addition, Li et al. proposed two schemes, QED [9] 
and CDBS [10], which include novel encoding methods to support code (a binary or 
quaternary string) insertion into a sequence of existing codes without disturbing the 
order between the nodes or having to relabel them. However, while CDBS can 
efficiently process dynamic XML data, it cannot completely avoid relabeling; QED 
can avoid relabeling; perhaps, its label size is large and its update and query 
performance is not as good as that of CDBS. 

4   Labeling Scheme 

Scheme elaborates on IBSL, which is a binary-string-based prefix scheme. The most 
important feature of IBSL is that it compares the labels based on their lexicographical 
order rather than their numerical order. With IBSL, labels can be inserted between 
any two consecutive labels with their order being kept and without relabeling the 
existing labels.  

 

Definition :-( Lexicographical order <):  
Given two consecutive binary strings Sleft and Sright, Sleft is said to be lexicographically 
equal to Sright if they are exactly the same. To determine whether Sleft is 
lexicographically smaller than Sright, i.e., Sleft < Sright, the following procedure is 
performed.  

1. The lexicographical comparison of Sleft and Sright is performed bit by 
bit from left to right. If the current bit of Sleft  is 0 and the current bit of 
Sright is 1, then Sleft < Sright and the comparison is stopped, or 

2. If len(Sleft)< len(Sright), Sleft is a prefix string of Sright, and the remaining 
bits are 1 except for the prefix string of Sleft then Sleft < Sright and the 
comparison is stopped,  

3. If len(Sleft) > len(Sright), Sright is a prefix string of Sleft, and the remaining 
bits are 0 except for the prefix string of Sright, then Sleft < Sright and the 
comparison is stopped. 
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For example, given two binary strings 10 and 110, 10 < 110 lexicographically 
(condition 1). Given two binary strings 1100 and 11001, 1100 < 11001 (condition 2), 
while 11000 < 1100 (condition 3). 

   Algorithm: Assign, Insert, update label (URL result) at memory location. 
   Input: left self _label Nleft   and right self _label Nright. 
   Output: new inserted self_ label Nnew. 
   Begin 
/* substring (self _label N, 1, P-1) extracts the P-1 long bits from 1st position of self_ 
label N, where P denotes the position of the leftmost different string between Nleft and 
 Nright. */ 
 Case1. Nleft is empty but Nright is not empty; 
     Ntemp = Nright ⊕ 0; // Ntemp is the temporary binary string 
     if Ntemp < Nright lexicographically then Nnew = Ntemp;  return Nnew;  end if 
 Case 2. Nleft and Nright are not empty; 
      if (len(Nleft) < len(Nright)) then // Case 2(a)if Nleft is the prefix string of Nright then 
Nnew = Nright ⊕ 0; 
               else if Nleft is not the prefix string of Nright then if len(Nleft) is not equal to P 
then Ntemp =     substring ( Nright , 1, P – 1 ); Nnew = Ntemp ⊕ 0; 
                 return Nnew; else if len(Nleft) is equal to P then  Nnew =Nright ⊕ 0; return Nnew; 
end if  end if 
   else if (len(Nleft)= len(Nright)) then // Case 2(b)  if all the extracted same bits of Nleft 
and Nright are “1” then Ntemp =substring (Nleft, 1, P – 1) ;Nnew = Ntemp ⊕ 0; return Nnew; 
elseNnew = substring (Nleft, 1, P – 1);end if  else if (len(Nleft ) > len(Nright)) then // Case 
2(c)  if Nright is the prefix string of Nleft then 
         Nnew = Nleft ⊕1; return Nnew; else if Nright is not the prefix string of Nleft then   
Ntemp = substring (Nleft, 1, P – 1); Nnew =Ntemp;return Nnew; end if end if 
 Case 3. Nleft is not empty but Nright is empty; Ntemp = Nleft ⊕ 1; if Ntemp < Nright 
lexicographically then 
                Nnew=Ntemp; return Nnew; 
           getResult:Url 
BinConvert: return binary url if  NewUrl  memAlocate: randomLocation else 
referPrevious: retrieve url 
        if NextStringSearch go to step above if SearchSave: memoryAlocate 
                if garbageCollected: updateLocation end if End           

The above algorithm inserts the label with the smallest length between two labels in 
the case of both insertions and deletions. The main idea of algorithm is that it 
compares Nleft and Nright bit by bit to find Nnew such that Nnew has the smallest length of 
all of the labels between Nleft and Nright lexicographically. In addition to the algorithm 
described in [1], the additional provision is made to work with URL. 
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Fig. 2. XML Search 

The Figure-2 shows the XML Search diagram that can analyze XML process flow 
using Google APIs. Local code will interact as an input to system with main GUI, 
Google API. Also system will provide keyword as an input for further search through 
Google database. 

Scenario of XML: In this project we will use XML  DOM/SAX Parser APIs along 
with user defined APIs to store, retrieve, update, delete  nodes XML request will 
traverse through database and act as a node tuner Reverse way response will come 
through XML response to GUI as an output.  

(a) 

 

(b) 

Fig. 3. Example of (a) IBSL and (b) Update operation 

In Fig. 3(a) shows an example of IBSL. The prefix label’s of the three child nodes 
(non-shaded and non-dotted circles: 10, 110, 1110) are all empty strings; thus, the self 
label is exactly the same as the complete label for the three-child nodes. The label of 
the node concatenates its parent’s label (prefix_label) and its own label (self_label).  
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In Fig. 3(b) the shaded circle denotes the leaf node update and the white dotted circle 
denotes subtree update. Based on algorithm described a binary string can be inserted 
between two existing labels without the need for relabeling. For example, when 
inserting node ‘a’ in Fig. 3 (Case 1), the self_label of ‘a’ is 100 (10 ⊕0 → 100). 
When inserting node ‘b’ (Case 2), since the left self_label of ‘b’ is 10 with length 2 
and the right self _label of ‘b’ is 110 with length 3, we directly concatenate one more 
0 after the right self_label  (110 ⊕ 0 → 1100), whereupon the self_ label of ‘b’ is 
1100.Same procedure is follows by self_lable ‘c’ and  ‘d’.  

5   Experimental Performance 

A case study University  web search considers two types of query searches; one is on 
the basis of catogery word and the other is catogery.            

 

Fig. 4. Search Type 

Fig.4 shows University is a root node and allengineeringcollegesinshivaji 
universitykolhapur as a leaf node. In catogery type, only can search root node. In a 
binary string every space is a same binary value if we can put query with space which 
is considered as end of the string. Therefore in IBSL we can put sentence in 
continuous. 

 

Fig. 5. XML Format 

Fig.5 shows an XML Format of the Google database with type catogery word 
shown in Fig.4  
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Fig. 6. IBSL Search 

Fig.6 shows IBSL Search of similar query carried out in Fig.5. The time 
requirement of the query processing in Fig.6 is in nano seconds; where the time 
requirement  of the same query by Google search which is shown in Fig.7 is in 
seconds. 

 

Fig. 7. Google Search 

6   Remark 

The Experiments were carried out on a Intel(R) Core(TM) I3 Processoser, 2.86 GB of 
RAM running Microsoft Windows XP Professional  Service pack 2. The XML data 
sets (and their corresponding labels) were stored in shield SQL, Yog SQL, The setup 
also requires database connectivity to MYSQL and SQL 2000. Similar observations 
are obtained with few of the other case datasets as shown in Fig.8 and it has been 
observed that ISBL algorithm proves more time efficient and the time requirement 
varies linearly with the no. of nodes in the XML tree.   
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Fig. 8. Results of Datasets in various cases       
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Abstract. This work proposes a methodology for detecting pomegranate leaf 
diseases early and accurately using image processing techniques and Support 
Vector Machine (SVM). Color image segmentation using K-means clustering 
technique is performed to extract the region of interest from the pomegranate 
leaf image.  Further significant texture and color features are extracted from the 
region of interest for the purpose of training SVM classifier. Classification is 
performed by considering two different feature sets viz. i) entropy and satura-
tion ii) hue and energy. Experimental results show that SVM classification is 
highly accurate with entropy and saturation feature set compared to that of 
energy and hue set. This automated system assists farmers to detect the healthy 
& diseased leaves without human intervention. 

Keywords: Plant Pathology, Color Transformation, K-means Clustering, Fea-
ture Extraction, Support Vector Machine (SVM). 

1   Introduction 

Agriculture plays a key role in the development of human civilization. Plant disease is 
one of the crucial causes that reduces quantity and degrades quality of the agricultural 
products. Excessive use of pesticides for plant disease treatment raises the danger of 
toxic residue levels as well as leads to groundwater contamination.  

Pomegranate (Punica granatum), the so called “fruit of paradise” is one of the ma-
jor fruit crops of arid region. In India it is cultivated over the area of about 63,000 ha, 
and its production is about 5 lakh tons/annum. There are various diseases that can af-
fect pomegranate plant such as Bacterial Blight affected by bacteria, Anthracnose,  
Alterneria and Cercosphora affected by fungi. Hence, the current work is aimed to 
develop an automated system that detects the plant diseases accurately without human 
intervention by using various image processing and machine learning techniques.  

2   Methodology 

As diseases are inevitable in plants, early detection and diagnosis of diseases is a cru-
cial aspect in the field of agriculture. This can be achieved using an automated image 
processing system in which the following steps have to be undertaken(Figure 1). 
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Fig. 1. Block Diagram  

2.1   Image Acquisition 

In the current work, a total of 143 images are captured(88 healthy & 55 diseased sam-
ples) using Nikon Coolpix L20 digital camera having 10 megapixels of resolution and 
3.6x optical zoom, maintaining an equal distance of 16 cm to the leaf object. All the 
images are saved in the common JPEG format.  

2.2   Image Pre-processing 

Image pre-processing is the improvement of digital image quality without knowledge 
about source of degradation.  

In the present work, the captured images are resized to a fixed resolution so as to 
reduce the computational burden in the later processing. Resized images are then fil-
tered using Gaussian filter to get noise free images.  

Image segmentation refers to the process of partitioning the digital image into multi-
ple segments. The level to which the partitioning is carried depends on the problem be-
ing solved i.e. segmentation should stop when the objects of interest in an application 
have been isolated [3]. There are various techniques for image segmentation such as 
clustering, compression-based methods, histogram-based methods, region growing etc. 

In the present work K-means clustering algorithm is employed for color image 
segmentation. K-Means Clustering is a method of cluster analysis which aims to parti-
tion n observations into k mutually exclusive clusters in which each observation be-
longs to the cluster with the nearest mean and it returns the index of the cluster to 
which it has assigned each observation. 

In color based image segmentation, initially, original image is converted from 
RGB color space to L*a*b* color space. L*a*b* color space enables to quantify the 
visual differences. It aspires to perceptual uniformity, and it’s L* component closely 
matches human perception of lightness. Classification of colors takes place in a*b* 
space using K-means clustering. It labels every pixel in the image using the results 
from k-means to form the cluster indexed image. Finally the original image is clus-
tered into multiple segments based on color.  
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2.3   Feature Extraction 

For an image, the desirable property for a feature detector is repeatability; i.e., 
whether or not the same feature will be detected in different images. In image proc-
essing, image features usually include color, shape and texture features. In the present 
work, texture and color features are considered. These features are used as character-
istic values to identify whether the leaf is healthy or diseased sample.  

Following are the three major texture features extracted from 143 images for the 
purpose of classification. 

Contrast: A measure of the intensity contrast between a pixel and its neighbor over 
the whole image.  

Energy: Returns the sum of squared elements in the Gray Level Co-occurrence Ma-
trix [GLCM]. Energy is 1 for a constant image.  

Entropy: A statistical measure of randomness that can be used to characterize the tex-
ture of the input image.  

Following are the three color features which are considered for all 143 samples used 
in the present work. 

Hue: A color attribute that describes a pure color (pure yellow, orange or red). As hue 
varies from 0 to 1.0, the corresponding colors vary from red through yellow, green, 
cyan, blue, magenta, and back to red, so that there are actually red values both at 0 
and 1.0. 

Saturation: A measure of the degree to which a pure color is diluted by white light. 
As saturation varies from 0 to 1.0, the corresponding colors (hues) vary from unsatu-
rated (shades of gray) to fully saturated (no white component). 

Value: Brightness value is one of the key factors in describing color sensation. It em-
bodies the achromatic notion of intensity. As value varies from 0 to 1.0, the corres-
ponding colors become increasingly brighter.  

From the comparison of texture features for both diseased and healthy image sam-
ples (Figure 2a), we can observe that except contrast, other two features have distinc-
tion between diseased and healthy samples. Hence, we can retain these two texture 
features for the purpose of classification. 

From the comparison of color features for both diseased and healthy image sam-
ples (Figure 2b), we can observe that all color features have a distinction line between 
diseased and healthy samples. Hence, we can retain all the 3 color features for the 
purpose of comparison. 

    

Fig. 2a. Comparison of Texture features for Diseased and Healthy samples 
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Fig. 2b. Comparison of Color features for Diseased and Healthy samples 

2.4   Classification 

In the present work, Support Vector machines (SVM) are used for the purpose of 
classification as they have the very advantages of high-dimensionality and non-linear 
capabilities. Support vector machines, developed by Vapnik, are a set of related su-
pervised learning methods used for classification and regression. Given a set of train-
ing examples, each marked as belonging to one of two categories, an SVM training 
algorithm builds a model that predicts whether a new example falls into one category 
or the other.  

In the present work, SVM is trained using texture and color features of 88 healthy 
and 55 diseased leaf samples. SVM chooses an optimal hyperplane based on training 
data and classifies the query image as either healthy or diseased. In this work, two 
feature sets are considered i) entropy and saturation feature set and ii) energy and hue 
feature set. Then classification is performed based on each of these feature sets. Fi-
nally performance properties are found and compared to get which feature set pro-
vides more classification accuracy. 

3   Experimental Results and Analysis 

The work begins with capturing the images of healthy and diseased leaves. Query im-
age undergoes several pre-processing steps- image resize, filtering (Figure 3a, 3b, 3c) 
and segmentation. Selection of a particular segment/region of interest (Figure 3d) 
from the segmentation result depends on the mean_clustr_value which is the output 
parameter of k-means. 

    

     a.         b.              c.                  d.                     

Fig. 3a. Resized & Filtered Image b. LAB Image c. Cluster Index Image d. Diseased portion 

Once the infected region/diseased spots are extracted, next step is to extract the 
color and texture features out of it (Figure 4).  
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Fig. 4. Color and texture features extracted from the region of interest of the query image 

Experimental results yield that, the classification accuracy of SVM is 95.95% for 
energy and hue feature set (Figure 5a), and 97.30% for entropy and saturation feature 
set (Figure 5b). Hence entropy and saturation feature set is retained for classification 
of diseased and healthy leaves (Figure 6). 

    

Fig. 5a. SVM classifier for energy & hue feature set Fig. 5b. SVM classifier for entropy & sa-
turation feature set. 

   

Fig. 6. Result of SVM Classifier for query Image   

4   Conclusion 

The current work succeeded in developing a quick, automatic and accurate system for 
disease identification for pomegranate leaves. The potency of the system is the capa-
bility to extract the diseased portion in the query images. The system employs diverse 
image processing techniques and Support vector to categorize the query leaf image as 
either healthy or diseased sample. Implementation is carried out using MATLAB’s 
Image Processing and Bioinformatics Tool Boxes. The results showed that SVM 
could effectively detect the disease spots and classify the given leaf image appropri-
ately to an accuracy of 97.30%. Thus the system can be satisfactorily used for plant 
disease classification which ultimately helps agriculturists/farmers. Further, treatment 
advisory module can be prepared for different diseases by seeking advice from the ag-
ricultural experts. 
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Abstract. Now a day IPsec has now become a standard information security 
technology throughout the Network and Internet society. It provides confiden-
tiality, authentication, integrity, secure key exchange and protection mechanism 
though encrypting a packet. The use of IPsec, which encrypts network traffic, 
renders network intrusion detection, virtually useless, unless traffic is decrypted 
at network layer. In this paper we are discussing that how a IPSec or other en-
cryption techniques create challenges for Intrusion Detection System.  

1   Introduction to Internet Protocol Security (IPsec)  

The use of IPsec, which encrypts network traffic, renders network intrusion detection, 
virtually useless, unless traffic is decrypted at network layer. The alternative to 
NIDSs, host-based intrusion detection systems (HIDSs), provide some of the functio-
nality of NIDSs but with some limitations. HIDSs cannot perform a network-wide 
analysis and can be subverted if a host is compromised.  

IPsec can be used in either of two modes: transport or tunnel as shown in Fig 1. 
With transport mode IPsec, the IP payload is encrypted and the IP header is left unen-
crypted. If transport mode IPsec is used, other parties on the network can see the 
source and destination addresses of packets but no other information. With tunnel 
mode IPsec, the entire packet is encrypted and a new IP header is added to the packet. 
If tunnel mode IPsec is used, the original source and destination addresses of the 
packet are hidden as well, providing network monitors with even less information. 
The secrecy provided by encrypting traffic with IPsec acts as a dual-edged sword. 
Malicious parties can no longer eavesdrop on network traffic. However, encryption 
hides the majority of traffic content from any intrusion detection system monitoring 
traffic in the network. 
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Fig. 1. ESP in Transport and Tunnel Mode 

2   IPSec Challenges for IDS 

IPSec configuration was shown to be exposed to variety of “initialization vector at-
tacks”[5]. The authors of [5] have analyzed the security risks posed on encryption-
only IPSec when it is used as intermediate layer of the protocol stack. But their analy-
sis has a limited scope - just the implication on the next (possible) upper-layer proto-
col (e.g. TCP, UDP, IP). The authors of [7] have exposed even more serious weakness 
of the encryption-only configuration on IPSec. It has been shown that the “encryp-
tion-only” configuration is subject to a variety of ciphertext-only attacks. The attack 
consists of two phases: in the first phase the attacker modifies certain fields in the first 
few blocks of the ciphertext The second phase proceeds with further recovery of the 
plaintext. The attacks presented in [7] are efficient and have been proven practical by 
the authors, i.e. against an implementation of the IPSec stack in the Linux kernel. 

3   DoS Attack Scenario on IPsec 

3.1   Internet Checksum 

The (internet) checksum [3,2,11] is used to discover errors while datagrams are 
transmitted. The purpose of the internet checksum is to provide an efficient protection 
against transmission errors but not to provide cryptographic integrity protection of the 
content.  

The way this checksum is computed allows the fast incremental update of the 
checksum when the data over which it is computed is changed. For example, to  
update the checksum C in the IP header m  to the new IP header 'm , but without re-

computing it over the entire new IP header, the updated checksum 'C  can be easily 

computed as )'(' mmCC −+= , as shown in [1,15]. Note that, to compute the new 
checksum, one needs to know 'mm − , but neither ',mm  nor the old checksum C are to 
be known.  
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3.2   Fields Manipulation 

The choice made by some implementers or users for the “encryption-only” ESP con-
figuration (i.e. without the “costly” authenticated integrity) is based on the false belief 
that confidentiality protection together with the structure of IP, TCP (or IP, UDP, 
RTP) datagrams is enough to detect any data change (malicious or not). This amounts 
at making the hypothesis that any modification to the encrypted datagrams will be de-
tected during the parsing of the decrypted datagrams (i.e. they are supposedly mal-
formed) or during the verification of the checksums. 

This is not true; an attacker can as claimed by Ventzislav Nikov [16] , in fact very 
easily, modify the encrypted datagrams in such a way that they are still acceptable for 
the embedded protocols such as IP, TCP, UDP. 

Consider a confidentiality protection with a block cipher with length n = 128 bits 
(Fig. 2). In this case, P1, the first block of data, contains the IP header checksum, 
source IP address and destination IP address. Now an attacker can change the source 
IP address to whatever she/he wants, then using the difference between the old and 
the new source IP addresses she/he can compute the new correct checksum. When a 
gateway receives such a datagram, it accepts it as a valid datagram (i.e. the IP header 
is valid) and forwards it further to the corresponding destination address.  

 

Fig. 2. Block Cipher Lebgth of 128 bits 

3.3   Attack Scenario and Preventive Measures 

Assume a source device ‘X’ communicates with a destination device ‘Y’ through IP-
Sec gateways using “encryption-only” IPSec (ESP). Consider the n = 128 bits case 
(Fig 2), an attacker can intercept a legitimate ESP datagram, modify the source ad-
dress, such that the altered ESP datagram and the embedded IP header are still valid 
and re-inject the new ESP datagram in the network.  

Gateway ‘Y’ will accept this modified ESP datagram, extract the IP header and 
embedded payload and forward them to the destination device. Notice that, for any 

legitimate ESP datagram, the attacker can generate up to 322 false source addresses 
and hence so many false ESP datagrams, which will have the same content as the le-
gitimate one but will claim to come from different sources. All of them will be ac-
cepted by the gateway ‘Y’ and forwarded to the destination device. In this way, the 
gateway as well as the destination device are overloaded with junk datagrams. The at-
tacker can mount this attack on the fly in real-time. If we assume (as in [7]) that the 
attacker knows several source IP addresses of machines which legitimately communi-
cate through the IPSec gateway, then even stateful firewall could not defeat the attack 
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Several researchers have proposed selective encryption schemes for providing 
network-based services, such as a NIDS, access to data encrypted by IPsec 
[9,14,17,19]. This approach uses selective encryption on an IP packet by breaking the 
packet into multiple encryption zones. This technique was proposed in 1999, largely 
for improving network performance, independently as Multilayer IPsec (ML-IPsec 
[16,19]) and Layered Encryption Security (LES [9]). Each encryption zone is as-
signed a cryptographic key and a portion. 

Cynthia McLain et.al.[6] has suggested “Two-Key IPsec”, which restrict the num-
ber of encryption zones to two: one for the header information at the beginning of the 
packet and the other for the remainder of the packet, containing the application data. 
End hosts have access to the entire packet.  

Figure 3 illustrates the difference between traditional and Two-Key IPsec [6]. In 
the top two packet diagrams, the hashed area represents the data that traditional IPsec 
encrypts using a single key, K1. Only the end points of the connection know K1. In the 
bottom two packet diagrams of Figure 3, the two hashed areas show the effect of us-
ing Two-Key IPsec to encrypt the bytes of the packet with two separate keys, K1 and 
K2. The first N bytes of the ESP payload are encrypted with the second key, K2. Note 
that for IPsec tunnel mode, N′ bytes are encrypted using K2, where N′ = N + LIP_Hdr 

and LIP_Hdr is the length of the encapsulated IP header. K2 is shared among the end 
hosts and the network-based service. K1 is used to encrypt the remainder of the ESP 
payload and, as with traditional IPsec, is known only to the end points. In both cases, 
IPsec adds the ESP header and appends an integrity check value, or authentication da-
ta (ESP Auth).  

The Two-key IPsec can reduce the DoS attack up to some extent but since the par-
tial packet need to be opened at network layer poses the security threats.   

 

Fig. 3. Difference of Traditonal and Two-Key IPsec in Transport & Tunnel Modes 
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4   Other DoS Attacks on IPsec 

In this work we considerd DoS attacks, that can eavesdrop and spoof packets, yet 
even weaker, blind spoofing, attacker can mount a DoS on IPsec. For instance, it is 
known that fragmentation can expose IPsec to DoS attacks, e.g., IPsec cannot prevent 
attacks on fragments’ buffer at the recipient if fragmentation is allowed. Specifically, 
since authentication is performed prior to fragmentation, spoofing attacker could 
launch a DoS attack by swamping the receiving gateway with (maliciously crafted) IP 
fragments, which could not be reassembled, thus legitimate packets could not be 
accepted, e.g., in [2,5,15,18]. This attack is made possible due to the fact that IPsec 
reassembles the fragments prior to authenticating them, and the attack can be 
prevented by defining minimal fragment size and not allowing fragmentation; another 
solution is to only allow prefragmentation, i.e., fragmentation by IPsec gateway prior 
to applying IPsec processing on the outgoing packet.  

DoS attacks can also be launched on IKE (key establishment protocol of IPsec), 
which was designed to run over UDP in order to avoid DoS attacks on TCP. In [5], 
the authors show an attack on IKE, by exploiting fragmentation.  

A vulnerability of IPsec to DoS when using Explicit Congestion Notification 
(ECN) is investigated in [7]. If the IPsec gateway at the exit of the tunnel does not 
copy the ECN bit, then it ruins the ECN mechanism; on the other hand, if the gateway 
copies the ECN bit, then an attacker can degrade performance. The attack can be 
launched since the authentication that IPsec performs does not protect the ECN bit. 
However, there is no analysis of this attack; such analysis is rather similar to the 
analysis presented, of similar attacks.  

Tunneling using IPSec protocols creates a new risk: It allows the encapsulation of 
IPv6 traffic in an IPv4 data stream for routing through non-complaint devices.It 
includes leading threats of IPv4 DoS and DDoS attack.  

5   Conclusions 

In this paper we discussed about the DoS attack against the IPSec. Secure channel  
protocols, with IPsec being the predominant one, are used to securely connect virtual 
private networks (VPN), i.e., authenticate data and origin, ensure confidentiality, and 
performance. IPsec is designed to protect against man-in-the-middle (MITM) adversa-
ries that can eavesdrop on the communication and inject spoofed segments into the 
message stream. It is widely believed, and also specified e.g., in [12], that IPsec also 
defends higher layer traffic from DoS attacks when attacker has limited resources (e.g., 
can only block, inject or reorder a limited number of packets). Defense against DoS at-
tacks is often an important consideration in adopting IPsec for protecting a VPN.  We 
saw that this belief is not precise and that IPsec does not deliver on its performance 
guarantees, by presenting several DoS attacks on TCP when used over IPsec.  

System administrators commonly use NIDSs to protect their networks. A common 
concern is that more widespread use of IPsec for encrypting network traffic will rend-
er NIDSs virtually useless. Common solutions rely on decrypting the entire packet at 
the NIDS or placing IDSs on the end hosts. The first technique can have a negative 
impact on privacy while the second technique can have a negative impact on security. 
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Under Two-Key IPsec [6], an attacker who compromises the NIDS can read only 
the IP header,ICMP, TCP, or UDP header, and the small portion of the packet 
encrypted under the shared key.Note that the ability of the attacker to modify or create 
new packets is dependent on how the encrypted portions of the packet are 
authenticated. If the encrypted portions of the packet are authenticated from end-to-
end, it will not be possible for the attacker to successfully modify the packet or create 
new packets. If the separately encrypted portions of the packet are authenticated 
separately, it may be possible for the attacker to modify a portion of the packet, or 
even create new packets without being detected. 

In this paper we discussed about a DoS attack against encrypted traffic using IPsec. We 
belief that this attack will serve as a strong argument to improve the existing standard. 
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Abstract. The phonocardiogram (PCG) is an important biomedical signal of the 
heart of audio nature (heart sounds and murmurs) related to the contractile 
activity of the cardiohemic system and represents a recording of the heart sound 
signal. The audio retrieval problems are studied in audio information retrieval 
(AIR) or music information retrieval (MIR) systems and are modeled as feature 
vectors and employ the similarity measures for speech or music retrieval. We 
extend these content-based retrieval techniques exclusively for heart sounds and 
murmurs. In this paper, we propose a framework for audio modeling of heart 
sounds and murmurs using feature vectors (spectral, and perceptual) and 
implementation of content based heart sound and murmurs retrieval algorithms 
and auditory user interfaces for cardiologist, in which he/she can directly audio 
query and obtain the ranked heart and murmur audio files using similarity 
measures. The query results are displayed in a heart sound and murmur 
browser, where cardiologists not only visualize (temporal and frequency 
domain) the phonocardiography signals, but also listen and make effective 
clinical decisions. The preliminary results of the research work show 80% 
precision and good retrieval efficiency. 

1   Introduction 

The heart sound signal is the most traditional biomedical signal and stethoscope is 
used by physicians for clinical investigations. Heart sounds and murmurs are acoustic 
phenomenon caused by mechanical events of the heart. Auscultation or hearing of 
heart sounds and its interpretation by conventional stethoscope or electronic 
stethoscope is not purely a mechanical phenomenon of sound wave propagation but 
also auditory, sensory, cognitive and perceptual event for the cardiologists. The 
salient characteristics or features of typical heart sounds and murmurs are described 
in Table 1. The phonocardiography (PCG) – the art and science of recording, listening 
and interpreting heart a sound using latest digital technology has significantly helped 
in understanding and interpreting complex heart sounds and murmurs. The PCG 
techniques are used for the effective clinical investigations and corrective diagnostic 
heart related diseases and in particular valvular heart diseases. In the early days of 
phonocardiography, the heart sounds were printed on a graph paper and supported 
visual inspections. It mainly focused on timing, amplitude and turbulent sounds 
(murmurs), systole/diastole duration etc. characteristics [3] and not amenable to 
auditory perception. With latest development biomedical instrumentation, it is 
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possible to store heart sounds in digital format and perform analysis using digital 
processing techniques. A majority of work mainly focused on applying digital 
processing techniques – time and frequency techniques such as FFT, spectral 
analysis, wavelet analysis etc. for analysis, segmentation, classification and 
interpretations of heart sounds and murmurs [3]. From digital signal processing (DSP) 
perspective, the heart sounds and murmurs are complex, dynamic, non-stationary, 
time – series physiological data and more amenable biomedical signal analysis and 
DSP techniques ( time and frequency domain) and extensive work has been carried 
out [ 1 ]and significantly contributed to the hearts sound analysis and murmur studies. 
Computer-aided auscultation techniques provide accurate and objective interpretation 
of the heart sounds for clinical diagnosis. Several algorithms for automatic analysis 
of heart sounds [1, 2] and detection of coronary heart diseases from murmur analysis 
are effective in coronary surgery management. In our research, we model and look 
from a different perspective – the heart sounds and murmurs are audio signals and 
amenable to audio perception during auscultation. We are more interested in audio 
retrieval the hearts sounds that matches the user interface requirements (perceptual 
model) based on psychoacoustic principles for the cardiologists. The task is further 
complicated by the subjective nature of the interpretation of the heart sound and 
murmurs and we also provide quantitative and qualitative reasoning framework with 
visual inspection The traditional database consisting of textual data is relatively easy 
to process when compared with multimedia content and real-time biomedical signals. 
The text processing techniques and query processing algorithms are inadequate 
due to the inherent nature of the multimedia content (text, images, video, and 
audio) and complex data types. With the recent developments in digital signal 
processing (DSP) and multimedia databases and it is now feasible to integrate and 
store heart sounds and murmurs in digital form and audio streams along with 
textual and semistructured (XML) formats in clinical information systems. Recent 
developments Audio Information Retrieval (AIR) [4] and Music Information 
Retrieval (MIR) [5] are successfully implemented in research prototypes [12] and 
commercial applications [13]. These are content-based retrieval techniques based on 
spectral or audio properties are exploit and apply pattern recognition techniques 
using feature vectors and are used for speech recognition, music understanding [12], 
instrument classification, genre classification [12], MIDI and instrument recognition 
and animal sounds [12 ]. Our work [17, 18] and in this paper, mainly deals with 
hearts sounds and murmurs and focus on content-based retrieval of heart sounds and 
murmurs are characterized complex psychoacoustics (e.g., pitch, loudness etc.), 
spectral content (frequency, spectrum, spectral centroid etc.) and at the signal level, 
they are highly complex real time, non-stationary and fall below the threshold of 
the human audio perception. In comparison with speech and music, the heart sounds 
and murmurs are difficult from content-based retrieval perspective and we are 
extending content-based retrieval algorithms and similarity measures. In this 
paper, we also focus on visualization in time and frequency domain, visual 
rendering of hearts sounds and murmurs of their MFCC coefficients and auditory 
user interfaces in which, the cardiologists can submit an audio query and system 
retrieve the ranked list of best matched heart and murmurs files. It also support 
qualitative and quantitative assessment for cardiologists to avoid subjective 
interpretation during auscultation. 
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The paper is arranged as follows. In section 2, we discuss the audio modeling 
framework for heart sounds and murmurs and research related to AIR and MIR. In 
section 3, we propose and show the use of this framework in modeling and analysis 
and its use in user interface or audio browser design. In section 4, we model the 
heart sound and murmurs as a audio retrieval problem and discuss the salient features 
audio retrieval algorithms with clinical heart sound and murmur database. In 
section 5, we discuss the implementation architecture and experimental setup and 
audio information retrieval results and derive performance results. The section 6 
concludes with preliminary research results and future works. 

2   Content Based Audio Retrieval and Similarity Measures   

In this section, we discuss research developments in music information retrieval 
(MIR) and Content-Based Audio Indexing and Retrieval (CBAIR) and techniques 
such a Query By Example (QBE) and Query by Humming (QBH) in MIR and 
CBAIR systems. In general, the research in MIR and CBAIR discusses about the 
different methods to represent musical objects, such as feature-based representation, 
musical parameter-based representation; similarly based retrieval strategies, melody 
or theme based retrieval of musical objects. Content-Based retrieval systems accept 
data type queries i.e. drawing sketch for an image retrieval; or clip of a song for a 
song retrieval; and a video clip or set of images from some video short for a video 
retrieval. Content-Based retrieval allows users to describe the query as what they 
want, so it makes query formulation more comprehensive and easier than key 
word based retrieval [7, 14] and similarity search based on approximate matching 
produce batter results compare to exact matching. For such systems, compact and 
more comprehensive music representation along with more efficient indexing 
structures and retrieval strategies would be main consideration. Music is represented 
written score or music notations, recorded performance and MIDI (Musical 
Instrument Digital Interface) format and are stored in the databases. The listener 
can query using perceived parameter viz., melody and melody extraction algorithms 
are used on the intensity for each note and chord that represent melody. In general, 
the content-based retrieval techniques for music are successfully in many MIR [6] 
and CBAIR systems [4]. In recent years many retrieval systems [5, 15] implemented 
content-based retrieval for music and instruments. The representation of an audio 
object by a template that characterizes the object using feature vectors and uses a 
template in which an audio signal is first divided into overlapping frames of constant 
length then using digital signal processing techniques, for each frame a13-
dimensional feature vector is extracted (12 Mel- Frequency Cepstral Coefficients 
(MFCC) plus Energy) at a 500Hz, and then these feature vectors are used to 
generate templates using tree based Vector Quantizer trained to maximize mutual 
information (MMI) [11]. For retrieval, query is first converted in to template in the 
same way described earlier then for its similarity search template matching is applied 
which uses distance measure, and finally a ranked list is generated based on 
minimum distance. In this system performance of the system with Euclidean distance 
as well as Cosine distance, is also compared, and experimental results show that 
cosine distance performs slightly better than Euclidean distance. The internal 
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indexing structure is B-tree and uses well known clustering techniques and similarity 
search algorithms [12]. Another approach [12] is to represent an audio object is 
characterized by its frame level and global acoustical and perceptual parameters. 
These features are extracted at frame level using signal processing techniques and 
globally using statistical analysis based on frame level features and using musical 
analysis. Frame level features consist of loudness, pitch and MFCCs and analyzed by 
using histogram modeling techniques [22]. For musical objects, musical features (i.e. 
rhythm, events and distance (interval)) are extracted using simple signal processing 
techniques like pitch tracking, voiced and unvoiced segmentation and note formation 
are used for indexing and similarity measures. 

We use the similar techniques and concepts; however, we differ in the 
following ways: 
 

1. The audio objects are heart sounds and murmurs which are characterized by 
time- series data, band-limited (10-400 Hz) and highly non-stationary. 

2. We develop the psychoacoustic model of the heart sounds and murmurs for 
audio query processing which are more intuitive for cardiologists. 

3. The subjective assessment of the doctors by auscultation is supported by both  
qualitative and quantitative reasoning by providing visual inspection of the 
PCG, visual rendering of MFCC coefficients, frequency domain techniques 
(spectrogram, magnitude spectrum etc.) and perceptual features (pitch, 
intensity, rhythm, loudness,  etc.) integrated into auditory user interfaces. We 
address these specific retrieval challenges in which cardiologist will submit 
an audio query – unknown heart sound and murmur in audio browser and the 
system will retrieve ranked audio files with visualization with high degree of 
similarity search and measures. The scope of audio and it retrieval is broad 
and includes speech, music, instruments, natural and man-made sounds and 
in this paper, it refers to the heart sounds and murmurs only and excluding 
other biomedical signals and sounds (e.g., lung sounds). 

3   Psychoacoustic Modeling of Heart Sounds and Murmurs 

Psychoacoustics is the study of the subjective human perception of sounds and 
correlates psychological of the physical parameters of acoustics [1]. Auscultation is a 
highly subjective task and solely depends on the experience and listening skills of the 
cardiologists. The psychoacoustic research model parameters of auditory sensation in 
terms of physical signal parameters and provide a framework and the subjective bias 
is minimized and helps in visual inspection. 

4   Feature Extractions and System Architecture 

The block diagram of feature extraction and query processing is described in fig 1.       
The audio processor and feature extraction is performed by using feature extractor  

tool JAudio and built-in functions of MATLAB and stored in XML format for each 
heart sounds and murmurs in cardio database. The heart sounds and murmurs are  
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acquired using commercial electronic stethoscope (e.g. Littman 400x) and stored in 
the raw audio format. The audio signals are of duration of 10 to 60 seconds and 
sampled at the 11 KHz frequency.  

 

Fig. 1. Feature extraction and query 
processing 

Table 2. Feature vectors (Temporal, spectral 
perceptual, harmaonic and statistical) of heart 
soun and murmurs 
 

The acquired heart sounds and murmurs are processed using feature extractor in 
various features vectors as shown in Table 2. The database contains the frame level 
feature vectors and their values as well as average features at the complete audio file. 
Each audio frame is overlapped with 10ms Hamming window to derive stationary 
signal features and values. Some of the feature vectors have 256 dimension (e.g., 
magnitude spectrum) or 13 dimensions (e.g., MFCC) and may lead the dimension 
reduction problems. The heart and murmurs sound databases is populated with about 
300 heart sounds and murmurs recording from the various internet resources as well 
as clinical settings. The heart and murmur database consist of 30 types of hearts 
disease and cardiovascular pathologies. The system support temporal, spectral, 
perceptual, harmonic and statistical features and highly configurable and 
cardiologists can customize as per the clinical investigation needs. The similarity 
search can performed on the feature vectors and in particular we focus on MFCC 
features and can represent the perceptual features. It is also second order statistics 
and derivatives are useful for segmentation and categorization. The selected features 
are also used for indexing the audio database and helps in ranking to derive better 
performance. 

5   Content Based Audio Retrieval Algorithm  

Firstly, the feature vectors are extracted from the test PCG selected by the cardiologist 
and extract its feature vectors. On a conventional PC, it takes about 5-10 seconds for 
raw audio data of size (1K – 10 Kbytes) of sample of 5-10 second recordings. When 
the raw audio data is large (100-200 Kbytes) and takes about 15-30 seconds and 
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depend on the selection of the feature vector of interest. The similarity measures and 
correlations studies can be performed on the selected feature vectors. In particular, we 
can compare and contract various feature vectors of interest. For example, zero 
crossing ratio (ZCR) is an important feature vector that distinguishes the murmurs 
with normal sounds due to the high frequency noise and sign change. Feature 
extraction is based on a variant of the Melfrequency Ceptral coefficient  (MFCC)  
representation. MFCCs are commonly used in speech recognition systems because 
they provide a concise representation of spectral and perceptual characteristics. The 
MFCCs provide spectral as well as perceptual features and used for song similarity 
search [9]. Each coefficient has a value for each frame of the heart sound and 
murmurs. The changes within each coefficient across the range of various PCG signal 
are examined here. The derivation of MFCCs involves analyzing and processing 
following steps. 

1. Separate the audio signal into frames: The acquired audio signal is divided 
into small frames of duration 20- 40 ms with or without overlap. We 
recommend an overlap of 10% to minimize the transient frame boundaries. 

2. Calculate the amplitude spectrum: By applying the standards FFT techniques 
derive the magnitude spectrum of each frame and identify the major 
frequency components. 

3. Derive log spectrum: Once, we obtain the amplitude spectrum, derive the log 
of the of the magnitude spectrum for each frame. 

4. Obtain Mel Scale: Convert the log spectrum to the Mel scale to model the 
human auditory perception. 

5. Apply Discrete Cosine Transform (DCT): Apply the DCT on the Mel scale 
and derive the MFCC coefficients. 

 

(1) 

 

(2) 

 

(3) 

 

(4) 
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(5) 

 
η = δ + ξ (6) 

 

Fig. 2. Auditory user interface 

The template matching is carried out to detect and locate the reference PCG from 
the input PCG. Retrieval strategies assign a measure of similarity between an 
audio query and audio file in the hearts and murmur databases. These strategies are 
based on simple notion that more often terms found in both the audio object and the 
audio query, the more relevant the audio document is seem to be the query. 
Mathematically, a retrieval strategy is an algorithm that takes query Q and set of 
documents D1, D2…Dn, and evaluates the similarity coefficient (SC) for each 
document in the database. Both t h e  audio query and each audio object are 
represented as vectors in terms of n-dimensional space. A measure of similarity 
between the query and each object in the database is computed on the basic notion of 
the vector space model. This model shows that query is transformed into a feature 
vector q, now search engine finds the most relevant audio file for the entire database 
that contains documents (objects) as features vectors d1, d2…dn. This model 
involves the construction of vectors representing the salient features of objects, so 
similarity between two objects is determined by measuring the closeness of two 
vectors in space; this is done by computing distance between two vectors. Now 
relevance between two audio objects is to know how closely they are located in n-
dimensional space and measures Euclidean distance or Cosine distance or both 
using equations 1,2 and 3. Histogram modeling of MFCC is also very useful 
parameter audio retrieval modeling. There is one limitation of this technique that is, 
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its retrieval complexity is linear O (n) where in the number of objects in the 
database; linear complexity works efficiently for small databases but for very large 
databases linear complexity is not good. To get rid of this problem k-mean 
clustering techniques can be used for better retrieval performance. 

5.1   Auditory User Interface  

The cardiologists prefer to interact with the system in an intuitive manner and exploit 
their domain knowledge of phonocardiography and cardiovascular disease. The 
user interface prototype (fig. 2) is implemented in Java and Matlab with SQL 
database to store heart sounds and murmurs in the backend database. The 
cardiologists can select and plot the heart sounds and murmurs as function of time  
i.e., time series data and can identify start of S1, end of S2, duration of diastole 
or systole, amplitude and related parameters. The cardiologists can perform visual 
inspection and easily detect the murmurs and derive murmurs characteristics. The 
user interface prototype also supports the visual rendering of the frequency domain 
parameters. For example, the spectrogram of diastolic rumble and early systolic 
murmur is rendered and clearly distinguish two spectral components of the two 
murmurs. It also characterizes each signal in frequency and pitch of the heart 
sounds. In particular the heart sounds and murmurs which are difficult only with 
auscultation. Another novel feature supported in the user interface is visual rendering 
of MFCC coefficients (13 dimension) and beat frequencies which clearly shows 
marked differences that characterize the critical bands and more useful for 
cardiologists. Another unique feature of the user interface is that the cardiologists 
can submit the audio query i.e. the unknown heart sound and murmur and system 
will recommend a list of ranked heart sounds and murmurs with similarity 
measures. The cardiologists can listen and play the heart sounds and murmurs and 
refine the query for resubmit them. 

6   Conclusions and Future Work 

In this paper has discussed a content based retrieval of heart sounds and murmurs 
based on psychoacoustic principles. We showed that MFCC and similarity based 
search algorithms are adequate for heart sound and murmur retrievals. MFCC feature 
vectors and various techniques of similarity measures are discussed for pattern 
matching of PCG signals. Search accuracy of histogram matching is tested and 
useful and initial results encouraging. We also observed that MFCC based histogram 
for content based heart sound retrieval is more efficient and accurate. The future 
work is refine the content based algorithms in particular ranking terms and validate 
the experimental results with cardiologist. 
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Abstract. The increasing complexity and sophistication of data center applica-
tions demands new features in the data center designs. With the deployment of 
large range of applications, there is a demand for low latency and high through-
put from the underlying network infrastructure. This resulted in many Data 
Center Network (DCN) designs. There are class of designs for DCN called 
server-centric-networks, where routing is done by server rather than interme-
diate switches. BCube and DCell are two such designs.  These designs use 
source routing for communication. The symmetry and hierarchy in their design 
enable source to compute the entire path to the destination. The current imple-
mentation of DCell uses addresses other than IP address for addressing the 
servers and switches.  In this paper, we provide a new implementation for DCell 
called DCell-IP using IP address hierarchy. Since IP addresses are also symme-
tric and hierarchical, we eliminate the need for using new scheme for address-
ing servers and intermediate switches. This also eliminates the need for translat-
ing design specific addresses to IP addresses during the routing.   

1   Introduction 

Applications deployed on DCN are often bandwidth intensive. This resulted in many 
designs providing sufficient bandwidth at all the levels [1, 2, 3, 4]. These architectures 
are either variant of multi-rooted tree or hyper cubes. DCell [5] and BCube [6] use 
multiport servers along with COTS mini switches to support large number of servers. 
In these designs routing is performed by servers. Fat-tree [7] is an example for multi-
rooted tree-like design. Large DCN are build with these designs using only commodi-
ty switches. Further, these designs address shortcoming of conventional tree-like  
design [8]. Conventional tree- like design introduces oversubscription at higher levels 
in order to reduce the total cost.   

DCell is a server-centric design where routing is done by servers rather than 
switches. In DCell, the source constructs the path to the destination and uses this path 
for source routing. Problem with the current implementation of DCell is – it uses the 
addresses other than IP address for addressing the servers and the intermediate 
switches. Further, during the actual transfer, these addresses are changed to IP address 
as data transfer uses Internet standards for communication. 

In this paper, we propose new implementation for DCell called DCell-IP using IP 
address hierarchy to eliminate the need for new addressing scheme without changing 
the original design. Our design DCell-IP eliminates the mapping of DCell address to 
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IP address, which in turn eliminates the need for changing the packet content. This re-
sulted in improving the performance of routing. Moreover, DCell-IP reduces number 
of intermediate switches and connections.  

We demonstrate using our new implementation, construction of DCell-IP using on-
ly IP addresses and directly using source routing feature of IP for routing. Also, we 
are not modifying the any packet content during packet transfer.  The rest of the paper 
is organized as follows. The section 2, original design of DCell is explained briefly. 
Proposed implementation for DCell is given in the section 3. Comparison of proposed 
implementation with the existing one is done in the section 4. Details of experiments 
conducted and results obtained are given in the section 5. Finally, we conclude with 
the section 6. 

2   Original Implementation 

In this section, we give brief outline of the design DCell which solves inherent prob-
lem with the IP and Ethernet with respect to scaling. DCell is a recursive defined 
structure.  DCell0 is the basic building block for constructing larger DCellk. 

DCell0 is consisting of n servers and a mini switch. All the servers of DCell0 are 
connected to a mini switch. DCell1 is constructed from n+1 DCell0. In DCell1, each 
DCell0 is connected to all other DCell0 with one link for each DCell0. Construction of 
DCell1 from n+1=5 DCell0s is showed in the Fig-2(A). DCell1 connects 5 DCell0s as 
follows. Each server is assigned a tuple [a1, a0], where a1 and a0 are the level1 and lev-
el0 IDs respectively in the range [0,5] and [0,4] . Two servers with addresses [i, j-1] 
and [j, i] are connected with the link for every i and j > i. In a similar fashion, DCellk 
are constructed from lower DCellk-1s. Hierarchy of DCell is defined in terms of gk, de-
fining number of DCellk-1s in DCellk and tk, defining number of servers in DCellk, 
where gk = tk-1 +1 and tk = gk * tk-1 

DCell uses a simple and efficient source routing for data transfer. For two nodes 
src and dst in the same DCellk but on different DCellk-1, intermediate link (n1, n2) con-
necting these two DCellk-1 is determined. Thus the path will be from src to n1 and n2 
to dst. Again, the paths from src to n1 and n2 to dst are determined recursively in the 
similar fashion. 

3   DCell Using IP Address 

The traffic analysis for DCN suggest ON/OFF behavior pattern [9,10]. An application 
running on a machine may need to refer many other applications that are spread 
around the DCN. Thus, efficiency of the routing greatly influences the overall per-
formance of DCN. DCell incurs additional overhead for address mapping and packet 
modification. This reduces the routing performance. In this section, we propose 
DCell-IP which eliminates the above overhead and improves the routing performance.  

Classless Inter Domain Routing (CIDR) and Variable Length Subnet Mask 
(VLSM) help to create different size networks using hierarchy in IP address. CIDR 
and VLSM helps in better utilization of IP address space as allocation of IP addresses 
often follows topological significance [11]. We use this feature of IP address for im-
plementation of DCell-IP. 
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3.1   Defining Different Levels 

As in original DCell implementation, we number each server in DCell-IPk with  
<akak-1…a0>. But, instead of using different address format as in original implemen-
tation, we embed the address information inside IP address. We explain in this sec-
tion, the mechanism for assigning addresses to servers in different levels of DCell-IP. 
For this we denote X to denote an octet of IP address and x to denote a bit in octet. 
Servers and the interfaces connecting to switches at different levels are assigned IP 
address of the form 10.2.xxxxxxxx.X. The last octet of IP address is used for address-
ing the servers and the intermediate connections. We choose remaining three octets to 
define each level. This is illustrated in the Fig-1. 

 

Fig. 1. Defining levels using recusrive format of IP address 

3.2   Constructing Different Levels  

In DCell-IP, we connect servers of DCell-IP0 to TOR switch and TOR switches to 
other switches at different levels instead of connected servers to switches as in origi-
nal implementation. We made this change because conventional networks favors mul-
ti-port switches rather than multi-port servers. This arrangement also reduces latency 
by one hop compare to original implementation. The major advantage we gain from 
this modification is, we are able to check the double exponential growth of DCell 
construction. This is turn enables us to encode DCell address inside IP address which 
is of 32 bits in size. We illustrate this with example. Original implementation of 
DCell3 will have 1,76,820 servers. Next level, DCell4 will have 1,76,821 DCell3s and 
total of 1,76,820 * 1,76,821 servers. Not just any data center need these many servers, 
but it is also difficult to encode addresses above DCell3.  

To overcome this problem, we used DCell-IP0 as basic building blocks, instead of 
servers of DCell-IP0. For n=4, DCell-IP1 will have 4+1=5 DCell-IP0s. The Fig-2 bet-
ter illustrates the differences between original implementation and our proposed im-
plementation using IP address hierarchy. We give detail comparison for two imple-
mentations in the section 4. 

Recursive structure of DCell-IPk is defined similar to original implementation of 
DCell using gk and tk . But gk and tk are defined in terms of DCell-IP0 instead of serv-
ers in DCell-IP0. More specifically, our new implementation considers TOR switches 
as the components for defining gk and tk.  We explain this with an example. In original 
implementation, DCell2  have 21 DCell1s since each DCell1  have 20 servers. Whereas 
DCell-IP2 will have 6 DCell-IP1s since DCell-IP1  have 5 TOR switches. Thus, 
DCell-IP3 will have 421 DCell-IP2. These 421 DCell-IP2s contain 1,76,821 switches 
supporting 7,07,284 servers. Modern data centers will not be having these many serv-
ers in present scenario. Also, at present 48-port and 64-port switches are often used in 
data centers.  In general, with  n-port switch we can support (n-4) * 1,76,821 servers. 
For n=48 or n=64, this is going to be a very large number. Thus, through our new  
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implementation, we are restricting the design of DCell-IP to only 4 levels. This 
enables us to encode the DCell addresses inside IP address. The last octet of IP ad-
dress is reserved for addressing interfaces of TOR switches of DCell-IP0s. These in-
terfaces are used for connecting servers and TOR switches of higher DCell-IPs. We 
use remaining three bytes of IP address for defining levels.  

 

Fig. 2(A). Original Implementation of DCell          Fig. 2(B). DCell uing IP address Hierarchy 

For better understanding we use n=4, but our new implementation works for any 
value for n. Only factor the n decides is, number of bits to be used for encoding each 
level. For n=4, as DCell-IP1 have 5 DCell-IP0s, we use 3 (23=8) bits to encode level1. 
The last three bits of third octet is used for encoding level1. Next, as DCell-IP2 have 
21 DCell-IP1, we use next 5 (25=32) bits for defining level2. Finally, as DCell-IP3 
have 421 DCell-IP2s, we use next 9 (29=512) bits for defining the level3. The ar-
rangement of encoding DCell address inside IP address is shown in the Fig-1.    

3.4   Routing in DCell-IP  

We use similar algorithm to determine the path from source to destination as in origi-
nal implementation. But after determining the path, we embed the path information 
inside IP address and directly use source routing feature of IP for data transfer. The 
new routing algorithm is given in the Algorithm-1. For the source 10.0.17.1 
(10.0.00010001.1) and destination 10.0.25.2 (10.0.00011001.2), respective <a2, a1>  
and  <b2, b1> are <2, 1> and  <3, 1>.  Original DCellRouting  for <2, 1> and <3, 1>  
gives the path (<2, 1>,<2, 2>,<3, 2>,<3, 1>).  Encoding the path with IP address 
gives the path (10.0.17.1, 10.0.18.0, 10.0.26.0, 10.0.25.2).  

We use this path directly in source routing for data transfer. Thus without using 
DCell addresses we perform the source routing from source to destination. This not 
just eliminates the need for mapping DCell address to IP addresses during data trans-
fer but also eliminate the need for modifying the packet to include DCell header. 

Next, to enable TOR switch to select the next hop during the data transfer we fol-
lowed the symmetry in assigning the addresses for interfaces of TOR switch. 
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                                  Algorithm 1: New source routing for DCell      
                         DCellRoutingIP (Saddr, Daddr) 
                         Input: Saddr (Source Address), Daddr (Destination Address) 
                         Output: Path from Saddr to Daddr 

1.    Mask last eight bits of Saddr, Daddr 
2.    Extract bits 24-16, 15-11 and 10-8 of Saddr into A <a3, a2, a1> 
3.    Extract bits 24-16, 15-11 and 10-8 of Daddr into A <b3,b2, b1> 
4.    Call  DCellRouting (A, B) /* Call to original DCell Routing */ 
5.    Encode the Path returned from DCellRouting in IP address. 
6.    Return encoded path in IP address format. 

                            
This is given in the Table-1. If first four bits of IP address are used for assigning ad-
dresses to servers connected to DCell-IP0, then fifth bit set along with mask up to fifth 
bit of fourth octet is used for addressing the interface connecting the switch at level1. 
Similarly, sixth bit set along with the mask up to sixth bit of fourth octet is used for 
interfaces connecting switch at level2. Similar pattern is continued for assigning ad-
dresses to the interfaces connecting further levels.  The intermediate switch is selected 
through the interfaces through which TOR switch of DCell is connected, which in 
turn determined through the bits corrected.     

Table 1. IP/Mask for interfaces of TOR switch 

IP/Mask Address Range Assigned To 

10.0.X.0/29 10.0.X.1     – 10.0.X.6 For DCell0 servers 

10.0.X.0/29 10.0.X.17   – 10.0.X.30 Switches at DCell1

10.0.X.0/29 

10.0.X.0/29 

10.0.X.0/29 

10.0.X.33   – 10.0.X.62 

10.0.X.65   – 10.0.X.126 

10.0.X.129 – 10.0.X.254 

Switches at DCell2

Switches at DCell3 

Switches at DCell4

4   Comparisons 

We compare our implementation of DCell with the original implementation. The Ta-
ble-2 summarizes the advantages of our new implementation against the original im-
plementation.  

Not just our new implementation eliminates the need for maintaining and mapping 
DCell address to IP address but also reduces total number of switches and intercon-
nections at intermediate levels. Our implementation also eliminates the need for mod-
ifying the packet header to include the DCell header. Finally, as servers connected to 
TOR switch at DCell-IP0  are assigned IP addresses in the same broadcast domain, we 
reduce total path length by one hop. This is because, once the packet reached the des-
tination DCell-IP0, it is broadcasted to reach all the servers connected to DCell-IP0. In 
the original implementation, if server connecting to different DCellks and destination 
servers are different and when the packet reaches the first, it will be forwarded to the 
switch connecting them and from there to destination. 
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Table 2. System Comparison 

 Addressing  

Scheme  

Routing Address 
Translation 

Switches at   
Level k 

Interconnection 
at Level k 

DCell      DCell       
Addresses 

DCell Source  
Routing 

O (tk)
1 O (gk)

1 O (tk * gk)
1 

DCell-IP   IP Addresses IP Source Routing O (tk)
2 O (gk)

2 O (tk * gk)
2 

      
  1 – Defined in terms of number of servers 
  2 – Defined in terms of number of TOR switches  

5   Experiments 

Experiments are conducted using NS3 simulator. For better comparison, three imple-
mentation of DCell is done. For this DCells of different levels with n=4 are con-
structed. In the first implementation, OSPF is used as routing protocol. In the second 
implementation, original DCell Source Routing (DSR) is used for routing. In the third 
implementation, our proposed source routing using IP address hierarchy is used for 
routing. For simulation, we used Intel® Core2™ Duo CPU E8400 @3.00 GHz pro-
cessor with 512 KB cache and 4 GB RAM, running Laughlin GNU/Linux 2.6.35. 

5.1   Memory Usage 

For measuring memory usage profiling is done using valgrind. For this, we con-
structed DCell3 for n=4 supporting 256 servers. Total memory used by different im-
plementation is given in Fig-3. Analysis of the snapshot indicated the peak usage of 
memory during the data transfer and it is the routing algorithms that use large memo-
ry. The graph in the figure indicates that OSPF is using large memory and memory 
usage is considerably reduced with the DSR. We achieved still less memory usage 
through our new implementation.   

This improvement is a result of our design avoiding necessity of mapping DCell 
addresses to IP addresses during every packet transfer. Next, we recorded peak mem-
ory usage for each implementation for different levels of DCells. The graph in Fig-4 
gives indication for increase in memory requirements for different DCell implementa-
tion supporting large number of servers. 
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5.2   Route Delay 

To demonstrate the efficiency of different routing algorithms, we constructed a large 
topology consisting of 1024 servers. We used flow monitor feature NS-3 to measure 
the delay. We used bulk-send application as traffic generator and each node sending 
data of 500 Mbps. Following is the benchmark suite used for measuring performance. 

• All-to-all: Every node is sending traffic to every other node. 
• Stride(i): A host at x DCell0 of y DCellk is sending traffic to host at x+i 

DCell0 of y+i DCellk. 
• StaggeredProb ( Level3P, Level4P): A host at x DCell0 is sending traffic to 

host at y DCell0, where x and y belongs to same Level3 with the probability 
of Level3P. Next, host at x DCell0 is sending traffic to host at y DCell0, 
where x and y belongs to same Level4 with the probability of Level4P. Final-
ly, host DCell0 is sending traffic to host at arbitrary DCell0 with the proba-
bility (1 – Level3P + Level4P). 

 

The Table-3 gives the average delay for all the flows in respective scenario for three 
implementations. Our proposed routing algorithm works better compare to original 
implementation as it does not need translation of DCell address to IP address at every 
hop thereby avoiding the modification of packet to include DCell header. To substan-
tiate our claim we measured the time for selecting path from source to destination for 
all three implementations. The result is given in the Table-4. 

We simulated all-to-all traffic for different size DCells and measured the time tak-
en for each flow to compute the path to the destination. We sum them all to obtain the 
result. For OSPF, we measured the time taken for routing tables to converge. 

Table 3. Average in seconds for each flow  

Traffic DCell-IP DCell OSPF 

All-to-All 0.0628 0.0631 0.1031149 

Stag-Prob(3,2) 

Stag-Prob(5,3) 

Stride(4) 

Stride(8) 

Stride(16) 

0.02113 

0.02242 

0.02198 

0.02360 

0.02406 

0.02006 

0.02186 

0.02067 

0.02140 

0.02253 

0.0331219 

0.0362820 

0.0304013 

0.0310824 

0.0332413 

    

Table 4. Delay in seconds for computing route 

No of  Nodes DCell-IP DCell OSPF 

        16 

        64 

      128 

      256 

    1024 

0.82 

1.05 

1.26 

2.09 

10.57 

0.93 

1.26 

1.68 

2.62 

11.74 

1.05 

3.23 

12.21 

73.15 

3967.91 
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6   Conclusions 

In this paper, we proposed a new implementation for DCell. Our proposed implemen-
tation used IP address hierarchy to encode the DCell addresses.  We all together elim-
inated the need for new addressing scheme as in original implementation. We 
achieved this using the hierarchical nature of IP address. As construction of DCell is 
hierarchical and symmetrical and also is construction of subnet and supernet ad-
dresses, we embedded the DCell addresses inside the IP address. This not only elimi-
nated the need for new addressing scheme but also resulted in simpler source routing.  

Through our new implementation we transformed DCell from general Hypercube 
to pure networking entity. We used only IP address for servers and intermediate 
switches and use source routing of IPV4 for communication. The results obtained 
showed improvement in performance of routing with respect to original implementa-
tion of DCell as our proposed design eliminates the need for mapping DCell address 
to IP address during every packet transfer. 
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Abstract. Organizations which look forward to expand its customer base focus 
heavily on customer relations. To retain customers, it is important to ‘know the 
customers’ and this paves the way for Customer Relationship Management 
(CRM). All such organization needs the privacy of customer information that is 
being handled by various stakeholders. There are numerous statutory and regu-
latory requirements that mandate the CRM vendors, who provide hosted CRM 
applications, to ensure data security and data privacy. 

Despite all these numerous regulations by various enforcement bodies, an 
assuring solution addressing the concern of various organizations to adapt the 
hosted CRM solution prevails. Few of the concerns are: 

a. Organizations outsource security management to a third party that hosts 
their IT assets (loss of control).[2] 

b. With multi tenancy as one of the major characteristics of cloud model, the 
organizations are unsure of the strength of security controls exercised. [2] 

c. The lack of documented security assurance processes and procedures by 
the cloud providers. [2] 

d. Hosting of relatively valuable assets on publicly available infrastructure 
increases the probability of attacks. [2] 

For business organizations to move their data on the cloud, it is critical for the 
end users to have a reassurance on the security of the data. An effective means 
to achieve this is to encrypt or mask the data even before it is streamed to the 
cloud.  

This implies that the vendors offering the hosted CRM system could also 
provide the technology to encrypt or mask the critical fields as an Out-Of-The-
Box (OOTB) feature. While the Cloud Service Providers assure that the data in 
their databases comply with various statutory regulations to protect the raw da-
ta, this feature further offers to the end users the necessary empowerment to 
protect the data that is critical for them. 

1   Introduction 

For every organization, the prevailing market scenario cannot over emphasize the 
need to manage the customers in the best possible manner. Customer Relationship 
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Management refers to methodologies and technologies that enable the business organ-
ization for customer acquisitions, retention and extension. [3] 

Data security and data privacy are critical areas where the organizations want to 
take adequate measures. Though data security and data privacy may be related, they 
have different meanings. Data security is the ability of a system to protect information 
and system resources with respect to confidentiality and integrity. Data privacy relates 
to digital collection, storage and sharing while adhering to the statutory regulations 
involved subject to the industry domain and the geographical location. 

Currently, security and privacy parameters are evaluated in an ad hoc basis accord-
ing to the requirements of the customers. For example, a customer may be interested 
in knowing [4]: 

a) How customers’ data are protected from an unauthorized access? 
b) How is data privacy ensured? 
c) What are the security policies and how often have they changed in the 

past?  

As the security and privacy policies differ from each cloud service provider and are 
not standard, the risk of the cloud provider’s not adhering to the statutory norms to 
secure the privacy of their customers’ data prevails. 

The lack of a standardized approach for establishing security and privacy metrics 
and enforcing them on the cloud adds to the apprehension and therefore, business or-
ganizations hold the plans of moving to cloud. [4] 

2   Various Prevailing Options Available to CRM Vendors  

To enable the organizations know their customers, IT plays a pivotal role in CRM. 
CRM application vendor giants like Oracle®, SAP®, SFDC®, Microsoft® and Am-
docs® have developed software that enables an organization to capture and analyze 
the marketing trends, purchasing behavior of customers and potential opportunities 
and threats, by providing an effective means of maintaining CRM database. While 
CRM applications can be deployed within the premise, the impelling trend is to opt 
for a hosted solution because of the cost-benefit analysis ratios. 

2.1   Prevailing Scenario 

Despite efforts from various cloud service provider, and the organization using their 
service to ensure data security and privacy, the data still continues to remain raw and 
therefore prone to be misused. There are very few third party vendors and cloud pro-
viders who offer data encryptions or masking feature; and most of these vendors offer 
it as a premium feature that is completely absent in the OOTB software. 

2.2   Implications with the Prevailing Approach 

The ownership of data encryption or masking on the cloud or via a third party vendor 
is yet to be proven. The reason being, that the data is still available in raw format and 
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an entity with malefic intent may gain access to it. This only gives data security a new 
garb instead of eliminating the threat. In addition to this, the possibility of data theft 
by use of crawlers is to be studied too. Finally, these features are inherent with addi-
tional overheads as ‘premium features’, that too from third party vendors and not 
through the package vendors. 

2.3   Alternative Approach to Data Security for Hosted CRM Applications 

A potential approach would be for the CRM application vendors to provide data  
encryption or masking technique at field level as an OOTB feature. The field level 
encryption eliminates the complexity involved in encrypting and decrypting the com-
plete dataset in the application. With this feature, the organizations would not only re-
duce their investment on IT, but also have a reliable means to achieve data security. 

3   Recommendation 

At the outset a consortium needs to be established to define the relevant standards and 
protocols, as-well-as to assist the CRM application vendors to understand the evolv-
ing need and trends in the data management by the end users. This consortium would 
also be responsible to make recommendations around the framework to be used/ im-
plemented by the vendors. This would not only offer standardization, but also ensure 
basic level of acceptable security being offered by the application vendor. 

3.1   Approach 

Based on the consortium’s guidelines, a standard has to be evolved detailing the vari-
ous levels of criticality for fields of interest, guidelines around encrypting or masking 
these fields (their dos and don’ts) and an approach to implement this in an efficient 
and effective manner. The consortium’s guidelines should help in directing the organ-
izations for regulatory compliance as it is the responsibility of the organizations for 
security and integrity of the data and not that of the cloud service provider. [1] 

Based on these recommendations from the consortium, CRM vendors should offer 
the user the empowerment to not only choose the fields that may be critical to the or-
ganization but also define the degree of protection for these fields. This should then 
invoke a set of encryption or masking algorithms - depending on the severity and crit-
icality of the data. The CRM applications should give the end users the option to se-
lect the fields, either during installation and configuration or through administrative 
privileges, to be encrypted or masked. 
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3.2   Implementation Approach 

 

Fig. 1. End User’s Perspective 

The end user defines the field sets for encryption or masking based on the criticality 
of the data. The CRM application should select appropriate encryption or masking al-
gorithms based on the desired level of protection of the fields and thus, encrypt the 
data before streaming it onto the cloud. 

3.3   Benefits 

With data encryption or masking being offered as an OOTB feature, the end user can 
potentially expect that, 

a. The CRM applications to be configurable in a manner that the fields to be en-
crypted or masked can be identified a priori - as this would be highly end user 
driven. 

b. The field level encryption eliminates the complexity involved in encrypting and 
decrypting the complete dataset in the application. 

c. There can be reasonable assurance on the data streamed to cloud via the internet 
to be secure. 

d. The end user’s investment on IT infrastructure and private cloud could be 
avoided.  

4   Conclusion and Future Scope of Work 

While this paper suggests an approach, the CRM vendors will have to come up with 
the implementation methodology as-well-as technology, that best suits the end user 
requirements to encrypt or mask the data at field level, and provide a simple Graphi-
cal User Interface (GUI) for end users to comprehend the feature. 

End User with necessary privileges selects the fields 
to be protected through GUI 

End User selects the degree of protection required for 
these fields through GUI 

A trigger/ event invokes relevant algorithms to  
encrypt or mask the fields 

Encrypted data is streamed to Cloud 
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Data confidentiality is one of the key concerns for end users to move towards 
cloud. With this approach, the organizations can host the CRM application on the 
cloud with reinforced degree of confidence. 
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Abstract. In this paper, we present an accurate method of detection of Alzhei-
mer’s disease using a minimal number of voxel-based morphometry features 
obtained from the brain MRI scans. The problem of early detection of AD is 
formulated as a binary classification problem and solved using an extreme 
learning machine classifier. The functional relationship between the voxel-
based morphometry features extracted from magnetic resonance images and 
Alzheimer’s disease is approximated closely using the extreme learning ma-
chine classifier. Since, the extreme learning machine is computationally effi-
cient and provides a better generalization ability, Principal Component Analysis 
along with the Extreme Learning Machine classifier (referred to here as the 
PCA-ELM classifier) is used to select the minimal set of morphometric features 
from the brain MRI images for Alzheimer’s disease detection. Performance of 
the PCA-ELM classifier is evaluated using the Open Access Series of Imaging 
Studies (OASIS) data set. The results are also compared with the well-known 
support vector machine classifier. The study results clearly show that the PCA-
ELM classifier produces a better generalization performance with a minimal set 
of features.  

1   Introduction 

Dementia is a clinical syndrome characterized by a significant loss or decline in 
memory and other cognitive abilities. Alzheimer’s Disease (AD) is the most common 
cause for dementia in elderly persons and is a progressive, neuro-degenerative disord-
er that leads to memory loss, problems in learning, confusion and poor judgment. Ear-
ly detection of AD will help in slowing down its progression. One can detect AD by 
performing a brain autopsy which is an invasive technique. Another way of detecting 
AD is by performing brain imaging. Magnetic Resonance Imaging (MRI) is one of 
the most important brain imaging technique that provides an accurate information 
about the shape and volume of the AD brain. 
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Typically, two major ways of extracting the features from the MRI scans are: the 
Regions-of-Interest (ROI) approach and the whole brain morphometric approach.  
The morphometric approach focusses on an automated whole brain analysis, whereas 
ROI approach concentrates on specific brain regions identified by manual tracing. 
Hence, its performance is influenced by human error in the tracing. Among different 
morphometric approaches, Voxel-Based Morphometry (VBM) is well-known [1, 2]. 

In this study, we use the VBM approach which identifies those significant areas 
with an increase in gray matter density in the normal persons relative to the AD pa-
tients by performing the following operations, viz., unified segmentation, smoothing 
and statistical testing. From the VBM identified significant areas (voxel locations), 
the gray matter tissue probability values are extracted as AD features. 

Application of machine learning methods is becoming popular for detection of AD 
using MRI. There has been a growing interest in using Support Vector Machines 
(SVM) for AD classification [4, 9]. The application of ANNs for AD detection have 
been reported in [5, 14]. In [5], models such as Multi-layer Perceptron (MLP) and k-
nearest neighbor (k-NN) were used. Another related study is reported in [14], where 
Radial Basis Function Networks (RBF), Learning Vector Quantization Networks 
(LVQ) and Probabilistic Neural Networks (PNN) are used. The computational efforts 
for training high dimensional features and sample imbalances influence the accuracy 
of AD detection using the above mentioned methods. In addition, the learning process 
is computationally intensive. 

AD detection using the method of Principal Component Analysis (PCA) has been 
reported in [10, 17]. In [10], high dimensional features extracted using VBM are re-
duced using the PCA and the reduced features were then used for a sequential detec-
tion scheme of AD using a Self-adaptive Resource Allocation Network (SRAN) clas-
sifier [15]. To approach the problems associated with high dimensional features, a 
computationally lesser intensive, Extreme Learning Machine (ELM) classifier for AD 
detection is used in this paper. 

ELM is a fast learning algorithm which makes use of the Single Hidden Layer 
Feed-forward Neural Network (SLFN) [8]. In ELM, the hidden node’s parameters are 
randomly generated and the output weights are analytically determined. Recently, 
various improved versions of the basic ELM have been developed for solving classi-
fication problems. A complete review on ELM with its different variants along with 
their different applications can be found in [7]. 

 In this study, the MRI volumes of 30 mild AD to moderate AD patients and 30 
normal persons from the publicly available Open Access Series of Imaging Studies 
(OASIS) data set have been used [12]. The gray matter tissue probability values ex-
tracted from the voxel locations of significant areas identified from the VBM ap-
proach are used as features. First, we investigate the performance of the ELM classifi-
er with all the features. Next, an approach of employing ELM classifier with a 
reduced set of morphometric features obtained by the PCA method is presented. Per-
formance comparison studies of PCA-ELM and SVM classifiers are also presented 
and the study results indicate that the PCA-ELM classifier achieves better generaliza-
tion with lower number of features.  

The paper is organized as follows: Section 2 describes the AD detection problem. 
Section 3 presents the feature reduction using the PCA method and classifications 
based on ELM/SVM. Finally section 4 summarizes the conclusions from this study.  
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2   Alzheimer’s Disease Detection Problem  

This section presents a brief description of the data used, the feature extraction using 
the VBM approach and also a brief review of the ELM classifier.  

2.1   Materials 

In our study, the publicly available OASIS data set has been used [12]. OASIS data 
set has a cross-sectional collection of 416 persons covering the adult life span, aged 
between 18 to 96 including individuals with AD in an early-stage.  The data includes 
218 persons aged between 18 to 59 years and 198 persons aged between 60 to 96 
years. Of the 198 older persons, 98 had no AD i.e with Clinical Dementia Rating 
(CDR) of 0, 70 persons have been diagnosed with a very mild AD (CDR=0.5), 28 
persons are diagnosed with mild AD (CDR=1) and 2 persons with moderate AD 
(CDR=2). In our study, we have not considered the 70 very mild AD patients and 
have concentrated only on 30 mild and moderate AD patients. For normal persons we 
have used 30 (out of 98) persons to maintain a sample balance in performing group 
analysis using VBM. 

2.2   Feature Extraction 

A feature extraction approach based on the VBM method is employed in this work 
[11]. VBM is a fast and fully automated approach to identify the regional gray matter 
differences between the brains of normal persons and AD patients [1]. The steps in-
volved in our VBM approach are: unified segmentation, smoothing and statistical 
testing. The unified segmentation step is a generative modeling approach, in which 
tissue segmentation, bias correction and image registration are combined in a single 
model [2]. The segmented and registered gray matter images are then smoothed by 
convolving with an isotropic Gaussian kernel. Here, a 10 mm full width at half-
maximum kernel was employed. After performing the unified segmentation and 
smoothing steps, statistical tests were conducted finally. Statistical testing uses a gen-
eral linear model which is based on the random Gaussian field theory [6]. In our sta-
tistical testing, estimated total intracranial volume is used as the covariate in the de-
sign matrix of the general linear model. Also a two-sample t-test is performed on the 
smoothed images of normal persons and AD patients and a multiple comparison cor-
rection method, namely, family wise error with a P<0.05 has been applied.  

From this unified VBM approach, significant areas with an increase in gray matter 
density in the normal persons relative to the AD patients are obtained. From the voxel 
locations of these significant areas, gray matter tissue probability values are extracted 
as features.  

The problem of AD detection can be formulated as a binary classification problem 
and the objective of the classification problem is to accurately identify the functional 
relationship between the extracted features from the significant voxel locations and 
the class labels. In this paper, we employ the ELM classifier to approximate this func-
tional relationship. 
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2.3   A Brief Review of the Extreme Learning Machine Classifier 

ELM is a single hidden layer feed forward neural network where the input weights are 
chosen randomly and the output weights are calculated analytically. ELM employs 
any continuous/discontinuous non-linear function (possible functions are sigmoidal or 
Gaussian or hard-limiting function) as an activation function in the hidden layer and a 
linear activation function in the output layer. In this paper, we use the Gaussian func-
tion as an activation function in the hidden layer. The architecture of ELM network is 
shown in Fig. 1. 

 

Fig. 1. ELM Network 

Let   be the center and  be the width of jth Guassian neuron. For a 
given input , the output of ELM classifier  with K hidden neurons is given by 

           

(1)

 

where   is the output is the output weight connecting jth hidden neuron and an out-

put neuron  is the output of jth Guassian neuron and is defined as 

                  

(2)

 

The output of ELM classifier given in Eq. (1) can be written in matrix form as 

        (3)  

where  is an K x N output matrix, which is defined as 
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In the ELM algorithm, the centers ( ) and widths ( ) of the Gaussian function pa-
rameters are chosen randomly for a given number of hidden neuron (K). By assuming 
that the predicted output is equal to the coded labels y, the output weights   are 
estimated analytically as 
 

        (4) 
 

where  is the Moore-Penrose generalized pseudo-inverse of the hidden layer output 
matrix ( ). 

In summary, the steps in developing the ELM classifier are: 
 

• For a given set of training samples  , select the number of hidden 
neurons; 

• Select the centers μ  and widths  for the Gaussian functions randomly. 
Then, calculate the output weights   analytically as in :  

• If the predicted output ( ) from ELM is greater than zero then the sample is 
considered to belong to an AD patient. If it is below zero then it belongs to a 
normal person. 
 

In the ELM algorithm, the number of hidden neurons are chosen arbitrarily. In this 
paper, we use a constructive and destructive procedure described in [16] to select an 
appropriate number of hidden neurons required to approximate the decision function. 
Next, we evaluate the performance of the ELM classifier and compare the results with 
a standard Support Vector Machine (SVM) classifier based on the complete set of fea-
tures obtained from VBM method. 

2.4   Performance Evaluation Based on the Complete Set of Features 

In our study using both the ELM and SVM classifiers, 75% and 25% samples are ran-
domly chosen for training and testing for each trial. All the implementations and  
simulations for the ELM and SVM classifiers are carried out in a MATLAB 7.9 envi-
ronment running in an Intel Xeon, 2.33 GHz processor. SVM experiments are carried 
out using the libSVM software package [3]. The input features are normalized in the 
range of [-1, +1] to avoid the dominance of some of the features. For SVM classifier, 
the cost parameter (c) and the kernel width (γ ) of the Gaussian kernel are chosen us-
ing the grid search method. The features extracted using the VBM approach are then 
used as an input to the classifier. Performances of both the ELM and SVM classifiers 
are studied using 20 different random combinations of the training and testing data 
sets to obtain a meaningful mean and standard deviation of training and testing effi-
ciencies. The mean, standard deviation (STD), and the best training/testing efficien-
cies for ELM and SVM classifier are presented in Table 1. 

Table 1. Classification performances of ELM and SVM on all features 

Classifier Hidden neurons Training efficiency  Testing efficiency 

  Mean STD Best  Mean STD Best 

SVM 31 100 0 100  89 6.9 100 

ELM 15 98.37 1.01 100  94.63 5.54 100 
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From Table 1, we can see that the ELM classifier produced a mean training effi-
ciency of 98.37% and a mean testing efficiency of 94.63% with only 15 hidden neu-
rons, whereas, SVM requires twice the number of hidden neurons as support vectors 
to produce a mean training efficiency of 100% and mean testing efficiency of 89%. 
The results clearly indicates that ELM classifier with all the features produces a mean 
of 5% improvement in generalization performance with minimal number of hidden 
neurons. 

In our study, the sensitivity and specificity values are calculated to find the mis-
classification rate of the classifier. The ELM classifier with all the 5788 morphome-
tric features produced a mean sensitivity of 0.95 and mean specificity 0.95 whereas 
SVM classifier produced a mean sensitivity of 0.90 and mean specificity 0.89. This 
clearly indicates that the ELM classifier achieves better classification performance 
along with a reduced miss-classification rate. 

3   AD Detection Using PCA Reduced Features with an ELM    
Classifier  

All the 5788 morphometric features obtained from VBM approach may not be signif-
icant for AD detection. Hence, a study was conducted by employing PCA on the 
complete set of features to find whether a lower number of features are sufficient for 
an accurate detection of AD. 

3.1   PCA-ELM Classifier 

We propose a PCA-ELM classifier which does feature reduction using the PCA and 
then use these reduced features as an input to the ELM network for further classifica-
tion of persons into AD patients or normal persons. The schematic diagram of the 
PCA-ELM classifier is shown in Fig. 2. 

 

Fig. 2. PCA-ELM Classifier 

Principal Component Analysis (PCA) is a statistical method of the mapping of the 
original high-dimensional data onto a lower-dimensional space [13]. PCA calculates 
the eigenvectors and eigenvalues of the sample covariance matrix of the data set. 
Principal components are the eigenvectors with the highest eigenvalues which are se-
lected to represent the data in a new lower-dimensional space. 

In our study, the training data consists of 45 samples with 5788 features, so the di-
mensionality of that subspace using PCA can maximally be 45. Hence, we use a  
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maximum of 45 significant features in the ELM and SVM classifiers. The 5788 mor-
phometric features obtained using VBM approach were reduced to different combina-
tions of 10, 20, 30 and 45 features using PCA. 

3.2   Performance Evaluation of PCA-ELM Classifier  

The classification performance of ELM classifier on PCA reduced features is shown 
in Table 2.  

Table 2. Classification performance of ELM on PCA reduced features 

No. of 
Features 

Classifier Hidden 
neurons Training efficiency  

Testing efficiency 

   Mean STD Best  Mean STD Best 

10 SVM 16 100 0 100  89.93 5.92 100 
 SRAN 12 99.37 1 100  90.76 4.29 100 
 ELM 12 98.94 1.12 100  89.56 7.19 100 
          
20 SVM 19 100 0 100  89.54 6.26 100 
 SRAN 13 99.76 0.70 100  91.18 5.27 100 
 ELM 14 98.43 1.62 100  91 6.26 100 
          
30 SVM 21 100 0 100  90.24 6.28 100 
 SRAN 11 99.11 1.09 100  90.83 5.22 100 
 ELM 14 98.58 1.09 100  89.87 6.80 100 
          
45 SVM 30 100 0 100  90.57 6.29 100 
 SRAN 15 99.24 1.07 100  90.42 3.21 100 
 ELM 15 98.94 1.12 100  90.57 5.90 100 

 
From Table 2, we can see that PCA reduced 20 features using ELM produced a 

mean testing efficiency of 91% while SVM produced 89.54%. A mean testing effi-
ciency of 90.57% was obtained using the SVM on PCA reduced 45 features while 
ELM also produced the same 90.57%. The mean training efficiency of 100% was ob-
tained by SVM with 45 features, where as the ELM classifier achieved the mean 
training accuracy of 98.34% with 20 features. Also, the Table 2 indicates that for the 
case of 20 features the best training and testing efficiencies are 100% for the 20 ran-
dom trials.  

Another related study in [10], was conducted using VBM along with PCA and a 
SRAN classifier on the same OASIS data set. From Table 2, it is observed that SRAN 
classifier produced a mean training efficiency of 99.76% and a mean testing efficien-
cy of 91.18% using 20 PCA reduced morphometric features. From this study, it can 
be inferred that both ELM and SRAN classifiers achieve similar generalization per-
formances with PCA reduced features. 
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Fig. 3 shows the sensitivity performance of both the ELM and SVM classifiers 
with the PCA reduced features. The figure shows the number of features along the X 
axis and the sensitivity is shown along the Y axis. 

 

Fig. 3. Sensitivity performance of ELM and SVM classifiers on PCA reduced features 

Fig. 4 shows the specificity performance of ELM and SVM classifiers with PCA 
reduced features, where the number of features are shown along the X axis and the 
specificity is shown along the Y axis. 

 

Fig. 4. Specificity performance of ELM and SVM classifiers on PCA reduced features 

From Fig. 3 and Fig. 4 it is observed, that using the set of PCA reduced 45 fea-
tures, the ELM classifier produced a mean sensitivity of 0.94 and mean specificity 
0.89 whereas the SVM classifier produced a mean sensitivity of 0.92 and mean speci-
ficity 0.90. Also, the mean sensitivity of the ELM classifier is marginally higher as 
compared to the SVM classifier for all combinations of the features sets. This clearly 
indicate that ELM classifier reduces the mis-classification rate and has better classifi-
cation accuracy with PCA reduced features.  

From this study, it can be inferred that lower number of features are sufficient for the 
accurate classification of AD patients and normal persons using the ELM classifier. 
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4   Conclusions 

This paper has presented a new approach of using the PCA with an ELM classifier to 
select a minimal number of morphometric features for accurate AD detection. The 
performance of the PCA-ELM classifier have been evaluated using OASIS MR im-
ages of 30 normal persons and 30 AD patients. With complete morphometric features 
(5788), ELM classifier produced a mean testing efficiency of 94.63% whereas SVM 
produced 89%. With 20 PCA reduced features, ELM produced a mean testing effi-
ciency of 91% compared to SVM’s of 90.57% using 45 reduced features. Based on 
the study results, it can be concluded that accurate detection of AD can be performed 
using VBM-PCA-ELM classifier with a minimal number of features. Also the above 
approach produces better generalization and lower misclassification rates. Further, 
ELM classifier may be used with features extracted from other morphometric me-
thods namely the tensor-based morphometry for AD detection.  
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Abstract. With more and more people using the internet for a wide range of 
purposes, internet use has become an absolute necessity for businesses to 
survive and grow. Online auction have expanded rapidly over the last decade 
and have become a fascinating new type of business or commercial transaction 
in this digital era. The online auction is an important e-commerce application 
which enables the buying and selling of goods through a dynamic pricing 
strategy. Users can access the auction system through the Web, WAP-enabled 
devices and agents. The paper assumes that the auction system supports only 
English auction. Predicting bidding strategy is not easy, since it is dependent on 
many factors such as the behavior of each bidder, the number of bidders 
participating in that auction as well as each bidder’s reservation price. Here, 
simultaneous English auctions for the same item are considered. This paper 
uses the concept of Game Theory, to predict the bidding strategy in an auction 
and helps the user to decide whether to proceed with the auction or to back off 
from the auction so as to maximize the bidder’s profit. This paper considers the 
user, bidding for an item simultaneously in more than one auction site.  

Keywords: English auctions, bidding and Game Theory. 

1   Introduction 

In general, e-commerce is about the buying and selling of goods using network. 
Nowadays, online auctions have become a popular e-commerce business model. 
Auction is a market institution with an explicit set of rules determining resource 
allocation and price on the basis of bid from the market participants. Auction 
mechanisms have become very popular within electronic commerce and have been 
implemented in many domains with assorted environments. Unlike traditional auction 
houses, online auction websites offers a better place for people to purchase and 
publicize merchandise through a bidding process [5] [6]. Online auction have given 
consumers a “virtual” flea market with all the new and used merchandises from 
around the world. They also give sellers a global storefront where they are able to 
market their goods. By means of online auction; sellers can find suitable buyers 
effectively over the Internet using a dynamic pricing strategy.  

In recent years, many commercial auction services have been launched, mostly 
based on the English auction method. Agents are well suited to support auction 
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services because of their autonomous and communicative functions. Concurrently, 
with the advancement in mobile computing technologies, handheld computing 
devices such as palm computers are becoming increasingly economical and popular. 
This presents opportunities for developing more advanced auction services. For 
example, a consumer can dispatch a bidding agent to the network from anywhere and 
control the agent activities through his handheld device. 

Online auctions provide many benefits compared to the traditional auctions. One 
disadvantage of having traditional auction is that it requires simultaneous 
participation of all bidders or agents at the same location [18] [1]. In online auction, 
this does not exist as online auction allows clients to make their purchases anywhere 
anytime. Online auction also provide bidders more flexibility on when to submit their 
bids since online auctions usually lasts for days or even weeks [13]. Online auctions 
can be more effective as the target audiences will be in a mass amount where there is 
no geographical limitation since both sellers and buyers do their trading in a “virtual” 
environment any payment transaction can be made through the online banking. 
Having a low price and a wider market in products and services, it had made the 
online auction a success where it attracts many bidders and also sellers as well. Online 
auctions also allow sellers to sell their goods efficiently [19]. 

2   System Architecture 

Fig 1 shows the general architecture of an auction system. It consists of the following 
subsystems.  

• Access: This is for users to access the system through the client/server-based and 
agent-based approaches. 

• Auction Logic: This is for handling types of auction techniques. 
• Database: This is for storing various information such as auction-related 

information, customer records etc. 
• Management System: This is for the system administrator to manage the system 

through a single interface. 
• Other Support System: This provides different supporting functions, e.g. payment 

functions for the system. 

In each auction process, an “auction space” is created and three types of agents are 
involved, namely: 

• Buyer coordinator: for coordinating the bidding process. 
• Buyer agent: for bidding the item. 
• Seller agent: for selling the item. 

To explain the English auction protocol, the following assumptions and 
notations are used: 

• Consider there are N buyer agents in an auction space, i.e. A1, A2…AN, managed 
by a seller/auctioneer agent. 

• Currently the latest bid is the Kth bid, the maximum bidding price is Mk and the 
winner is Wk. 

• The latest bid of buyer n is Rn. 
• The current time is t. 
• The deadline of the auction is d. 
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Fig. 1. Auction System Architecture 

The implementation steps are:  

• Step1: Before the deadline (t<d), the seller multicasts Mk to all buyers and waits 
for the response. 

• Step2: For a buyer n, it may respond with a new bid Rn. 
• Step3: Whenever a valid bid is received (i.e. Rn>Mk), the seller updates Mk, 

provided that t<d, and then repeats step1. 
• Step4: The process stops when the deadline is reached (t<d). 

There are a lot of prediction models in the market such as Neural Network, Fuzzy 
Logic, Time Series, Evolutionary Computations, Probability Function, Genetic 
Algorithm and Game Theory [10]. For example, to predict the bid price for an item, 
one has to consider the number of auctions selling the same item at the same time, the 
number of bidders participating, the behavior of each bidder and individual bidder’s 
reservation price. The development of agents for bidding in multiple auctions 
involves three aspects [5]:  

• Auction Tracking: Discovering and monitoring auctions for the required item. 
• Bid Management: Placing bids and monitoring the outcome of these bids. 
• Strategic Bid Planning: Deciding where to bid, when and how much. 

This paper assumes that there are multiple English auctions. The auctions sell the 
same item. The required bidding information (previous and current bid prices) can be 
obtained. The aim is to formulate the bidding strategy for getting one item from the 
auctions.  

Thus a bidder needs to determine how much to bid in each auction to maximize its 
payoff across the complete set of auctions.  

Game Theory 

It is a very useful tool for studying interactive decision-making, where the outcome 
for each participant or player depends on the actions of others [20]. Each decision 
maker is a player in the game of business; hence, when making a decision or choosing 
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a strategy one must take into account the potential choices of others, keeping in mind 
that while, making their choices, other players are likely to think about and take into 
account your strategy as well.  

Game theory is [21]: 
• A collection of tools for predicting outcomes of a group of interacting agents 

where an action of a single agent directly affects the payoff of other participating 
agents. 

• The study of multi-person decision problems. 
• A bag of analytical tools designed to help us understand the phenomena that we 

observe when decision-makers interact. 
• The study of mathematical models of conflict and cooperation between intelligent 

rational decision-makers [4].  

Game theory assumes: 

• Each player in the market acts on self interest [9]. They pursue well defined 
exogenous objectives; i.e., they are rational. They understand and seek to 
maximize their own payoff functions. 

• In choosing a plan of action (strategy), a player considers the potential 
responses/reactions of other players. She takes into account her knowledge and 
expectations of other decision makers’ behavior; i.e., she reasons strategically. 

[22] A game describes a strategic interaction between the players, where the outcome 
for each player depends upon the collective actions of all players involved. In order to 
describe a situation of strategic interaction, we need to know: 

• The players who are involved. 
• The rules of the game that specify the sequences of moves as well as the possible 

actions and information available to each player whenever they move. 
• The outcome of the game for each possible set of actions. 
• The (expected) payoffs based on the outcome. 

An important issue is whether all participants have the same information about the 
game, and any factors that might affect the payoffs or outcomes of the game. We 
assume that the rules of the game are common knowledge [3]. That is each player 
knows the rules of the game, say X, and that all players know X, that all players know 
that all players know X, that all players know that all players know that all players 
know that all players know X and so on… and infinitum. In a game of complete 
information the player’s payoff functions are also common knowledge. In a game of 
incomplete information at least one player is uncertain about another player’s payoff 
function. For example, a sealed bid auction is a game of incomplete information 
because a bidder does not know how much other bidders value the item on sale, i.e., 
the bidder’s payoff functions are not common knowledge. Bids are submitted in 
sealed envelopes and the participants do not have any information about their 
competitors’ choices while they make their own.   

Similarly Game theory could be used in online English auction so as to guide the 
customers in selecting the appropriate auction site and helps in decision making, i.e., 
whether the customers need to bid or back off from the auction by considering 
strategies of other bidders.  
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3   Design 

An English auction is also known as an open ascending price auction [8]. Participants 
bid openly against one another, with each subsequent bid higher than the previous bid. 
An auctioneer may announce prices, bidders may call out their bids themselves (or 
have a proxy call out a bid on their behalf), or bids may be submitted electronically 
with the highest current bid publicly displayed. The auction ends when no participant 
is willing to bid further, at which point the highest bidder pays their bid. 
Alternatively, if the seller has set a minimum sale price in advance (the ’reserve’ 
price) and the final bid does not reach that price the item remains unsold. Some-times 
the auctioneer sets a minimum amount by which the next bid must exceed the current 
highest bid. The English auction is commonly used for selling goods, most 
prominently antiques and artwork, but also secondhand goods and real estate. 

The English auction protocol is as follows [17]: 

• The buyer agent sends requests to different sellers agents selling the same 
product. 

• The buyer uses a bid construction model which depends on the bidding status of 
the auction and uses the Game Theory to make decision, so that it maximizes 
his/her profit. Then bids are submitted to different seller agents simultaneously. 

• The seller agent evaluates the various bids and he/she chooses the winning bid. 
• The seller agent accepts the highest bid i.e. winning bid. 

So, in the first phase, the bidder bids for an item in English auctions say 1, 2, 3… n, 
simultaneously and he will be setting a maximum payable price/budget for that item 
beyond which he is not ready to pay. Now, the concept of game theory comes into 
picture. Here, the game theory is used so that, the bidder can decide whether he 
should continue bidding in an auction say ‘1’ or should he quit, depending on the 
values of bids submitted by other bidders in the same auction ‘1’ [2].  

[15] Here, the concept of game theory is applied for the bidder ‘A’, i.e., Game 
Theory helps the bidder ‘A’ to make decisions. Bidder ‘A’ will compare his payoff 
value with the other bidder’s payoff value for the item being bid [16].   

• If the payoff value of bidder ‘A’ is greater than the payoff value of the other 
bidders, then bidder ‘A’ will continue bidding until his maximum payable price 
reaches out. If it reaches the maximum price then bidder ‘A’ will quit or else 
bidder ‘A’ will continue bidding [7]. 

• If the payoff value of bidder ‘A’ is lesser than the payoff value of the other 
bidders, then bidder ‘A’ will quit if his next calculated bidding value is higher 
than his assumed maximum payable price. 

• If the payoff value of bidder ‘A’ is lesser than the payoff value of the other 
bidders, then bidder ‘A’ will calculate the next bidding value. If the calculated 
next bidding value is lesser than the assumed maximum payable price, and if the 
next calculated bidding price is greater than the other bidder’s last bid, then 
bidder ‘A’ may bid again [12]. 

And care should be taken so that, the bidder will not win in more than “one” auction. 
So, using game theory, bidder A will decide either to go ahead in bidding or to quit 
using the above three strategies. The payoff table of game theory would be only of 
two rows and two columns with entries of payoff values. 
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                                                      Bidder (A) 
                                                 Bid               Quit 
 

                         Bid 

                   Other  

            Bidders (O)                                                

                       Quit 

                   
 

Fig. 2. Payoff Table 

The players of the auction game are bidder A and the other bidders O [11], and 
both have two actions either to bid or to quit. What action to be performed is 
determined by the payoff values in the payoff table.  

So, depending on the entries in the payoff table, Bidder A may either choose to 
continue bidding so that it maximizes his chances of winning or may quit so that it 
saves time and network resources. And this payoff table should be constructed for all 
the auctions where the Bidder A is bidding.  

And also he needs to consider several factors such as the market price of the item 
being bid so that he will not be under loss, the maximum price that he is ready to pay, 
seller’s feedback rating i.e., if the seller’s feedback rating is not good (not a 
dependable seller) then he may not bid in that seller’s auction, the cost at which the 
seller is ready to sell. 

4   Results 

BID RATE GRAPH 

 

       U (1A)                    U (2A) 
 

U (1O)                 U (2O) 
 
 
 
 

         U (3A)                 U (4A) 
 

U (3O)                  U (4O) 
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The values in the payoff table are calculated using Bid Rate Graph. The following 
snapshot depicts the bid rate graph of the bidder in concern (e.g., bidder A). Here the 
X axis corresponds to the round number and Y axis corresponds to the bid value in 
rupees. This graph depicts the pace in which the bidder is bidding.  

WINNING PROBABILITY GRAPH 

 

[14] The following snapshot depicts the winning probability (P(W)) of the bidder 
in concern (e.g., bidder A). Here the X axis corresponds to the round number and Y 
axis corresponds to the bid value in rupees. In this graph, each line shows how many 
times the bidder was the highest and in how many rounds.  

SELLER’S STRATEGY GRAPH 

 

The following snapshot depicts the seller’s strategy. Here the X axis corresponds to 
the round number and Y axis corresponds to the bid value. In this graph, each line 
represents different sellers and also depicts when the bidder A has QUIT from which 
auction and in which round. It also depicts which seller has won the negotiation. 
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5   Conclusion 

This paper has analyzed how game theory can be used in a simultaneous English 
auction and has proposed the design of it. This paper has also explained the auction 
architecture and protocol for English auction. Since game theory is used, this project 
reads the human rational thinking and hence helps the bidder to profit in an auction.  
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Abstract. The amounts of information residing on web sites make users’ 
navigation a hard task. To address this problem, web Personalization concept 
came into existence, which is based on similar users’ navigational patterns 
mined from past visits. Vast techniques are proposed for Web Personalization 
using Web usage mining but it lacks in recommendation of Web pages which 
are relative to the user’s interest and recommendation of Web pages when the 
new Web pages which are not in the Web log files are accessed. To solve this 
problem a novel approach for Web personalization is proposed in this paper 
which consists of two phases, offline phase and online phase. In offline phase 
the aggregate usage profile is created by processing the web logs and clustering 
the sessions obtained from web logs using ‘Unweighted Pair Group Using 
Arithmetic averages’ method. And meta keywords of all the URLs present in 
Web logs are generated which will be used in recommendation process. In 
online phase the short term navigational behaviour of the user’s is used to 
recommend the related Web pages to the user even though unvisited or new 
URL is accessed for the first time. The experiment is performed on real data 
which proved that the system is performing well in recommendation. 

Keywords: Web personalization, recommendations, meta keywords, Web 
usage mining, Web log.   

1   Introduction 

The World Wide Web contains huge amount of data, more number of web pages and 
connection between these web pages. There are more than 150 million web sites are 
online at present. The World Wide Web has become a platform to retrieve as well as 
mine useful knowledge. Due to the presence of huge amount of data, dynamic content 
and unstructured nature of the Web, the Web users always getting into an ocean of 
information and facing the problem of information overload or they may get 
unwanted information. As a result the Web data research has been facing a lot of 
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challenges. One of the ways to deal with this kind of challenging is to analyze the 
navigational patterns of the user interacting with the one or more websites. Analysis 
of browsing pattern of user can help to predict some web pages based on user needs. 
This is called ‘web personalization' [9]. Historically, the conception of discovering 
useful data has been given a variety of names like data mining, data archaeology and 
data pattern processing. It was Etzioni who first invented the term Web mining which 
is concerned with extracting knowledge from web data. 

Web mining is the application of data mining techniques to discover patterns from 
the Web. According to analysis targets, web mining can be divided into three different 
types, 1) Web usage mining 2) Web content mining and 3) Web structure mining. 

Web Usage Mining: Web usage mining [9]-[15] is a process of extracting useful 
information from server logs i.e. user’s history. The web server logs are taken as input 
to the system which pre-processes it. Then data mining techniques are applied to the 
pre-processed data to find out the different groups of users with their area of interest 
which is called as ‘Aggregate usage profile’. It is produced as input to 
recommendation process. The recommendation engine recommends the related web 
pages by comparing the short term navigational behaviour [6] called as ‘Active user 
session’ with ‘Aggregate usage profile’. So finally, It is the process of finding out 
what users are looking for on the internet. Some users might be looking at only 
textual data, whereas some others might be interested in multimedia data, etc. 

Web usage mining consists of applications like 1) Personalization 2) System 
Improvements 3) Site Modification 4) Business Intelligence. In this research we are 
concentrating on Personalization using Web Usage Mining. 

2   Related Work 

The Recommendation systems have been implemented by using different methods. 
The Collaborative Filtering (CF) method [2] is used in e-commerce systems. The 
customer provides the system with Preference ratings of products that may be used to 
build a customer profile or his or her likes and dislikes. Then, these systems apply 
statistical techniques or machine learning techniques to find a set of customers, 
known as neighbours, which in the past have exhibited similar behaviour. Usually, a 
neighbourhood is formed by the degree of similarity between the customers. Once a 
neighbourhood of similar customer is formed, these systems predict whether the 
target customer would like a particular product by calculating a weighted composite 
of the neighbour’s rating of that product or generate a set of products that the target 
customers is most likely to purchase by analyzing the products the neighbours 
purchased. This system is also known as the nearest neighbour CF-based 
recommender system. The disadvantage of the system is, it requires explicit feedback 
provided by the user or user ratings on products. To overcome these limitations, 
recent research has focused on Web Usage Mining approach for Web Personalization 
[9]. This type of solution generates patterns or usage profile based on implicit 
information provided by the user such as page visits of the user, duration of page visit 
etc. Various data mining techniques are applied offline to find out aggregate usage 
profile which can be used to provide recommendation. 
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Recent researchers proposed and implemented various recommender systems for 
Web Personalization using Web Usage Mining. In [1] the system has been divided 
into two components, online components and offline components. The offline 
component is used to produce aggregate usage profile based on importance of the web 
pages visited by the different users. Here importance of a web page is calculated by 
considering only the frequency of page visit for all type of web pages which fails to 
find out the exact user’s interest. The System [8] relies on the application of statistical 
and data mining methods to the Web log data, resulting in a set of useful patterns that 
indicate users’ navigational behaviour. The Weighted Association Rules technique [4] 
is used for web personalization where more work is done to understand the user’s 
interest. The weights are assigned to different Web pages in server logs to find out the 
importance of Web pages based on some parameters. In the on-line phase the interest 
degree of a web page to a user in the session is calculated. Matching score is 
calculated by comparing active user session and the history of that user and pages are 
recommended based on matching score of the session. These systems did not perform 
well in recommending web pages. To solve this problem hybrid approach to Web 
Personalization is proposed in [3] which is combination of two approaches, CF [2] 
and Content Based Filtering (CBF) [5]. The system [7] heavily uses data mining 
techniques, thus making the personalization process both automatic and dynamic. 
Specifically, they discussed the necessary data preparation tasks for pre-processing of 
Web usage logs and grouping URL references into units of semantic activity called 
user transactions. Then the technique for extracting aggregated usage knowledge is 
described which is based on transaction clustering, which would be suitable for the 
purpose of Web personalization. 

By considering all these work, there exist gaps in identifying the importance of 
Web pages to find out the user’s interest and also in recommendation of related Web 
pages to the user. To fill all these gaps, we have designed a system which understands 
the importance of Web pages based on the type of page and Meta keyword are used to 
filter the unwanted Web pages and finally recommends the filtered or related Web 
pages. 

3   Proposed Method 

To recommend web pages without using the explicit feedback from the user, the 
system must understand the user’s interest dynamically, which can be done by 
calculating significance of the web pages accessed by the user. The architecture of the 
proposed system is shown in Fig. 1. 

The system is divided into two parts, 1) offline and 2) online. In offline part the 
raw weblogs are pre-processed to eliminate the useless records. Then the processed 
log file is divided into different sessions based on IP address, date and time. 
“Unweighted Pair-group Method using Arithmetic averages” clustering method is 
used to cluster the sessions, where each cluster consists of session of similar access 
patterns. After clustering aggregate usage profile is created. Finally in the offline part, 
meta keywords of web pages present in the web logs are generated by using the 
Algorithm 1 which is used in recommendation process. In online part, the active  
user session is matched with aggregate usage profile to recommend the web pages. 
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The results are filtered to recommend the relevant web pages by processing the meta 
keywords. A novel approach is proposed for recommendation when the previously 
unvisited web page is visited. 

3.1   Data Cleaning 

Data pre-processing technique has been discussed in detail in [16, 17]. The Web 
server logs of BVBCET organization is taken as input to the system which is in 
‘squid’ log format. The file contains the date and time in UNIX timestamp format 
which will be converted to normal date format for later analysis. The log file contains 
a single record for each access of Web page visited by the user along with the bytes 
transferred, IP address, Time spent on each page, URL, status of access and other 
useful information. It also stores a record if the web page is not successfully accessed. 
Such records will not be used to identify the user’s interest. Hence these records will 
be removed from the log file. We can identify such record by considering status value 
of the record. If the value is from 200 to 206, 207 and 226 etc then it is visited 
successfully. After removing unwanted records, the component produces a file with 
only valid records which will be given as input to the next component. 

 

Fig. 1. Architecture diagram of proposed system for Web Personalization 

3.2   Session Identification 

This component takes the pre-processed Web log and creates session files based on 
some rules. A session file consists of a sequence of user’s request for pages  , , ,…,  assigned with weights  , , , … ,  and a set of m 
sessions  , ,  , … ,  where each ∈  is a subset of P. 
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The sessions are created based on IP address, date and time of page access. Every 
60 minute page access on a single computer is considered as one session. Each 
session contains URLs visited in that session and corresponding weights. 

3.3   Identifying the Significance of a Web Page 

We propose a weighting schema which is used to calculate weight for Web page 
present in Web log to extract the user’s interest. We consider frequency of a page to 
extract the user’s interest. Frequency is the number of times the page is visited. It is 
common that the page with highest frequency is of stronger interest to the user. 

The following equation is used to find out the importance of a Web page. weight p N   ∑ N   Q T                                      (1) 

Let us, consider there are five pages in a Web log and their frequency is shown in 
Table1. First row represents the Web pages in a session and second row represents the 
frequency of occurrence of corresponding Web page. 

Table 1. Page frequency 

1 2 3 4 5 
2 3 0 5 3 

 
Table 2 shows the weight of each Web page present in a session which is shown in 

Table1 using Equation (1). First row indicates the Web pages and second row 
indicates the weight/importance of the corresponding Web pages. 

Table 2. Page weights 

1 2 4 5 
0.1

54 
0.2

31 
0.3

85 
0.2

31 

3.4   Pattern Discovery 

The next component in the offline part is to determine sessions with “similar” 
navigational patterns from user session file. To cluster the user sessions more 
effectively, we used ‘Unweighted Pair Group Using Arithmetic averages’ method. 
Equation (2) is used to find out the distance between two sessions. 

 ,   , ,                                                (2) 
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Where, ,  is the total number of URLs which are common between 

session   and . min ,   is the minimum of total number of URLs present in  

session   and . 
Each cluster represents the several sessions with similar usage pattern. The user’s 

interest is determined by creating aggregate usage profile using Equation (3). ,  ∑ ∈                                                     (3) 

Where  represents the weight of the page in session ∈ ,  represents the 
number of sessions in cluster c and  represents the  cluster. 

Finally, Aggregate usage profile consists of r clusters , , , … ,  where 
each ∈  is subset S. 

3.5   Meta Keywords Generation 

Each page  present in P is fetched from database and the content of the page is 
accessed to gain knowledge. Instead of fetching the meta keywords of the web 
page , here the meta keywords are generated in order to learn the concept present in 
that page. There are two reasons to generate the meta keywords instead of fetching the 
already present meta keywords. 

1. All web pages present on internet does not have the meta keywords. Some of 
the pages may have and some of the pages may not have. So we cannot rely 
on this information. 

2. It is observed that meta keywords of the Web page which are generated by 
the Web page developer are not correct most  of the times or irrelevant to the 
content of the page, which can be done to achieve Search Engine 
Optimization (SEO). 

To address these two reasons an algorithm is proposed to generate the meta keywords 
of the web page. The algorithm1 is generating the meta keywords for a given web 
page which are very relative to the content of the web page. This concept is used in 
recommendation process which helps to recommend the relevant web pages to the 
user based on his/her interest. 

3.6   Recommendation 

The recommendation process is an online phase. In order to recommend web pages to 
the user, we need user’s interest. The short history of navigational behaviour of user is 
considered as user’s interest. The short navigational behaviour is nothing but last ‘n’ 
page visited by the user in the session is called as active user session. The active user 
session is used to recommend the web pages to the user. The active user session is 
also called as Sliding Window because the window slides forward when user visits 
the next page, so that it contains only last ‘n’ pages visited by the user. There are two 
different situations for recommendation process. 
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Algorithm 1. Meta keyword generation 

Input: A variable url containing URL of a web page 
Output: An array final_keywords[0…n] containing generated meta   

keywords of the web page 
frequency ← 0 
content←fileGetContents(url) 
content←removeJavaScript(content) 
content←convertToPlainText(content) 
keywords[]←split the content by space 
for i←0 to count(keywords) do 
     keywords[i]←strToLower(keywords[i]) 
end for 
new_keywords[]←uniqueKeywords(keywords[]) 
new_keywords[]←removeStopWords(new_keywords[]) 
for i←0 to count(new_keywords) do 
     for j←0 to count(keywords) do 
          if new_keywords[i]=keywords[j] then 
               frequency ← frequency + 1 
          end if 
     end for 
     new_keywords_value[i]←frequency 
     frequency←0 
end for 
for i←0 to count(new_keywords) do 
     for j←1 to count(new_k eywords) do 
          if(new_keywords[i]<new_keywords[j] then 
               swap(new_keywords[i],new_keywords[j]) 
               swap(new_keywords_value[i], new_keywords_value[j]) 
          end if 
     end for 
end for     
j←0 
for i←0 to count(new_keywords) do 
     val← new_keywords_value[i]/new_keywords_value[0] 
     if val>threshold then 
          final_keywords[j]←new_keywords[i] 
          j←j+1 
     end if 
end for 
return final_keywords[] 

 

First case is when the web page contained in the active user session, that is the web 
page visited recently is present in the database or which is already visited in past, then 
the similarity of active user session with aggregate user profile is calculated using 
similarity measure called cosine similarity. The active user session is represented as  
and cluster is represented as  then similarity is calculated by the following equation. 
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,    ∑ , . ,∑ ,  . ∑ ,                                            (4) 

Where ,  represents the weight of page i in active user session j and ,  represents 
the weight of page i in cluster k. 

When the above formula is applied to match the active user session and aggregate 
user profile, the outcome is the clusters with the value which indicates the similarity 
measure. The clusters which are greater than the threshold value  are selected as the 
matching clusters. The URLs in these clusters are used to recommend the web pages 
to the user. 

Second case is when the URL in active user session is not yet visited in the past or 
the URL is newly added to website then our aim is to find out the concept of the 
content of the new web page and if it is relevant to the any of the clusters then we 
should add this URL to those matching clusters and other URLs of those clusters will 
take part in recommendation process. To achieve this task the meta keywords of the 
new URL is generated using the algorithm1 and these keywords are compared with 
the meta keywords of each clusters to calculate the similarity measure. The cluster 
similarity measure which is greater than the threshold value are considered as 
matching clusters. Now the new URL is added to the database of matching clusters. 
The active user session is represented as  and cluster is represented as . Then 
similarity measure is calculated as follows: , ∑∑                                                 (5) 

Where  represents the weight of matching meta keyword and  represents the 
weight of jth meta keyword. ‘n’ is the total number of meta keywords in new URL. 

The identification of matching cluster using the above two Equations would help to 
determine the significant clusters. But to identify the significant pages, still we need 
to filter the results. To remove the irrelevant pages, the meta keywords of URLs of 
matching clusters is compared with the meta keywords of URLs in active user 
session. Now, only the matching URLs are recommended which may be very useful 
to the user. 

4   Experimental Results and Discussion 

The Web server logs of BVBCET College are used for this research. After Data Pre-
processing and analysis, the log contains 114 different user sessions which are 
clustered into 47 different clusters and it contains 1531 unique URLs or Web pages. 

For example consider the sample set of URLs which are processed from Web 
server log which is shown in Table 3. Here sliding window is used to store the last ‘n’ 
visited pages. Table 5 represents the page visits in the sliding window based on which 
recommendations will be done. In active user session already visited pages are 
accessed as well as new pages are accessed by the user. New pages which are not in 
the web logs are shown in Table 4. 

First case is Recommendation of Web pages when the URL present in a Web log is 
accessed by the user. For example, consider the user visits the URL 1 and 2 which is 
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shown in Table 5. Then these two URLs are compared with the aggregate usage 
profile using the equation (4). The clusters which are above the threshold value are 
used for recommendation. 

Second case is Recommendation of Web pages when the new URLs which are not 
in the Web logs are accessed. For example, consider the user visits URLS 1, 2, n1, n2 
and 3, Where URLs 1, 2 and 3 are already present in the Web log. URLs n1 and n2 
are visited first time. So now our aim is to include these two URLs in any of the 
clusters to which it matches. In order to do this, the system must understand the 
contents of new Web page. The meta keywords of the new Web page n1 are 
generated using the Algorithm 1. These meta keywords are compared with the meta 
keywords of the clusters present in the Web log using equation (5).The matching 
clusters for n1 are cluster 1,3,8,13 and 14 which is shown in Table 6. Now n1 will be 
added to the matching clusters. Similar procedure will be applied for URL n2. So 
URL n2 will be added to cluster 1,3,8 and 14. Now the active user session which 
contains URLs 1, 2, n1, n2 and 3 will be compared with aggregate usage profile using 
equation (4). The clusters which are above the threshold value are cluster 1, 3, 8, 11, 
and 13 which is shown in Fig. 2. The aggregate usage profile of cluster1, 3, 8, 11 and 
13 is shown in Fig. 3. From Fig. 3, we can come to know that which pages can be 
recommended to the user. The URLs which are greater than the threshold value will 
be further filtered to recommend to the user. The final set of URLs after comparing 
Meta keywords of URL present in the database with the Meta keywords of the URLs 
present in the active user session is shown in Fig. 4. The URLs present in Fig. 4 are 
very relative to the needs of user. Our method proves that it recommends the Web 
pages which are relative to the user’s interest The Table 8 shows the recommended 
set of pages for active user session1. 

Table 3. Sample set of web log URLs 

No. URL Frequency Weight 

1. http://www.cprogramming.com/ 2 0.1 

2. http://www.cprogramming.com/begin.html 2 0.1 

3 http://home.java.net 2 0.1 

4 http://www.android.com 12 0.6 

5 http://www.cplusplus.com/doc/tutorial 15 0.75 

6 http://www.indiabix.com/engineering 20 1 

7 http://www.cprogramming.com/advtutorial.html 10 0.5 

8 http://en.wikipedia.org/wiki/C_(programming_language) 12 0.6 

9 http://www.microcontroller.com 16 0.8 

10 http://www.topsite.com/best/microcontroller 10 0.5 

11 http://en.wikipedia.org/wiki/Data_structure 12 0.6 

12 http://www.cpp-home.com 3 0.15 

13 http://www.cplusplus.com/ 4 0.2 

14 http://www.cplusplus.com/info/description/ 3 0.15 

15 http://www.cpp-home.com/archives/category/surveys 15 0.75 
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Table 3. (Continued) 

16 http://c-faq.com/~scs/cclass/notes/top.html 11 0.55 

17 http://www.microchip.com 5 0.25 

18 http://electronicdesign.com 9 0.45 

19 http://www.topsite.com/best/microcontroller 12 0.6 

20 http://www.projectsof8051.com 6 0.3 

21 http://in.answers.yahoo.com/question/index?qid=20110904052050
AAdgIPN 18 0.9 

22 http://www.cpp-home.com 12 0.6 

23 http://www.webmator.com/microcontroller/microcontroller 7 0.35 

24 http://www.oracle.com/technetwork/java/javase/downloads/jdk6-
jsp-136632.html 10 0.5 

25 http://www.youtube.com/watch?v=QKGPOB5BHmI 12 0.6 

26 http://download.cnet.com/Java-Development-Kit/3000-2218_4-
12091.html 5 0.25 

27 http://en.wikipedia.org/wiki/Operating_system 19 0.95 

28 http://www.apnaghar.co.in 12 0.6 

29 http://developer.android.com/guide/basics/what-is-android.html 10 0.5 

30 http://www.cse.iitd.ernet.in/~sak/courses/cdp/slides.pdfe.flv 8 0.4 

31 http://www.indiastudychannel.com/resources/116105-Best-site-
for-Java-related-all-Tutorials.aspxe.flv 7 0.35 

32 http://www.architecturaldesigns.com/ 5 0.25 

33 
https://www.engr.usask.ca/classes/EE/331/list_of_proj_web.pdf0/
Basha%20DvdRip%20Telugu%20Movie/Basha%20DVDrip%20
X264.mp4

5 0.25 

34 
http://www.similarsitesearch.com/alternatives-
to/pjrc.com0/Basha%20DvdRip%20Telugu%20Movie/Basha%20
DVDrip%20X264.mp4 

2 0.1 

35 http://www.buzzedu.com/wp-
content/themes/buzznew/images/inner-explore_banner.swf 14 0.7 

36 http://www.buzzedu.com/wp-content/themes/buzznew/images/hc-
home.swf 11 0.55 

37 http://d13.zedo.com/OzoDB/b/2/1002817/V1/airtelneobroadband3
00x25012.swf? 12 0.6 

38 http://developer.android.com/sdk/index.html 10 0.5 

39 http://www.javalobby.org/forums/thread.jspa?threadID=16001&tst
art=0 5 0.25 

40 http://www.indiastudychannel.com/resources/116105-Best-site-
for-Java-related-all-Tutorials.aspx 5 0.25 

41 http://www.thecoolist.com/landscape-architecture-designs-10-
modern-masterpieces/ 10 0.5 

42 http://www.infoworld.com/d/cloud-computing/what-cloud-
computing-really-means-031 11 0.55 

43 http://www.javadb.com/ 19 0.95 

44 http://auto.howstuffworks.com/ 11 0.55 

45 http://www.android.com/media/ 9 0.45 
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Table 4. Sample set of unvisited URLs 

No. URL 

n1 http://cquestionbank.blogspot.com/2011/08/c-objective-questions-and-answers-pdf.html 

n2 
http://www.freelancer.com/job-search/microcontroller-based-wireless-home-
automation-latest/ 

n3 http://developer.android.com/guide/publishing/publishing.html 

n4 http://mobile.tutsplus.com/tutorials/android/publish-to-android-market/ 

Table 5. Active user session 

Session Window Active User Session (Page visits) 
1 1 1 - - - - 

1 2 1 2 - - - 
1 3 1 2 n1 - - 

1 4 1 2 n1 n2 3 

1 5 1 2 n1 n2 3 

1 5 2 n1 n2 3 n3 
1 5 n1 n2 3 4 n3 

1 5 n2 3 4 n3 n4 

Table 6. Matching clusters for new URLs 

New URL Matching Clusters 

n1 1,3,8,13,14 

n2 1,3,8,14 

n3 3,4,10,11 

n4 3,4,10,11,14 

 

 

Fig. 2. Cluster similarity for URLs 1, 2, n1, n2 and 3 
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Table 7. Matching clusters 

Session 
Active 
Session 

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13 C14 

1 1 0.440 0.150             

1 1, 2 0.761 0.107             

1 1, 2, n1 0.999 0.087 0.577     0.577   0.577  0.577 0.577 

1 1, 2, n1,n2 1.161 0.076 0.841     0.5   0.5  0.841 0.841 

1 1, 2, n1,n2,3 1.038 0.067 0.755 0.174    0.447  0.102 0.44  0.752  

2 2, n1,n2,3,4 0.974  0.755 0.460    0.447 0.369 0.103 0.447  0.752 0.447 

2 n1,n2,3,4,n3 0.752  1.022 0.757 0.447 0.447 0.447 0.447 0.37 0.47 0.752  1.019 0.752 

2 n2,3,4,n3,n4 0.447  1.022 1.022 0.447 0.447 0.447  0.37 0.47 0.447 0.447 1.02 1.02 

 

 

Fig. 3. Aggregate usage profile of cluster 1, 3, 8, 11 and 13 

 

Fig. 4. Recommended pages 
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Table 8. Recommendation set 

Session Active Session Recommended Pages 

1 1 6,5,8,7,2 

1 1, 2 5,9,11,7,10,2 

1 1, 2, n1 6,5,15,8,16,7,13,12,14,2 

1 1, 2, n1,n2 6,21,9,5,19,22,7,18,23,20,17 

1 1, 2, n1,n2,3 6,27,21,9,5,19,28,8,7,29,18,23,26,17,20,25 

2 2, n1,n2,3,4 27,21,9,5,8,25,28,10,24,29,38,20,17,26,39,40 

2  n1,n2,3,4,n3 43,21,9,25,28,10,42,44,24,29,38,41,17,26,39,2 

2  n2,3,4,n3,n4 9,5,8,22,25,28,10,42,24,29,41,45,23,26,39,40,2 
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Abstract. The Fuzzy C Means (FCM) algorithm has been extensively used in 
medical image segmentation. But for large data sets the convergence of the 
FCM algorithm is time consuming and also requires considerable amount of 
memory. In some real time applications, like Content Based Medical Image Re-
trieval (CBIR) systems, there is a need to segment a large volume of brain MRI 
images offline. In this paper, we present an efficient method to cluster data 
points of all the images at once.  The gray level histogram is used in the FCM 
algorithm to minimize the time for segmentation and the space required. A pa-
rallel approach is then applied to further reduce the computation time. The pro-
posed method is found to be almost twice as fast as conventional FCM. 

1   Introduction 

In the field of medical diagnosis a variety of imaging techniques is presently availa-
ble, such as Computed Tomography (CT) and Magnetic Resonance Imaging (MRI). 
MRI provides good contrast between the different soft tissues of the body, which 
makes it especially useful in imaging the brain. Image Segmentation is a process of 
partitioning an image into non-overlapped, consistent regions which are homogeneous 
with respect to some properties such as intensity, color and texture [1]. It is a vital 
step in analysis of medical images for computer aided diagnosis. The main objective 
of image segmentation in brain MRI images is to isolate a brain tumor from other re-
gions of the brain. 

In certain real time applications that support computer aided diagnosis like the 
CBIR systems, there is a need to process and analyze a large number of medical im-
ages. The processing of each image is time consuming owing to the large size of the 
image itself. Thus processing of large volumes of data must be done offline. In this 
paper we present a parallel histogram based fuzzy c means approach to efficiently 
cluster data points of all the MRI images together at once and segment the images to 
obtain the tumors. 

2   Related Work 

The computation of conventional FCM algorithm for the iterative operation is time 
consuming for large data sets and has a high amount of memory requirement for the 
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membership matrix. Modifications to overcome the drawbacks of FCM have been 
proposed by researchers. 

Moh’d Belal Al-Zoubi et al. [2] have proposed a fast fuzzy clustering algorithm 
that is based on eliminating data points with a membership value lower than a thre-
shold value. The choice of the threshold value is based on experimentations; hence 
the algorithm is not very efficient. Ming-Chuan Hung and Don-Lin Yang [3] have 
proposed a faster FCM algorithm that uses a two phase approach. Though this ap-
proach reduces computation time, additional memory is required for k-d tree and stor-
ing additional information like statistical information of the patterns in each block.  
S.R. Kannan et al. [4] have proposed a center knowledge method in order to reduce 
the running time of proposed algorithm. But the drawback here is the memory re-
quired for the distance table that is dependent on the size of the image. 

The algorithm proposed by Ye Xiu Qing et al. [5] uses the gray level histogram in 
the FCM algorithm to minimize the time for segmentation and the space required for 
the membership matrix. The algorithms proposed by Weiling Cai et al. [6] and S. Zu-
laikha Beevi and M. Mohamed Sathik [1], speed up the conventional FCM and signif-
icantly reduce the execution time by clustering on grey level histogram rather than on 
pixels. The proposed methodologies are found to be efficient and robust to noise. The 
histogram based approach is also adopted by He Yangming and Dai Shuguang [8] and 
achieves great speed up. The method proposed by Arpit Srivastava et al. [9] uses a 
membership suppression mechanism which creates competition among clusters to 
speed up the clustering process. The drawback here is that the execution time depends 
on the size of the dataset. S. Rahimi et al. [7] and S. Murugavalli and V. Rajamani [8] 
have proposed parallel FCM based approaches for image segmentation. The parallel 
algorithms proposed divide all the image pixels equally among the processors so that 
each processor handles n/p data points (n is the number of pixels and p is the number 
of processors involved in the computation). Thus, the processing time reduces signifi-
cantly. 

In this paper we adopt the histogram based approach [5], thus reducing the data 
points to the number of gray levels in the image instead of the number of pixels. The 
histogram of all images is computed and the membership matrix is initialized based 
on all the histograms. Thus, the FCM has to be applied only once to cluster all the im-
ages. In this paper we also modify the parallel approach [7] by assigning each cluster 
to different processors. Each processor computes its cluster center and updates the 
membership matrix after each iterative operation in the FCM algorithm.  

3   Proposed Methodology 

3.1   Conventional FCM 

Fuzzy c-means (FCM) is a method of clustering which allows one piece of data to be-
long to two or more clusters. It is based on minimization of the following objective 
function:  
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4. If ε<−+ |||| )()1 kk UU , then STOP; otherwise return to Step 2. 

 
The convergence of the conventional FCM algorithm is time consuming which makes 
it impractical for image segmentation. 

3.2   Histogram Based FCM 

A single gray level histogram comprising of multiple brain MRI images is computed. 
This histogram is used in the FCM algorithm, which enhances the speed of segmenta-
tion and at the same time reduces the space required for the membership matrix. The 
objective function is given by 
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where, H  is the histogram of all images comprising of L  gray levels. The computa-
tion of membership degrees of )(lH  pixels is minimized to that of only one pixel 

with l  as grey level value.  
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where l  is the gray level ranging from 0 to 255. 

3.3   Proposed Parallel Histogram Based Approach to FCM 

The proposed algorithm computes the histogram H  of multiple MRI images that 
need to be segmented. The performance of Histogram Based FCM can be further en-
hanced by distributing computation and main memory usage. Thus, each cluster is as-
signed to a different processor. Each processor corresponding to a cluster computes its 
center and updates the corresponding row of the membership matrix in each iteration 
of the modified FCM algorithm.  

In this paper, the brain is segmented into 4 clusters. Each processor jp  corres-

ponds to a cluster jc  where j  is between 1 and 4. The initiating processor P  assigns 

each cluster jc  corresponding to a row jr  of the membership matrix U  is assigned 

to each processor jp . Each processor jp  computes the center of its cluster as  

follows: 
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Each processor jp  sends the computed centers back to the initiating processor P . 

The processor P  then reassigns each row jr  of the membership matrix to processor 

jp  and sends the centers vector to each processor jp . Each processor jp  updates 

row jr  of the membership matrixU .  
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where j corresponds to the cluster or processor, l ranges from 0 to 255.  
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     Proposed Methodology to Cluster Multiple Brain MRI Images 
 
Step 1: Input Multiple Brain MRI Images 

Step 2: Compute a single Histogram H  of all the MRI images 
Step 3: Initialize the membership matrix ][ jluU =  

     Step 4: Initiating processor P  assigns each cluster jc  to processor jp  

     Step 5: Each processor jp  computes the center of its cluster 

     Step 6: Each processor sends the computed center jc  back to the initiating  

                 processor P  
     Step 7: Initiating processor P  sends the center vector c  to each processor jp  

     Step 8: Each processor updates the row jr  of the membership matrix              

                 corresponding to its cluster jc  

     Step 9: Each processor jp  sends the computed row jr back to the initiating 

                 processor P 

     Step 10: If ε<−+ |||| )()1 kk UU  then, go to Step 4 

     Step 11: Output the Segmented Results 

3.4   Extracting Tumor from Segmented Cluster 

The cluster with the largest center value is chosen. All the points i.e. gray level values 
belonging to this cluster are stored in array C. Each brain MRI from the large set of 
MRI images is considered. The pixel values of points with gray value equal to gray 
values contained in array C to 255.  Then perform opening and closing operations on 
the image using a disc as structural element. Check if blobs are present in the image. 
If the quality of the image is poor then the tumor may not be present in the cluster. 
Thus, the modified FCM algorithm must be applied again on the image if blobs are 
not present. If blobs are present then find the largest blob and set the pixel values of 
other blobs to zero. Fig. 2 shows results for extraction of tumors. 
 
     Steps of the Proposed Methodology to Cluster Multiple Brain MRI Images 

 
     Step 1: Input Multiple Brain MRI Images 

Step 2: Set the pixel values of points with gray value equal to gray values con 
             -tained in array C to 255 

     Step 3: Initialize the membership matrix ][ jluU =  

Step 4: Perform opening and closing operations on the image using a disc as   
             structural element 

     Step 5: If blobs are present then, find largest blob 
                 Else, Apply Modified FCM on the Input Brain MRI and go to Step 2    
     Step 6: Set the pixel values of other blobs to zero 

Step 7: Output the Extracted Tumor 
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4   Results and Discussion 

The proposed algorithm is found to be of reduced space and time complexity as com-
pared to the conventional FCM. 
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Fig. 1. Plot of Time Vs Number of Multiple Brain MRI images for FCM and Modified FCM 

The proposed approach segments the brain MRI images into 4 clusters and uses 4 
processors. The time required to cluster multiple MRI images is computed for the 
conventional FCM as well as the proposed parallel histogram based FCM and the re-
sults are compared. Fig. 1 shows the time taken to cluster the data set containing va-
ried number of images. 

The asymptotic efficiency of FCM and Modified FCM Algorithms are shown in 
Table 1. 

Table 1. Space and Time Complexity of Clustering 

Algorithm Space 

Complexity 

(one image) 

Space 

Complexity 

(n images) 

Time  

Complexity 

(one image) 

Time  

Complexity 

(n images) 

FCM O(dc) O(ndc) O(dc2i) O(ndc2i) 

Modified FCM Cq Cq O(qci) O(nqci) 

Ω(qci) 

 
The asymptotic efficiency of the algorithm has following notations:   
             i number FCM over entire dataset 
             d number of data points 
             c number of clusters   
             q number of grey levels 
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The tumors from these clustered images are then extracted and separated from other 
parts of the brain using the method elucidated in the proposed methodology. The 
Modified FCM is applied to a sample of 3 brain MRI images. The output in Figure 2 
shows the removal of brain portion from the cluster containing tumor. 

 

Fig. 2. Extraction of tumor from segmented cluster 

5   Conclusion 

The proposed parallel algorithm is found to be almost twice as fast as the convention-
al algorithm in spite of the overheads associated with parallelism. Large volumes of 
brain MRI images can be efficiently segmented at once using the proposed method. 
The proposed algorithm is independent of the size of the images to be segmented. 
Hence, it achieves a significant improvement over other parallel approaches which 
depend on the size of the image. The use of histogram based FCM in our algorithm 
reduces the space complexity significantly.   
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Abstract. Web search results clustering is an increasingly popular technique for 
providing useful grouping of web search results. This paper introduces a proto-
type web search results clustering engine that use the random sampling tech-
nique with medoids instead of centroids to improve clustering quality, Cluster 
labeling is achieved by combining intra-cluster and inter-cluster term extraction 
based on a variant of the information gain measure by using Modified Furthest 
Point First  algorithm. M-FPF is compared against two other established web 
document clustering algorithms: Suffix Tree Clustering (STC) and Lingo, 
which are provided by the free open source Carrot2 Document Clustering 
Workbench. We measure cluster quality by considering   precision , recall and 
relevance. Results from testing on different datasets show a considerable clus-
tering quality. 

1   Introduction 

With the increase in information on the World Wide Web it has become difficult to 
find the desired information on search engines. The low precision of the web search 
engines coupled with the long ranked list presentation make it hard for users to find 
the information they are looking for. It takes lot of time to find the relevant informa-
tion. Typical queries retrieve hundreds of documents, most of which have no relation 
with what the user is looking for. The reason for this is due to the user failing to for-
mulate a suitable or specific enough query, and efforts have been made to use some 
form of natural language processing when processing a search query to try and under-
stand the underlying concept the user is trying to get across. One solution to this prob-
lem is to enable more efficient navigation of search results by clustering similar  
documents together [1][2]. By clustering web search results generated by a conven-
tional search engine, the search results can be organized in a manner to reduce user 
stress and make searching more efficient while leveraging the existing search capabil-
ity and indexes of existing search engines [9].  

2   Overview of M-FPF and Improving the FPF Algorithm  

In this paper we improve the Furthest Point First algorithm from both the computa-
tional cost point of view and the output clustering quality. Since theoretically the FPF 
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algorithm as proposed by Gonzalez [12] is optimal (unless P = NP), only heuristics 
can be used to obtain better results and, in the worst case, it is not possible to go be-
hind the theoretical bounds. We profiled FPF and analyzed the most computational 
expensive parts of the algorithm. We found that most of the distance computations are 
devoted to find the next furthest point. FPF clustering quality can be improved mod-
ifying part of the clustering schema. We describe an approach that use the random 
sampling technique to improve clustering output quality, we call this algorithm M-
FPF[10][11]. Another crucial shortcoming of FPF is that it selects a set of centers not 
representative of the clusters. This phenomenon must be imputed to the fact that, 
when FPF creates a new center, it selects the furthest point from the previous selected 
centers and thus the new center can likely be close to a boundary of the subspace con-
taining the data set. To overcame this we modify M-FPF to use medoids instead of 
centers.  

3   Overview of Clustering and Labeling System 

(1) Querying one or more search engines: The query entered by the user is redi-
rected to the selected search engines. As a result of the search engine, a list of snip-
pets describing Web pages relevant to the query. An important system design issue  
is deciding the type and number of snippet sources to be used as auxiliary search  
engines.  

 

Fig. 1. Architecture of clustering and labeling system 

With the rank of the snippet in the list returned by the search engine. Therefore the 
need of avoiding low-quality snippets suggests the use of many sources each supply-
ing a low number of high-quality snippets.  
 
(2) Cleaning and filtering: The input is then filtered by removing non-alphabetic 
symbols, digits, HTML tags, stop words, and the query terms. These latter are re-
moved since they are likely to be present in every snippet, and thus are going to be 
useless for the purpose of discriminating different contexts. We then identify the lan-
guage of each snippet, which allows us to choose the appropriate stop word list and 
stemming algorithm. Currently we use the ccTLD (Country Code Top Level Domain) 
of the url to decide on the prevalent language of a snippet.  
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(3) First-level clustering: We build a flat k-clustering representing the first level of 
the cluster hierarchy, using the M-FPF algorithm and the Generalized Jaccard Dis-
tance [5]. An important issue is deciding the number k of clusters to create. Currently, 
by default this number is fixed to 30, but it is clear that the number of clusters should 
depend on the query and on the number of snippets found. Therefore, besides provid-
ing a default value, we allow the user to increase or decrease the value of k to his/her 
liking. Clusters that contain one snippet only are probably outliers of some sort, and 
we thus merge them under a single cluster labeled “Other topics”.  

 
(4) Snippets re-ranking: In general users are greatly facilitated if the snippets of a 
cluster are listed in order of their estimated importance for the user. Our strategy is to 
identify an “inner core” of each cluster and “outliers”. In order to achieve this aim we 
apply the FPF algorithm within each cluster as follows. Since FPF is incremental in 
the parameter k, we increment k up to a value for which it happens that the largest ob-
tained cluster has less than half of the points of the input cluster.  
 
(5) Candidate words selection: For each cluster we need to determine a set of candi-
date words for appearing in its label called as candidates. For each word that occurs in 
the cluster we sum the weights of all its occurrences in the cluster and pre-select the 
10 words with the highest score in each cluster. We call this as local candidate selec-
tion, since it is done independently for each cluster. For each of the 10 selected terms 
we compute information gain IGm, [6]. The three terms in each cluster with the high-
est score are chosen as candidates. We call this as global candidate selection, because 
the computation of IGm for a term in a cluster is dependent also on the contents of the 
other clusters. Global selection has the purpose of obtaining different labels for differ-
ent clusters. At the end of this procedure, if two clusters have the same signature we 
merge them. 

 
(6) Second-level clustering: For second-level clustering we adopt a different ap-
proach, since metric-based clustering applied at the second level tends to detect a sin-
gle large “inner core” cluster and several small “outlier” clusters. The second-level 
part of the hierarchy is generated based on the candidate words found for each cluster 
during the first-level candidate words selection. Calling K the set of three candidate 
words of a generic cluster, we consider all its subsets as possible signatures for second 
level clusters.  

4   Experimental Evaluation 

In this paper, precision is used to take into account both relevance and membership 
degrees. Since all three algorithms tested using overlapping clusters, modifying the 
weight of a result according to its membership degree is used to prevent variation of 
precision due to the same result being present in multiple clusters. M-FPF employs 
clusters which record membership degrees in the range [0, 1], while STC and Lingo 
appear to employ overlapping clusters, which does not define membership degree. In 
this case, membership degree is set to the inverse of the number of clusters of which a 
result is a member.  M-FPF records relevance in the range [0, 1], however STC and 
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Lingo do not use relevance or sort results in any fashion, so they only use precision 
weighted by membership degrees in the tests that follow.  

The other key problem is the data to be used for testing. For testing, sets of search 
results are downloaded and saved so they are identical between runs. Each dataset 
consists of 100 results, each with a title, snippet and URL. As the following results 
show, the algorithms' performance depends heavily on the dataset and its distribution 
of search results. This paper includes the results of M-FPF, STC and Lingo on four 
queries used in other papers [3], [8] (Jaguar, Apple, Java, Salsa), using the Google! 
search API. 

4.1   Clustering Quality  

Search Engine Results In all the tests that follow, the parameters of the three algo-
rithms are left unchanged between runs. A fixed number of six clusters was chosen 
for all datasets, as there are at least ten topic labels and generation of too many clus-
ters for a relatively small number of results can result in excessive fragmentation of 
categories. STC and Lingo were left to the defaults set by the Carrot2 software, M-
FPF  has the following default parameters set, unless otherwise noted: Nc = 10, the 
parameter is chosen to give on average a balance between precision and recall. The 
graphs show three bars for each of the algorithms: on the left is weighted precision, 
the middle is recall and on the right is a relevance score. A difference between preci-
sion and recall indicates a tendency of an algorithm to return only a small number of 
results that have a high probability of being correctly classified (high precision, low 
recall) or a large number of results in each cluster,  with high overlap between clusters 
(low precision, high recall). 

Figure 2 shows the performance of the three algorithms on two datasets: Jaguar 
and Apple. These two datasets are a fairly average case with three or four large clus-
ters and two or three smaller clusters with low to moderate overlap between the clus-
ters. M-FPF performs well in these cases, delivering a balance between precision and 
recall. All three algorithms show higher precision in the Jaguar dataset and higher re-
call in the Apple dataset, possibly indicating higher overlap in the later. 

. 

Fig. 2. Cluster quality measured using precision, recall and R1 score for the Jaguar and Apple 
datasets 
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M-FPF and Lingo was able to extract almost all of the major topics, while STC 
was unable to extract more than half. Lingo suffered from a low number of classified 
results (many results were binned in 'Other Topics' i.e. as outliers), which is expected 
from its design focus on cluster purity [4].  

Figure 3 shows the performance of the three algorithms on two more challenging 
datasets: Java and Salsa. Both datasets are dominated by two large clusters and four or 
five smaller clusters, making it hard for the algorithms to effectively extract the top-
ics. As a result, recall and overall score of all three algorithms drop significantly. The 
Salsa dataset also has very high overlap, and due to the default parameters for M-FPF, 
it performs similarly to Lingo while STC performs slightly better overall. 
 
 

Fig. 3. Cluster quality measured using precision, recall and R1 score for the Java and Salsa da-
tasets 

5   Conclusion 

This paper demonstrated M-FPF, a web search result clustering and the labeling tasks 
are performed on the fly by processing only the snippets provided by the auxiliary 
search engines, and use no external sources of knowledge. Clustering is performed by 
means of a modified version of the furthest-point-first algorithm.. Finally, M-FPF per-
forms well compared to the established STC and Lingo algorithms, demonstrating 
both good quality clustering without using a more complex label driven approach to 
document clustering. Enhancing the performance of search engines and improving the 
usability of search results is an active area of research, and clustering web search re-
sults is only one way of doing this. however, improvements can be made its efficiency 
as well as the use of hierarchies to improve document organization.  
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Abstract. For thousands of years, people have been playing games of chance or 
wagering on the outcomes of various games and events. As a medium, the com-
puter game is currently in a period of rapid development. From a design point 
of view, video games are becoming more complex and they are rapidly spread-
ing to new platforms such as mobile phones, pocket computers, and websites. 
This paper aims to determine whether Association mining algorithm applied to 
an online social games database would provide the game designers with mea-
ningful rules that would help improve the design of the game. A data set of on-
line social gamer profile was created. The database contains various aspects of 
social games. The rules generated from association analysis would be of tre-
mendous benefit to the gaming industry, as they can then use them to optimize 
game design features. 

1   Introduction 

Data Mining is about finding patterns and relationships within data that can possibly 
result in new knowledge. Data mining software applications includes various metho-
dologies that have been developed by both commercial and research centers. These 
techniques have been used for industrial, commercial and scientific purposes[1]. 
Game designs is the process of designing the content, environment, storyline and cha-
racters and rules of a game. Game design using Association mining will aid game de-
signers to know exactly what players want and expect from computer games. This 
knowledge in turn will enable them to take informed and strategic decisions while de-
signing various aspects of the game. There is widespread consensus that games moti-
vate players to spend time on task-mastering the skills a game imparts. Nevertheless, 
the literature reveals that a number of distinct design elements, such as narrative con-
text, rules, goals, rewards, multi-sensory cues and interactivity, seem necessary to 
stimulate players’ interest in the game [2]. The standard approaches of online Game 
design, consist of , User polls and surveys, Gaming forums and Market research. This 
paper suggests a new approach using Association mining to study online gamer ac-
tivities, and identify frequent item sets, such as popular site, popular roles, popular 
maps etc. Such item sets can give us strong association rules. These rules can be 
translated by the game designer into knowledge, and use the same knowledge to 
enrich existing games, or create a new one that has a high chance of becoming a 
popular game.  
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2   Association Mining 

Association rule mining, one of the most important and well researched techniques of 
data mining, was first introduced by Agrawal, et al [3]. It aims to extract interesting 
correlations, frequent patterns, associations or casual structures among sets of items in 
the transaction databases or other data repositories. Association rules are widely used 
in various areas such as telecommunication networks, market and risk management, 
inventory control etc. Association rule mining is to find out association rules that sa-
tisfy the predefined minimum support and confidence from a given database. The 
problem is usually decomposed into two sub-problems. One is to find those itemsets 
whose occurrences exceed a predefined threshold in the database; those itemsets are 
called frequent or large itemsets. The second problem is to generate association rules 
from those large itemsets with the constraints of minimal confidence. In many cases, 
the algorithms generate an extremely large number of association rules, often in thou-
sands or even millions. Further, the association rules are sometimes very large. It is 
nearly impossible for the end users to comprehend or validate such large number of 
complex association rules, thereby limiting the usefulness of the data mining results. 
Several strategies have been proposed to reduce the number of association rules, such 
as generating only “interesting” rules, generating only “nonredundant” rules, or gene-
rating only those rules satisfying certain other criteria such as coverage, leverage, lift 
or strength [4].This is a sample file. Please use this file to correctly typeset a submis-
sion to a conference published by Springer. The associated pdf file will help you to 
have an idea of what your paper should look like.  

3   APRIORI 

Apriori uses a complete, bottom-up search with a horizontal layout and enume ates all 
frequent item sets [5]. An iterative algorithm, Apriori counts item sets of a specific 
length in a given database pass. The main property of Apriori algorithm is that all 
nonempty subsets of a frequent item set must also be frequent. 

3.1   Apriori Rules 

Minimum support: 0.1 (10 instances) 
Minimum metric <lift>: 1.5 
Number of cycles performed: 18 
Generated sets of large itemsets: 
Size of set of large itemsets L(1): 26 
Size of set of large itemsets L(2): 38 
Size of set of large itemsets L(3): 12 
Size of set of large itemsets L(4): 1 

Best rules found: 

1. Gender=m Devices=Desktop/Laptop 25 ==> why-play= fun and excitement 
Site=Facebook 10 conf:(0.4) < lift:(2.35)> lev:(0.06) [5] conv:(1.3) 
2. why-play=fun and excitement Site=Facebook 17 ==> Gender=m Devic-
es=Desktop/Laptop 10 conf:(0.59) < lift:(2.35)> lev:(0.06) [5] conv:(1.59) 
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3. why-play=fun and excitement 34 ==>Gender=m Devices=Desktop/Laptop 
Site=Facebook 10 conf:(0.29) < lift:(1.96)> lev:(0.05) [4] conv:(1.16) 
4. Gender=m Devices=Desktop/Laptop Site=Facebook 15 ==> why-play=fun and ex-
citement 10 conf:(0.67) < lift:(1.96)> lev:(0.05) [4] conv:(1.65) 
5. Devices=Desktop/Laptop 40 ==> why-play=fun and excitement Site=Facebook 13 
conf:(0.33) < lift:(1.91)> lev:(0.06) [6] conv:(1.19) 
6. why-play=fun and excitement Site=Facebook 17 ==> Devices=Desktop/Laptop 13 
conf:(0.76) < lift:(1.91)> lev:(0.06) [6] conv:(2.04) 
7. Gender=m Devices=Desktop/Laptop why-play= fun and excitement 12 ==> 
Site=Facebook 10 conf:(0.83) < lift:(1.81)> lev:(0.04) [4] conv:(2.16) 
8. Site=Facebook 46 ==> Gender=m Devices=Desktop/Laptop why-play=fun and ex-
citement 10 conf:(0.22) < lift:(1.81)> lev:(0.04) [4] conv:(1.09) 
9. Devices=Desktop/Laptop 40 ==> Gender=m why-play=fun and excitement 
Site=Facebook 10 conf:(0.25) < lift:(1.79)> lev:(0.04) [4] conv:(1.11) 
10. Gender=m why-play=fun and excitement Site=Facebook 14 ==> Devic-
es=Desktop/Laptop 10 conf:(0.71) < lift:(1.79)> lev:(0.04) [4] conv:(1.68) 
From the rules, the designer gets a fair picture of the choices of the online social ga-
mer. These association rules guides the designer in studing gamer activities and iden-
tifying frequent itemsets like popular device, site, frequency and length-oftime-
played-social-game. For example, some of the best rule says: 
Gender=m Devices=Desktop/Laptop 25 ==> why-play= fun and excitement 
Site=Facebook 10 conf:(0.4) < lift:(2.35)> lev:(0.06) [5] conv:(1.3) 
Frequency=several times a day 36 ==> Leng-oftime- psg=1-2 years 12 conf:(0.33) < 
lift:(1.59)> lev:(0.04) [4] conv:(1.14) 
Site=Facebook 46 ==> Devices=Desktop/Laptop why-play=fun and excitement 13 
conf:(0.28) < lift:(1.57)> lev:(0.05) [4] conv:(1.11) 

These best rules tells the game designer that online social gamers are male members, 
they play games for fun and excitement, on desktop/laptop platform frequency is sev-
eral times a dayand site is facebook.  

4   Association Mining for Designing Online Social Games 

Weka(Waikato Environment for Knowledge Analysis), is a tool comprising of nu-
merous machine learning algorithms that can be applied to Data Mining Problems. 
Weka was developed at the University of Waikato, New Zealand. It is an open source 
software issued under the GNU General Public License. Input to Weka is given as a 
data set. Weka permits the input data set to be in numerous file formats like CSV 
(comma separted values: *.csv), Binary Serialized Instances (*.bsi) etc. However, the 
most preferred and the most convenient input file format is the attribute relation file 
format (arff). So the first step in Weka always is taking an input file and making sure 
that it is in ARFF. Weka automatically convert .cv file inot .arff format. A data set of 
online gamers was created with the attributes like age, gender, devices, reason for 
playing social games, length-of time-playing-socialgames, length-of-game-play-
session, frequency, site and currently-games played-once-a-week. A dataset (online-
game.arff) was created in WEKA tool which consisted of 10 attributes and 100 
records. We loaded the data set into WEKA, performed a series of operations using 
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WEKA's attribute and discretisation filters, and then performed association rule min-
ing on the resulting data set. WEKA allows the resulting rules to be sorted according 
to different metrics such as confidence, leverage, and lift. In this example, we have 
selected lift as the crit ria. Furthermore, we have entered 1.5 as the minimum value 
for lift (or improvement). Lift is computed as the confidence of the rule divided by the 
support of the right-hand-side (RHS). In a simplified form, given a rule L => R, lift is 
the ratio of the probability that L and R occur together to the multiple of the two indi-
vidual probabilities for L and R, i.e., 

lift = Pr(L,R) / Pr(L).Pr(R). 

If this value is 1, then L and R are independent. The higher this value, the more likely 
that the existence of L and R together in a transaction is not just a random occurrence, 
but due to some relationship between them. Here we also change the default value of 
rules (10) to be 100; this indicates that the program will report no more than the top 
100 rules (in this case sorted according to their lift values). The upper bound for min-
imum support is set to 1.0 (100%) and the lower bound to 0.1 (10%). Apriori in 
WEKA starts with the upper bound support and incrementally decreases support (by 
delta increments which by default is set to 0.05 or 5%). The algorithm halts when ei-
ther the specified number of rules are generated, or the lower bound for minimum 
support is reached.  

4.1   Results of Association Analysis of “games.arff” by WEKA Tool 

Data Mining in Online Social Games 
=== Run information === 
Scheme: weka.associations.Apriori -N 100 -T 1 - 
C 1.5 -D 0.05 -U 1.0 -M 0.1 -S -1.0 -c -1 
Relation: social-game-stat2- 
weka.filters.unsupervised.attribute.Remove-R1- 
weka.filters.unsupervised.attribute.Discretize-B5-M- 
1.0-R7-weka.filters.unsupervised.attribute.Remove- 
R1,6 
Instances: 100 
Attributes: 7 
                  Gender 
                  Devices 
                  why-play 
                  Leng-of-time-psg 
                  Frequency 
                  Site 
                  currently-game-played-once-a-week 
=== Associator model (full training set) === 
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5   Conclusion 

This paper shows how Association mining could be used to extract knowledge from 
online social gamer dataset to create strong rules that can guide the game design 
process. Using the strong rules in the design phase will enable the designers to pre-
serve popular ingredients in new game titles and make successful games and tap into 
a wide pool of gamers, thereby generating commensurate revenue.  

6   Future Scope 

The above analysis has been done on video games and events, so accordingly the fu-
ture scope for data mining in online game can be done on motion gaming along with 
latest game consoless.  
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Abstract. The paper highlights a unique and secure way of retrieving data, 
where user can never identify the path followed by the system to reach the goal. 
The whole collection of data is represented in Boolean form which is stored in a 
matrix. This matrix can be used for quick retrieval of data as all the functions 
and properties of mathematical logic can be applied. This also helps a great deal 
in saving memory as the data is stored in Boolean form. Boolean answers to the 
auto generated questions asked by computer produces a path. The main 
advantage of this concept is, the data is highly secured as only the person who 
has the key matrix can understand the meaning of matrix. The data is 
normalized so the efficiency in the data retrieving is also increased. The 
computer puts an auto generated random set of questions each time when the 
data has to be retrieved, which results in formation of a hierarchical tree. Thus 
any malicious attempt to use the previously used key won’t open the same lock 
and the attempt maker can be traced. 

Keywords: Pattern Recognition, Bit-manipulation, Data Mining, Pattern 
Recognition, Matrix Generation.  

1   Introduction 

Retrieval of data by writing a query and then waiting for a table to appear on the 
window is not only time consuming but also requires skilled technicians to manage it. 
This is an algorithm where we don’t have to write any query or the data names but we 
get the required solution. The main idea behind this concept is to supply the various 
data inputs to recognize the pattern and then use different functions to get a set of 
bounded solutions. A huge collection of database is mapped in the form of a 
characteristics matrix. Its elements are considered as objects. These objects later help 
the computer to trace a path to reach the final output. The user will be asked certain 
questions and it is answered in Boolean form either yes or no. These are logically 
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implemented as false (0) or true (1) by the computer. The non favorable choices are 
logically marked with a 0 and are removed by the computer. In this manner the fittest 
of the options survive.  

Auto generated questions are being asked by the computer and a pattern is being 
recognized [1]. With its help, a matrix is generated containing only the favorable 
outputs. Results are used to lead the user to next question which in turns forms a path. 
There can be various paths being running at the same time. Hence a set of outputs is 
gained. It is based on eliminating the unfavorable options, thus the final set of 
answers can be considered to be robust. In this method, the user is completely 
unaware of the next question. This helps in maintaining data as abstract. Only the 
master matrix knows about the data path and the meaning of the Boolean tree formed. 
Any other person cannot retrieve the path without the master key. 

2   Mapping of Data 

Our brain stores information in a relational manner. When we come across any object 
be another person, new movie, place, clothes etc. brain explores their characteristic 
features and remember it .When we discuss, we use the information or data we learnt, 
to define that object. Our mind associates those things/incidences on the basis of those 
features and this form our perceptions as well. By this article we focus on how the 
concept of elimination of choices and survival of the fittest can be applied to a set of 
solution space which we have got from the neural networks result [2]. The result will 
be accurate and closer to the answer than the conventional neural network and 
requires no technical acquaintance as the user has to just answer the questions and a 
road map is developed on its own to get more and more information moving across it. 

3   Question Theory and Path Generation 

The question theory defines how the computer system manipulates in computational 
form what a normal human being observes from his surroundings. Every entity has an 
associated name, its place, gender, characteristics,unique identity or feature,relative 
things etc. The object can be a place, person, occupation, definition, mathematical 
value or even an alphabet . Mathematical functions(integration) are used for 
generating their permutations which can help in generating a matrix easily. In 
mathematical terms, every entity is unique but each has certain properties or qualities 
commonly associated with it. This can be used to link it with other entities like same 
size, color, weight, value etc. for example a number can be described as even, odd,  
perfect square, multiple of certain numbers, factors, factorial, prime, etc. These 
common properties are used to implement our concept of elimination. By using the 
set of questions, it keeps on eliminating the unfavourable options directing us closer 
to the answer at every step.[1] 

The flow is always linear and there is no need of looping back 
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                                  Fig. 1.                                                                     Fig. 2.  

There is a continuous tracing of path. As is clear from the diagram, the auto-
generated question set is under manipulation on the basis of recognition of a pattern in 
the answers given by the user.  The answers help in building a path with the help of 
basic information and with every question, more significant details.  Data has been 
saved in an object-oriented manner, using all its features and applications. We can say 
that here we use reverse retrieval i.e. data object is being looked after on the basis of 
its properties. Later, sub matrix grids are established. These grids store the pointers to 
the master matrix. These pointers are used to point to a data element in the master 
matrix. They are also termed as “keys”. The data elements for which user answers 
positively, are automatically either marked or put into a new matrix named child 
matrix. Once a path is traversed to reach the goal, will not necessarily be the same 
when the user puts in the same query [3]. This technique is not for general purposes. 
Hence its time and memory constraints need not be a matter of concern. 

4   Representation in Matrix Form 

The whole concept is divided into two set of matrices. The first matrix called the 
master matrix holds the questions and is never changed for a particular problem. The 
second matrix is called the key matrix which contains all the solution with respect to a 
particular question. Each row in the matrix is associated with certain properties and 
all the questions that are there in the row are directly related to that. Each element in 
the key matrix is a answer to the master matrix which contains all the questions. The 
key matrix comprises of the answers given by user. Since the user is bound to answer 
only in Boolean format,  the matrix contains either 0 or 1. Any attempt made to search 



810 R. Gupta,  N. Garg, and P. Kumar 

the address of a data object will go in vain. This is because though the address would 
be same, address owner will be different. 

The example given below portrays how this concept works in real life. There is a 
master matrix which holds all the information but is of no use as it is just a formal 
structure; the key matrix holds the answer of the master matrix. The most interesting 
feature is, if anybody knows the key matrix but does not hold the master matrix 
nothing can be done. Combination of both the matrix is required to get to the solution. 
And during data exchange the data flows through key matrix and thus it is impossible 
to trace without making use of master matrix. This makes this algorithm unique and 
highly secured. The master matrix holds the questions whose answers are to be given 
in just yes (1) or no (0). Based on the answers provided in 1st master matrix the 
subsequent master matrices are generated [2]. 

 

 
                                 M41=1                                        M42=1                      M43=1 

              
                                 M2                                                                      M3 

  
M4 

Fig. 3. Matrices to depict flow of control from one to another 

If   M141= 1 which means that the person has business as its profession. He/she is 
redirected to another matrix which holds the questions related to business explicitly. 
In this way each matrix has some common property with each row defining the 
property of a particular attribute. This each element in matrix behaves independently 
and explaining more about a particular value. Now the matrix M2 is generated when 
user has chosen business as its profession. So it contains the basic information 
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regarding business. Now this matrix is also linked to other matrices based on the user 
choices. Like if the persons owns a company which deals in real estate then   M22=1 
after filling this matrix user is directed to matrix containing questions related to real 
estate. So in this way a hierarchy is followed through which we come across more and 
more information at each level without compromising on security. 

If earlier M142=1 then it means a person’s profession is politician. The master 
matrix that will be generated will be having the questions related to politics. The user 
only get to see the following matrix if he has selected politicians as its profession in 
the matrix M1. If the user has chosen M143=1, it indicates that the user has chosen 
service as his profession so now all the questions related to services will be asked. A 
new matrix comes into picture which holds the questions related to services. In this 
way many more profession can be added and can be directed to the secondary matrix 
as done before. There is no constraint that the number of elements in each row should 
be same thus increasing the flexibility. The above matrix M4 is used to gain the 
information of person’s work. So in this way the entire information of a person can be 
generated by using the concept of 0’s and 1’s. Thus the hierarchical matrix holds the 
complete information about a person. So the matrix is also linked by the pointers to 
direct the set of master matrix in this way security is maintained. 

4.1   Structure 

Any entity is considered as an object. Various tuples are created initially. They 
contain information about that particular object. The questions being asked are based 
on these properties. New matrices with same fields and different tuples are 
automatically generated each time a question is asked. Each new matrix is anticipated 
again and a new and simpler database comes into play. One object is related with 
different entities in different tables or matrices. When an object is given acceptance 
by the user, the related tuples in all associated matrices are used to generate a new 
matrix.                            

4.2   Data Retrieval  

A computer provides the user with certain questions in a sequence. That question is 
answered by the user in either yes (i.e. 1) or no (i.e. 0). When a 0 is received, the 
matrix which had that option as the primary object is rejected. 

We can also say that when a 1 is encountered, a new matrix is formed with all the 
favorable outputs. One option points towards various different outputs, so more than 
one matrix can be formed. Using the same question, many matrices are formed. The 
challenge of attaining the same set of solutions while provided with different set of 
questions is over powered by the multiple matrices continuously being formed at 
logical level. These matrices are continuously modified or transformed into a next 
level. As the level increases, size of the database under consideration decreases and a 
path is created .This path is not unique and the probability of retrieving it again is 
very low. 
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5   Applications 

This theory has applications in:- 

• Medicine – If there is a new and typical case for the doctor he can tell the 
state of patient in the Boolean form and can get the most close and likely 
event of the past that has occurred and the cure that was given. 

• Security – Whenever there is a terrorist activity description of the event can 
be given to recognize the pattern. 

• Traffic control - Recognizing and saving records for any accidents. 
• Sports- The performance state of the teams is evaluated as each player’s 

information,  ground details, opposition team’s complete facts and figures is 
given as input and using this self learning algorithm explained before the 
most likely result can be concluded. 

• Business- The current scenario of the market is given as input and the 
prediction in the market can be made easily especially to tell that which 
stock will rise and which will come down. 

• Aptitude tests- By asking a set of questions it can tell about a person’s 
interests, behavior and mental level where on the basis of first questions 
answered the proceeding questions will appear. This will be highly useful to 
take real life decisions too.  

• Law- The time and cost can be reduced by analyzing the law case with the 
help of our question theory. 
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Abstract. The major concern of software industry is software quality and relia-
bility. Unit Testing is a practical approach to improve the quality and reliability 
of a software. Unit testing is usually performed by programmers and is the base 
for all other tests such as integration testing and system testing. Unit Testing can 
be done manually (and/or) automatically. This paper presents “White.NUnit” 
framework that automates the unit testing of windows applications. The auto-
mated unit tests   are written by the developers after the completion of functio-
nality coding. We found that the number of defects got reduced when automated 
unit tests are written iteratively similar to test driven development. This frame-
work proved that significant portions of windows application can be automatical-
ly tested without manual intervention. This reduces the Manpower involved in 
testing each and every unit of the application and increases the quality of the 
software product.  

1   Introduction 

The process of a software development includes white box testing which is a tech-
nique used by software developers to verify whether their code works as expected. 
Unit Testing is a kind of white box testing where individual units of software are 
tested. The intension of unit testing is to check whether each and every unit (module) 
of a software works as per the developer’s expectation. Unit Testing can be done ma-
nually (and/or) automatically. According to the research conducted [6] 65% of bugs 
can be caught by unit testing alone. Unit Testing finds the defects in each and every 
unit of the application at initial level of testing. It increases the confidence levels of 
developer by ensuring that their code is working correctly. According to Industry re-
search the cost of fixing a defect in Quality Assurance (QA) is 100 times more than 
fixing it during development. So, Unit Testing ensures that code works correctly and 
improves the quality, reliability and cost of the application software development. We 
initially performed unit testing   manually where it was a time consuming task and 
hence we intend to choose automation of unit testing. To automate unit testing, it is 
necessary to write test scripts called unit tests. Once the unit tests are available, it is 
easy to automate the unit testing. The White.NUnit is an open source automation 
framework for automating the windows applications. This paper focuses on metho-
dology and framework for automation of unit testing.  
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2   Background and Related Work 

The automated unit tests for any application can be written in two ways: 
 Before code implementation 
 After code implementation 

If unit tests are written before any code implementation then it is known as Test Dri-
ven Development. If Unit tests are written after the code implementation then it is 
known as Test After Development. 

2.1   Test Driven Development  

In Test Driven Development, the developer writes automated unit tests for the new 
functionality they are about to implement. It is a software engineering process that 
follows small development cycle. In industry, while coding a software application the 
development cycle that they follow is shown below in figure 1. 

 

Fig. 1. Test Driven Development Cycle 

Let us see the detailed description of development cycle of test-driven development. 

2.1.1   Develop Automated Unit Tests 
Without writing any code to implement feature, test cases must be written by the de-
veloper in the initial stage by collecting the specifications and requirements in the 
form of user stories (or) use cases that covers all the requirements and conditions. 
This makes developer to focus on requirements and coding in this manner makes the 
code consistent. 

2.1.2   Run Automated Unit Tests  
Run the automated Unit tests to ensure that they fail because there is no implemented 
code yet. 
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2.1.3   Implement the Code to Pass Test(s) 
Developer needs to write the code for those cases that are failed in the previous test. 
The code that developer writes should not add any other unpredicted functionality. 

2.1.4   Run All the Tests in Code Base 
Once development is done, run all the automated tests in the code base. If all the tests 
are pass then develop automated unit tests for other features of the application and re-
peat the same process otherwise implement the code necessary to make the test pass 
and run the automated unit test(s). 

Finally, once the development of code for the application and unit testing are done, 
the developer may restructure the code for better readability (or) improving the per-
formance. The advantage of above written unit tests is that whatever changes the de-
veloper  may make to the code now, it won’t affect the existing functionality of the 
build [11], as the test cases written earlier defines the requirement and specifications 
of the application. 

2.2   Test After Development  

In Test After Development, the developer writes automated unit tests after the com-
pletion of code for the application. It is also a software engineering process that fol-
lows small development cycle. The development cycle for test after development is 
shown in figure2.  

 

Fig. 2. Test After Development Cycle 
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Let us see a brief explanation of the test after development cycle: 
 
 Initially develop the code for few features of an application. 
 Develop the automated unit tests that cover all the features that are developed. 
 Run automated unit tests and if all the tests are passed then continue the devel-

opment of the remaining features of application. 
 Otherwise, fix the defects that are found during unit testing, repeat the testing of 

automated unit tests. 
 Repeat the above process till the features of the entire application are done. 

 
These are the two approaches for unit testing the application. We have used test after 
development approach in our development process. 

To automate the unit testing we have an open source framework Nunit which is a 
free unit testing framework which is not seamlessly integrated with an IDE. It loads 
test assembly in different application domain and keeps a watch on targeted assembly 
for any changed events. But the problem with this is it just validates the internal func-
tionality of any method written in an application and it doesn’t have any interaction 
with the user interface. So, we have another open source automation framework with 
the name “white.NUnit” for automation of user interface applications that needs the 
support of Nunit.  

3   Methodology 

Initially we explain the methodology for development of application and then for the 
automation of unit testing. The methodology that we followed for development of our 
application is agile methodology. The agile methodology is based on iterative and in-
cremental development throughout the life-cycle of a project .It reduces the risk by 
developing application in short span of time. Development accomplished in one unit 
of time (generally up to two weeks) what we followed is called an iteration. All the 
required functionality may not be covered in one iteration for releasing the project. 
But it will be covered in multiple iterations. The idea is to have a defect free applica-
tion available at the end of each iteration. 

Once development is completed in the iteration we perform automated unit testing. 
The test after development approach is followed in our development process. The me-
thodology for automation of unit testing is shown in figure 3. 

 



 Effective Unit Testing Framework for Automation of Windows Applications 817 

 

Fig. 3. Automation Methodology 

In the above figure iteration i indicate the number of iteration in development of 
application. 

4   Requirements for Framework 

The minimum requirements of unit testing framework for automation of widows ap-
plication are: 

Operating System: Windows XP SP 2+ or Windows 7 
Platform: Microsoft Visual Studio 2005, 2008 or 2010. 
Software: NUnit which is the Open Source software (OSS) for which we’ll   
create unit tests. 
PC with minimum configuration. 

The Nunit software can be downloaded easily from the internet for free except Micro-
soft Visual Studio for which you need to get a License. 
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5   Unit Testing Automation Framework  

White.NUnit is a open source unit testing automation framework for windows appli-
cations in .Net. Since the template for the unit tests (test cases) are not generated au-
tomatically in white, it means that developer who is not aware of unit tests, he has to 
get some training on using this framework. The unit tests are written in a separate 
project. The framework supports access to all the controls in an application while 
writing unit tests. Once we are done with the unit tests we can automate the unit test-
ing of application using this framework. This framework doesn’t have a separate se-
tup file to run unit tests it provides dll’s that are to be added in the project of unit tests 
and run the unit tests by loading the project dll into  user interface provided by NUnit. 
The set of steps involved in using this framework are: 

 .Installation of Nunit Software. 
 Setting Up an Environment. 
 Write Unit Tests. 
 Run Unit tests. 

5.1   Installation of Nunit Software 

The binaries and documentation of NUnit can be downloaded from their website. It 
comes as an installer package or can also be downloaded in a standalone folder which 
is archived inside a file. Once downloading is completed, install the setup file which 
is quite simple process. 

5.2   Setting Up an Environment  

To start with White.NUnit, we have to create a test project to contain the White.NUnit 
tests manually. Once we create a project, it requires certain amount of nontrivial work 
to finally start writing a test case. Before we start writing a test case, we should in-
clude NUnit’s and White’s linked libraries to the project. To include them, we need to 
add references to the Core library of NUnit i.e. Nunit.Core, the whole NUnit frame-
work which is in NUnit.framework dll and the core library of White i.e., White.Core 
and all the dll’s of white framework. 

5.3   Write Unit Tests 

Since the environment is all set for the framework, we need to write unit tests. To 
write unit tests, first any developer has to search for the document of the source soft-
ware and then start writing unit tests. Since we are writing the unit tests for automa-
tion of windows application we have to access the each and every control in the appli-
cation and validate them. So, the developer of unit tests must be familiar with the 
code of the application to access the controls in unit tests. 
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In the case of White.NUnit, once a developer writes class, he has to create a Test 
project, or if the Test project is already there, he has to manually write separate class 
to write the Unit test as there are no integrated features built in inside an IDE.A sam-
ple unit test is shown in following figure 4. 

 

Fig. 4.  A Sample Unit Test 

5.4   Run Unit Tests 

Now, to execute the tests written for White.NUnit, once again, developer should be 
familiar with the whole process. First he needs to compile the test code to generate a 
binary file and then load that binary into White.NUnit and then run the tests for  
the desired functions. The following is the GUI of white.NUnit framework to execute 
unit tests. 

 

Fig. 5. White.NUnit GUI to execute  Unit Tests 

This framework allows the user to view the user interface that it automates.The 
following is the figure that shows the user interface being loaded during execution 
and perform unit testing.   
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Fig. 6. Sample Screen of White.NUnit Framework 

6   Result Analysis  

We made analysis and generated a report considering some usability and performance 
tests of White.Nunit. 

Table 1. White.NUnit Metrics Report 

Metric White.NUnit

Installation Easy 

Setting up environment Easy 

Avg Time taken to write First Unit Test 6 mins 

Avg Time to rin First Unit Test        <1 min 

Document/Internet Forums Very good 

 
We used the framework for a real time application that has number of features. In-

itially manual unit testing was done which was time consuming and then we used this 
framework, developed unit tests and started automating the unit testing. We found lot 
of time difference compared to manual testing.   

Application has 10 features and for each we developed unit tests separately approx-
imately 200.We execute all the cases in 4 hrs of time. When we did manually it takes 
8 hrs of time per person in the team. We are totally 10 members in our team. 

Total time taken by the team is 80 hrs.  
Time saved by automation of unit testing is  

 

 
 Ts= Tm - Ta 
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    Ts -- Time Saved by automation 
    Tm -- Time taken for manual unit testing 
    Ta –Time taken for automation unit testing          
 

For our application the time saved due to automation is  
 
                     Ts= 80 – 4  
                         =76 hrs 

 

Fig. 7. Results in Graph 

The above figure shows graphical representation of time saved through automation 
in terms of  time and quality. 

7   Conclusion  

White.NUnit framework is more useful to automate the windows applications 
developed in .Net. It saves developer’s time by identifying the defects in application at 
early stages. In order to produce application software with high reliability, maintaina-
bility and keeping testing costs low, the automation of unit testing should be preferred.  
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Abstract. The interactions and influence taking place in the society could be a 
source of rich inspiration for the development of novel computational methods. 
In this paper a new optimization method called “Adaptive social behavior              
optimization (ASBO)” derived from abstract inherent characteristics of          
competition, influence and self-confidence which are involved behind making a 
successful social life especially with human society is presented. The                
characteristics of dynamic leadership and dynamic logical neighbors along with 
experienced self capability are taken as fundamental social factors to define the 
growth of individual and in result of whole society. For each entity of a society, 
characteristics and affect of these three factors are not being constant for whole 
life span, rather than function of time and present status. To define this dynamic 
characteristic under a social life, in ASBO, help of self-adaptive mutation strat-
egy is opted. To establish the applicability of proposed method various bench-
mark  optimization problems are taken to obtain the global solutions. Perfor-
mance comparison between ASBO and various variation of PSO, which is 
another well established optimization method based on swarm social behavior, 
is also presented. Proposed method is simple, more generalized and free from 
parameters setting in working and very efficient from performance perspectives 
to achieve the global solution. 

Keywords: Social Structure, Global optimization, Competition, Influence, Self 
adaptive mutation. 

1   Introduction 

Social behavior is a novel natural mechanism for survival and computing model based 
on this can be utilized to solve difficult problems efficiently and reliably. In recent 
year it has proven possible to identify, abstract and exploit the computational prin-
ciples underlying in social structure and deploy them for scientific and industrial  
purposes. Beauties of such computing model are simplicity in principle and do not re-
quire the auxiliary knowledge of the problem.  

The ability of an individual to mutually interact is a fundamental social behavior 
that is prevalent in all human and insect societies. Social interactions enable individu-
als to adapt and improve faster than biological evolution based on genetic inheritance 
alone. This is the driving concept behind the optimization algorithm introduced in  
this paper that makes use of the competition and influence available within a formal 
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society. Particle swarm optimization (PSO) [1][2] and Ant colony optimization(ACO) 
[3][4] are two very successful and established computing model already justifying the 
importance of above statements. These two computing model having the bias refer-
ence of social life activities either with respect to species like bird , fish or like ant. 

2   Social Structure and Influencing Behavior  

A group of living entities bonded through homogeneous behavior and/or physical cha-
racteristics .The formation of bonding increase the chance of survival manifold and 
promoting for innovation explicitly as well implicit manner. In most of the living spe-
cies including human, animals or swarm individual element is not having enough 
quality to make him survive with high fitness for a longer period of time. In result  
cooperation with other element force them to form a society, where individual contri-
bution utilize to complete or drive the progress, examples are numerous like human 
society, ant colony, fish schooling etc. In general the advantages to be a pert of socie-
ty are: (i) increase the forging capability, (ii) increase the reproductive efficiency,(iii) 
increase predator avoidance(iv) increase possibility of new innovation .Social beha-
vior is always a fascinating subject for evolutionary biologist and social philosopher. 
Several attempts have been made with various different species societies to under-
stand how as a group they are so successful with respect to certain objectives. Their 
individual capability as a group success has given stimulation to develop the similar 
computing model to solve the optimization problem. Various models already exist 
and they are successful with respect to certain aspect. Particle swarm optimization, 
Ant colony optimizations are among of them. 

Each society must have a leader with respect to objective as a deriving force. The 
time period for a leadership is dynamic; hence emergence of new leader helps the so-
ciety to have better option of development with the new innovation. An individual ca-
pability of the member makes the society diverse and help to find better innovation 
and a leader. Neighborhood concept play very important role in society to make the 
individual competitive and provides the support to increase the fitness of individual. 
Broadly depends upon requirements two types of neighborhoods can be defined (i) 
logical neighborhood (ii) geographical neighborhood. Logical neighborhood can be 
defined as neighbor’s w.r.t objective status. While geographical neighborhood related 
with surrounding position location of individual. It’s not necessary that logical neigh-
bors should be same as geographical neighbors. From the perspective of innovation, 
logical neighbors play more important role than geographical neighbors.  

General format of a social structure taken in this work is assumed to have number 
of subpopulation under the same social structure and environment. As in case of hu-
man society there are number of subgroups having their individual recognition. Each 
subgroup is having the development mostly independently at the initial stage and after 
certain periods of time depends upon requirement;  individuals form subgroups are se-
lected to achieve the objectives. This process provides a better chance of diversity in 
solution perspective while encourage competition and cooperation. Development of 
individual entity depends upon number of influencing factors available under cir-
cumstances like leadership, neighbors, social reaction, self sensitivity etc.   
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3   Proposed ASBO Methods as Leader, Neighbors and Self (LNS) 
Model 

With this simplified macro model of influencing environment in the human society, a 
mathematical model is developed to achieve the objective of global optimization. As-
suming, a population containing numbers of individual each represents the solution of 
problem in hand. Each individual representing solution is appeared in direct form (not 
in coded format).Each individual is having a fitness value, derived by objective func-
tion. Individual having the maximum value of   fitness treated as leader at present 
time. A group of individuals having next nearest higher value of fitness compare to an 
individual are treated as neighbors for that particular individual. The change in exist-
ing status because of influences is innovated by each and every member of population 
using eq. (1) and the next location of status given by eq. (2). 

 
∆X(i+1) = Cg*R1*(Gbi – Xi) + Cs*R2*(Sbi –Xi) + Cn*R3* (Nci-Xi);          (1) 

 
X (i+1) = Xi + ∆X (i+1)                                                                                     (2) 

 
Where ∆X (i+1) represents the new change in i’th dimension of an individual   ele-
ment and Cg, Cs and Cn are adaptive progress constants ≥ 0; 
Ri, ∀ i=1, 2, 3, are uniformly distributed random number in range of [0 1]; 
Gb: global best individual at present population; 
Sb: self best for an individual; 
Nc: center position of a group formed by an individual and its neighbors,  

For a D-dimensional problem, Gb , Sb &  Nc  represent vectors of D-dimension. 

 Gb =   [Gb1, Gb2, Gb3, Gb4, ………… GbD ]; 
 Sb =   [Sb1, Sb2, Sb3, Sb4, ………… …SbD ]; 
 Nc =   [Nc1, Nc2, Nc3, Nc4, …………. NcD ]; 

3.1   Working Process of ASBO 

A population with good enough members is defined initially, in which each member 
represents solution. Initially for all members this is random values. Each member con-
tains one more three dimensional vector, representing the information about LNS 
constant. Initializations of these vectors are also random. A fitness function is defined 
with respect to problem in hand and a fitness value obtained for each and every mem-
ber of the population. Member having maximum value of fitness declared as global 
best (leader) at the present time. For each member neighbors factor is calculated by 
taking mean of neighbors values (in this paper, three members having more nearest 
fitness value taken as neighbors).Self best initialize for each member at the beginning 
is same as initial solution.  Self-adaptive mutation strategies are applied to get the new 
set of progress constant. Gaussian mutation has applied for random perturbation in 
mutation. With the set of 2N possible progress constant, a set of N member selected 
who are having maximum fitness and accordingly N progress constant set are selected  
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for searching of the new position. Because each and every member having very      
different position and fitness values hence its necessary they should have according 
values of progress constant parameters rather than a unique fixed value for everyone 
and in all situations. Using eq. (1) and eq. (2), new status of position is achieved to 
create the next population. 

3.2   Self Adaptive Parameters Setting 

Mutation strategy for progress constant is based on concept given by Schwefel [14] as 
shown below. 

(a) A population of N trails solution initialized. Each solution taken as a pair of real 
valued vector (pi, σi), for all i Є {1, 2, 3}, with three dimension corresponding to the 
number of progress variables. The initial components of each pi, for all i Є {1, 2, 3} 
were selected in accordance with a uniform distribution ranging over a presumed so-
lution space. The values of σi, for all i Є {1, 2, 3}, the so called strategy parameters 
were initially set to some value. 

(b) One offspring (pi’, σi’) generated from each parent (pi, σi) by eq. (3) and  
eq. (4)  

                  p’i(j) =  pi (j)  +  σ i(j). N (0,1)                                                      (3) 

                  σ’i (j) = σi (j) exp(τ’ N(0,1) + τ Nj(0,1)),∀ j Є {1, 2, 3}.              (4) 
 

Where pi (j),  p’i (j),  σi (j),  σ’i (j) denote the jth  component of the vectors   xi, x’i, 
σi, σ’i respectively. N(0,1) is a random number from Gaussian distribution.  Nj(0,1) is 
a random number, sampled a new value for each counter j using Gaussian distribu-
tion. The scaling factors τ and τ’ are robust exogenous parameters which have been 
set to (√ (2√n))-1 and (√ (2n))-1.  

There are two phases under the whole process to get the global solution. 

             (i) M number of different population having same population size (PZ)  in-
itially is taken and ASBO method is applied independently up to fixed, say 
P’th, number of iterations. At the end, values of fitness and all progress 
constants are stored for each and every member from each final popula-
tion. This phase will help to maintain the diversity and in result better ex-
ploration to localize the region of solution. 

            (ii) From all final population, depends upon the fitness, members who are hav-
ing best PZ number of fitness values are selected to form new population 
and their existed progress constants are also taken to form the second stage 
single population. Over this newly generated population ASBO is applied 
to get the final solution. This phase will help to get the optimal solution in 
faster manner. 
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Table 1. Benchmark problems opted for performance comparison  
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4   Experimental Setup 

I have taken test functions as those used by [5] in order to make comparison with my 
results. Experiments were carried out over 5 test functions given in Table 1 of 30 di-
mensions were run for self terminating situation, which is defined as consistency in 
result for 500 iteration with precision of 1e-200.All experiments were run 10 times 
independently and the average of the best fitness values were recorded. Population 
sizes were maintained to 500.Different variations of PSO also taken for comparison 
purpose and results are shown in Table 2 and in Table 3.Plot of function values with 
generation are shown in Fig.1 to Fig.4.Each figure upper part represent the initial de-
velopment phase for 10 different population independently and lower part represents 
the function value by extracting the best 500 among all  from first phase .From  per-
formance as shown in Table 2 it is clear that for function F1,F2,F5, ABSO  outper-
form the various variation of cooperative coevolved PSO methods with high margin 
and for F3,F4  performance is  very respectful and competitive. 
 
 
 



828 M.K. Singh 

Table 2. Performance comparison of ASBO with various variation of CCPSO [5] 

Fun CCPSO 

  -s6 

CCPSO 

  -s6,rg 

CCPSO 

-s6,aw 

CCPSO 

-s6,rg,aw 

CCPSO 

-H6 

  ASBO 

F1 

 

Rank 

2.28E+07 
(5.83E+07) 

     [5] 

7.58E+06 
(3.77E+07) 

       [4] 

1.76E+01 
(3.99E+00) 

     [2]   

2.41E+01 
(1.06E+01) 

      [3] 

    _ 4.92E-18  

(1.54E-17) 

       [1] 

F2 

 

Rank 

2.70E-20 
(7.03E-20) 

      [3] 

9.95E+03 
(2.58E+04) 

       [6] 

4.33E-17  

(3.03E-16) 

     [4] 

1.29E+00 
(5.33E+00) 

       [5] 

1.40E-29 
(1.1E-
29) 

        [2] 

1.15E-202 
(00E+00) 

       [1] 

F3 

 

Rank 

4.00E-01 
(2.83E+00) 

       [6] 

7.05E-15  

(6.26E-15) 

       [2] 

2.13E-14 

(4.95E-15) 

      [3] 

4.44E-16  

(3.49E-31)   

       [1] 

2.73E-12 

(2.0E-
12) 

        [5] 

1.44E-13  

(1.11E-13) 

       [4] 

F4 

 

Rank 

2.22E+01 
(6.64E+00) 

       [5] 

8.16E+00 
(5.74E+01) 

       [4] 

0.00E+00 
(0.00E+00) 

      [1] 

0.00E+00 

(0.00E+00) 

       [1] 

7.78E-01 

(1.87E-
01) 

         [2] 

2.38E+00 
(2.05E+00) 

       [3] 

F5 

 

Rank 

2.6E-02 

(2.32E-02) 

       [4] 

1.99E+01 
(9.92E+01) 

       [6] 

1.39E-02  

(2.62E-02) 

      [3] 

2.59E-03  

(1.83E-02) 

        [2]         

5.24E-02 

(1.19E-
02) 

         [5] 

2.47E-15  

(1.94E-15) 

       [1] 

Avg.Rank        4.6       4.4      2.6         2.2          3.5         2 

Final 
Rank 

         6         5        3          2           4         1 

 
Performances for four different functions F1, F3, F4 and F5 have shown in Table 3 

with different variation of particle swarm optimization in various literatures. Result in 
terms of rank of the performance proposed method much ahead compares to other 
methods. Convergence characteristics for functions F1, F2, F3 andF4 in both phases 
of proposed method have shown in Fig1 to Fig4.Each figure is having two parts, up-
per parts have shown the convergence for all the ten different population for 100 fixed 
iterations and lower part represents the convergence of final population selected best 
from first phase populations. 
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Table 3. Performance comparison of proposed ASBO with various variations of PSO 

function        F1   
Mean/SD/    
Rank 

      F3     
Mean/SD/ 

  Rank 

       F4    
Mean/SD/ 

  Rank 

     F5    
Mean/SD/ 

  Rank 

Avg. 

Rank 

Final 

Rank 

GPSO 

[6] 

    40.70 

    32.19 

      [ 8 ] 

1.31E-14 

2.08E-15 

     [ 1 ]

  26.03 

  07.27 

   [ 5 ] 

2.12E-02 

2.18E-02 

    [10] 

 

  [ 6 ] 

 

[5] 

LPSO 

[7] 

   28.08 

   21.79 

      [ 7 ] 

8.20E-08 

6.73E-08 

     [ 6 ] 

  35.07 

  06.89 

   [ 7 ] 

1.53E-03 

4.32E-03 

   [ 4 ] 

 

  [ 6 ] 

 

[5] 

SPSO-20 
[8] 

    3.13 

    3.48 

      [ 2 ] 

   1.28 

   1.00 

   [ 10 ] 

  56.00 

  15.75 

     [9] 

8.47E-03 

9.79E-03 

    [ 8 ] 

 

 [7.25] 

 

[8] 

SPSO-40 
[8] 

   13.50 

   14.63 

     [ 4 ] 

3.73E-02 

  0.19 

   [ 9 ] 

  41.03 

  11.09 

    [ 8 ] 

7.48E-03 

1.25E-02 

   [ 7 ] 

  

 [ 7 ] 

 

[7] 

FIPS 

[9] 

  25.12 

    0.51 

    [ 6 ] 

2.33E-07 

7.19E-08 

   [ 7 ] 

  65.10 

  13.39 

   [ 10 ] 

9.01E-12 

1.84E-11 

     [ 2 ] 

 

[6.25 ] 

 

[6] 

HPSO-
TVAC 

[10] 

  23.91 

  26.51 

    [ 5 ] 

7.29E-14 

3.00E-14 

    [ 3 ] 

  9.43 

  3.48 

   [ 4 ] 

9.75E-03 

8.33E-03 

     [ 9 ] 

 

 [5.25] 

 

[3] 

DMS-
PSO   

[11] 

  41.58 

  30.25 

    [ 9 ] 

1.84E-14 

4.35E-15 

    [ 2 ] 

27.15 

06.02 

  [ 6 ] 

6.21E-03 

8.14E-03 

   [ 6 ] 

 

[5.75] 

 

[4] 

CLPS 

[12] 

  11.36 

  09.85 

    [ 3 ] 

3.66E-07 

7.57E-08 

    [ 8 ] 

9.09E-05 

1.25E-04 

    [ 1 ]

9.02E-09 

8.57E-09 

   [ 3 ] 

 

[3.75] 

 

[2] 

OPSO 

[13] 

 49.61 

 36.54 

   [ 10 ] 

6.23E-09 

1.87E-09 

    [ 5 ] 

 6.97 

3.07 

  [ 3 ] 

2.29E-03 

5.48E-03 

    [ 5 ] 

 

[5.75] 

 

[4] 

ASBO 4.9E-18 

1.5E-17 

  [ 1 ] 

1.44E-13 

1.11E-13 

   [ 4 ] 

2.38E+00 

2.05E+00 

   [ 2 ] 

2.47E-15 

1.94E-15 

    [ 1 ]

 

   [2] 

 

 

[1] 
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      Fig. 1. Generalized Rosenbrock Function (F1)              Fig. 2. Quadratic finction (F2) 
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                 Fig. 3. Ackley Function (F3)                       Fig. 4. Generalized Rastringin Function (F4) 

5   Conclusions 

A new method of optimization inspired by social life of species (especially with hu-
man) is presented. Concept of inspiration, confidence and competition are taken as 
social operator to improve the individual fitness. Dynamic state of individual is ob-
tained by mutation strategy. Importance of logical neighbors in social life has great 
importance because they stimulate the entity up to great extent. Comparison with ex-
isting solution concept by cooperative coevolving PSO and other various variations 
are presented. Proposed model is simple, adaptive and very efficient. It is hope that 
optimization by ASBO will open a new path for research and various more macro pa-
rameters of social life will transform as a set of operator to improve quality of solu-
tion further. 

Acknowledgments. I would like to say thanks to Reeta Singh and all associated 
members of Manuro tech research for criticism, suggestions and valuable discussion 
over the presented work. 
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Abstract. This paper deals with the design and implementation of an interval 
type-2 single input fuzzy logic controller (IT2SIFLC) for a Magnetic Levitation 
System (MLS). The type-2 fuzzy controller is designed in such a way that it can 
be implemented with signed distance method. With help of signed distance, in-
terval type-2 fuzzy input variable in our simple fuzzy logic controller called 
type-2 single input FLC. This research work is mainly focused on suspending 
the steel ball without any mechanical support in desired position with help of an 
efficient controller which uses less number of rules and less processor’s time 
complexity. For this task we have proposed an interval type-2 single input fuzzy 
logic controller (IT2SIFLC) based on theory of type-2 fuzzy logic systems 
(T2FLS) and single input theory of fuzzy logic control. Which has the advan-
tage of the total number of rules are abruptly reduced compared to IT2FLC. 
Fuzzy logic based on interval value sets is capable of modelling the uncertainty 
and precision in a better way. However, in real time application uncertainty as-
sociated with the available information is always occurs. The proposed control-
ler performance is compared with the conventional fuzzy logic controller i.e. 
type-1 fuzzy logic controller (T1FLC), IT2FLC controller designed with the 
help of interval type-2 fuzzy inference system toolbox in the MATLAB-
Simulink environment. Simulation results show that the proposed controller is 
fast with high degree of uncertainty. Simulation results analysed for all the con-
trollers and validated in the real time model of the MLS. The proposed 
IT2SIFLC is surpassing the performance obtained with other controllers and is 
cleared from the computed time response parameters. 

Keywords: Magnetic Levitation System, IT2FLC, Fuzzy logic control, 
IT2Single Input FLC, real-time plant. 

1   Introduction  

Magnetic Levitation System (MLS) is very unstable, nonlinear complex and usable 
system that can be applied in many application area such as in high speed trans-
port, magnetic bearing system, vibration isolation, levitation of wind power genera-
tion and fusion Energy Materials processing in magnetic levitation furnaces. Magnetic 
levitation system is highly non-linear and unstable. Non-linearity is present due to 
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electromechanical dynamics. This is challenging and interesting task for control engi-
neers and researcher to control MLS. PID control is classical technique for controlling 
of nonlinear system. It is simple, easy to implement and applicable but process of de-
sign is linear. In reference of fuzzy [1] it is shown that PID can be made nonlinear by 
using fuzzy logic. PID control is classical technique for controlling of nonlinear sys-
tem. It is simple, easy to implement and applicable but process of design is linear.  
In reference of fuzzy [1] it is shown that PID can be made nonlinear by using  
fuzzy logic. 

Type-1 FLC is unable to handle the linguistic and numerical uncertainties which 
are associated with dynamic unstructured environment. But type-2 fuzzy sets have the 
capability to determine the exact membership function for a specified fuzzy set [8].  
In the design of type-1 fuzzy systems, uncertainty is limited with the linguistic uncer-
tainty contained within the definition of variables. It is assumed that there is no  
uncertainty in the definition of membership functions, although parameters of the 
membership functions are determined by the opinions of experts who have different 
experiences and knowledge [6]. Unlike a type-1 fuzzy set where the membership 
grade is a crisp number in [0, 1], a type-2 fuzzy set is characterized by a fuzzy mem-
bership function. Each element of a type-2 fuzzy set is a fuzzy set in [0, 1]. A type-1 
fuzzy set is characterized by a two-dimensional, membership function whereas a  
type-2 fuzzy set is characterized by a three-dimensional membership function [8, 12]. 

The rest of the paper is organized as follows:  Section 2 briefly describes mathe-
matical model of MLS. Section 3 reviews about the type-2 fuzzy sets and interval 
type-2 fuzzy logic systems (IT2FLS). Section 4 describes the design and implementa-
tion of proposed Interval type-2 single input Fuzzy logic controller (IT2SIFLC) and 
other existing controllers for MLS their results in section 5, followed by conclusion 
presented in section 6.   

2   Mathematical Model of MLS 

The Magnetic levitation system is steel ball levitation system, in which a steel ball 
will levitate in air without any mechanical support. As shown in fig.1 MLS consists of 
an electromagnet coil, steel ball, sensor, and LED source. MLS mathematical model 
[4] is based on the ball kinematics and electrodynamics equations. Applying New-
ton’s second law of motion in vertical direction. 









=+

2

2

dt

xd
mmg)x,i(F             (1) 

Where F(i,x), x, m, i and g are air gap, steel ball mass, current and acceleration of  
gravity respectively. 

( )2x/iK)x,i(F =     (2) 

Where K is constant. For linearized at equilibrium point )x,i( 00 in equation (2) 

)xx)(x,i(F)ii)(x,i(F)x,i(F)x,i(F 000x000i00 −+−+=    (3) 

In which )x,i(F 00 is equilibrium force when the air gap is x0 and current i0. 

mg)x,i(F 00 =                   (4) 
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)x,i(FK 00ii = =

00 xx,iii

x)F(i,

==δ
δ  = 

2
0

0

x

Ki2    (5) 

)x,i(FK 00xx = = 

00 xx,iix

x)F(i,

==δ
δ =

3
0

2
0

x

Ki2
−   (6) 

where iK  and xK the stiffness coefficient. From (4),(5),(6),(3)and(1) then we get 

F(i,x)= )x,i(FxKiK 00xi =+      (7) 

)xx(K)ii(K
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m 0x0i2
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−+−=    (8) 

The voltage equation of the electromagnetic coil is given by 

U (t) = Ri(t)+L(di/dt)         (9) 

Now taking Laplace transform and putting ( )2
00 x/iKmg −= , then system 
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Where A=i0/2g ,    B=i0/x0 , Define the input and output variable as inU , outU . 
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Then the system state variables are out2out1 Ux,Ux
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==  and state equations are as 
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Real system model parameter are as m=0.022kg, Ka=5.8929, Ks=458.7204, =0i  

=0.6105A, m03.0x0 = and r(radius of ball)=0.0125m, these parameter put in eq.14 

in

2

1

2

1 u
1.2499

0

x

x
04.653

10

x

x








+






















=














•

•

     

 1xy =   
After calculating the pole of system, it is found that system has open loop poles on the 
left plane. Therefore the GML system is unstable system. 
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3   Interval Type-2 Fuzzy Logic Systems 

The concept of a fuzzy set of type-2 was introduced by Zadeh as an extension of con-
cept of an ordinary fuzzy set [5]. A FLS that uses at least one type-2 fuzzy set is 
called a type-2 FLS.The background material in this section is taken from [11].An in-
terval type-2 fuzzy set (IT2FS) Ã is characterized as [7],[28]: 

xuuxA
Xx JxuXx Jxu

/]1[),(
1~

]1,0[]1,0[
  
∈ ⊆∈∈ ⊆∈

==           (16) 

Where x , the primary variable, has domain ,; UuX ∈ the secondary variable, has 

domain Jx at each ;Xx ∈  Jx  is called the primary membership of x  and is defined 

in (5); and, the secondary grades of A
~

 all equal 1. Note that (16) means   
Ã : X  → {[a,b]: 0 ≤ a≤ b≤1}. Uncertainty about Ã is conveyed by the union of all the 
primary memberships, which is called the footprint of uncertainty (FOU) of Ã (Fig.3), 
i.e.   

    

            
]}1,0[:),{()

~
( ⊆∈== ∈∀ xxXx JuuxJAFOU 

         
(17) 

The upper membership function (UMF) and lower membership function (LMF) of Ã 
are two type-1 MFs that bound the FOU. The UMF is associated with the upper 
bound of FOU associated with the lower bound of FOU (Ã) and is denoted by (Ã) and 

is denoted by Xx),x(A
~ ∈∀μ  and the LMF is Xxx

A
∈∀),(~μ  i.e. 

XxAFOUxA ∈∀≡ ,)
~

()(~μ     (18) 

XxAFOUx
A

∈∀≡ ,)
~

()(~μ     (19) 

Note that Jx is an interval set, i.e. 

)](),([:),{( ~~ xxuuxJ
AAx μμ∈=     (20) 

So that FOU(Ã)  in (17) can also be expressed as 

)](),([)
~

( ~~ xxAFOU
AA

Xx

μμ
∈∀

=     (21)  

For continuous universes of discourse X and U, an embedded IT2FS Ãe  is 

xuA
Xx

e /]/1[
~


∈

= ,    xJu ∈     (22) 

Note that (22) means: Ãe : X → {u:0≤ u ≤ 1}. The set Ãe is embedded in Ã such that at 
each x it only has one secondary variable (i.e., one primary membership whose sec-

ondary grade equals 1) Examples of Ãe are )(
1

~ x
A

μ and ),(
1

~ x
A

μ Xx ∈∀ . 

4   Controller Design and Implementation 

The purpose of the controller is to keep the steel ball suspended in air, at the nominal 
equilibrium position by controlling the current in the magnet. 
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4.1   The Design Methodology for T1FLC and IT2FLC 

First the T1FLC controller is designed and implemented for the control of MLS. In 
case of, IT2FLC is designed with the help of interval type-2 fuzzy inference system 
toolbox in the MATLAB software [9-10]. The controller is designed based on the 
block diagram shown in Fig.2.The two inputs considered for the design of controller 
are error (E) and change in error (CE). The controlled output (CV) is fed to the plant. 
In this proposed controller design an interval type-2 Gaussian membership function 
with uncertain mean is chosen where the standard deviation value is fixed. The mem-
bership function plot is shown below in the Fig.6. The membership function is ex-
pressed. 

2
1 ( )

( ) e x p
2

x m
xμ

σ
 − −  =      

1 2[ , ]m m m∈              (23) 

4.2    The Design Methodology for IT2SIFLC 

Single input fuzzy logic controller uses a single input variable. Generally, input varia-
ble in IT2FLC are error (E) and change of error (CE) taken. In this paper, we pre-
sented the new variable signed distance method, which has the advantage of the total 
number of rules are abruptly reduced compared to T2FLC. Signed distance method 
[2-3] is applicable, when the rule base of FLC is in skew-symmetric form. The rule 
base for two inputs (error and rate of change of error) FLC is given in fig 7. For any 
combination of (E, CE), the output membership function will lie in any one of the di-
agonal line (LNL, LNM, LNS, LZ, LPS, LPM, LPL). Main diagonal line (LZ) can be repre-
sentation by 

Diagonal line:   0ee =λ+
•

                               (24) 

Where variable λ is the slope, the distance from any point )e,e(
•

 to the main diagonal 

line can be written as  

Distance:     
21

ee
d

λ+

λ+=
•

                                          (25) 

Depending on the distance d, the new rule base can be constructed from fig.7 given in 
fig.8. Rule table is one dimensional and contains only seven rules. The membership 
function for input (d) and control output (CV) is shown in fig.6. 

5   Simulation Results and Discussion 

The proposed controller IT2SIFLC is applied for the control MLS and its perfor-
mance is plotted in the fig.3 and is compared with the other controller’s performance 
and is summarized in table 1. Fig.4 shows the error response of position. To test the 
robustness of the controller, the MLS is simulated by varying the parameter of plant 
without changing the structure of the controllers. Output response, in Fig.5 for the 
T1FLC is not satisfactory. 
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The performance comparison table 4 clearly indicates that the settling time of pro-
posed IT2SIFLC is very less compared to other controllers and the overshoot is re-
duced with minimum rise time. There is no steady state error in the output by using 
proposed controller. 

  

Fig. 1. Block diagram of MLS             Fig. 2. Interval Type-2 FLC 

     

        Fig. 3. Output response for controllers            Fig. 4. Error Output response for controllers 

          

Fig. 5. Output response with parameter variation   Fig. 6. Membership functions for input d 
            and Control Output 
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Table 1. Performance comparison of controllers 

S.N Overshoot (%)  Rise time(s) Settling time(s) 

IT2SIFLC 6.67 0.1 0.3 

IT2FLC 12.00 0.12 0.48 

T1FLC 13.30 0.17 1.10 

     

                             Fig. 7. IT2FLC rule base                           Fig. 8. IT2SIFLC Rule base 

6   Conclusion 

This paper presents an interval type-2 single input fuzzy logic controller for a magnet-
ic levitation system. The effectiveness of the proposed controller has been investi-
gated through simulation studies. The simulation shows better performance of the 
proposed controller compared to an IT2FLC and IT1FLC controller. The proposed 
controller does not require heavy computations and much processor complexity, 
therefore implementation is feasible. The performance comparison is summarized in 
table 1 and clearly indicates that the proposed controller is fast and giving improved 
performance compared to other existing controllers. The proposed controller is more 
robust compare to conventional T1FLC with parameter variation and disturbances. 
The simulation results are validated with the experimental real time model of MLS, 
developed by googol tech. 

Acknowledgments. This research work is supported by the MHRD, Govt. of India 
and Indian Institute of Technology, Roorkee. 

References 

1. Hu, B., Mann, K.I., Gosine, R.G.: New Methodology for Analytical and Optimal Design of 
Fuzzy PID Controllers. IEEE Trans. on Fuzzy System 7(5), 521–538 (1999) 

2. Choi, B.-J., Kwak, S.-W., Kim, B.K.: Design of a Single-Input Fuzzy Logic Controller and 
Its Properties. Fuzzy Sets and Systems 106(3), 299–308 (1999) 

3. Choi, B.J., Kwak, S.W., Kim, B.K.: Design and Stability Analysis of Single-Input Fuzzy 
Logic Controller. IEEE Transaction on Systems, Man and Cybernetics-Part B: Cybernet-
ics 30(2), 303–309 (2000) 

4. Googol Technology Ltd., GML series Magnetic Levitation System User Manual and Expe-
rimental Book (2007) 



840 A. Kumar, M.K. Panda, and V. Kumar 

5. Hagras, H.: Type-2 FLCs: a new generation of fuzzy controllers. IEEE Comput. Intell. 
Mag. 2(1), 30–43 (2007) 

6. Mendel, J.M., Hagras, H., John, R.I.: Standard background material about interval type-2 
fuzzy logic systems that can be used by all authors,  
http://www.ieee-cis.org/_files/standards 

7. Mendel, J.M., John, R.I.B.: Type-2 fuzzy sets made simple. IEEE Trans. Fuzzy 
Syst. 10(2), 117–127 (2002) 

8. Zadeh, L.A.: The concept of a linguistic variable and its application to approximate reason-
ing, Parts 1, 2, and 3. Information Sciences 8, 9, 199–249, 301-357, 43-80 (1975) 

9. Castilo, O., Melin, P., Castro, J.R.: Computational intelligence software for interval type-2 
fuzzy logic. In: Proc. Workshop on Building Computational Intelligence and Machine 
Learning Virtual Organizations, pp. 9–13 (2008) 

10. Castilo, O.: IT-2 fuzzy logic toolbox for use with MATLAB. Software developed by re-
search group of O. Castillo at Tijuana IT Mexico  

11. Dereli, T., Baykasoglu, A., Altun, K., Durmusoglu, A., Turksen, I.B.: Industrial applica-
tions of type-2 fuzzy sets and systems: A concise review. Computers in Industry 62, 125–
137 (2011) 

12. Maity, S., Sil, J.: Color image segmentation using type-2 fuzzy sets. Int. Journal of Com-
up. and Elect. Eng. 1(3), 376–383 (2009) 

 



Aswatha Kumar M. et al. (Eds.): Proceedings of ICAdC, AISC 174, pp. 841–846. 
springerlink.com                                                                 © Springer India 2013 

Mining Negative Association Rules from Multiple Data 
Sources on the Basis of Local Pattern Analysis  

T. Ramkumar1, S. Selvamuthukumaran1, S. Hariharan2, and V. Harikrishnan1 

1 A.V.C. College of Engineering, Tamilnadu, India  
ramooad@yahoo.com 

2 TRP Engineering College, Tirichirappalli, Tamilnadu, India 

Abstract. While positive association rules identify the co-occurrences of fre-
quent item-sets, negative association rules find out the negation relationships of 
frequent items-sets by forming occurrence of an item-set characterized by the ab-
sence of others. The notion of negative association rule is very useful in custom-
er-driven domains such as market basket analysis for identifying products that 
conflict with each other. When data are scattered in multiple data sources that are 
located in different regions, negative relationships among frequent item-sets are 
very important for arriving decisions both at strategic and branch levels. This pa-
per presents an approach for mining negative association rules from multiple da-
ta sources and synthesizing global negative association rules voted by most of 
the data sources. The proposal has been justified experimentally by using a 
bench marked database found in UCI machine learning repository.  

1   Introduction 

With the advent of information and communication technologies, enterprises business 
transactions are scattered over multiple branches located in different regions. An in-
terstate business organization has a need over analyzing their branch databases which 
are distributed in many sites. Traditional way of mining such distributed databases has 
been done using centralized mining approach. The centralized mining integrates all 
the branch databases into a huge repository and mining will be taken place. Such ap-
proach is called as ‘Mono-Mining’ which is data warehouse oriented. This approach 
suffers significant limitations such as information and privacy factors of branch data-
bases, huge amount of data movement from branch to central head and high invest-
ment in hardware and software. To overcome such drawbacks, researchers focus on 
local pattern analysis strategy as an alternative solution for distributed data mining. 
On the basis of local pattern analysis strategy, patterns from individual databases are 
mined and forwarded to the centralized process. Due to the pattern forwarding nature, 
issues related to integration of heterogeneity in databases, privacy are sorted out. Be-
sides market basket analysis, Association rule mining algorithms are employed in var-
ious domains such as web usage mining, intrusion detection and bioinformatics. An 
association rule is in the form of Antecedent  Consequent [2]. Two measures name-
ly support and confidence is used to asses the interestingness of association rule.  
A strong rule is one which satisfies the minimum support and minimum confidence 
threshold values chosen by the domain expert. Like positive association rules,  
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negative association rules are also very important in data analysis and decision-
making process since it identifies the occurrence of one frequent item by the absence 
of others. A strong negative association rule identifies the negative relationship be-
tween frequent item-sets. if the positive association rule is represented in the form of 
AB, then the negative association rule would be represented either in one of the fol-
lowing form (i) A¬B (ii) ) ¬A  B (iii) ¬A  ¬B, where ‘A’ and ‘B’ are the fre-
quent item-sets. Since databases are scattered over different regions with distinct  
features, identifying negative relationship among forwarded patterns and synthesizing 
global negative association rules at central head will be very useful both at branch 
level and central level. In this paper, an approach for synthesizing negative associa-
tion rule which are voted by most of the branch databases is presented.  

Brin et. al [4] introduced the negative relationships between variables by using chi-
square based model. To determine the nature of relationship, a correlation metric has 
been proposed by them. Savasere et. al[8] combined positive frequent item-sets  
with domain knowledge in the form of taxonomy to mine negative associations. Wu  
et. al[9] derived an algorithm for generating both positive and negative association 
rules. They have contributed a new measure called mininterest for a better pruning of 
the frequent item-sets generated. Antonie and Zaine [3] proposed an algorithm that 
extends the support-confidence framework with a sliding correlation coefficient thre-
shold. Dong et.al[5] proposed MLMS (Multiple Level Minimum Supports) model 
which uses multiple level minimum supports to discover infrequent itemsets and fre-
quent itemsets simultaneously. Also they have refined their work by proposing  a new 
measure VARCC[6] (Valid Association Rule Based on Correlation Coefficient and 
Confidence) which combines correlation coefficient and minimum confidence to gen-
erate positive and negative association rules correctly from the frequent and infre-
quent item-sets discovered by the MLMS model. Zhang et al. [11] introduced the  
local pattern analysis strategy, which efficiently overcomes limitations caused by cen-
tralized mining. Wu and Zhang [10] proposed a weighting model for synthesizing 
high-frequency rules from multiple databases.. Adhikari and Rao [1] made an attempt 
for synthesizing heavy association rules in multi-database environment and reported 
whether a heavy association rule is high-frequent or exceptional in nature. Ramkumar 
and Srinivasan [7] proposed a weighting model for synthesizing high-frequent associ-
ation rules from multiple data sources based on the transactions-population of data 
sources.  

2   Mining Negative Rules from Multiple Data Sources 

Let A and B are the frequent item-sets, then the positive association rule is 
represented as AB and the corresponding negative association rules are represented 
either in any of the forms (A¬B) or (¬BA) or (¬A¬B), where “¬A”, “¬B” 
represent the negation of item-sets A and B respectively.  

supp(¬A) = 1 - supp(A)                                                                               (1) 

supp(A¬B) = supp(A) – supp(AUB)                                                         (2) 

supp(¬AB) = supp(B) – supp(AUB)                                                         (3) 

supp(¬A¬B) = 1 – supp(A) – supp(B) + supp(AUB)                                (4) 
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conf(A¬B) = (supp(A) – supp(AUB)) / supp(A)                                        (5) 

conf(¬AB) = (supp(B) – supp(AUB)) / (1 - supp(A))                                (6) 

conf(¬A¬B) = (1 – supp(A) – supp(B) + supp(AUB)) / (1 - supp(A))      (7) 

Synthesizing negative association rules mined from individual data sources consists 
of the following steps; (i) Generate set of negative association rules from the branch 
data sources which satisfy local support and local confidence thresholds (ii) Eliminate 
un-interesting negative association rules by using rule selection threshold; min.γ effec-

tive (iii) Synthesize negative association rules on the basis of site weights and local 
support and local confidence values. (iv) Identify global negative association rules 
whose global support and global confidence values are above than the user specified 
threshold value. Let S1, S2,…,Sm  be the set of branch databases taking part in the 
process of mining negative association rules. w′s1, w′s2 ,…,w′sm  are the   weights cor-
responding to the transactions-populations of the data sources. In general,  w′sj is the 
un-normalized site weight of site j, based on the transactions-population. The Norma-
lized weight of a site is the ratio between the transactions-population in the respective 
data-source and the total of the transactions-populations of all the participating sites. 

Normalized weight of Site j = wsj = 
sj

sj

m

j 1

w '

w '
=


                                 (8) 

γeffective (Ri) = sj

m

j 1

(i, j)* wδ
=
                                         (9) 

SuppG (Ri) = sj j

m

* i

j 1

w Supp (R )
=
                                                   (10) 

 ConfG(Ri) =  
iG

iG

Supp (R )

Supp _ ante (R )                                                 
 (11) 

δ (i, j) = 1 if Ri is present in site j otherwise δ (i, j) = 0 which is the percentage of 
votes received from different data sources for a given rule on the basis of the transac-
tions-populations of the corresponding data sources. The local support and local  
confidence of a negative rule Ri at site j is represented as Suppj(Ri)  and Confj(Ri) re-
spectively. Support for the antecedent of negative rule Ri at site j is represented as 
Supp_antej(Ri). SuppG, ConfG are the synthesized support and synthesized confidence 
respectively. Let us apply the proposed approach for the example shown in Table 1.  

Table 1. Rules voted by the sites 

Rule S1 (20000) S2 (10000) S3 (5000) S4 (5000) 

R1=A¬B 0.45,0.60 0.27,0.40 0.35,0.50 0.30,0.60 

R2=¬CD 0.25,0.40 0.35,0.60 0.25,0.40 - 

R3=¬E¬F 0.40,0.50 - - - 

R4= ¬GH - - - 0.35,0.45 
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W′S = 20000 +10000 + 5000 + 5000 = 40000;  
ws1 = 0.50; ws2 = 0.25; ws3 = 0.125; ws4 = 0.125 ;  
WR1=1 * 0.50 + 1* 0.25 + 1* 0.125+ 1* 0.125 =1.0;  
WR2=1*0.50+1* 0.25 + 1* 0.12 =0.875;  
WR3=1 * 0.50 =0.50; WR4=1*0.125=0.125 

By Choosing  min.γ effective as 0.50, rule R4 is eliminated. Though R3 and R4 are voted 
by a single site, R3 is participating in the synthesizing process due to its respective 
data source, S1’s transactions-population. The synthesized global support and confi-
dence values are calculated as  

SuppG(R1)=(0.50*0.45) + (0.25*0.27) + (0.125*0.35) + (0.125*0.30)= 0.3737 
ConfG(R1)=(0.50*(0.45/0.60))+(0.25*(0.27/0.40))+(0.125*(0.35/0.50))+ 
                  (0.125*(0.30/0.60))=  0.6937  
SuppG(R2)= (0.50*0.25) + (0.25*0.35) + (0.125*0.25) =  0.2187 
ConfG(R2)=(0.50*(0.25/0.40))+(0.25*(0.35/0.60))+(0.125*(0.25/0.40))=0.5364 
SuppG(¬E¬F)= (0.50*0.40)= 0.20 
ConfG (¬E¬F)= 0.50*(0.40/0.50) = 0.40 

3   Experimental Study  

To evaluate our proposed approach, we have made an experimental investigations on 
mushroom data set found in UCI machine learning repository. The data set contains 
8124 transactions with 120 distinct items and the average length of transaction is 24. 
The entire database has been divided into four data sets namely, S1, S2, S3 and S4 
with respective transactions-populations of 3000, 2000, 2000 and 1124. The minimum 
support threshold has been chosen as 0.30 for generating negative frequent item-
sets/association rules from individual sites and for global synthesizing process. The 
effective vote-rate has been chosen as 0.66 to find candidature for synthesizing 
process. By the proposed approach, the normalized site weight of S1, S2, S3 and S4 
are 0.3692, 0.2461, 0.2461 and 0.1383 respectively. We found 24 negative association 
rules that are emerged as candidature for synthesizing and supported by all the four 
sites. (effective vote rate =1).Over 37 negative association rules supported by three 
sites are also emerged as candidature for global rule synthesizing process by satisfy-
ing the effective vote rate of 0.66. We found 79 negative association rules, supported 
by two sites only and fail to emerge as candidature for rule synthesizing. While Syn-
thesizing, 25 negative association rules among the candidature fail to attain the global 
threshold value of 0.30. The rest of 36 rules are turned as global negative association 
rules and their corresponding synthesized support and confidence values are shown in 
Table 2. 
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Table 2. Global Negative association rules with their synthesized support and confidence 

Rule-Id     Rule SuppG ConfG 
2 ¬ 1036 0.4436 0.7385 
3 ¬ 6390 0.3683 0.9386 
4 ¬ 5990 0.3388 0.9335 
5 ¬ 5390 0.3545 0.8191 
6 ¬ 5386 0.4082 0.9431 
7 ¬ 6386 0.3915 0.9975 
8 ¬ 6385 0.3924 1 
9 ¬ 5986 0.3619 0.9973 

10 ¬ 5985 0.3629 1 
11 ¬ 5385 0.4328 1 
16 ¬ 1086 0.5771 0.9607 
17 ¬ 1085 0.6007 1 
18 36¬ 63 0.3235 0.3858 
20 ¬ 5336 0.3776 0.8726 
21 ¬ 5285 0.5672 0.9584 
22 ¬ 6334 0.3902 0.9944 
23 ¬ 5934 0.3607 0.994 
24 ¬ 5334 0.4069 0.9403 
27 ¬ 334 0.4365 0.7573 
30 ¬ 634 0.4919 0.778 
31 ¬ 5686 0.3998 0.74 
33 ¬ 1034 0.5037 0.8385 
35 ¬ 5685 0.4019 0.7439 
38 ¬ 690 0.4674 0.7393 
42 ¬ 686 0.4919 0.778 
44 ¬ 1090 0.4839 0.8055 
45 ¬ 2885 0.3689 0.5998 
46 ¬ 685 0.4938 0.7811 
48 ¬ 390 0.409 0.7097 
49 ¬ 386 0.4366 0.7575 
50 ¬ 385 0.4379 0.7599 
53 ¬ 1385 0.4964 0.6685 
54 ¬ 5286 0.4906 0.865 
58 ¬ 5634 0.3997 0.7398 
59 ¬ 5234 0.4906 0.865 
60 ¬ 9385 0.3126 0.5594 

4   Conclusion  

In multi-database mining context, discovering significant patterns from multiple data-
bases has been accounted as an important issue always. While positive association 
rules identify the co-occurrence of frequent items, negative association rules are used 
to find out items that conflict with each other. In this paper, negative association rules 
are mined from multiple databases using local pattern analysis strategy and synthe-
sized on the basis of data source weights. Example and experimental investigations 
presented in the paper claim the validity of the proposed approach. 
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Proverb says “A blind person who sees is better than seeing person who is blind”. 

Abstract. Technology has made the visually impaired life more comfortable. 
Access to textual information has become simple to the visually impaired 
community.  Braille is widely used as communication tool for visually impaired 
people. The reading and writing communication for the visually impaired is 
available through the Braille language all over the world. Braille notations are 
available for most of the languages all over the world. Kannada is a south 
Indian language, which follows syllable writing method.  People who work in 
association with visually impaired and can’t understand Braille notation, require 
conversion of Braille document into a normal language representation.  This 
paper presents an efficient algorithm for converting a Kannada Braille symbols 
into its equivalent normal version. 

Hand punched Kannada Braille document is used for the experimentation. 
The document image is segmented to extract Braille characters one at a time 
and compared with the knowledge base created to identify the equivalent 
normal version of it. Six different knowledge bases are created to reduce the 
search time complexity. 

Keywords: Braille, Optical character recognition, Nearest -Neighbour classifier, 
Optical Braille Character Recognition, Kannada OBR. 

1   Introduction 

Globally an estimated 45-50 million people all over the world are blind and nearly 
140-150 million have low vision and this number increasing every year. Louis Braille 
developed the system of embossed writing nearly 200 years back. It is the accepted 
communication media for among the blind community for reading and writing. 
Except some modifications the Braille notations remains same. Today blind and 
partially sighted people communicate widely through Braille.  
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A System of embossed dots is used in the Braille language. Every character of a 
language is represented using 6 dots arranged in 3 rows and 2 columns and the dots 
are numbered from 1 to 6.  Having 6 dots in this pattern, there are possible 64 dot 
combinations as shown in Figure -1[18].  

 
 
 
 
 
 
 
 
 

Fig. 1. The six dots of a Braille cell 

Braille notations can be adapted to any natural languages. The different 
combinations of the dots are used to represent different characters of the language. So 
a language having character set up to 64 can be easily moulded with the Braille 
notations. Every language has its own Braille writing, however the sighted people by 
looking at the Braille document cannot understand in what language it is written. 

Many attempts have been made to optically recognize embossed Braille using 
various methods [1-17]. 

The dimensions of Braille dots have been set according to the tactile resolution of 
the fingertips of a person. The horizontal  and vertical distance between dots in a 
character, the distance between cells representing a word and the inter-line distance 
are also  specified by the library of congress. Dot base diameter is approximately 1.5 
mm. The distance between the centres of two dots within a character cell is 
approximately 2.3mm horizontally and 2.5mm vertically. The distance between dots 
in adjacent cells is approximated to 3.75mm horizontally and 5mm vertically as 
shown in Figure -2. 

The standard Braille sheet is of size 11 inches wide and 11.5 inches in height. A 
Braille sheet contains 25 lines horizontally and 40-42 Braille cells in each line [18]. 

Braille writing cannot be processed with standard optical character recognition 
(OCR). This is due to the fragmented nature of the characters (character is a collection 
of embossed dots), and the fact that characters on both side can be seen 
simultaneously.  A different approach has to be considered. Hence the need for 
development of Optical Braille character recognition system. 

A Braille optical recognition system is interesting and useful due to several 
reasons: 

It is an excellent communication tool for sighted people (who do not know Braille) 
with blind writing. 

It is a cut-price alternative to Braille to Braille copy machine instead of the current 
complex devices which use a combination of heat and vacuum to form Braille 
impressions. 

Braille writing is read using the finger so it is necessary to touch the document, for 
this reason the book after many readings will deteriorate. 

1 

2 

3 6 

5 

4 
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It is useful to store a lot of documents written by blind authors in Braille that were 
never converted to digital information. 

It also helps to preserve and multiply large volumes of manually crafted Braille 
books, as it will be difficult to retype due to the special rules that apply in Braille. 

 

Fig. 2. Spacing between Braille characters and spacing between dots within a Braille character  
(Dimensions in Millimetres) 

1.1   Kannada Braille 

Kannada is one of the major Dravidian languages of Southern India and one of the 
earliest languages evidenced epigraphically in India. Kannada, is the official language 
of the state of Karnataka situated in the southern part of India. Nearly 50 million 
people all over the world speak kannada and is is  whose native speakers are called 
Kannadigas (కన గరు Kannadigaru), number roughly 50 million making it the 27th 

most spoken language in the world. It is one of the scheduled languages of India and 
the official and administrative language of the state of Karnataka [19].  

The language uses forty-nine phonic letters, divided into three groups: swaragalu 
(vowels – thirteen letters); vyanjanagalu (consonants – thirty-four letters); and 
yogavaahakagalu (neither vowel nor consonant – two letters: the anusvara ◌ం and the 
visarga ◌ః), similar to the vowels and consonants of English. The character set is 
almost identical to that of other Indian languages. The Kannada character set is as 
shown in Figure -3 

 

Fig. 3. Kannada Character Set 
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Kannada Braille is used widely at schools for blind in the Karnataka state of India. 
This paper aims at developing a Kannada Optical Braille Recognition (Kannada 
OBR) system, which means converting a Kannada Braille document into its 
equivalent normal Kannada version as soft copy. Braille notations for the Kannada 
symbols are as shown in Figure – 4. 

 

Fig. 4. Normal Kannada characters and its respective Braille version characters 

Several researchers have made efforts to recognize Braille documents. Different 
approaches have been introduced to recognize and analyse Braille documents of 
English, Arabic and other languages, but so far no productive effort has been executed 
to develop an OBR system for the Kannada language to the best of our knowledge. 

Early work was carried out by J. Dubus [1] lacto Braille to recognize Braille 
characters.   

Mennens and their team in their work [2, 3], proposed algorithm to recognize both 
single and double sided Braille documents. 

Both English and Chinese Braille conversion was proposed in the paper authored 
by C.Ng and V.Lau [4]. 

Murry and Dais designed a handheld device which handles the scanning as well as 
the  translation of  Braille document [5-6]. 

A hybrid system using a neural network to solve the recognition problem was 
designed by Morgavi and Morando [7]. 

An algorithm was proposed based on the half character recognition at a time in the 
work of Lisa Wong and his team [8]. 

Image processing techniques were used by Nestro Falcon and his team for Braille 
writing recognition [9]. 

An effort to recognize Arabic Braille recognition was found in the paper presented 
by Abdul Malik and his team in 2007 [10] and in the paper presented by Shanjun 
ZHANG and his team [15]. 
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Ahenfei Tai and his team presented an adaptive Braille document parameter 
estimation method to automatically determine the skewness, indentations and spacing 
in both vertical and horizontal directions [11]. 

Amany Al-Saleh and team separated Braille image as recto and verso dots, which 
enabled them to analyse and recognise Braille document punched on both sides of a 
sheet in one scan [12]. 

With the popularity of Mobile devices new techniques were introduced to detect 
the Braille characters using mobile devices [13, 14]. 

Looking into the previous works on Braille character recognition, literature survey 
does not show any development for the recognition of Kannada Braille characters.  
Adapting Braille to the English language is easy compared to South Indian languages 
including Kannada.  The reason is number of basic characters in Kannada is more 
than 500, where as in English we have only 26. The 64 combinations available by the 
6 dots of a Braille cell can be used easily for representing all characters of English. 

This paper aims at developing algorithms to recognize the hand punched basic 
symbols of the Kannada Braille language 

Input to the algorithm is Braille document Image, punched in Braille Kannada on 
only one side of a Braille sheet and is digitized using a HP DeskJet F4200 with 
optical resolution of 2400x2400 DPI. Experiments have been done using digital 
cameras, by taking picture of the Braille document from different distances. But we 
realized that scanner results in more efficient, suitable, easy and economical output. If 
a camera is used, along with the resolution, the distance from which the image is 
captured of the document also matters.  

The successive section elaborates on other aspects like: The Section 2 discusses 
about the different steps followed in the design of the algorithm. The design of 
knowledge base used in the design of two levels nearest neighbourhood method is 
discussed in Section 3. Experimental results can be seen in Section 4.  Section 5 gives 
the conclusion remarks. 

2   Proposed Algorithm 

Acquire the Digital Image of the Braille document using a scanner. The Braille 
document used in the experiment is hand punched by blind persons on only one side 
of a thick white sheet. Braille slate and stylus is used in embossing the Braille 
characters. Basic symbols of Kannada characters and numbers are punched. 

As we are not interested in the colour of the sheet or background, the digitized 
image is converted into binary image by applying threshold and then processed. 

The digitized binary image will have variation in colour intensity for the dots of the 
Braille character due to the embossed nature of it. When the scanner light falls on it 
the reflection angle will give us the information about the presence of dot or absence, 
for a character. 

In the process of scanning along with the actual dots some other area might also 
carry the predicate of the character hole. This is computed based on the number of 
connected components. In the experiment conducted it is observed that if it is less 
than 30 connected component having the same predicate as that of the real Braille cell 
is considered as noise and is eliminated. 
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Braille documents do not include different font size and style. Each Braille 
character is of same size, the character spacing and line spacing is also of predefined 
measurement.  This feature is utilized effectively, to segment the given document. 
The Braille document image is segmented line by line and then character by 
character. 

As the Braille character is a collection of dots which are not connected. The dots of 
one character may be miss-interpreted as dots of neighbouring characters.  Care has 
been taken to compute the distance between inter-character and inner-character.  

When you look at the Braille document it looks like a collection of dots. The 
challenge lies in segmenting the Braille dots into character lines and each line to 
characters.   

When a black and white Braille image is taken, we have some information 
regarding the presence of dots.   The embossing nature of the dots reflects the scanner 
light in a different angle compared to other areas and black spots are created. Each 
pixel row of the Braille document is verified and row numbers containing top edge 
and bottom edge of the Braille dots are noted from top to bottom of the Braille 
document. The row numbers containing the top edges of the Braille dots are used to 
understand whether Braille character dots are spread in 3 lines or 2 lines. Segmenting 
the Braille document is as shown in the Figure – 5. Based upon this information, the 
dots are grouped.   

In the next stage, the left and right edge of each dot is identified. Again the 
distance between each dot is used to group the dots vertically into a character box. 
Once this is achieved, one character is extracted at a time and processed. 

 

 

Fig. 5. Segmented Braille documents 

 

Fig. 6. Extracted Single Kannada 
Braille character 

The character extracted from the document is as shown in figure 6 and is 
subdivided into 6 regions. The division is done so that the six dot positions of the 
Braille character are individualized. 

A histogram of each subregion is computed.  Then based on the threshold value six 
different variables are assigned with value one or zero.  
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In the first level we locate the positions of 1’s and 0’s in the extracted Braille 
character and based on the positional values the first level neighbour is identified in 
terms of the appropriate knowledge base.  Now the searching is reduced to a single 
knowledge base with less number of elements. 

Once the knowledge base is known, in the second level, the nearest neighbour is 
identified within it. 

Character is compared each record of the knowledge base and the successful 
equivalent normal Kannada character is written into the text file. Bharaha Kannada 
text editor is used for writing the normal Kannada character. Process is repeated with 
the subsequent characters on one line and for all the lines of a document. 

Different types of knowledge bases are created to reduce the time complexity. 
Detailed discussion about the knowledge base created is discussed in the next section. 

Instead of using single level database, the two levels, reduces the computing time. 
The time complexity is reduced based on the character, the number of dots present in 
it and its position. When considered 49 basic characters of Kannada, an estimated 
time reduction in the proposed method is as given in table 1. 

Table 1. Estimated time reduction 

Sl. 
No 

Dots position in the Braille 
character 

Estimated % of reduction in the time 
complexity 

1. Only first and Second rows 
filled 

73 

2. Only second and third row 
filled 

85 

3. First and third row filled 73 
4. Only first column filled 90 
5. Only second column filled 88 
6.   All the three rows are used 

to form a character 
60 

 
The proposed algorithm has the following steps. 
 

Step 1:  Digitize the document   
 

Step 2: Convert into Binary Image  
 

Step 3: Eliminate the noise  
 

Step 4: Perform line Segmentation 
 

Step 5: Segment the Characters. 
 

Step 6: Recognize the Braille character and equivalent normal Kannada character 
is recorded into another document. 
 

Step 7: Repeat the process with all the characters in a line and for all the lines of 
Braille document. 
 

Step 8: Stop 
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3   Knowledge Base 

Knowledge base is created which contains the data set designed with the knowledge. 
Different types of knowledge base are created to make the time complexity efficient. 

The knowledge sets are created using MS-Excel. The different knowledge set is as 
shown below. 

 

 

Fig. 7. Knowledge set for all 49 characters 
of Kannada Braille 

 

Fig. 10. First and third row filled 

 

 

Fig. 8. Only first and Second rows filled 

 

Fig. 11. Only first column filled 

 

 

Fig. 9. Only second and third row filled 

 

Fig. 12. Only second column filled 
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Fig. 13. All the three rows are used to form a character 

4   Results 

For the experimentation purpose, 10 different visually impaired students studying in 
the class 10 of the local blind school were requested to emboss all the basic characters 
of Kannada on a thick white sheet. Only one side of the sheet is used and embossing 
is done using a Braille slate and stylus. 

The experiment we conducted has successfully converted all the basic characters of 
the Kannada Braille into normal Kannada. As the experiment is conducted in an ideal 
situation having Kannada Braille characters embossed on only one side of white thick 
sheet, more than 99% accuracy is achieved.  

Accuracy cited above is based on the experiments conducted considering all the 10 
Braille documents. The extracted characters of the Braille document is then compared 
with the knowledge base created. 

The actual Braille document image and its related output is as shown below. Figure 
– 14 Shows the scanned Braille document image containing the basic symbols of 
Kannada language. Figure – 15 Shows the output of the algorithm after processing 
each Braille character, one at a time. 

 

 
Fig. 14. Braille Document Image Fig. 15. Normal Kannada Equivalent written 

into Bharaha document file 
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5   Conclusion 

Multi decision concept using Histogramic approach is used in recognizing the Hand 
punched Kannada Braille characters. We have created 6 different knowledge bases to 
reduce the time complexity. All the basic characters of Kannada Braille were 
recognized. The experiment has facilitated the converting the hard copy Braille 
document into a soft copy version of it. The experimentation produced good and 
satisfactory results in the ideal conditions.   

To the best of our knowledge, it is the first and important mile stone in achieving 
recognition and mapping of Hand Punched Kannada Braille Characters into normal 
readable version. 

  
Acknowledgement. My sincere thanks to JSS Research Foundation for providing all 
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Abstract. In retinal images, vessel segmentation methods are an important 
component of circulatory blood vessel analysis systems. This paper introduces 
an effective approach to segment the vessels in the fundus images. The fundus 
images are first enhanced using curvelet transform, then segmentation is per-
formed using morphological operations with a modified structuring element and 
length filtering. The proposed method has been tested on 40 images of the 
DRIVE database. The results demonstrate that the proposed algorithm segments 
blood vessels in the retinal images effectively with an accuracy of 94.33%. 

1   Introduction 

The eye can be affected by a number of systemic diseases. Problems in the eye may 
be the first presentation of a systemic disease or patients with known systemic prob-
lems may need to have their eyes specifically checked for complications. Some com-
mon systemic problems are Diabetic Retinopathy, Hypertensive Retinopathy etc.  

Reliable vessel extraction is a primary step for retinal image analysis and 
processing because vessels are the predominant and most stable structures appearing 
in the fundus images. Like rest of the body, there are two types of blood vessels in re-
tina - arteries and veins. A blockage in either retinal veins or arteries can affect sight. 
A retinal vascular tree is distinctive enough to each individual and can be used for 
biometric identification. Retinal vessel tree segmentation has some clinical objective, 
like evaluation of retinopathy prematurity, implementation of screening program for 
diabetic retinopathy, arteriolar narrowing, vessels diameter measurement to diagnose 
hypertensive retinopathy, cardiovascular diseases and retinal vessel tortuosity to cha-
racterize hypertensive retinopathy [1]. However, there are many challenges which 
need to be handled for robust segmentation of the blood vessels [2]. Vessels may have 
low contrast; some vessels may have similar intensity as that of the background; the 
vessel width may vary from 1 pixel to 12 pixels.  

There is a need to develop an algorithm to segment blood vessels in a fundus im-
age in short time and with high accuracy. In this paper, a two step methodology is 
proposed for the segmentation of the vascular tree in fundus images. In the first step, a 
curvelet transform based approach is used to enhance the retinal image. Then mathe-
matical morphology, global thresholding and length filtering is applied to segment the 
vascular tree in the fundus image. 
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Candes et al. [3] introduced a multiscale transform which is known as curvelet 
transform. The two important features of curvelet as geometrical transform are scaling 
and the directionality. These features make curvelet transform more suitable for sparse 
representation of objects with edges. It is also useful for handling image singularity 
better than other multiscale transform. In [4] [5] the authors introduced the second 
generation of curvelet transform (also known as Discrete Curvelet Transform (DCT)) 
based on a frequency partition technique. The DCT is very efficient in representing 
curve like edges. Therefore, it is a good choice to represent retinal vessel tree.  

2   Proposed Methodology 

In the proposed approach, first the enhancement of retinal vessels is performed by the 
curvelet transform. It is then followed by a segmentation process. 
 
 
  
 

 

Fig. 1. Steps in Retinal Vessel Tree Segmentation 

2.1   Retinal Image Contrast Enhancement Using Curvelet Transform   

Since the curvelet transform represents edges better than any other multiscale trans-
form, it is therefore well suited for multi-scale edge enhancement. Curvelet  
co-efficient can be modified in order to enhance edges in an image and to get better 
contrast of the image. For a fundus image, the following non-linear function, as de-
fined in [6], is used to modify the value of the curvelet co-efficient.  
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In the above equation σ  is the noise standard deviation [7], s  introduces the dynam-
ic range of compression, p determines the degree of non-linearity and c  is the nor-

malized parameter, if its value is larger than 3, it guarantees that noise will not get 
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Curvelet enhancement of Retinal image contrast consists of the following steps:  

1. Calculate the curvelet co-efficient of the input image ( , )x yI . A set of bands 

iB  is obtained, where each band iB contains iC co-efficient correspond to a 

given resolution level. 
2. Estimate the noise standard deviation σ  of input image ( , )x yI . 

3. Calculate iσ for each band i of curvelet transform and  for each band i mul-

tiply each curvelet coefficient kiB , by ( ), ,c i k iE B σ  

4. Reconstruct the enhanced image from the modified curvelet coefficients. 

2.2   Vascular Tree Segmentation in Fundus Images 

Steps for vascular tree segmentation: 
 

1. Enhance the fundus image using curvelet transform. 
2. Get the fundus mask, by applying global thesholding [8] on green band of 

fundus image followed by morphological closing.  

3. Get region of interest (ROI), by multiplying fundus mask with curvelet en-
hance image. 

4. Apply morphological opening with a structuring element to enhance image to 
suppress the retinal vessel from retinal images while preserving the shape 
and size of other objects in the image [9]. 

5. Subtract morphologically opened image by curvelet enhanced image. 
6. Apply Otsu’s thesholding [8] to get the binary image. 
7. Apply length filtering on binary image. 

3   Results and Discussion 

The proposed algorithm has been tested on 40 retinal images of the DRIVE database 
[10]. Out of 40 colour fundus images of the DRIVE data set, 33 do not have any signs 
of disorder while 7 show signs of mild early disorders. In order to evaluate the per-
formance of the proposed approach, structure similarity [11] and peak SNR [12] 
measures are used. The structural similarity index is computed between the seg-
mented vascular tree using the proposed method and manually segmented vascular 
tree (provided with DRIVE Database). Structural similarity can be measured as fol-
lows: 

( )( )
( )( )

1 , 2

2 2 2 2
1 2

2 2x y x y

x y x y

C Y C
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C Y Y C

μ μ

μ μ

+ +
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where xμ , yμ are average intensities, 22 , yx YY are variances, yxY , is the covariance of 

xI (Segmented image using the proposed method), yI (Ground truth image) 

and 2
1 (0.01* )C L= , 2

2 (0.03 * )C L= , L is the dynamic range of pixel values. 
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                                                  (a)                                              (b) 

Fig. 2. a) Green band of 01_test.tif and 05_test.tif images of DRIVE Database, b) Enhanced 
image using curvelet transform 

Fig. 2 shows the results of green band of original image and its contrast enhanced 
image using curvelet transform. Fig. 3 shows the result of vascular tree segmentation 
by the proposed method. 

  

                                       (a)                                                                 (b) 

Fig. 3. Vascular tree of a) 01_test.tif, b) 05_test.tif images of DRIVE Database 
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To evaluate the image contrast enhancement, one of the objective measures is Peak 
SNR (Signal Noise Ratio) [12]. PSNR evaluates the intensity changes of images be-
tween original and enhanced images. PSNR can be calculated as: 

                                           
MSE

MAX
PSNR I

10log.20=  

IMAX  is the maximum possible pixel value of the image and  MSE  is mean squared 

error calculated as:  
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    where oF and eF are original and enhanced image respectively. 

Table 1. Quantitative assessment 

Measure 
Average 

(40 images 
of DRIVE) 

Standard 
deviation 

SSIM 0.94 1.56 

PSNR 26.43 2.08 

 
Table 1 illustrates that average structure similarity between ground truth images of 

vascular tree and the segmentation results using the proposed method segmentation is 
.94 and enhanced image PSNR is 26.43.  

4   Conclusions 

This paper introduced a new algorithm for automatic vascular tree segmentation in 
fundus images. Retinal vessels have some specific characteristic; which makes it’s 
segmentation difficult. In the proposed approach, we have exploited a curvelet trans-
form to enhance the contrast of an image. FDCT has high ability to represent edges in 
the images, so in proposed algorithm curvelet transform coefficients are used to en-
hanced retinal vessel in the image and make it a good candidate for segmentation. 
Ostu’s thesholding method is used for the vessel segmentation and length filtering to 
remove the false edges, while preserving the thin vessel accurately. The experimental 
results illustrate that the proposed approach gives satisfactory results. 
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Abstract. Event detection using wireless sensor network is an emerging area of 
research nowadays in distributed environment. In geographical regions, it is a 
great area of research to set the sensors for event (volcanic eruptions) detection 
by taking local decisions. But due to failure of nodes in these regions, it is diffi-
cult to detect the event. In this paper, we have proposed an approach of detect-
ing the fault by using Density-Based Clustering method. Our main idea is to 
form a density-based cluster in which the nodes within the cluster have same 
behavior (faulty or active). The cluster is formed by using ε-Neighborhood, in 
which the Density-Reachability and Density-Connectivity concepts are used to 
get the Density-Based Cluster. By this method, the faults are detected as the 
nodes which are not in the cluster. Our observation shows better results in mod-
eling a Fault-Detection Paradigm to detect the faults in the network. 

1   Introduction 

Sensor networks are the most essential and integrated components of data communi-
cation. This consists of base stations which help in transmitting and receiving the data 
[7]. The nodes are mainly responsible for collecting the sensed data. These networks 
are mainly used in military purpose and detecting the volcanic eruptions. 

Event detection is the detection of the events by using the wireless sensor networks 
[2, 3]. Nowadays volcanic eruptions are growing in a large manner. So, there should 
be detection of faults in case of node failure. Here, we detect the fault by using the 
sensor reading as ‘1’ and ‘0’. ‘1’ represents the detection of the event and ‘0’ 
represents no detection. So, these are local decisions by which we detect the faults in 
the network. 

So, to detect the faults in the sensor network and to make it a fault-tolerant network 
we have proposed an approach of detecting the fault in the node by using Density-
Based Clustering method [8]. Our main idea is to form a density-based cluster in 
which the nodes have the same behavior (faulty or active). The cluster is formed by 
using the ε-neighborhood, in which the Density-Reachability and Density- Connec-
tivity is done to get the Density-Based Cluster. The paper is organized as follows:  
section 2 presents the related work done in this field. Section 3 presents the prelimi-
naries, where this discusses about the assumptions taken in modeling the fault-
detection paradigm. In section 4, we have described about the proposed approach with 
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a description and pseudocode. Section 5 presents the illustration and observations tak-
en. Section 6 presents the conclusion part of our proposed algorithm and at last refer-
ences are presented. 

2   Related Works 

In the recent years many fault-detection techniques have been developed. E. Ould-
Ahmed-Vall et al. [14] presented a geometric based approach to detect local detection 
error in wireless sensor networks in which they have used the concept of convexity. 
Krishnamachari et al. [9] proposed an algorithm for event region detection. Chen et 
al. [5] corrected the errors in distributed-Bayesian algorithm. Luo et al. [11] enhance 
the model in [9] by discussing about the two sources. An assumption has been taken 
in which, all nodes have the same probability of failure [9], [11]. E. Ould-Ahmed-Vall 
et al. [15] proposed an approach of considering different probability of failure levels.  

Multifunction/ Multimode devices [19] are used, in which a single terminal offers 
multiple interfaces and deployment of overlay network occurs for survivability of 
IEEE 802.11. Sahoo et al. [17], [16] proposed a model for survivability against AP 
failure in IEEE 802.11. They have taken two main phases: Design phase and Fault 
Response phase to detect and check the faults in the network. Chen et al. [4] describe 
a technique to enhance the connection reliability in WLANs. But, due to the presence 
of redundant APs co-channel interference problems. 

Li et al. analyzed the network performance by region-disjoint and node-disjoint 
constraints [10]. Sen et al. proposed a technique of capturing the faults by using the 
concept of region based connectivity [18]. Newmayer et al. identified the failed parts 
of a network and model the event (disaster) as a circular cut or a line by considering 
the graph models and also analyzed the failures in the nodes [12, 13]. Feyessa et al. 
proposed a technique of randomly generating the networks which supports geometric 
constraints for survivability [6]. Applegate et al. developed algorithms to compute the 
optimal restorations paths and analyzed the performance of route restoration in ISP 
network [1]. 

In our paper, we have discussed about the density-based clustering method to 
detect the faults in the wireless sensor networks for event detection. 

3   Preliminaries 

3.1   Assumptions 

Assumptions taken in our proposed fault-detection method are as follows: 

1) A location aware sensor network is considered in which a node knows its lo-
cation and the location of other nodes [8]. 

2) An arbitrary wireless sensor network is considered initially. 
3) If all the neighbors of node ‘p’ detect an event and node p does not detect the 

event, then there may be failure or fault in node ‘p’ according to density-
based approach, it is not in the density-based cluster. 
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4) If all the neighbors of node ‘p’ are unable to detect the event and node ‘p’ de-
tects the event than there may be a fault in ode’p’ according to density-based 
approach, it is not in the density-based cluster. 

5) If a node in a cluster has a local decision, then the nodes inside the density-
based cluster have also the same local decision (all have same decision). 

6) If a node inside the cluster is unable to detect an event, and other points 
detect the event then there is a fault in the node. 

7) A radius ‘ε’ is defined according to the circle (coverage). 
8) The nodes which are core objects (having minimum nodes) are considered to 

be trusted nodes. 
9) The nodes forming the clusters are authenticated to each other, if there is an 

attack to a node inside the cluster then we can say the node is faulty in the 
cluster.  

3.2   Network Model 

We have considered a network model as an arbitrary wireless sensor network in 
which many arbitrary nodes are spread over an area. It is shown in figure 1. 

 

Fig. 1. Arbitrary Wireless Sensor Network 

3.3   Fault-Detection Model  

In our approach, the node fault is detected by using density-based clustering. In this 
method, we find the nodes which are in a cluster and having same behavior. By taking 
a node as a point we find a density based region in which points are density-
reachable. We connect the nodes by using the density connectivity technique. If the 
circle of a node has minimum points (assumed according to the coverage) then it is 
called as Core Object (b, c, d according to Figure 2) [8]. After this, we find the point 
‘p’ which is density-reachable from point ‘q’, then points to get a density-based clus-
ter. This points form a cluster of same behavior. Series of points are extracted which 
are density reachable and then we connect these Figure 2 shows the density-based 
fault-detection model. 
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Fig. 2. Fault-Detection Model 

4   Proposed Approach 

4.1   Fault-Detection Model  

In our approach, we have proposed a density-based clustering method in which we 
find a density-based cluster by joining the nodes by using a technique of density con-
nectivity. In this method, we come to know about the faulty nodes which are not in 
the cluster. First, find a point and according to the ε-neighborhood of the point we 
form a circle. ‘ε’ shows the radius of the circle with respect to the node. If the ε-
neighborhood of a node or point contains minimum number of points then this node is 
called core object [8]. In our algorithm, a set of nodes are given (arbitrary network) 
‘N’, a node ‘n’ is density-reachable from a point ‘m’, if ‘n’  is within the radius (ε-
neighborhood) of ‘m’ and ‘m’ is a core object [8].  

A node n1 is density-reachable from node n2 , if there is series of nodes n1, n2, 
…,nn, where n1= m and nn=n such that ni+1 is directly density-reachable from ni (with 
respect to ε and minimum points). A node is density-connected if there is an node ‘o’ 
belongs to ‘N’ and o is density-reachable to both n and m (with respect to minimum 
points and ε) [8].  

So, like this we find the points or nodes which are of same behavior (according to 
the assumptions taken) and then come to know which node is faulty and which node 
is not faulty.  

4.2   Proposed Algorithm 

The pseudocode for designing a fault-detection model is as follows: 
 
Pseudocode for Fault-Detection model: 

 
1. Given a set of points or nodes ‘N’. 
2.  ‘ε’  is represented as the radius of the circle which is defined according to the 

size of the area (coverage). 
3. Minimum points in a circle are chosen to control the cluster size. 
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4. Form the density-reachable points by checking the two conditions: 
 

(i) the points are close enough to each other:  

             distance (n1,n2)< ε  

(ii) there are enough points in its neighborhood  
 

5. Form density-connected points, to find a density-based cluster. 
6. If (the points are in a density-based cluster) 

{ 
       The points or nodes within the cluster have same behavior (faulty or ac-

tive). 
} 
else 
{ 
      Fault is detected, with different behavior (faulty or active) than the points 

inside the cluster. 
} 

7. Fault is detected. 

5   Illustration and Observation 

5.1   Illustration 

We have considered an illustration in which we have an arbitrary wireless network. 
By using the density-based clustering technique, the fault-detection model is created 
to detect the faults. Here, we have chosen ‘3’ minimum points in a circle. Figure 3 
shows an arbitrary network containing nodes. 

 

Fig. 3. Arbitrary Wireless Sensor Network 

5.2   Observation 

In this observation, we have considered four different cases, according to the assump-
tions. Final fault-detection model is shown in figure 4. 

1) Case 1: If all the neighbors of node ‘b’ detect an event and node ‘k’ does not 
detect the event, then there may be a failure or fault in node ‘q’ according to 
density-based approach, it is not in the density-based cluster and may have 
different local decision. 
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2) Case 2: If all the neighbors of node ‘g’ cannot detect an event and node ‘l’ 
detect the event, then there may be a failure or fault in node ‘l’ according to 
density-based approach, it is not in the density-based cluster and may have 
different local decision. 

3) Case 3: If the node ‘j’ has a decision, then the nodes (i, h, g, f e.g.) inside the 
density-based cluster have also the same decision (all have same decision). 

4) Case 4: If the node inside the cluster shows a faulty local decision and other 
nodes shows right decision, then there is a fault in that node according to the 
density-based approach (when there is a fault in the cluster). 

 

Fig. 4. Final Fault-Detection Model 

6   Conclusion 

Our algorithm shows better results in detecting the faults and detecting the event. It 
has a computational complexity of O(n2), where n is the number of nodes. Event de-
tection is a wide application of wireless sensor network, where fault in the nodes can 
degrade the performance of the network. So, detection of faults is a necessity task 
nowadays. Our main idea here is to form a density-based cluster in which the nodes 
have the same behavior (faulty or active). By this method, the fault in the network is 
detected as the nodes which are not in the set of density-connected objects. Our ob-
servation shows better results in modeling a fault-detection paradigm to detect faults 
in the network. 

In future, implementing this approach in geographical regions is a great area of re-
search. We can add the concepts of accuracy in detecting faults and can add strong 
fault tolerating techniques to make it a robust fault-tolerant system. 
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Abstract. Mobile ad hoc networks (MANETs) are collection of distributed 
nodes which communicate using multi-hop wireless links. In order to manage 
the frequent topology change and ineffective communication, Distributed Span-
ning Tree (DST) interconnection technique can be used. DST technique guaran-
tee network connectivity, efficient routing and maintain network performance 
in MANET. In MANET, nodes work for tasks of similar goal (common inter-
est). So, most of the nodes try to access the similar data at different period. By 
using Data cache system (DCS), we can improve the efficiency of MANET to 
some extent [1]. In this paper, Ant Colony Optimization (ACO) technique is 
used to enhance the efficiency of data cache system in MANET at higher level. 
ACO technique improves the data transfer speed by finding optimal path be-
tween nodes of MANET in dynamic fashion. Analysis from simulation of our 
proposed work shows that data cache system efficiency can be improved using 
DST technique. 

1   Introduction  

Mobile ad hoc network (MANET) is an autonomous collection of mobile nodes that 
communicate over relatively bandwidth constrained wireless links. Mobile ad hoc 
networks have potential applications in civilian and military environments such as 
disaster recovery efforts, group conferences, mobile info-stations (in tourist centers, 
restaurants, and so on), and battlefield maneuvers, making them a focus of current re-
search [2].Thus nodes in MANET probably work for tasks of like goal (common in-
terest). So, most of the nodes try to access the similar data at different period. 
MANET applications should check for the existence of the desired data inside the 
network before attempting to connect to the external data source [3]. In MANET, per-
formance of search and retrieval of Cached Data item relies on the efficiency of em-
ployed routing strategies [5]. An important problem in a MANET is finding and 
maintaining efficient routes since host mobility can cause topology changes [6]. The 
network should be able to adaptively alter the routing paths to alleviate any of these 
effects [7]. Nityananda Sarma et al [8] proposed that Most of the QoS routing  
algorithms proposed for Ad Hoc networks are based on on-demand routing [9,10]. 
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Agent based techniques in which each agent acts like a moderator has been studied by 
many researchers [14, 21-22]. An efficient DCS, which uses DST as interconnection 
technique and improve the data search application in MANET is proposed in [1]. This 
DST structures improves the DCS in MANET to some extend but it may lead bottle-
neck on overload. In this paper, a popular optimization technique, Ant Colony Opti-
mization (ACO) is used to enhance the efficiency of DCM in MANET by finding op-
timal path between nodes in dynamic fashion. ACO [11, 12, 13], is a commanding 
heuristic approach to solve combinatorial optimization problems such as the TSP, 
Routing in telecommunication networks. So applying ACO approach can enhance the 
effective routing of message (at low cost) in the MANET which in-tern reduces the 
number of message pass required for communication to achieve high level efficiency 
in search applications.  

2   Background Information Needed 

2.1   Interconnection and Data Cache Technique 

Distributed Spanning Tree (DST) [15-17] is the interconnection formation we follow 
as in [1, 18-20] which, improve the routing and reduce the number of message passes 
required for any communication in MANET. DST virtually convert the MANET into 
DST and each tree should have its root node we call it as Head Node (HN) and others 
are Leaf Node (LN). The details stored in HNs and LNs in the DST is used to enhance 
the efficient routing with minimum message pass.  

A detailed mechanism for Data Cache System (DCS) and effective search and re-
trieval of cached data using DST as a communication structure in MANET is found in 
[1], in which the DCS algorithm is given as eight procedures, initialize(G) is the start-
ing procedure of algorithm takes the graph G structure of MANET as argument. 
These procedures are executed in distributed fashion among the nodes of MANET 
which engage in data cache system. Thus each node performs the efficient data cache 
using DST as interconnection technique. 

3   Proposed Ant Colony Optimization of DST Modeled MANET 

ACO is a probabilistic technique which search for optimal path in a graph, which is 
based on behaviors of ants seeking a path between their colony and source of food. 
So, by applying the ACO on the DST, we can obtain optimal path for message pass 
among the nodes in the MANET. ACO is also capable to reform a new optimal path 
in case of any problem with the current optimal path which improve the effective 
routing in real-time. In this paper the Ant Colony Optimization procedure has been 
modified and proposed for finding an optimal path in DST of the MANET. 

The Modified Ant Colony Optimization procedure uses four procedures. Procedure 
Optimize() is the entry point for the algorithm. It takes the MANET, Graph G, as its 
parameter and calls other procedures broadcast(), structure(), daemonaction() at some 
criteria.  

Procedure Optimize() performs two operations, to find the dynamic optimal path 
between every HN and between HN and its every LNs in the DST formed MANET.  
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Operation 1: Let HNi is a HN among {HN1, HN2…HNn} where ‘n’ is the number HNs 
in the Network. HNi use Probe message p to find optimal path between HNi and other 
HNs. First procedure broadcast() is called which takes Graph G, HNi as v and probe 
message p as parameters. Probe p is flooded through all the possible paths from HNi. 
Then procedure structure() is called by HNi which takes Graph G, start HN v, specific 
end HN x and the measure concerned with edge between each Peers along the way be-
tween v and x, τ whose value is used to decide the optimal path. Each flooded probe p, 
count the value of τ along its way and save the value in a variable ‘val’ and submit the 
value of τ on its path to x to take decision. The equation to find value of ‘val’ can be 
given as, 

                     
=

=
p

i

ival
0

)(τ
                                            

 (1) 

where,  

• ‘val’ is a variable to count the value of τ on each edge from v to x. 

• ‘p’ is the number of edges between HNs v and x in the network 

• ‘τ’ is the value concerned with edge between the Peers 
 

Procedure DaemonAction(val) is called by end HN x, which takes ‘val’ as a parameter 
and decide the optimal path between the HNs v and x based on the value of τ along the 
path of each probe p. Every probe reaches x with its ‘val’ then x decides the optimal 
path based on the ‘val’ and the component type of τ. HN x inform the identified op-
timal path to the HN v. So, the operation of finding an optimal path between HNs has 
been successfully done. 

Operation 2: In this operation optimal path between each HN and their LNs is identi-
fied.  

Table 1. Comparison of various criteria measure between DST and ACO optimized DST 
MANET 

S.No  DST 
ACO optimized 
DST 

1 No. of Messages created to formulate the technique  152 87 

2 Time taken to formulate the technique (in sec) 2.36 1.01 

3 No. of Local Read operations performed  126 185 

4 No. of Nodes involved in Local Read Operation. 25 27 

5 No. of External Read operations performed 22 22 

6 No. of Nodes involved in External Read Operation 18 19 

As said in operation 1, operation 2 is carried on such that the value of τ counted 
along the path between HN and all its LNs. Number of optimal paths identified in op-
eration 2 and a best path has been chosen based on the message pass count. Commu-
nication through the best (optimal) path found using ACO needs low cost and im-
prove overall efficiency of the Data cache system. 
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4   Simulation and Analysis 

This section illustrates the simulation results obtained during the analysis and we used 
OMNeT++, which is an object-oriented modular discrete event network simulator. 
We simulated a mobile ad-hoc network by placing 30 nodes randomly within a region 
and propagation delay is set as 100ms. 

In our simulation, Number of messages created to form DST in MANET is about 176 
and the time taken is 2.69 seconds with propagation delay of 100 ms. To route message 
from source to destination Ant Colony Optimized routing technique is followed which 
improve the message pass efficiency of DST because of dynamically identified optimal 
route between every HN and LN Nodes. The various data observed from the simulation 
in first 50 seconds in DST and the ACO optimized DST are tabulated in Table 1. Thus 
by using DST as a interconnection structure and ACO as routing optimization technique 
we are reducing the message pass between the requester and servicing nodes at high 
level which makes the operation fast and consistent. Fig.1. shows Number of data items 
served from the cached data items in ACO optimized DST. From Table 2 we can clearly 
observe that increase in request served, request received and Hit Ratio. This is because 
the ACO optimization reduces the number of message passes required for an operation 
by finding best optimal path between the nodes.  

On analyzing the various criteria measurements we obtained from simulation we 
conclude that ACO Optimized DST can perform nearly 50% faster than mere DST 
MANET. Our simulation is made with channel of propagation delay of 100ms. By de-
creasing the propagation delay we can improve the throughput of our DCS technique.  
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Fig. 1. No. of replies from the cached data items in ACO optimized DST 

Table 2. Comparison Table for HNs involved serving the nodes in ACO optimized MANET 

S. 
No 

HN 

Nearest HNs and distance in Hop(s) No. of 
data 
items 
cached 

No. of da-
ta item re-
quest 
served 

No. of 
request 
received 

Hit  

Ratio HN1 
Dis-
tance 

HN2 
Dis-
tance 

1 comp05 comp10 2 comp25 4 7 39 118 35.3% 

2 comp10 comp05 2 comp25 3 12 59 139 44.0% 

5 comp25 comp05 4 comp10 3 4 35 91 39.6% 
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5   Conclusion and Future Work 

The work we presented in this paper has described the Ant colony Optimization of 
Data Cache System (DCS) technique in MANET using DST Model. From the simula-
tion analysis, it is shown that by employing ACO applied DST in MANET, with cost 
of few message pass we can assure improved data cache, retrieval of cached data and 
load balancing among the nodes. ACO increases the dynamic routing among the 
nodes under channel crashes and dynamic HN creation improves the fault tolerant ca-
pacity of the overall system. We are working for optimal cache replacement and 
cache admission control technique to improve the performance the DCS in search ap-
plication. 
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Abstract. Complex predicates (CP) are special kind of Multi Word Expressions 
(MWE), which are extracted with a special emphasis on Compound and 
Conjunct Verbs. Because of the free word order nature of Kannada, Automatic 
extractions of Kannada CP are quite challenging. Free word order languages 
have relatively unrestricted local word groups or phrase structures. This paper 
proposes a solution for automatic extraction of CP based on Shallow 
morphology and pattern matching technique. Lexicalization of CP has been 
done based on shallow morphological information. The proposed system uses 
Verbalizer for extracting CP. Experiments are conducted and the results 
obtained have been described. To the best of our knowledge and belief, there is 
no earlier research result in this direction for Kannada language. Hence, our 
work acts as a base line for further research and future comparison. 

Keywords: Complex Predicates, Compound Verbs, Conjunct Verbs, 
Verbalizer, Pattern Matching, Kannada Corpora. 

1   Introduction 

Complex predicates are abound in South Asian languages primarily as compound 
verbs (verb + verb) combination or conjunct verbs (non-verb + verb) combination. It 
is equally true for Indian languages in general and Kannada in particular. Not all verb 
+ verb sequence are true compound verbs. Hence, we propose a diagnostic test to 
extract only true compound verbs from Kannada Corpora. Further the compound 
verbs are classified into two types. Namely, derivationally (Syntax) constructed 
compound verbs and compound verbs formed by lexicalization (Lexicon). The non-
verb in a conjunct verb may be noun or adjective. If non-verb is a noun then it is 
noun-verb (NV) compound otherwise if it is an adjective then it is an adjective-verb 
(AV) compound. Like compound verbs, not all non-verb + verb sequences are true 
conjunct verbs. The present paper proposes a diagnostic test to extract only true 
conjunct verbs from Kannada corpora. Identification and extraction of CP is a needful 
task for building lexical resources (dictionaries, Wordnet) and machine translation 
system. It is the motivation behind the present work. 
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2   Related Work 

The linguistic facts of complex predicate formation and the associated semantic roles 
are examined by Alsina [1]; they discussed general theory of complex predicate. In 
the present work, the proposed diagnostic tests required to identify the CP in a corpus 
has been inspired by [5]. The Verbalizer required for extracting the complex 
predicates has been prepared based on the work of Rajyarama [8]. Automatic 
extraction of V+V complex predicates from a corpus based on linguistic features was 
presented by [3]. The form and function of Conjunct verb construction in Hindi was 
examined by [6]. The issues related to the representation of Telugu complex N+V 
constructions in Wordnet were discussed by [9]. The mechanism to extract Bangla 
complex predicates automatically from a corpus was proposed by [4]. A Shallow 
morphology based complex predicates extraction mechanism for Oriya language was 
proposed by [2]. The solution to identify the conjunct verbs in Hindi was proposed by 
[7]. They also show the effect of conjunct verb identification on parsing accuracy. 

3   Kannada Complex Predicates  

The complex predicates are combination of two lexical items. The first and second 
lexical items of the complex predicates are called polar and vector respectively. The 
way how these two lexical items come together and forms a CP is quite interesting to 
examine. Consider a CP ాఠ ాడు [paaTa maaDu] ‘teach lesson’. In the example, the 

first constituent ాఠ [paaTa] ‘lesson’ is a polar and the second constituent ాడు 
[maaDu] ‘do’ is a vector. 

3.1   Semantics of Complex Predicates 

It seems that, polar dominates the whole meaning of the CP. The meaning of the 
second vector seems to be de-lexicalized, grammaticalized or bleached. That means it 
does not retain its original meaning that is attested elsewhere in the language. 
Consider a CP సుఖ పడు [sukha paDu] ‘happiness’. Now, the polar సుఖ [sukha] ‘happy’ 

dominates the whole meaning of the CP. The meaning of the vector పడు [paDu] 

‘experience’ is bleached. 

3.2   Morphology of Complex Predicates 

The polar occurs in bare stem form. What seems to be morphologically uniform is the 
function of the vector. It takes the load of all kinds of inflectional markers of 
sentence. These markers are markers of tense, aspect and agreement morphology.  
The following examples illustrate the morphology of CP. 

మదు ె ఆగు  [maduve aagu] 'to get married' . 

maduve (polar stem) + aagu (vector - verbalizer). 
ఊట ాడువరు [uuTa maaDuvaru] 'they will eat'  

uuTa(stem)+maaD(verbalizer)+uvaru(inflection). 
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3.3   Compound Verbs (CompV) 

Compound verbs are composed of two words namely polar and vector, both are verbs. 
They retain the meaning of polar (V1) and the vector (V2) which semantically 
bleached adds semantic nuances to the meaning of compound verbs. Therefore 
compound verbs are considered as lexical variant of their polar (V1) component. On 
the surface, the constituent verbs enjoy a considerable amount of freedom of moment. 
Two kinds of compound verbs formations are possible in Kannada. One class of 
compound verbs consists of a past participle verb and a Verbalizer. These usually 
have idiomatic senses. The following examples illustrate this class. కండు  [kanDu 

hiDi] 'discover', ెౕ  ెూడు [heeLi koDu] 'teach', కండు బరు [kanDu baru] 'appear'. This 

class of compound verbs is also used extensively in indicating aspectual distinctions. 
An example of this kind is ందు డు [tindu biDu] 'eat up'. Another class of compound 

verbs consists of a main verb (polar) in an infinitive form followed by a verbalizer. 
The senses are again idiomatic. The examples for them are బర ాడు [bara maaDu] 

'welcome',  ెౕళ  [tiLi heeLu] 'teach, advice'. These two classes are the diagnostics 

tests used by the proposed system to extract true compound verbs from a corpus.  

3.4   Conjunct Verbs (ConjV) 

Conjunct verbs are composed of two words namely polar and vector, where the polar 
component is a non-verb and the vector component is a verb. The polar can be noun 
or an adjective. Based on the grammatical category of the polar component, there are 
two types of conjunct verbs. Namely, Noun-Verb (NV) compounds and Adjective-
Verb (AV) compounds. Here also, the vector verb is semantically bleached; it adds 
semantic nuances to the meaning of conjunct verbs. The conjunct verb retains the 
meaning of its polar component; it can be noun or adjective. Hence the conjunct verbs 
are considered as lexical variants of their polar component. The examples for conjunct 
verbs of NV form are మ ా ాడు [majaa maaDu] 'enjoy', ూౕస ెూౕగు [moosa hoogu] 

'be deceived'. An example for conjunct verb of AV form is ఒళ ెూకు  [Olahokku] 

'penetrate'. The present system uses bare stem form of the polar with verbalizer as a 
diagnostic test to extract conjunct verbs.  

3.5   Verbalizer 

Kannada contains set of lexical verbs, they can be added to other constituents to make 
verb out of them. These are called Verbalizer. Table 1 lists the potential Verbalizer 
used in the present work. It includes Verbalizer required to construct both compound 
and conjunct verbs. During CP construction the Verbalizer acts as a vector (V2). 

Table 1. Kannada Verbalizer and their Lexical Meaning (LM) 

Verbalizer LM Verbalizer LM Verbalizer LM 

ాడు [maaDu] Make/Do డు [biDu] Leave ెూ ె [hoDe] Beat 

పడు [paDu] Experience ౕళ  [biiLu] Fall హుటు  [huTTu] Being born 
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4   Methodology 

Manual observation of the shallow parsed Kannada sentence shows that the complex 
predicates contain the lexical pattern {[XXX] (v) [YYY] (v)} where XXX and YYY 
represent any word. But, the lexical categories of root forms of both XXX and YYY 
must be verb. Then it is a probable candidate for compound verb. Otherwise, if 
complex predicates contain the lexical pattern {[XXX] (n/adj) [YYY] (v)} where 
XXX and YYY represents any word. But, the lexical category of root form of XXX is 
either noun (n) or adjective (adj) and the lexical category of the root form of YYY is 
verb (v) then it is a probable candidate for conjunct verb. Using the Verbalizer and by 
applying the diagnostic tests depicted in section 3, extract the true complex predicates 
from the probable candidates. 

Fig. 1 shows the proposed architecture for Kannada Complex Predicates extractor. 
The architecture consists of the following modules based on their functionality. They 
are Sentence Extractor, Kannada Shallow Parser and Complex Predicates extractor. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 1. Proposed system architecture 

The input to the proposed system is a Kannada Corpora. The system uses 
verbalizer list along with Kannada Corpora for extracting the Complex predicates 
then it produces two output files namely Compound Verbs and Conjunct Verbs they 
contains extracted compound and conjunct verbs respectively. The functionality of 
each of these modules is explained briefly as follows. 

The input for sentence extractor module is Kannada raw corpora. It extracts 
randomly selected sentences from corpora required for Complex predicates extraction 
task.  

The morphological information of a given input sentence is obtained by using 
freely available Kannada Shallow Parser. It parses the given sentence at surface level 
and produces eight stages of intermediate outputs. The morphological information of 
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each word in a sentence required for complex predicates extraction task are extracted 
using this module.  

The complex predicates extractor is the core module of the system. The input for 
the module is shallow parser output. The module scans the parser output for lexical 
pattern sequence such as verb+verb and (noun/adjective) + verb. If it finds the 
matched pattern, it will extract the pattern and it will conduct the following diagnostic 
tests to decide whether extracted pattern is a valid CP or not. For compound verbs, if 
the polar component (main verb – V1) in a verb(V1)+verb(V2) pattern is in stem form 
or it may be a past participle or in infinitive form and the light verb (V2) is in 
verbalizer list (Table 1) then the module decides it is a valid Compound verb and 
stores it in a Compound Verb file. Likewise for conjunct verbs, if the polar 
component (main – noun/adj) in a noun/adjective+verb(vector) pattern is in stem form 
and the vector verb is in verbalizer list (Table 1) then the module decides it is a valid 
Conjunct verb and stores it in a Conjunct Verb file.  

5   Evaluation 

The system is tested on randomly selected 500 sentences from both CIIL & web 
corpora. The extracted complex predicates are in turn given to 10 native speakers of 
Kannada and asked them to construct sentences using them. If they are able to build 
correct sentence, then it is a true CP. The precision of the system is calculated as the 
ratio of the actual CP arrived at through manual validation to the total number of 
anticipated CP identified by the system. The results of this calculation are shown in 
Table 2, with a precision rate of 75% for CompV and 87% for ConjV for web 
corpora. Likewise 73% for (CompV) and 83% (ConjV) for CIIL corpora. 

Table 2. System performance 

Corpora CP System detection POS ambiguitiesManual validationPrecision 

Web  

Corpora 

CompV 75 15 56 0.75 

ConjV 103 21 90 0.87 

CIIL  

Corpora 

CompV 86 19 63 0.73 

ConjV 119 33 99 0.83 

6   Discussion 

The following observations were made during the system evaluation. 
Conjunct verbs with loan words as a noun constituent (polar) were extracted.  
The selection of the verbalizer is the key factor for extraction process. If we select 

the potential Verbalizer, then the system will extract complex predicates exhaustively 
in the corpora. 

The loss in precision was caused by POS ambiguities, idiomatic usage and missing 
data in Kannada shallow parser dictionary.   
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7   Conclusion and Future Work 

In this paper, we presented a study of Kannada Complex Predicates with a special 
focus on Compound and Conjunct Verbs. The solution for extracting the CP from 
Kannada corpora is proposed. The diagnostic tests required to validate the CP are 
specified. Native speaker verified the accuracy of the proposed system. The obtained 
results are described. The efficiency of the system is proved to be reliable and 
extendable.  The loss in precision in the present system is due to POS ambiguities, 
Idiomatic usage and missing data in the dictionary. Hence in future, we would like to 
enhance the efficiency of the system by addressing all the issues encountered in the 
present system.  
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Abstract.  There is a huge amount of methods for extracting image descriptors 
and defining the similarity measures.  In this paper, we try to improve texture 
image retrieval performance with post processing based on the greedy tech-
nique called Prims algorithm. In the proposed method feature database is 
represented using distance matrix, which is the distance between every image of 
the database. Due to symmetric property of a matrix, we can improve the effi-
ciency and effectiveness of the proposed retrieval system. However for large 
database the size of the matrix is large. The proposed system is tested with three 
different image descriptors, namely combined rotated complex wavelet filters 
(RCWF) and dual tree complex wavelets (DT-CWT), Contourlet Transform 
(CT), and Discrete Wavelet Transforms (DWT). 

1   Introduction  

Due to drastic growth of multimedia and digital technology in recent years, there is a 
need of effective and efficient management of digital image libraries and other mul-
timedia databases. Hence, storage and retrieval of images in such libraries become a 
real demand in industrial, medical, crime prevention, biometric systems, and other 
applications. Content-Based Image Indexing and Retrieval (CBIR) is considered as a 
solution. In such systems, important features are extracted from every picture and 
stored as a feature vector. Content-based image retrieval has attracted substantial in-
terests in the last decade [1,5,8,9,10]. Generally image retrieval system can be divided 
in to two different steps. First image descriptors have to be extracted by analyzing 
color, texture, shape or context. Second a similarity measure analyzing variations in 
images features has to be defined. Then given a query image, all other images of the 
database are sorted based on their similarity rank to the query image. Finally, high 
ranking images are returned to the users.   

There are several methods available to perform these two steps in Content-based 
image retrieval. Recently some effort was also put on post-processing by using the 
obtained similarities between all given images [11]. In this paper, for post processing 
step we used greedy algorithm called Prims.  Using this algorithm we can find mini-
mum cost spanning tree.  

1.1   Related Work 

In 2004, Zhou et al. [12,13,14] proposed a novel semi-supervised learning algorithm 
named manifold-ranking. In this algorithm, a connected graph is created first, in 
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which vertex represents the data and edge represents the similarity between vertices, 
and then the score diffuses from the vertices to their neighbors.  After several rounds, 
all the vertices get stable scores. Finally, all the data point are ranked by the scores of 
the corresponding vertices in the graph. The assumption of the algorithm is that all the 
data points are distributed in a low dimension manifold, which is embedded in the 
high dimension features space.  Compared to the pairwise method, the main differ-
ence of the manifold ranking based method is, it ranks all the data according to the 
manifold structures represented by the labeled and unlabeled data, which means that 
the algorithm ranks the data by considering local and global consistency simulta-
neously. In [3,4], a pair wise graph based manifold ranking algorithm [12] is adopted 
to build image retrieval. These graph based methods motivates us to do work on the 
image retrieval using greedy algorithm.  

The main contribution of this paper is summarized as, we have proposed novel tex-
ture image retrieval using greedy method called Prims algorithm. The experimental 
results of proposed method perform better compared with earlier approach. The rest 
of paper is organized as follows. In section 2, we discuss the image descriptors in 
brief. In section 3, we discuss the proposed greedy algorithm for image retrieval. In 
section 4, the experimental results are given and finally section 5 concludes the work. 

2   Image Descriptors 

For image feature extraction we have used three different methods, namely combined 
rotated complex wavelet filters (RCWF) and dual tree complex wavelets (DT-CWT), 
Contourlet Transform (CT), and Discrete Wavelet Transforms (DWT).  DT-CWT, 
DT-RCWF, and CT are explained below in short. 

2.1   DT-CWT 

Real DWT has poor directional selectivity and it lacks shift invariance. Drawbacks of 
the DWT are overcome by the complex wavelet transform (CWT) by introducing li-
mited redundancy into the transform. But still it suffer from problem like no perfect 
reconstruction is possible using CWT decomposition beyond level 1, when input to 
each level becomes complex. To overcome this, Kingsbury [7] proposed a new trans-
form, which provides perfect reconstruction along with providing the other advantag-
es of complex wavelet, which is DT-CWT. The DT-CWT uses a dual tree of real part 
of wavelet transform instead using complex coefficients. This introduces a limited 
amount of redundancy and provides perfect reconstruction along with providing the 
other advantages of   complex wavelets. The DT-CWT is implemented using separa-
ble transforms and by combining subband signals appropriately. Even though it is 
non-separable yet it inherits the computational efficiency of separable transforms. A 
complex valued ( )tψ   can be obtained as  

                          
( ) ( ) ( )xjxx gh ψψψ +=

                                         (1) 

where ( )xhψ     and   ( )xgψ    are both real valued wavelets. 
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2.2   DT-RCWF 

Recently, Kokare et.al.[6] have designed 2D- rotated complex wavelet transform. Di-
rectional 2D RCWF are obtained by rotating the   2D DT-CWT filters by 450 so that 
decomposition is performed along new direction, which is 450apart from decomposi-
tion of DT-CWT. The size of a newly obtained filter is )12()12( −− NXN  , where N   

is the length of the 1-D filter. The decomposition of input image with 2-D DT-RCWF 
followed by 2-D downsampling operation is performed up to the desired level. The 
computational complexity associated with DT-RCWF decomposition is the same as 
that of standard 2-D DT-CWT, if both are implemented in the frequency domain. The 
set of DT-RCWFs retains the orthogonality property. The six subbands of 2D DT-

RCWF gives information strongly oriented at ( 120,90,60,30,0,30
°°°

−
°°°  ).The 

mechanism of the DT-RCWF is explained in detail in [6]. The 2D DT-CWT and 
RCWF provide us more directional selectivity in the direc-

tions
( )
( ) 











−+++

−−−+++




30,120,90,60,30,0

,75,45,15,75,45,15
 . 

2.3   Contourlet Transform 

Multiscale and time frequency localization of an image is offered by wavelets.  But, 
wavelets are not effective in representing the images with smooth contours in differ-
ent directions. The Contourlet provides a much richer set of directions and shapes. 
Hence they are more effective in capturing smooth contours and geometric structures 
in images [2]. Contourlet transform is a multiscale and directional image representa-
tion that uses first a wavelet like structure for edge detection, and then a local direc-
tional transform for contour segment detection.    

3   Proposed Greedy Algorithm 

In this paper, we proposed the new content-based image retrieval using Prims algo-
rithm. Prim's algorithm is a greedy algorithm that finds a minimum cost spanning tree 
for a connected weighted undirected graph. So we represented the feature database in 
the form of distance matrix. Due to symmetric matrix, we considered only upper main 
diagonal elements in order to retrieve the images. The size of matrix is large for large 
image database. The proposed method is tested using the different image descriptors 
namely combined dual tree rotated complex wavelet filters(DT-RCWF) and dual tree 
complex wavelet transform(DT-CWT)[6], Contourlet Transform(CT)[2], and Discrete 
Wavelet Transform(DWT)[6] separately.   

Let   be connected weighted undirected graph,   is the set of vertices 

represents images and   is the set of edges, which represent the similarity between 

images Cabrera distance   between the image   and   represents the weight of 

each edge. Fig. 2 shows sample example for the connected weighted undirected 
graph, and its minimum cost spanning tree. 
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Fig. 1. Prim's algorithm: the edges X form a tree, and S consists of its vertices 

 
 
 

 

 

 

 

 

a) Sample graph example                                b) its minimum cost spanning tree 

Fig. 2. Sample graph and its spanning tree 

Fig 1 shows, the algorithm continuously increases the size of a tree, one edge at a 

time, starting with a tree consisting of a single vertex (query image ), until it spans 

all vertices (all images). An algorithm 1 describes the proposed method. 
 
Algorithm 1: Greedy Algorithm for Image Retrieval 
 
Input: Image Database DB, Query image , distance matrix   

Output: Retrieved Images    
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4           While    do     
5           Begin    
6              Find a minimum distance edge    among all the edges  

7              Such that   is in    and     is in  
8               
9                      
10          End 
11          Sort the edges in         
12          Display first Top N images 
End   

                      

A query is considered as the starting vertex in the Prims algortim(line 1).  In every 
iteration algorithm finds minimum distance edge    among all the 

edges such  that   is in    and     is in   (line 6 and 7) and  then that ver-

tex(image)  and edge   is added to the minimum cost spanning tree vertices set 

   and set of edges   respectively(line 8 and 9). This procedure is repeated by 

number of images (vertices) minus one time(line 4 to line 10) . Finally tree edges are 
sorted and top most N similar images displayed (line 11 and 12). Fig 2 shows the 
formation of minimum cost tree.                  

A simple implementation using an adjacency matrix graph representation and 
searching an array of weights to find the minimum weight edge to add requires   

running time. Using a simple binary heap data structure and an adjacency 

list representation, Prim's algorithm can be shown to run in time , where  

s the number of edges and    is the number of vertices. 

4   Experimental Results 

To test the efficiency of proposed graph based CBIR, we employed the Brodatz tex-
ture database [6]. It consists of 116 different textures. We used 108 textures from 
Brodatz texture photographic album, seven textures from USC database and one ar-
tificial texture. Size of each texture image is 512×512. Each 512×512 image is di-
vided into sixteen 128×128 non overlapping subimages, thus creating a database of 
1856 texture images. We used combined dual tree rotated complex wavelet filters 
(DT-RCWF) and dual tree complex wavelet transform (DT-CWT)[6], Contourlet 
Transform(CT)[2], and Discrete Wavelet Transform(DWT)[11] to extract image fea-
tures separately.   

For each experiment, one image was selected at random as the query image from 
each category and thus retrieved images were obtained. For performance evaluation 
of the image retrieval system, it is significant to define a suitable metric. We em-
ployed accuracy, which is defined as follows   
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Accuracy=
databaseinimagesrelevantofNumber

retrievedimagesrelevantofNumber
                     (2) 

The comparative retrieval performance of the proposed system is shown in Table 1. 
Fig. 3 shows the comparison results for image retrieval using different image descrip-
tors and improvement of performance with proposed method. 

Table 1. Percentage Average Retrieval Accuracy for Brodatz texture Database 

Image descriptors %Average retrieval  
accuracy of earlier  

methods 

 %Average retrieval  
accuracy of proposed  

method 

 

DWT[11] 69.61  72.31  
CT[12] 76.13  78.61  

DT-CWT+DT-
RCWF[11] 

78.5  81.61  

 

Fig. 3. Retrieval performance 

5   Conclusions 

In this paper, we have introduced a novel Content-Based Image Retrieval framework 
based on greedy technique, which uses the connected undirected weighted graph 
structure. It is used to represent the relationship among the vertices (images). We have 
tested proposed system using three different texture features. Experimental results in-
dicate that the proposed method using combined DT-CWT and DT-RCWF features 
retrieval rate increases from 78.5% to 81.61%, from 76.13% to 78.61% using CT fea-
tures and 69.61% to 72.31% on texture database. Hence experimental results of the 
proposed method are satisfactory compared to the existing methods. 
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Abstract. State-of-the-art Speaker recognition system uses Gaussian Mixture 
Model-Universal Background Model (GMM-UBM) as a modeling technique. 
This work describes a closed-set text-independent speaker identification system 
using GMM-UBM in the context of Mono, Cross and Multi-lingual with the 
constraint of limited data. To study the significance of GMM-UBM, experi-
ments are conducted on three different languages (English, Hindi and Kannada) 
using an evaluation set of 30 speakers. Experiments are conducted with Not In-
cluding Evaluation set (NIE) and Including Evaluation set (IE) in UBM  
training. The results show that the GMM-UBM-IE, in comparison with  
GMM-UBM-NIE yields improved identification performance in all the speaker 
identification experiments. 

Keywords: Speaker identification (SI), MFCC, GMM-UBM-IE, GMM-UBM-
NIE. 

1   Introduction 

Speaker recognition aims at recognizing the Speakers from their voice [1]. Depending 
on the mode of operation, Speaker identification (SI) system can be either text-
dependent (constraint on what is spoken) or text-independent (no constraint on what 
is spoken) [2]. Reynolds et al. [3, 4] presented GMM and GMM-UBM modeling 
techniques for a text-independent speaker identification/Verification system. The 
GMM based speaker recognition systems utilize a universal background model 
(UBM), which requires extensive resources [5]. In Limited data speaker recognition 
systems, speech is pooled from many speakers to train a single independent model, 
known as UBM [6]. Individual speakers are then adapted from the UBM using the 
maximum a posterior (MAP) adaptation algorithm [6]. 

In Mono-lingual SI, training and testing languages for a speaker are the same 
whereas in Cross-lingual SI, training is done in one language (say A) and testing is 
done in another language (say B). In Multi-lingual SI, some speakers in database are 
trained and tested in language A, some speakers are in language B and so on [7] [8], 
i.e., Speaker Models are trained in one language and tested with multiple languages of 
different speakers. Most of state-of-the-art SI systems work on Mono-lingual (pref-
erably English) using sufficient data. The use of SI system in Multi-lingual context is 
a requirement in a country like India where there is a coexistence of large number of 
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languages. Sufficient data refers to the case of having few minutes (> 1 min) of 
speech data and Limited data refers to the case of having few seconds (≤ 15 sec) of 
speech data [8]. 

A novel Multi-lingual text-independent based speaker identification algorithm was 
proposed by Geoffrey Duron in [9] and investigated 2 facets of speaker recognition: 
cross-language speaker identification and the same language non-native text inde-
pendent SI. The results indicated that how SI performance will be affected when 
speakers do not use the same language during the training and testing or when the 
population is composed of native speakers. 

In our previous work [8], we have made an attempt to identify speaker in the con-
text of Mono and Cross-lingual with the constraint of limited data using Mel-
Frequency Cepstral Coefficients (MFCC) as feature vectors and Vector Quantization 
(VQ) as modeling technique. We observed that SI system with English language pro-
vides good performance in Mono-lingual study. Further, it was observed in Cross-
lingual study that the use of English language either in training or testing gives better 
identification performance. 

The paper is organized as follows: Section 2 describes the database used for the 
experiments. Feature extraction using MFCC and speaker modeling using GMM-
UBM technique are presented in Section 3. Section 4 gives experimental results.  
Finally, Summary and conclusions of this study and scope for the future work are 
mentioned in Section 5. 

2   Speech Database for the Study 

Since the standard Multi-lingual database is not available, experiments are carried out 
on an our own created database of 30 speakers who can speak the three different lan-
guages. The database includes 17-males and 13-females speakers. The voice  
recording was done in the Engineering college laboratory. The speakers were under-
graduate students and faculties in an engineering college. The age of the speakers var-
ied from 18-35 years. The speakers were asked to read small stories in three different 
languages. The training and testing data were recorded in different sessions with a 
minimum gap of two days. The approximate training and testing data length is two 
minutes. Recording was done using free downloadable wave surfer 1.8.8p3 software 
and Beetel Head phone-250 with a frequency range 20-20 kHz. The speech files are 
stored in .wav format. 

3   Feature Extraction and Modeling 

The purpose of feature extraction stage is to extract the speaker-specific information 
in the form of feature vectors at reduced data rate [1]. In this work, features are ex-
tracted using MFCC technique. Speech recordings were sampled at the rate of 8 kHz 
and pre-emphasized (factor 0.97). Frame duration of 20 msec (160 samples) and a 10 
msec (80 samples) of overlapping durations are considered. After framing, window-
ing (Hamming) method is carried out to minimize the spectral distortion. 35 triangular 
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band pass filters are considered. These filters are equally spaced along the Mel-
frequency scale. First 13 coefficients are considered as feature vectors. 

The GMM uses multi-modal Gaussian distribution to represent the speaker's voice 
and vocal tract configurations [10]. Recently, the GMM employing a UBM with MAP 
Speaker adaptation has become the dominant approach in text-independent SI [4]. 
The expectation maximization (EM) algorithm was used to estimate the parameters 
(mean vectors, covariance matrices and mixture weights) of the GMM models. The k-
means algorithm was used to obtain the initial estimate for each cluster [13]. In 
GMM-UBM system, speech data collected from large number of speakers is pooled 
and the UBM is trained which acts as a speaker independent model. The speaker de-
pendent model (GMM) can be created by performing MAP adaptation technique from 
the UBM using speaker-specific training speech. 

The UBM training can be done in two ways [12]: 1) Speech data pooled from the 
other database, not used for the speaker recognition study, provided speech data is 
collected from the same environment known as Not Including Evaluation set (NIE). 
2) Same speech data for both UBM training and evaluation, provided the speakers set 
used for recognition is not included in UBM training known as Including Evaluation 
set (IE). In [11] and [12], it was mentioned that there are no criteria to select number 
of speakers and amount of data to train the UBM. We trained UBM with roughly one 
hour of data. 

4   Experiments 

For NIE experiments UBM is trained using the first 30 speakers of YOHO [11] data-
base of approximately one hour of speech data and for IE experiments UBM is trained 
using the 30 speakers of our own database of approximately one hour of speech data. 
The Mono-lingual experimental results for the 30 speakers of our own database for 15 
sec of training and testing data and for different Gaussian mixtures are given in  
Table 1. Note: A/B indicates training with language A and testing with language B. 

The SI system trained and tested with English language (E/E) gives the highest 
performance of 83.33% and 93.33% with 256 Gaussian Mixtures for NIE and IE re-
spectively. The highest performance may be due to the Speaker's considered for the 
study. The SI system trained and tested with Hindi language (H/H) gives the highest 
performance of 80.00% and 93.33% with 128 and 256 Gaussian Mixtures for NIE and 
IE respectively. This performance is better than Kannada language. This is because 
almost all the speakers had taken additional time to practice the Hindi Story which 
was given to read out in the different sessions and thus their fluency was significantly 
improved. The performance of SI system trained and tested with Kannada language 
(K/K) is 73.33% and 86.66% with 256 and 128 Gaussian Mixtures for NIE and IE re-
spectively. The poor performance may be due to the speaker's difficulty in reading 
Kannada language since they had just studied this language as one of the languages 
subject in school days.  
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Table 1. Mono-lingual Speaker identification performance (%). Pi represents the maximum 
identification performance among the number of Gaussian Mixtures. 

Train/Test 

language 

Modeling 

Technique 

Gaussian Mixtures  

16 32 64 128 256 Pi 

E/E GMM-UBM-NIE 40.00 43.33 63.33 70.00 83.33 83.33 

GMM-UBM-IE 76.66 76.66 83.33 86.66 93.33 93.33 

H/H GMM-UBM-NIE 53.33 56.66 63.33 80.00 76.66 80.00 

GMM-UBM-IE 76.66 86.66 90.00 90.00 93.33 93.33 

K/K GMM-UBM-NIE 50.00 53.33 63.33 63.33 73.33 73.33 

GMM-UBM-IE 80.00 83.33 83.33 86.66 83.33 86.66 

 
The Cross-lingual experimental results for the 30 speakers of our own database for 

15 sec of training and testing data and for different Gaussian mixtures are given in 
Table 2. The SI system trained with Hindi and tested with English language (H/E) 
yields a highest performance of 73.33% and 90.00% with 256 Gaussian Mixtures for 
NIE and IE respectively. The performance of SI system trained with Kannada lan-
guage and tested with English language (K/E) is 73.33% and 86.66% with 256 Gaus-
sian Mixtures for NIE and IE respectively. With English as a testing language, no 
much difference in identification performance was observed in comparison with 
Hindi and Kannada as training languages. 

The SI system trained with English language and tested with Hindi language (E/H) 
yields a highest performance of 63.33% and 80.00% with Gaussian Mixtures 256 and 
128 for NIE and IE respectively. The performance of SI system trained with Kannada 
language and tested with Hindi language (K/H) is 66.66% and 80.00% with 256 
Gaussian Mixtures for NIE and IE respectively. The SI system trained with English 
language and tested with Kannada language (E/K) yields identification performance 
of 63.33% and 83.33% with 256 Gaussian Mixtures for NIE and IE respectively. The 
performance of SI system trained with Hindi language and tested with Kannada lan-
guage (H/K) is 56.66% and 80.00% with 256 Gaussian Mixtures for NIE and IE re-
spectively. In Comparison with the Mono-lingual SI, Cross-lingual SI performance 
decreases drastically. This may be due to the variation in fluency and word stress 
when same speaker speaks different languages and due to different phonetic and pro-
sodic patterns of the languages [13]. 

The Multi-lingual experimental results for the 30 speakers of our own database for 
15 sec of training and testing data and for different Gaussian mixtures are given in 
Table 3. The Multi-lingual SI system yields a highest performance of 83.33% and 
96.66% with 256 Gaussian Mixtures for NIE and IE respectively. The Multi-lingual 
results are better than the Mono-lingual and Cross-lingual experiments. This may be 
due to the better discrimination between the trained and testing models (multiple lan-
guages) in Multi-lingual scenario. The high performance of GMM-UBM-IE modeling 
technique in all the experiments may be due to including the Evaluation set in build-
ing the UBM. Hence there is bias in the UBM towards each of the speakers [12]. 
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Table 2. Cross-lingual Speaker identification performance (%). Pi represents the maximum 
identification performance among the number of Gaussian Mixtures. 

Train/Test 

language 

Modeling 

Technique 

Gaussian Mixtures  

16 32 64 128 256 Pi 

H/E GMM-UBM-NIE 36.66 50.00 56.66 56.66 73.33 73.33 

GMM-UBM-IE 73.33 80.00 83.33 86.66 90.00 90.00 

K/E GMM-UBM-NIE 30.00 46.66 53.33 63.33 73.33 73.33 

GMM-UBM-IE 63.33 76.66 80.00 80.00 86.66 86.66 

E/H GMM-UBM-NIE 40.00 40.00 56.66 56.66 63.33 63.33 

GMM-UBM-IE 66.66 66.66 76.66 80.00 76.66 80.00 

K/H GMM-UBM-NIE 26.66 50.00 50.00 60.00 66.66 66.66 

GMM-UBM-IE 66.66 66.66 76.66 76.66 80.00 80.00 

E/K GMM-UBM-NIE 36.66 43.33 63.33 56.66 63.33 63.33 

GMM-UBM-IE 60.00 70.00 70.00 66.66 83.33 83.33 

H/K GMM-UBM-NIE 26.66 53.33 46.66 53.33 56.66 56.66 

GMM-UBM-IE 63.33 73.33 73.33 76.66 80.00 80.00 

Table 3. Multi-lingual Speaker identification performance (%). Pi represents the maximum 
identification performance among the number of Gaussian Mixtures. 

Modeling 

Technique 

Gaussian Mixtures  

16 32 64 128 256 Pi 

GMM-UBM-NIE 40.00 60.00 70.00 76.66 83.33 83.33

GMM-UBM-IE 86.66 90.00 93.33 93.33 96.66 96.66

5   Conclusions 

In this paper we have compared the performance of GMM-UBM-NIE and GMM-
UBM-IE for Mono, Cross and Multi-lingual SI with the constraint of limited data. 
The speaker independent UBM was trained by Including Evaluation set (IE) and Not 
Including Evaluation set (NIE). The speaker dependent model was built by MAP ad-
aptation. The results indicate that GMM-UBM can be used for Speaker identification 
with the Constraint of limited data. We also pointed out and partly justified the reason 
for degradation of performance in Cross-lingual SI. In order to study the robustness of 
the system, needs to be verified with different languages (more than 3), different data 
sizes and more number of speakers. 
 
Acknowledgments. This work is supported by Visvesvraya Technological University, 
Belgaum-590018, Karnataka, India.  
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Abstract. Medical Data mining is the process of extracting hidden patterns 
from medical data. Among the various clustering algorithms, k-means is the one 
of most widely used clustering technique. The performance of k-means cluster-
ing depends on the initial cluster centers and might converge to local optimum. 
K-Means does not guarantee unique clustering because it generates different re-
sults with randomly chosen initial clusters for different runs of k-means.  This 
paper investigates the use of   two methods namely Genetic Algorithm (GA) 
and Entropy based fuzzy clustering (EFC) to assign k-means initial cluster cen-
ters for clustering PIMA Indian diabetic dataset. Experimental results show 
markable improvement of 3.06% reduction in the classification error and execu-
tion time of k-means clustering initialized by GA and EFC when compared to 
k-means clustering with random cluster centers.  

Keywords: k-means clustering, cluster center initialization, Genetic  
algorithm, Entropy based fuzzy clustering, Pima Indian Diabetics. 

1   Introduction 

The data mining functionalities mainly include association rule mining, classification, 
prediction & clustering. Clustering is the process of grouping the data into classes or 
clusters so that objects within a cluster have high similarity in comparison to one an-
other, but are very dissimilar to objects in other clusters [1]. One of most common 
clustering method is a k-means clustering. The performance of k-means clustering 
mainly depends on the initial cluster centers and might converge to a local optimum. 
Several methods proposed have been proposed to solve the cluster initialization for k-
means algorithm.  Bradley and Fayyad [2] proposed the method which forms a set of 
small random sub-samples of the data, and then apply k-means to each of sub-
samples.  The centroids of each sub-samples is given a initial center for k-means for 
all centroids of all subsamples.  The centers of the final clusters that give minimum 
clustering error are to be used as the initial centers for clustering the original set of 
data using k-means algorithm.  



900 K. Asha Gowda et al. 

Bashar Al-Shbool [3] have used GA to initialize the k-means cluster centers. 
Jimenez  [4] have used GA to determine the best initial cluster centers and find the 
number of clusters using binary encoding. Hao-Jun sun [5] has used GA for feature 
subspace selection of clustering. They have used binary encoding to represent feature 
subspace and cluster centers. Mohammad F [6] has used statistical information from 
the data set to initialize the k-means prototypes. Murat Erisoglu [7] has used two prin-
cipal variables based on maximum coefficient of variation and minimum absolute 
value of the correlation. The reduced dataset is partitioned one at a time till the de-
sired number of clusters is obtained. The cluster membership for each point is deter-
mined according to candidate initial cluster centers and selected two axis. Vidyut Dey 
[8] has used entropy based fuzzy c-means to initialize the fuzzy c-mean initial cluster 
centers. Maulik  [9] have applied GA to find the k-means cluster centers using float-
ing point representation of clustering three datasets: iris, crude oil and vowels dataset.  

2   Diabetic Data Set  

Diabetes mellitus is a disease in which the body is unable to produce or unable to 
properly use and store glucose (a form of sugar). Glucose backs up in the bloodstream 
causing one’s blood glucose or "sugar" to rise too high. There are two major types of 
diabetes. World Health Organization (WHO) report had shown a marked increase in 
the number of diabetics and this trend is expected to grow in the next couple of dec-
ades. In the International Diabetes Federation Conference 2003 held in Paris, India 
was labeled, as "Diabetes Capital of the World," as of about 190 million diabetics 
worldwide, more than 33 million are Indians. The worldwide figure is expected to rise 
to 330 million, 52 million of them Indians by 2025, largely due to population growth, 
ageing, urbanization, unhealthy eating habits and a sedentary lifestyle [9,10]. By 
2030, India's diabetes burden is expected to cross the 100 million mark as against 87 
million earlier estimated.The PIMA diabetic dataset is availed from UCI Machine 
Learning Repository.    The database consist of two categories in the data set (i.e. 
Tested positive, Tested Negative) each having 8 features: Number of times pregnant, 
Plasma glucose concentration a 2 hours in an oral glucose tolerance test, Diastolic 
blood pressure (mm Hg), Triceps skin fold thickness (mm), 2-Hour serum insulin (mu 
U/ml), Body mass index (weight in kg/ (height in m) ^2), Diabetes pedigree function 
and Age (years).  A total of 768 cases are available in PIDD. 5 patients had a glucose 
of 0, 11 patients had a body mass index of 0, 28 others had a diastolic blood pressure 
of 0, 192 others had skin fold thickness readings of 0, and 140 others had serum insu-
lin levels of 0. After deleting these cases there were 392 cases with no missing values 
(130 tested positive cases and 262 tested negative) [11]. 

3   K-Means Clustering  

K-means [12] is one of the simplest unsupervised learning algorithms and follows 
partitioning method for clustering. K-means algorithm takes the input parameter, k as 
number of clusters and partitions a dataset of n objects into k clusters, so that the  
resulting objects of one cluster are dissimilar to that of other cluster and similar to  
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objects of the same cluster. In k-means algorithms begins with randomly selected k 
objects, representing the k initial cluster center or mean. Next each object is assigned 
to one the cluster based on the closeness of the object with cluster center.  To assign 
the object to the closest center, a proximity measure namely Euclidean distance is 
used that quantifies the notion of closest. After all the objects are distributed to k clus-
ters, the new k cluster centers are found by taking the mean of objects of k clusters  
respectively. The process is repeated till there is no change in k cluster centers.  
K-means algorithm aims at minimizing an objective function namely sum of squared 
error (SSE). 

SSE is defined as     
2

1
 

= ∈
−=

k

i Cp
i

i

mpE                         (1) 

where E is sum of the square error of objects with cluster means for k cluster.  p is the 
object belong to a cluster Ci and mi is the mean of cluster Ci  .The time complexity of 
K-means  is O (t*k*n) where t is the number of iterations, k is number of clusters and 
n is the total number of records in dataset.  

K-means partitioning algorithm: 
Input is k is the number of clusters, D is input data set .Output is k clusters.  

1. Randomly choose k objects from D as the initial cluster centers. 
2. Repeat. 
3. Assign each object from D to one of k clusters to which the object is most similar 

based on the mean value of the objects in the cluster. 
4. Update the cluster means by taking the mean value of the objects for each of k 

cluster. 
5. Until no change in cluster means/ min error E is reached.   

4   GA Based K-Means Initial Cluster Centers 

Genetic algorithm (GA) [13] is an optimization techniques inspired by natural selec-
tion and natural genetics. Unlike many search algorithms, which perform a local, 
greedy search, GA is a stochastic general search method, capable of effectively ex-
ploring large search spaces. A genetic algorithm is mainly composed of three opera-
tors: reproduction, crossover, and mutation.  As a first step of GA, an initial popula-
tion of individuals is generated at random or heuristically. The individuals in the 
genetic space are called chromosome. The chromosome is a collection of genes where 
genes can generally be   represented by different methods like binary encoding, value 
encoding, permutation encoding and tree encoding. In each generation, the population 
is evaluated using fitness function.  Next comes the selection process, where in the 
high fitness chromosomes are used to eliminate low fitness chromosomes. But selec-
tion alone does not produce any new individuals into the population. Hence   selection 
is followed by crossover and mutation operations. Crossover is the process by which 
two-selected chromosome with high fitness values exchange part of the genes to gen-
erate new pair of chromosomes. The crossover tends to facilitate the evolutionary 
process to progress toward potential regions of the solution space. Mutation is the 
random change of the value of a gene, which is used to prevent premature conver-
gence to local optima. The new population generated undergoes the further selection, 
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crossover and mutation till the termination criterion is not satisfied.    Convergence of 
the genetic algorithm depends on the various criterions like fitness value achieved or 
number of generations [14-15].  

GA has been used in this paper identify initial k-means cluster centers. Chromo-
somes are encoded using binary encoding where 1 represents the sample selected as 
initial cluster center and 0 represents the sample is not selected as initial cluster cen-
ter. The length of the chromosome is equal to number of samples. Each of the chro-
mosomes has exactly k number of ones, where k represents the number of cluster. 
Once the terminating condition is reached, the highest fittest chromosome (with the 
least sum of square error (SSE)) decides which samples will be k-means initial cluster 
centers.  

The working of GA for finding the initial k-means cluster: 

Step1. Initialize the chromosome population randomly using binary encoding  
      (Where one’s represent the sample number as cluster center) 

Setp2. Repeat the steps a-e following till terminating condition is reached  

a) Apply k –means clustering to individual chromosome and find the SSE 
b) Replace the low fit chromosome by highest fit chromosome (with least SSE). 
c) Select any two chromosomes randomly and apply crossover operation 
d) Apply mutation operation by randomly selecting any one chromosome and    

randomly Change the bit 1 to 0 and bit 0 to 1.  

Setp3. The position of 1 bit in the best-fit chromosome decides the samples, are  
           selected as initial k –means cluster centers. 

5   EFC Based K-Means Initial Cluster Centers 

Entropy based fuzzy clustering [16], identifies the number of clusters and initial clus-
ter prototypes by itself. The entropy is calculated for each sample using equation (2). 

))22 1(log)1(log( ijijijij

ij

xk
i SSSSE −−+= 

≠

∈

          (2) 

where 
ijd

ij eS α−= is the similarity between two data points (i, j) and dij is the 
Euclidean distance between points (i, j) 
    The algorithm for entropy based fuzzy clustering is as follows. The inputs for the 
algorithm are dataset D with N samples,β the threshold value, can be viewed as a 
threshold of similarity among the data points in the same cluster, an constant α  is 
which is computed as (ln 0.5/ (⎯D)), where ⎯D is the mean distance among the pairs 
of data points in a hyper-space and is usually set to 0.5. 

Step 1. Compute entropy Ei for each sample xi from dataset D for I = 1 to N 
Step 2. Identify xi that has the minimum Ei value as the cluster center. 
Step 3. Remove xi and data points having similarity xi > than some threshold    

        β from D 
Step 4. If D is not empty then go to step 2. 

The k centroids identified by EFC, are selected as k-means initial cluster centers.  
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6   Experimental Results 

GA and EFC have been used to identify initial k-means cluster centers. Compared to 
floating point encoding, binary encoding requires more space, but the crossover and mu-
tation can be easily implemented with binary encoding. Hence binary encoding has been 
used in this paper. The GA was experimented with population’s size of 40-120 chromo-
somes, number of generations with 15 to 30 and with both one point and two-point 
crossover. After mutation and crossover operation the number of ones in the chromo-
somes must be checked for not exceeding the number of required clusters.  The best re-
sults with GA are found with populating size of 100. The one point and two-point 
crossovers generate almost the same results. The terminating condition is 80 % of the 
chromosomes represent the same initial cluster centers. The performance of EFC de-
pends o the parameters β and  α . Different values of β ranging from 0.4 to 0.7 and was 
experimented. The β with 0.6 gave the best results with constant α of 0.5. The k-means 
clustering performance for the standard medical data set: PIMA Indian diabetic dataset 
is improved by using the initial cluster centers identified by GA and EFC. The cluster-
ing performance of K-means in terms of classification error, number of iterations, sensi-
tivity, specificity, Recall, Precision, f-measure and SSE with random cluster centers, 
EFC and GA is shown in Table 1 The time taken in milliseconds and improved classifi-
cation accuracy of K-means with random, GA and EFC initialized cluster centers is 
shown in Fig 1. The classification accuracy of k-means is found to be 69.14%, 71.70% 
and 72.80% with initial centers initialized by random, EFC and GA method.  

Table1. Performance of K-means clustering by initializing  centers using random, GA and EFC  
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Fig. 1. a) Classification accuracy  (b)Execution time in milliseconds for K-means clustering by 
initializing cluster centers using Random, GA and EFC 
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7   Conclusions 

The performance of K-means clustering depends on the initial cluster centers. Entropy 
based fuzzy clustering identifies the number of clusters and initial cluster prototypes 
by itself which is given as initial cluster centers for k-means clustering.  GA is a sto-
chastic general search method, capable of effectively exploring large search spaces 
and has been used to identify the initial cluster centroids for k-means clustering using 
binary encoding of chromosomes.   This paper illustrates the improvement in classifi-
cation accuracy and reduction in execution time for K-means clustering by initializing 
the cluster centers using GA and EFC.  
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Abstract. Biometric systems play a significant role in the field of information 
security as they are extremely required for user authentication. Signature 
identification and verification have a great importance for authentication 
intention. The purpose of this paper is to present an empirical contribution 
towards the understanding of multi-script (Hindi and English) signature 
verification. This system will identify whether a claimed signature belongs to 
the group of English signatures or Hindi signatures from a combined Hindi and 
English signature datasets and then it will verify signatures using these two 
resultant signature datasets (Hindi script signature and English script signatures) 
separately. The modified gradient feature and SVM classifier were employed 
for identification and verification purposes. To the best of authors’ knowledge, 
the multi-script signature identification and verification has never been used for 
the task of signature verification and this is the first report of using Hindi and 
English signatures in this area. Two different results for identification and 
verification are calculated and analysed. The accuracy of 98.05% is obtained for 
the identification of signature script using 2160 (1080 Hindi + 1080 English) 
samples for training and 1080 (540 Hindi + 540 English) samples for testing. 
The resultant data sets obtained in script identification of signatures were used 
for verification purpose. The FRR, FAR for Hindi and English was obtained 
8.0%, 4.0% and 12.0%, 10.0% respectively. 

Keywords: Signature verification, biometrics, SVMs, Gradient Feature. 

1   Introduction 

Signature verification has been a topic of intensive research during the past several 
years [1-8] due to an important role it plays in numerous areas including the financial 
system. The verification of human signatures is particularly concerned with the 
improvement of the interface between human beings and computers [2]. A signature 
verification system and the associated techniques used to solve the inherent problems 
of authentication can be divided into two classes [3]: (a) on-line methods [4]  
to measure temporal and sequential data by utilizing intelligent algorithms [5] and (b) 
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off-line methods [6] that use an optical scanner to obtain handwriting data written on 
paper. Off-line signature verification deals with the verification of signatures, which 
appear in a static format [7]. On-line signature verification has been shown to achieve 
much higher verification rates than off-line verification [6], since a considerable 
amount of dynamic information is lost in the off-line mode. However off-line systems 
have a significant advantage as they do not require access to special processing devices 
when the signatures are produced. Moreover, the off-line group has many more 
practical application areas than that of its on-line counterpart. 

2   Database Preparation and Pre-processing 

A database of 1620 Hindi signatures and 1620 English signatures are used for 
identification purpose. English signatures from GPDS were used in our 
experimentation. Each Hindi and English signature set consists of 24 genuine 
signatures and 30 skilled forgeries. A total number of 720 genuine Hindi signatures 
from 30 individuals were collected. For each contributor, all genuine specimens were 
collected in a single day's writing session. In order to produce the forgeries, the 
imitators were allowed to practice their forgeries as long as they wished with static 
images of genuine specimens. A total number of 900 Hindi skilled forgeries were 
collected from the writers. 

3   Modified Gradient Feature 

The gray-scale local-orientation histogram of the component is used for 576 
dimensional feature extractions. To obtain 576-dimensional gradient-based feature 
vector, the following steps are executed. 

Step 1: A 2 x 2 mean filtering is applied 5 times on the input image. 

Step 2: The gray-scale image obtained in Step 1 is normalized so that the mean gray 
scale becomes zero with maximum value 1. 

Step 3: The normalized image is then segmented into 17x7 blocks. Compromising 
trade-off between accuracy and complexity, this block size is decided experimentally. 
To get the bounding box of the grey-scale image, the image is converted into two-tone 
using Otsu’s thresholding algorithm [9]. This will exclude unnecessary background 
information from the image.  

Step 4: A Roberts filter is then applied on the image to obtain the gradient image. The 
arc tangent of the gradient (direction of gradient) is quantized into 32 directions and 
the strength of the gradient is accumulated with each of the quantized direction. The 
strength of the Gradient  ),( yxf is defined as follows:   

( ) ( )22),( vuyxf Δ+Δ= and the direction of gradient )),(( yxθ   is: 

u

v
yx

Δ
Δ= − 1tan),(θ Where ),()1,1( yxgyxgu −++=Δ  and  

)1,(),1( +−+=Δ yxgyxgv  and ),( yxg is the gray level of (x, y) point. 



 Hindi and English Off-line Signature Identification and Verification 907 

Step 5: Histograms of the values of 32 quantized directions are computed for each of 
the 17 x 7 blocks. 

Step 6: The directional histogram of the 17 x 7 blocks is down sampled into 9 x 4 
blocks and 16 directions using Gaussian filters. Finally, a 9 x 4 x 16 = 576 
dimensional feature vector is obtained. 

4   Classifier and Experimental Settings 

In our experiments, we have used Support Vector Machines (SVM) as classifiers. 
SVMs have been originally defined for two-class problems and they look for the 
optimal hyper plane, which maximizes the distance and the margin between the nearest 
examples of both classes, namely support vectors (SVs). Given a training database of 
M data: {xm| m=1,..., M}, the linear SVM classifier is then defined as: 

bxxxf j
j

j +⋅=α)(
 

where {xj} are the set of support vectors and the parameters αj and b have been 
determined by solving a quadratic problem [7]. The linear SVM can be extended to 
various non-linear variants; details can be found in [7, 8]. In our experiments, the 
RBF kernel SVM outperformed other non-linear SVM kernels, hence we are 
reporting our recognition results based on the RBF kernel only. The experimental 
settings we used are described below.   

4.1   Settings for Script Identification  

For the experiments in the proposed research, our developed Hindi signature database 
described in section 4 was used. A numbers of 60 set of signatures (30 Hindi dataset 
and 30 English dataset) were used for identification of signature script. A signature 
samples of 1080(20x54) Hindi and 1080(20x54) English were used for training phase 
whereas 540 (10x54) Hindi and 540(10x54) English signature samples were used for 
testing purpose for identification of signature script. The number of samples for 
training and testing for experimentation of identification are shown in Table 1. 

4.2   Settings for Signature Verification 

The accuracy of 98.05% is obtained for the identification of signature script using 
1080 (540 Hindi + 540 English) samples for testing. SVMs classifier misidentified 
21signatures, i.e 1.95% (100.00-98.05) of 1080 samples. The number of errors 
occurred in testing dataset for identification is shown in Table 2. The signature 
verification was done using 1059(1080-21 samples) correctly identified script of 
signatures. For verification, the database was split in two parts, to perform the training 
and testing components. The signature samples of 466 genuine signatures (226 
Hindi+ 240 English) and 595 skilled forgeries (299 Hindi + 296 English) were used 
for verification purpose from 10 set of Hindi signatures and 10 set of English 
signatures, respectively. For each signature set, an SVM was trained with 14 
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randomly chosen genuine signatures. The negative samples for training were the 20 
skilled forgeries of signatures. For testing, the remaining genuine signatures and 
remaining skilled forgeries were used. The Hindi and English signature samples used 
for verification with each signature set are shown in Table 3 and Table 4.  

Table 1. Number of Signature Samples Used for Identification of Signature Script 

 
Hindi Signature English Signature 

Genuine Forged Genuine Forged 
Training 480 600 480 600 

Testing 240 300 240 300 

Table 2. Number of Signature Script Identification Errors Occurred in Different Datasets 

 

No. of Errors in Test Datasets Obtained in Identification Part 
 Hindi Test Samples English Test Samples 

Datasets Genuine 
Signatures 

Forged 
signatures 

Genuine 
Signatures 

Forged 
signatures 

Set-1 0 0 0 0 
Set-2 2 0 0 0 
Set-3 1 0 0 0 
Set-4 0 0 0 0 
Set-5 0 0 0 0 
Set-6 4 1 0 4 

Set-7 7 0 0 1 
Set-8 0 0 0 1 
Set-9 0 0 0 0 
Set-10 0 0 0 0 

Total Errors 14 1 0 6 
 

5   Results and Discussion 

As mentioned earlier, the accuracy of 98.05% is obtained for the identification of 
signature script. Using the Gradient feature, an FAR (False Acceptance Rate) and 
FRR (False Rejection Rate) was computed. At this operational point, the FRR, FAR 
for Hindi were 8.0%, 4.0% and FRR, FAR for English were 12.0 %, 10.0% 
respectively. The FRR, FAR and AER (Average Error Rate) obtained from our 
experiments are shown in Table 5. The AER obtained in this research is 6.0% for 
Hindi and 11.0 % for English. 

Confusion matrix of signature identification obtained from SVM classifiers and 
gradient features are shown in Table 6. It is noted that only 6 English signatures were 
misidentified as Hindi signatures and 15 Hindi signatures were misidentified as English. 
Two samples of signature script identification errors (English and Hindi signature 
treated as Hindi and English respectively) are shown in Figure 1 and figure 2.  
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Some verification errors (Hindi and English genuine signature treated as Hindi and 
English forged signature and Hindi and English forged signature treated as Hindi and 
English genuine signature) are shown in Figure 3, Figure 4 and Figure 5, Figure 6, 
respectively.  

Table 3. Hindi Samples Used for 
Verification 

Table 4. English Samples Used for 
Verification 

Hindi datasets used for verification 
Hindi 

Datasets 
Genuine 

Signatures 
Forged 

signatures 
Set-1 24 30 

Set-2 22 30 

Set-3 23 30 

Set-4 24 30 

Set-5 24 30 

Set-6 20 29 

Set-7 17 30 

Set-8 24 30 

Set-9 24 30 

Set-10 24 30 

Total 
samples 

226 299 
 

English datasets used for 
verification 

English 
Datasets 

Genuine 
Signatures 

Forged 
signatures 

Set-1 24 30 

Set-2 24 30 

Set-3 24 30 

Set-4 24 30 

Set-5 24 30 

Set-6 24 26 

Set-7 24 29 

Set-8 24 29 

Set-9 24 30 

Set-10 24 30 

Total 
samples 

       240        294 

Table 5. Results of FRR, FAR and EER 

 FRR FAR AER 
Hindi 8.0 % 4.0 % 6.0 % 

English 12.0% 10.0% 11.0 % 

Table 6. Confusion Metric for Identification of Signature Script 

 Hindi English 

Hindi 525 15 

English 6 534 

 

 

Fig. 1. English Signature Sample Treated as 
Hindi Signature 

Fig. 2. Hindi Signature Sample Treated as 
English Signature 
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Fig. 3. Hindi Genuine Signature Sample 
Treated as Hindi Forged Signature 

Fig. 4. Hindi Forged Signature Treated as 
Hindi Genuine Signature 

 

Fig. 5. English Genuine Signature  Sample 
Treated as English Forged Signature 

Fig. 6. English Forged Signature Sample 
Treated as English Genuine Signature 

6   Conclusions and Future Work 

This paper presents a signature identification and verification scheme of bi-script off-
line signatures. To the best of our knowledge, bi-script signatures have never been 
used for the task of signature verification and this is the first report in this area. This 
scheme of bi-script off-line signature identification is a novel contribution to the field 
of signature verification.  In near future, we plan to extend our work for multi-script 
off-line signature identification and verification. 
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Abstract. An image based approach which detects Indian coins of different de-
nomination has been proposed in this paper. This consists of matching an input 
coin image with a database of coin images (templates) in two phases. The first 
phase involves, identifying matching radius database coins. In the second phase, 
template matching is performed by correlating the edges of input and matching 
radius database coin images. Template matching phase involves two parts, coarse 
matching and fine matching. This provides rotation invariance and does away 
with the requirement of placing the front face of the coin up. If the correlation 
coefficient obtained by template matching satisfies the threshold, then coin stands 
recognized. The algorithm has been developed in MATLAB 7.9.0 and the ob-
tained results are recorded. The proposed method has been compared with exist-
ing methods (Difference, LBP, FFT) and comparison results have been recorded. 

1   Introduction 

Currently major coin recognition machines rely on physical properties of coins. Most 
of the coin testers in slot machines, work by testing physical properties of coins such 
as size, weight and materials. However, if physical similarities exist between coins of 
different currencies, then the traditional coin testers would fail to distinguish the dif-
ferent coins [1-8]. So there is a need of a robust real time system which can actually 
visualise the coin and recognise it. 

As the coins are in frequent usage in daily life the surfaces of same pattern coins 
would not be same. Fig. 1 shows an example of this problem. The above image based 
methods [1-8] of coin recognition would not yield proper result in this case, as the in-
tensity values change from image to image of same denomination or pattern. 

To counter this problem the proposed method makes use of edge detection and cor-
relating the edge detected images during template matching. After edge detection the 
image matrix consists of 1s or 0s, instead of 0-255 values, which gives better  
matching results. Proposed method also involves radius matching due to the fact that 
different Indian coins have different radius as shown Fig. 2. 

 

Fig. 1. Comparison of two coins of same pattern 
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Fig. 2. Front and back faces of different Indian coins  

2   Proposed Rotation-Invariant and Side-Invariant Coin 
Recognition Method 

Fig. 3 shows the block diagram of overall recognition process. First a database of coin 
images is created and recognition is carried out. Following are the stages involved in 
the overall process. 

 

Fig. 3. Block diagram of the recognition process  

2.1   Image Acquisition and Segmentation 

A digital camera is used for image acquisition. The next step of the coin recognition 
system would be image segmentation, i.e. separating the coin image from the back-
ground. Color-based segmentation using K-means clustering method is employed, to 
get the binary image of the coin. Metric calculation is performed to confirm the input 
is a coin. Metric close to 1 indicate a round object. Obtaining the position of the bi-
nary image of coin, the parent image is re-fitted into it. 

 

Fig. 4. Steps involved in image acquisition and segmentation 
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2.2   Radius Matching 

After segmentation the diameter of the resultant image is found by taking average of 
the number of pixels in column-wise and row-wise. The half of the diameter gives the 
radius in terms of pixels. The database coins which have same radius as input coin are 
noted for further phase of template matching. 

2.3   Template Matching 

Fig. 5 describes the entire process of template matching. This involves two parts: 
coarse matching and fine matching. The matching in both parts is performed by corre-
lating the edges of input and database coins. The correlation coefficient is given by, 
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Fig. 5. Flow chart of the designed template matching algorithm 

New image is selected based on the radius matching from the database 

Coarse matching between input and test image (Test image is rotated by 10o at each step 
from 0o-360o). Record correlation coefficient at each step. 

MS = maximum correlation coefficient 

MS > threshold1 
Coin not 
matched 

Fine matching between object and test image (concentrated near the obtained angle of max matching 
from coarse matching). Rotate test coin in steps of 1o and record correlation coefficient at each step. 

Yes 

No 

Exact overlap position obtained between the images and max correlation coefficient is taken as MS  

MS > threshold2 

Coin matched 

Yes 

No 

Coin not 
matched 
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where, r is correlation coefficient, A & B are two image matrices, m & n are number 

of rows & columns respectively in both A & B, A & B  are the means of matrices A 
& B respectively. 

Equation 1 is used to obtain the matching score (MS) in both coarse and fine 
matching parts. Edge detection is the preliminary step of matching. Multi-scale edge 
detection is used for edge detection of the input and database coins which are about to 
be matched. Fig. 6 shows an example result of edge detection obtained by the pro-
posed method. 

 

Fig. 6. Result of edge detection 

2.4   Decision Making 

The database coin image giving maximum MS with input coin is the matching data-
base coin. Hence the denomination of input coin is detected. Fig. 7 shows the final re-
sult of matching of two coins. Fig. 8 shows the resultant graph of correlation coeffi-
cients versus angles for coarse matching. Fig. 9 shows the resultant graph of 
correlation coefficients versus angles for fine matching. 

 

Fig. 7. Input coin and its matching database coin 

 
Fig. 8. Coarse matching resultant graph Fig. 9. Fine matching resultant graph 



 A Robust Method of Image Based Coin Recognition 915 

The correlation coefficient is 2.762570e-001 at 251o during coarse matching. The 
exact match is found at 256o with correlation coefficient 2.881234e-001 by fine 
matching. Hence the final matching score is 2.881234e-001 at 256o. 

3   Experiments and Results 

The parameters such as: lighting condition, distance between camera and coin, posi-
tion of camera and coin are kept constant during image acquisition. Care is taken to 
keep the surface of the coin clean. 

3.1   Recognition Capacity of the Method 

A coin has two faces and hence the recognition method must be capable of matching 
the input with correct pattern of database coin. Two test sets consisting of 20 patterns 
each are formed. The patterns of first set are matched with patterns of same radius in 
second set. Fig. 10 shows the outcome of this process. From Fig. 10, by considering 
0.28 as threshold, the following parameters have been found: 

True acceptance ratio (TAR) = 0.9 
True rejection ratio (TRR) = 0.84 
False acceptance ratio (FAR) = 0.16 
False rejection ratio (FRR) = 0.1. 

Hence, the proposed method yields accuracy of 90% in recognizing input coins. 

 

Fig. 10. Graph of recognition capacity of the proposed method  

3.2   Comparison of the Proposed Method with other Existing Coin Recognition 
Methods 

Four input sets of 20 patterns each are formed. Each input set consists of coins differ-
ent from other sets. The input sets consist of both old/used coins and new coins. The 
database includes all 20 patterns which are in input sets, but the coins of input sets 
and database are different. 
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Table 1. Comparison of proposed method with other 3 existing methods 

 Method Input set1 Input set2 Input set3 Input set4 Overall accuracy 

Proposed 95% 90% 85% 100% 92.5% 

Difference 25% 40% 45% 45% 38.75% 

LBP 30% 35% 40% 35% 35% 

FFT 30% 30% 35% 40% 33.75% 

 

Better comparison of proposed technique with other 3 existing methods can be 
achieved by plotting the graphs for other 3 methods similar to Fig. 10. 

Figures 11, 12 and 13 show that the existing methods such as, difference, LBP and 
FFT have very less recognition capacity. The chance of false acceptance or false re-
jection of input coins is always more in these three methods. Hence, the proposed me-
thod is more efficient than these three methods. 

 

Fig. 11. Recognition capacity graph for difference method of coin recognition 

 

Fig. 12. Recognition capacity graph for local binary pattern (LBP) method of coin recognition 
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Fig. 13. Recognition capacity graph for FFT method of coin recognition 

4   Conclusion 

The proposed method for coin recognition is found to be simple and accurate. This 
method yields an accuracy of almost 90%, which is much greater than accuracies of 
other existing methods. The method provides rotation invariance and coin side inva-
riance for recognition process. The method also avoids the dependence on constant 
light factor during image acquisition up to certain extent. Also two subsequent tem-
plate matching steps are provided to give precise results. This solves a real life prob-
lem where physical similarities between these coins. 

Future works will include modifications of the technique and also merging of other 
image processing techniques, such as, neural networks training using edge detection 
which would completely extricate the process from the dependency over standard 
light intensity acquisition adding on to the accuracy of the process. 
 
Acknowledgments. Thanks to Mr. Hiren B. Parmar, Senior Engineer, VED Labs, 
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Abstract. This paper discusses a tri-gram approach to automatic Tamil lyric 
generation.  The approach is based on identifying the emotion from a given 
scenario and uses this emotion as a seed word to interpret the context of the 
scenario.  A lyric model based on tri-gram is constructed which is referred us-
ing the identified seed word to generate lyrics. The lyric model, tri-gram of 
words, Tamil sentence rules and suffixes are used by a Morphological generator 
to generate lyrics. Using this approach we achieved an average accuracy of 
74.17% with respect to exact emotion being conveyed in the generated lyrics. 

1   Introduction 

Poetry is an art and a natural talent of creativity of an individual [1]. Unorganized 
poetry can be thought of as lyric which is defined as a collection of words that togeth-
er convey an emotion or feeling. Lyrics are part and parcel of Indian film industry, to 
enhance and describe the story of a movie. Writing lyrics for a movie is challenging 
as it should blend with the story of the movie, and therefore requires proper under-
standing of the story. Hence, lyrics can be thought of as a poetry incorporating the in-
novation, creativity and expressing the underlying story of a movie. 

In today’s scenario, lyricists are given a situation from the movie along with a tune 
for which they have to write lyrics [2] [3]. They alter the words in the lyrics not only 
to the given situation but mostly to the tune. In case of discrepancies of the lyrics with 
the tune the parameters of the lyrics like words, rhyming words, and vocative words 
are adjusted to resolve the conflicts by maintaining the tune as such. This restricts the 
imagination and the innovation of the lyricist. In the earlier generation lyricist were 
given a scenario from the movie for which they write lyrics and tune is made in ac-
cordance for the lyrics [4]. In fact lyricist refuse to write lyrics for a pre-define tune. 
Hence, the job of writing lyrics by understanding the context of the scene is more 
challenging for automating and hence we have chosen this method to automatically 
generate lyrics. In this work, we discuss the algorithm that we have proposed for au-
tomatic lyric generation for Tamil language movies.  

This paper is organized as follows: Section 2 discusses some existing work on lyric 
generation, Section 3 discusses the system architecture in detail, Section 4 elaborates 
on the results and findings of our work and Section 5 discusses the future work in this 
domain. 



920 S. Rajeswari et al. 

2   Literature Survey 

One of the works for generating lyrics for Tamil [2], focuses on creating meaningful 
lyrics given a melody in ABC which is the ‘asai’ pattern specific to Tamil language 
[5]. This is based on the grammar representation of Tamil language namely KNM 
which indicates the syllables as ‘Kuril’, ‘Nedil’, ‘Muttru’. The melody is analyzed 
and a series of possible syllable patterns is generated in KNM representation scheme. 
The central idea lies in choosing a selection restriction rule which has the following 
specifications in it – A verb along with the characteristics of the subject and object 
that is normally used with that verb. Using this, sentences are framed which are 
matched and validated against the given ABC pattern. If it not confining to the given 
ABC pattern the same process is repeated until an expected outcome is achieved.  

The lines generated using the technique mentioned were not confining to a particu-
lar context. The lyrics generated were not domain specific and conveyed incongruent 
thoughts. Hence to get an idea of how to generate context specific lyrics we referred 
to the work of Burr Settles [6], which aims at providing a set of words that are related 
to the given seed word. The author has generated automatic word suggestion in Eng-
lish given a seed word. The system’s Lyric cloud is the heart of the tool. Lyric cloud 
takes a seed word and provides up to 25 related words. The suggestions of alternate 
words for a given seed can be useful in generating rhyming poetry. 

After generating words, we need to combine them to a meaningful poetry sentence. 
We need some rules for generating sentences in Tamil.  We refer to the work of S. 
Lakshmana Pandian and T.V.Geetha [7] which uses a machine learning technique 
based on bigram and semantic roles for Tamil sentence generation. This module iden-
tifies a best sequence of words that form a sentence, for the given set of semantic 
roles.  

From these work on lyric generation based on melody and word generation we ac-
quired ideas for collecting words and assembling them to a meaningful sentence to form 
lyrics. However rather than using melody as an input we considered using the scene 
from a movie as input for generating lyrics which is discussed in the next section.  

3   System Overview 

The system aims at meaningful lyric generation given a description about the scene. 
The initial step of the process is to extract the epitome of the scene. The epitome is 
then analyzed to obtain the emotion conveyed in the description. The identification of 
the emotion gives us a hint to trace the domain. Based on the domain knowledge we 
identify the words that lie inside the context of the given scenario. With these words 
as seed, sentences are generated using a n-gram based approach. The generated lyrics 
are assured to be pragmatically and semantically correct as it is based on the grammar 
rules of Tamil. The block diagram of the system is shown in figure 1. 
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Fig. 1. Architectural Design for Lyric Generation process 

The following section describes the individual modules of the proposed lyric gen-
eration system. 

3.1   Scrutinizer 

The scrutinizer is the one that removes the stop words in the scenario. The input to the 
stop words remover is a text document which has the vernacular description of the 
scene. The words which are identified as preposition, conjunction, interjection etc 
gets removed based on a look-up approach. After stop word removal process, this 
module calls the morphological analyzer to get the root words to form the epitome 
that will essentially be needed for the lyric generation process.  

3.2   Morphological Analyzer 

The morphological analyzer gets the words from the scrutinizer and returns the root 
words for the same. We essentially use an analyzer tool from TACOLA lab of the 
Department of Computer Science and Engineering, Anna University [8]. However we 
modified the analyzer to convey the actual meaning of the root word based on the suf-
fix. For example, the words ‘kaadhalikkiraan’ and ‘kaadhalikkavillai’ will have the 
root word identified as ‘kaadhali’. However the first word conveyed a positive mean-
ing while the second word a negative meaning. We added this information to the in-
termediate file in addition to the root which is used in the process of generating lyrics 
without affecting the meaning.  

3.3   Emotion Interpreter 

The system gets as input, the epitome of the scenario from the scrutinizer. The system 
involves finding the emotion of the scene by picking the words in the scene  
which best convey the actual mood of the situation. The emotions include nostalgia, 
betrayal, love, friendship, melancholy, sadness and the list is endless. We essentially  
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maintain a list of words conveying a particular emotion which is used to identify the 
emotion of a scene. In case of mixture of emotions existing in the same scenario  
we adopt a prioritization technique to resolve the conflict of identifying the prime 
emotion. This component is very much crucial to convey the actual mood of the given 
situation. 

3.4   Accumulator 

After obtaining the emotion, the domain information is obtained from the emotion  
interpreter which is fed to the accumulator. The accumulator plays a vital role in iden-
tifying the core word which is chosen at random for a domain. This core word is iden-
tified after identifying the domain information from the emotion interpreter. Once the 
core word is obtained the accumulator is triggered to gather more words that occur 
frequently in this context. These words could be conveying similar meaning and 
phrases that are closely associated to the core word. These are written in the interme-
diate file and constitute the set  of seed words for the actual lyric generation process. 

3.5   Sentence Pattern Supplier 

This module has all the available sentence patterns that are commonly used in Tamil 
poetry. The sentence pattern module gets the seed word from the intermediate file, 
finds the part of speech of the seed word and supplies a sentence pattern starting with 
that particular part of speech. The lyric generator then appropriately chooses words to 
fit these sentence patterns. 

3.6   Lyric Generator 

This module chooses the appropriate trigram models, based on the domain informa-
tion which is discussed in the next section. The lyric generation process starts with 
picking up a seed word from the intermediate file and sentence pattern from the sen-
tence pattern supplier module. With the seed word set as the starting word of the cur-
rent sentence, this module calls the Lyric Model to get the subsequent words which 
form the sentence and are sent to the morphological generator. This process iterates 
for all the seed words available in the intermediate file thus gathering the words 
which form the lyrics.  

3.7   Lyric Model 

In this approach we use an n-gram model for generating words. We essentially restrict 
‘n’ to 3 and bring the semantic correctness using this Tri-Gram model which we call 
the lyric model, where the words are chosen relative to the previous two words. For 
better performance we adopt a technique that makes use of blend of words and co-
occurrences. The words which were collected from the existing lyrics were classified 
based on the domain and parts of speech. The trigram is constructed based on a prob-
abilistic measure to ensure that most suited words form a sentence and the correlation 
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is maintained. A randomization technique is used to ensure that same words are not 
chosen always for similar situations. We therefore call this a randomized probabilistic 
trigram model.  

This module receives a sentence pattern and a seed word from the lyric generation 
module. For example, the sentence pattern is N-V-AD (Noun Verb Adverb) and the 
seed word is ‘Ni’ which is a noun. Using the bigram model designed for N-V, we se-
lect the verb Vi, based on the probability of the occurrence of a particular verb fol-
lowing that noun and let this probability be Pi. We repeat the process of selecting 
verbs for this noun with different probabilities say Pi1,Pi2,Pi3.. Once we have chosen 
the verbs we select the corresponding ADis for each < Ni; Vi > pairs from on the tri-
gram model N-V-AD. Thus we get a set < Ni; Vi; ADi > from which the most appro-
priate one chosen, that yields the maximum cumulative probability, which is returned 
to the lyric generator module for further processing. 

3.8   Suffix Supplier 

After identifying the sequence of root words from the Tri-gram lyric model, the suffix 
for each word need to be added based on the grammar rules of Tamil language. Ac-
cording to Tamil Grammar we have a set of suffixes which will suit a pair of words 
from which we choose a random suffix and supply it to the generator module. 

3.9   Morphological Generator 

The morphological generator [9] gets the trigram of root words constituting a sen-
tence from the lyric generator module and the suffixes from the suffix supplier mod-
ule. Using these two inputs, the generator, frames the sentence accordingly to the  
Tamil grammar rules. The form of the suffix varies based on the words, which fall 
under 16 paradigms. The words are analyzed to find the paradigms to which they be-
long and based on that suffixes are appended to the words appropriately.  

4   Result Analysis 

The system has been tested for 100 scenarios from various domains like nostalgia, be-
trayal, love, friendship, melancholy, sadness.  In figure 2 the emotion is identified to 
be love. Five lines of lyrics have been generated for the given input using the seed 
words shown in the figure with the help of the lyric model. 

 
Fig. 2. Input for a scenario conveying ‘Love’ 

The input given in figure 2 is analyzed and the emotion is identified using the hig-
hlighted words. The emotion identified is ‘Love’ and the seed words chosen from the 
‘Love’ domain are shown in figure 3. 
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Fig. 3. Emotion and Seed words obtained for the input scene 

Figure 4 shows the lyrics generated using the Tri gram lyric model. 

 

Fig. 4. Lyrics generated for the input scene 

Likewise the outputs achieved for melancholy is shown in the subsequent figure 5. 

 

Fig. 5. Output for a scenario conveying ‘Melancholy’ 

It is obvious from the output that the emotion has been conveyed in the lyrics ef-
fectively and the context is also achieved to some extent and the manual analyses of 
the results are tabulated in Table 1. 

On analyzing the outputs achieved so far it can be concluded that on an average, in 
88.33% of cases the context described in the scenario is interpreter by the emotion in-
terpreter module and in 74.17% of cases the same emotion is conveyed in the generat-
ed lyrics. The reason for the low percentage of emotion conveyed in the generated lyr-
ics is due to the fact that we have chosen only some emotion conveying words from 
the input and not the overall context of the input. In addition, lyrics are generated 
based on the sentence pattern selected by the sentence pattern supplier and hence 
lacks free-word nature of the language. Hence the word set that could be used to con-
vey the context gets narrowed down. This serves as a restriction to generate poetry. 
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Table 1. Manual analysis of the context preserved in the generated lyrics 

S.No Emotion conveyed in the 
scene 

Percentage of cases the 
same emotion is identi-
fied by the Emotion in-
terpreter  

Percentage of cases the 
same Emotion is con-
veyed in the lyrics gen-
erated 

1 Sadness 80% 70% 

2 Love 90% 85% 

3 Friendship 100% 90% 

4 Betrayal 95% 70% 

5 Nostalgia 85% 70% 

6 Melancholy 80% 60% 

When there are conflicting emotions prioritizing them became tedious. In such cas-
es the emotion with which the scenario has ended or the emotion that has occurred 
more frequently in the scene were chosen for the lyric generation. In few cases this 
technique led to misinterpretation of the scenario. At times the emotion conveying 
words in the scenario may be misleading. For example “Aval sandhoshadhdhil az-
hudhaaL” (She cried with joy) will be interpreted as ‘Sadness’ because the scenario 
has ended with the word ‘azhudhaaL’ – indicating cried which is a misinterpretation.  

The system developed was emotion centric .Hence the complete semantics of the 
situation could not be conveyed. Hence we tried identifying the semantics by picking 
a core word from the input. This core word was chosen such that it gives the essence 
of the scene. But identifying it was a tedious task because the essence could be in any 
of the words used in the input. With the current approach the lyrics generated are not 
correlated. In addition from the generated lyrics it could be observed the absence of 
logical coherence between successive lines though they collectively convey an emo-
tion. Hence we tried establishing a link between the lines by randomly taking a word 
from a previous line that was generated, and take a synonymous word for it and gen-
erate a second line. This approach gave adjacent lines that convey the same statement 
using different set of words. We also tried an alternate strategy to link adjacent lines, 
by taking antonym of a word from the current sentence and tried to establish cohe-
rence. This approach however resulted in having adjacent lines that vary in the do-
main.  Hence we ended up with adjacent lines independent of each other but con-
veyed the correct emotion.  

5   Conclusion and Future Work 

The system proposed was successful in identifying the emotion but bringing the com-
plete context of the scenario is what we are concentrating on. Solving this will resolve 
various drawbacks stated above. As approaches like choosing synonymous phrases to 
link two lines, taking antonyms to bring a link failed and hence our parallel focus is 
on linking lines in the lyrics to convey logical coherence. 
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Poetry features [10] like rhyming, alliteration, simile, etc., are yet to be considered 
which primary components of any poem are. This would be not just repetition of 
words but a focus on the Tamil language specific, ‘edhugai’(rhyme), ‘mo-
nai’(alliteration) and ‘eyaibu’(rhyme)  need to be considered. Vocative words could 
be added to the lyrics to make it effective. Sentence generation could be done using 
some alternative mechanism so that the restriction caused by the sentence pattern 
adoption technique is eradicated that brings out the beauty of the free-word order na-
ture of Tamil language. 

 
Acknowledgments. We kindly thank Tamil Computing Lab, DCSE, Anna University 
Chennai for providing the morphological analyzer module.  
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Abstract. Defect detection is a key problem in quality control for many indus-
trial fields like wallpaper scanning, ceramic flow detection and fabric inspec-
tion. For a long time the fabric defects inspection process is still carried out 
with human visual inspection, and thus, insufficient and costly. Therefore, au-
tomatic fabric defect inspection is required to reduce the cost and time waste 
caused by defects. Many techniques have been developed for detection of de-
fects for fabrics through the years using neural networks, Fourier transform. 
However, most of the methods mentioned above are mainly designed for un-
patterned fabric inspection. In this paper, the work is concentrated on the pat-
terned texture inspection of the fabrics, using regular bands and enhancement of 
these images using linear quadratic programming. 

Keywords: Texture analysis, Regular bands, Defect images, Linear quadratic 
programming. 

1   Introduction 

Raising quality requirements for manufactured products has led quality control pro-
cedures and inspection procedures to an outstanding place in production processes. 
Industrial sectors related to materials with periodic textured surface (metallic nets, 
plastic, paper, films, fabric, etc.) are aware of it and are devoting great efforts to this 
field. Textile fabric is a representative manufactured product of this kind that presents 
high quality requirements and challenges for quality control and inspection. Most de-
fects arising in the production process of a textile material are still detected by human 
inspection. The work of inspectors is very tedious and time consuming. They have to 
detect small details that can be located in a wide area that is moving through their vis-
ual field. The identification rate is about 70%. In addition, the effectiveness of visual 
inspection decreases quickly with fatigue. The technological development has intro-
duced automation in production processes, increasing their productivity and requiring 
quality control procedures to be automated too. In general, fabric analysis is per-
formed on the basis of digital images of the fabric. Alternatively, there are some 
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works based on the optical Fourier transform directly obtained from the fabric with 
optical devices and a laser beam.  

Digital image processing techniques have been increasingly applied to textured 
samples analysis over the last ten years. Several authors have considered defect detec-
tion on textile materials. Kang et al. [1, 2] analyzed fabric samples from the images 
obtained from transmission and reflection of light to determine its interlacing pattern. 
Tsai and Hu [3] used Fourier transforms of solid plane fabric images as the inputs to 
an artificial neural network for fabric defect detection. They trained the neural net-
work to identify our types of defects: missing pick, missing end, oil fabric stains and 
broken fabric. In a recent paper, Hu and Tsai [4] have also used wavelet packet bases 
and an artificial neural network for the stated goals. Wavelets had been previously 
applied to fabric analysis by Jasper et al. [5].Escofet et al. [6, 7] have applied Gabor 
filters (wavelets) to the automatic segmentation of defects on non solid fabric images 
for a wide variety of interlacing patterns.  

Regularity is one of the most important features in many textures, patterned texture 
– like fabric is built on a repetitive unit of a pattern. Many traditional approaches such 
as co-occurrence matrices, auto correlation, traditional image subtraction and hash 
function are based on the concept of periodicity. These approaches have been applied 
for image retrieval, image synthesis, and defect detection of patterned texture. The 
above approaches were not impressive in terms of sensitivity to noise and inability to 
outline the shape of the defect after detection. The main contribution of the present 
work is to propose a new approach based on the classical statistical method of moving 
average and standard deviation, which has been applied, patterned texture inspection. 

2   Regular Bands for Texture Analysis 

Regularity of a patterned texture can be defined as the spatial relationship between the 
pixel intensities and the repeat distance of repetitive units, spatial relationship means 
that one pixel in an image should have dependencies and steady changes with its sur-
rounding neighbors on a patterned texture. The repeat distance of a repetitive unit is a 
measurement that can monitor whether the pattern distorts and overlaps within its 
placement rule for the construction of the whole image. The structural characteristic is 
obtained by using the repetitive unit as a convolution filter sliding on the test signal. 
The numerical values of an abnormal part (defective region) would exceed the normal 
range of the signal. Therefore, by designing a suitable transformation, any numerical 
values of the abnormal part is significant enough to be segmented out using threshold-
ing and the shape of any defective region can be outlined [10]. The regular bands me-
thod is novel since it only requires the determination of one parameter, the length of 
period of the repetitive unit in the patterned texture. The RB consists of two sub-
bands, the light regular band (LRB) and the dark regular band (DRB).  

The methodology for the fabric defect detection can be followed as 

Step 1: Read an image and enhance it with the quadratic programming (QP) as men-
tioned in (image enhancement using quadratic programming by Tzu-Cheng Jen et al;)  

In a typical environment, the dynamic range of a luminance capture device is usually 
smaller than that of the real scene. Hence, some portions of the captured image may 
appear either too bright or too dark. To tackle this problem, we try to suppress image 
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gradients to narrow down the dynamic range while enlarging small image gradients to 
enhance low-contrast details using the method mentioned in [8]. The local gradients 
of an image indicate the detail variations of image contents. If we can properly mani-
pulate the magnitudes of local gradients, we may be able to change the perceived vis-
ual quality accordingly. In this scenario we considered the 5th order polynomial for 
the transfer function. Earlier Henry Y.T et al used histogram equalization (HE) for the 
enhancement of the defective images [10,11]. 

Step 2: Calculation of the Regular bands 

For a particular row in a preprocessed image from the renewed database X=x(i,j)of 
size MxN.  

The light regular band (LRB) is defined as    rnrnrnrn uuL +−= σ                    (1) 

The dark regular band (DRB) is defined as rnrnrnrn uvuD −+=                      (2) 

Where the moving average is rnu  is defined as 
n

x
n

rn
ijrj

rn
1−

=                       (3) 

Where rnσ  is the standard deviation of the nth row. 

 

Fig. 1. Block diagram of the proposed approach  

Step 3: Obtain the threshold values 

Calculate the light regular band and dark regular band on all rows and columns, re-
spectively, for every image. Obtain the upper bound and lower bound of the light reg-

ular band [ ]maxmin
ii ll  , and then obtain those of the dark regular band, after the calcu-

lations of the regular bands on row [ ]maxmin
ii DD .so we obtain four threshold values 

in two sets, [ ]maxmin
ii ll , [ ]maxmin

ii DD .[9] 
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3   Experimental Analysis 

In this paper for the training, box patterned and star patterned fabric defect free im-
ages are taken. As for testing, the same patterned images with defects like broken end, 
hole ,netting multiple, thick end and thin end. For training 50 defect free images 
against 5 defect images for each defect (like broken end, hole etc) of each pattern are 
taken. A statistical analysis has been made for the above said images which are shown 
in tables 1&2. 

 

Fig. 2. Star Patterned defect free image  

 
                                                      a)                                            b) 

 
                          c)                                               d)                                                e) 

Fig. 3. Star Patterned defect images. a) Broken end b) Hole c) Netting Multiple d) Thick Bar   
e) Thin Bar 
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The fig 2, star patterned 25 defect free fabric images are taken for training and for 
the testing 5 images of each defect are taken. 

 
                              a)                                            b)                                           c) 

 
                                   d)                                                                                    e) 

Fig. 4. a) Original image b) Histogram equalized c) Enhanced using quadratic programming  
d) Detected with RB &HE e)Detected with Proposed approach 

Table 1. For star pattered images for n=25 with HE 

S.no Type of image Mean Max Min Mean 

(%) 

Max 

(%) 

Min 

(%) 

1 Refference 4.32 23 0 0.007 0.04 0 

2 Broken End 224.8 572 22 0.39 0.9 0.038 

3 Hole 96.6 160 38 0.17 0.27 0.065 

4 Netting Multiple 227.8 720 40 0.4 1.25 0.069 

5 Thick end 1111 2526 110 1.93 4.39 0.19 

6 Thin end 94 138 42 0.16 0.24 0.072 

 
 
 
 
 



932 R. Obula Konda Reddy, B. Eswara Reddy, and E. Keshava Reddy 

Table 2. For Star pattered images for n=25 with QP 

S.no Type of image Mean Max Min Mean 

(%) 

Max 

(%) 

Min 

(%) 

1 Refference 3.2 23 0 0.0056 0.04 0 

2 Broken End 221.8 547 0 0.39 0.949 0 

3 Hole 15.6 69 0 0.027 0.119 0 

4 Netting Multiple 212.2 1078 0 0.37 1.8 0 

5 Thick end 1201 2326 13 2.09 4.04 0.02 

6 Thin end 90 233 0 0.16 0.4 0 

A defective image is defined as an image with a considerable number of pixels ex-
ceeding the normal range defined by the regular bands. They appear as white pixels 
after thresholding in the RB method. So, a final threshold image is determined to be 
defective if it exceeds a certain amount of white pixels. Experiments were conducted 
using Mat lab R2006a on Pentium dual core Processor, 2 GB RAM. An experiment is 
conducted with the 50 said images for the both defective free and defective. These 
images are been tested with the algorithm and the statistical parameters line mean, 
max, min are evaluated which are tabulated .The tables include different types of im-
ages which are compared against the reference defect free images. These tables con-
tain the values of the proposed and the conventional histogram based approach. From 
all these tabulated statistical results we conclude that the proposed approach leads to a 
very better way detect the defects. 

 
                             a)                                               b)                                         c) 

Fig. 5. Comparative results with star patterned images a) Mean  b) Max  c) Min 

4   Conclusion 

Using quadratic programming approach for the image enhancement and applying the 
regular bands for the defect detection proves to be effective and the overall detection 
percent is been increased . The RB method enhances the defective regions through the 
calculations of moving averages and standard deviations. In this analysis we have 
used 25 defect free reference images and considered the different types of the defec-
tive images like broken end, Hole, Thick end, thin end and Netting multiple. For all 
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these images we have considered the star patterned and box patterned images and the 
approach proved to be success for detection of about 96%.Using the QP(quadratic 
programming) it took us 6.46 seconds where as in the earlier method using 
HE(histogram equalization) it took 1.6 seconds with the above mentioned system con-
figuration, this becomes a limitation for the current approach where as this approach 
proves to be excellent in the defect detection which makes it more advantageous than 
the earlier. Using quadratic programming approach for the image enhancement and 
applying the regular bands for the defect detection proves to be effective and the 
overall detection percent is been increased . The RB method enhances the defective 
regions through the calculations of moving averages and standard deviations. In this 
analysis we have used 25 defect free reference images and considered the different 
types of the defective images like broken end, Hole, Thick end, thin end and Netting 
multiple. For all these images we have considered the star patterned and box patterned 
images and the approach proved to be success for detection of about 96%.Using the 
QP(quadratic programming) it took us 6.46 seconds where as in the earlier method us-
ing HE(histogram equalization) it took 1.6 seconds with the above mentioned system 
configuration, this becomes a limitation for the current approach where as this ap-
proach proves to be excellent in the defect detection which makes it more advanta-
geous than the earlier. 
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Abstract. The purpose of this paper is to do an analysis of the sample / raw data 
to obtain a meaningful interpretation using some of the data mining algorithms 
like a vector quantization based clustering  and then an ‘Apriori’ based Associa-
tion rule mining algorithm. Web session clustering plays a key role to classify 
web visitors on the basis of user click history and similarity measure. An impor-
tant application of chronological mining techniques is web usage mining, for 
mining web log accesses, where the sequences of web page accesses made by 
different web users over a period of time, through a server, are recorded. The 
experiment will be conducted base on the idea of Apriori algorithm along with 
VQ based clustering, which first stores the original web access sequence data-
base for storing non-sequential data. The experimental result will be given with 
analysis on further refinement. This is aimed at a meaningful segregation of  
the various customers based on their RFM values, as well to find out relation-
ships and patterns among the purchases made by the customer, over several 
transactions. 

Keywords: Apriori, VQ, Chronological mining, Web Usage, Data Mining, 
RFM. 

1    Literature Review 

1.1   The Need for Exploring the Pattern with Web Mining  

It is well know that users’ online interactions with the website are recorded in server 
web log files that serve as a valuable pool of information. By applying the data min-
ing techniques on web log file, we obtain good insights about the users’ behaviors. 
We can analyze the web log files for various aspects of website enhancements[6]. 
Furthermore, proper analysis of web log unleashes useful information for webmaster 
or administrator for numerous advantages such as web personalization, website sche-
ma modification, user surfing behaviors, website structure modification and we can 
tackle the issue of web server performance as well[13]. Extraction process informa-
tion rapidly from the log files of a web site can be used to identify patterns of access 
(usage patterns) and profile their users [4, 5]. Often associated as clickstream data be-
cause each insert according to the lawyer-click the mouse button[3]. The abundance  
of customer information enables marketers to take advantage of individual-level  
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purchase models for direct marketing and targeting decisions[7].  The major customer 
values or characteristics that are used to measure purchase behavior of customers in-
clude Regency, Frequency, and Monetary values (RFM)[11].   

 

Fig. 1. The basic CRM cycle. [1] 

1.2   Exploring the Pattern with Custom Algorithm 

The concept of chronological pattern mining is as follows: given a database of suc-
cessions where each succession is an ordered list of user access based on access time 
and each access consists of a collection of useful information, then searched all the 
access pattern with minimum support defined by the user, where support a number of 
database sequences that contain the pattern[6]. 

Algorithm: Chronological Pattern Algorithm 
INPUT: 
D = (C1, C2 ,..., Dk) / / Database of the session  

OUTPUT: Chronological Pattern 
Chronological Pattern Algorithm: 
D = D sorting on User ID and time of reference on the first page in each session. 

Find L in D;  L = APriori (D)  Find a maximal reference sequence of the L; 

Above Algorithm [6] shows the steps needed to find chronological patterns to sort 
data. After doing the sorting, the next steps are the same as that performed by the 
algorithm a priori. Sorting steps to make a series of real users, which is  a  complete 
reference sequence of  one  user (inter-transaction). By following segmentation, cus-
tomer buying pattern can be further improved for decision making. 

2   The Customer Segmentation Approach 

2.1   Clustering and Customer Segmentation 

Customer segmentation is one of the most important area of knowledge-based mar-
keting. In this paper we consider a clustering algorithm, which is based on a Vector 
Quantization based algorithm, and can be effectively used to automatically assign 
existing or new arriving customers into the respective clusters. 
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2.2  Quantization Based Clustering Algorithm for Enhancement in Pattern 
Discovery 

It is an efficient algorithm designed by Linde, Buzo and Gray for  the design of 
good block or vector quantizers with quite general distortion measurements is devel-
oped for use on either known probabilistic source descriptions or on a long training  
sequence of data, incorporated herein by reference, [1]. An N-level k-dimensional 
‘quantizer’ is a mapping, q ; that assigns to each input  vector, x = (x0, -, Xk-1), a 

reproduction  vector, x^ = q(x), drawn from a finite reproduction alphabet, A = bi; i 
= 1, -, N} [1]. The level N describes the number of times the division of the code-
book occurs. The quantizer is completely described by the  reproduction  alphabet  
(or  codebook) . Such quantizers are also called block quantizers, vector quantizers, 
and block source codes [1].  

                             (1) 

ALGORITHM  : VQ : 
1. Initialization:  Given N = number of levels, a distortion threshold ε   ≥   0, 

and an initial N-level reproduction alphabet A0, and a distribution F. Set m = 0 and 
D-1 =  ∞ . 

2. Given Am ={ yi ; i = 1, …, N}, find its minimum distortion partition P(Am) 
= {Si; i = 1... N}: x    Si   if  d(x,yi)       d(x, yj) for  all  j. Compute  the  result-
ing average distortion, Dm =D({Am, P(Am)}) = E minEAm  d(X,y). 

3. If (Dm-1 - Dm)/Dm <    , halt with A, and P(Am) describing fi-
nal quantizer. Otherwise continue. 

4. Find the optimal reproduction alphabet d(P(Am)) = {x^(si); i = 1,…, N} 
for P(Am). set Am   x^(P(Am)). Replace m by m + 1 and go to 1. 

Earlier this algorithm was mainly used for image compression and other related 
works. But, I found it useful for my clustering approach. 

3   The Association Rules Based Approach for Customer Purchase 
Predictions 

3.1   A Description of the Association Rules Mining Model Proposed Here 

‘Apriori’ is the most basic algorithm for learning association rules. Apriori is de-
signed to operate on databases containing various kinds of transactions (for example, 
collections of items bought by customers, or details of a website surfing)[9]. The al-
gorithm attempts to find subsets which are common to at least a minimum number 
K of the itemsets [12].  
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4   Implementation and Results 

4.1   Sample Dataset and the Transformation of Data 

In this study sample dataset from the sample database “Nwind.mdb” has been taken, 
which is a Microsoft Access sample database file, and used the “OrderDeatils” table, 
which has about 2155 entries, and can be sufficiently large enough for the require-
ment of the analysis.  

 

Fig. 2. The sample dataset for the Association rule mining approach (taken from the table ‘Or-
derdetails’ “nwind.mdb” MS access database) 

The implementation of the customer segmentation used a different table for the 
VQ approach.  

 

Fig. 3.  Sample dataset for the VQ based customer clustering approach. (taken from the Orders 
table of ‘Nwind.mdb’ MS access database) 

4.2   Choice of Programming Language and Environment 

The study has taken Java as the choice of programming language and Netbeans IDE 
as the programming environment. The nature of the algorithms that has been imple-
mented, is to work upon the datasets, which can be viewed as objects. 

4.3   Study of the VQ Based Clustering Algorithm. Results Found and Discussion 

From the simulation of the algorithm, which had the data of 91 customers of a com-
pany, the algorithm calculated the no. of customers in a certain price range of expend-
iture, using the monetary values obtained from the freight values in the table. 

These were the findings or observations: 
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Fig. 4. The initial input data for VQ approach 

   

Fig. 5(a). The output observed for e = 0.002 
for the above VQ approach 

Fig. 5(b). The output shown in a graphical 
form. X-axis represents the price range and Y-
axis represents  the number of customers. 

4.4   Study of the Association Rule Based Customer Behavior Mining Approach. 
Results and Discussions 

Initially the study applied the Association rule based mining algorithm for 1-itemset, 
for which I obtained the following output.  

 

Fig. 6. The occurrences for 1- itemset 

Then the study moved on to a 2-itemset approach and devised the rules for 2 – 
itemsets based on the same datasets. The output had hundreds of rules which then had 
to be pruned down on the basis of the “coverage values”. Initially I took coverage val-
ue as 0.2, for which the following output was shown.  

………                                

Fig. 7. The final rules obtained after pruning 
with coverage = 0.2 

Fig. 8. The final rules obtained after pruning 
with coverage = 0.5 
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5   Conclusions 

From the results of experimental analysis, we can conclude that the greater the number 
of combinations is produced, the less likely the number of users who perform a com-
bination of these, while the fewer number of combinations generated then it is likely 
the number of users who perform a combination of these will be even greater. Using 
Chronological Pattern Mining Web Logs can further explore the pattern of habits of 
users who access the website pages on the Internet that do a search ordered patterns 
that may be performed by the user in accessing the website addresses on the internet. 
We applied Chronological Pattern Algorithm and the Apriory and VQ based cluster-
ing algorithm then it was observed that the two approaches show varied resulting 
data that can be interpreted in different ways: VQ approach can be basically used to 
segment customers, according to any of the RFM values, or all of them together. It 
needs the initial vectors as its input for it to start creating the clusters. Also, the in-
crease from a 1-item to a 2-itemset and then onto a 3-itemset, results in a 10-folds 
increase in the computation times of the algorithms.  
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Abstract. Various medical modalities are used in all phases of cancer detection. 
Information extracted from these modalities reveals morphological, metabolic 
and functional information of tissues. Integrating this information in a meaning-
ful way assists in clinical decision making. Sometimes using multimodal tech-
niques supply complementary information for improved therapy planning.  
Proposed investigation is on classification of breast mass as benign or malig-
nant for early detection of breast cancer using mammograms and Ultrasound 
modalities. The proposed approach is based on the fusion of information from 
two modalities at image feature level with different normalization techniques to 
improve the performance of breast mass classification. Gabor filters are used to  
retrieve texture features from mammograms, shape and structural features are 
retrieved from ultrasound images. Training of classifier is done using Support 
vector machine (SVM) classifiers to classify masses. Receiver operating cha-
racteristic curves (ROC) are used to evaluate the performance. Our method was 
validated on 20 set of images. Where each set consists of one mammogram and 
one ultrasound image of a same person out of which 9 sets were malignant and 
11 were benign. SVM classifiers achieved 95.6% sensitivity in classifying the 
masses using the features retrieved from two modalities. 

Keywords: Mammogram, Ultrasound, Dual modality, SVM, Feature level  
fusion, Z-score Normalization. 

1   Introduction 

Breast cancer is the most common, life-threatening cancer which has been reported to 
have the highest mortality rates of any women’s cancer. It is the second leading cause 
of cancer deaths among women in United States and it is the leading cause of cancer 
deaths among women in the 40 – 55 age groups. Approximately 182,000 new cases of 
breast cancer are diagnosed and 46,000 women die of breast cancer each year in the 
United States. In 2009, about 40,610 women died from breast cancer in the United 
States [17, 19]. According to the recent statistics, one out of nine women will develop 
breast cancer during her lifetime. There is no effective way to prevent the occurrence 
of breast cancer. Therefore, early detection is the first crucial step towards treating 
breast cancer.  
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Some of the important signs of breast cancer radiologists normally look for are: 
spiculated masses, micro calcifications, architectural distortions and bilateral asym-
metry. Spiculated masses are characterized by radiating lines or spicules from a cen-
tral mass of tissue. Spiculated masses carry a much higher risk of malignancy than 
calcifications or other types of masses [12]. Architectural distortion is the third most 
common finding of breast cancer According to our survey 81% of spiculated mass 
and 48-60% of AD is malignant and 12-45% of cancers missed in screening are spicu-
lated masses with AD. The detection sensitivity of the current CAD systems for Spi-
culated masses with AD is low and there is a pressing need for improvements in their 
detection. Breast cancer does not always produce a visible mass, but it frequently dis-
rupts the normal tissues in which it develops. This distortion of architecture may be 
the only visible evidence of the malignant process.  The probability of malignancy in-
creases as a lesion becomes more irregular in shape [3, 13]. 

Mammography and ultrasonography are currently the most sensitive noninvasive 
modalities for detecting breast cancer. A panel report issued from Institute of Medi-
cine and National research council of National Academics says that Mammography 
though useful wasn’t always enough and health practitioners needed to investigate 
other complementary screening methods like ultrasound [15]. It also says that mam-
mography depicts about three to four cancers per 1000 women. But in women with 
dense breasts ultrasound depicts another three cancers per 1000 women. In addition, 
mammography produces a high false positive rate, and only about 525 of 1800 lesions 
that were sent to biopsy are malignant [15,17]. Mammography has limitations in can-
cer detection in the dense breast tissue of young patients. Most cancers arise in dense 
tissue, so lesion detection for women in this higher risk category is particularly chal-
lenging. The breast tissue of younger women tends to be dense and full of milk 
glands, making cancer detection with mammography problematic. In mammograms, 
glandular tissues look dense and white, much like cancerous tumor. The reasons for 
the high miss rate and low specificity in mammography are, low conspicuity of 
mammographic lesions, noisy nature of the images, overlying and underlying struc-
tures that obscure features of the mammographic images [11]. The cancers found on 
ultrasound are almost all small invasive cancers that have not yet spread to the lymph 
nodes and therefore have good prognoses. Ultrasonography is proved to be more ef-
fective for women younger than 35 years of age and is an important adjunct to mam-
mography [4]. Literature suggests that denser the breast parenchyma, higher will be 
the accuracy of malignant tumors in ultrasound images. However ultrasound itself has 
some limitations: low resolution, low contrast, blurry edges and speckle noise. So it is 
very difficult for a radiologist to read and interpret an ultrasound image. Though 
Mammography and ultrasonography are currently the most sensitive noninvasive 
modalities for detecting breast cancer, they have their own limitations. The above ar-
gument justifies that features retrieved from one modality are not sufficient to detect 
the abnormalities of breast cancer in early stages. Integration of multimodalities has 
been widely used for generating more diagnostic and clinical values in medical imag-
ing [9]. Proper multimodality fusion techniques need to be employed. Thus our pro-
posed work concentrates on designing image processing algorithms to extract features 
from dual modalities (ultrasound and mammogram) and to fuse them to improve  
the performance of classification. Multimodal techniques supply complementary  
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information for improved therapy planning. As early detection of cancer is probably 
the major contributor to a reduction in mortality for certain cancers, images guided 
and targeted minimally invasive therapy has the promise to improve the outcome and 
reduce collateral effects.   

2   Review of Related Works 

Studies showing the advantages of dual modality and feature level fusion have been 
appeared in the literature. Fabio Rolia et al. [6] have proposed a serial scheme on 
well-known benchmark face datasets and fingerprint dataset which combines two se-
rially matchers at which the performance of the serial model is higher than parallel. 
Brunelli and Falavigna [18] have experimented using tanh method for normalization 
and weighted geometric average for fusion of voice and face biometrics.  Hierarchical 
combination scheme is also used by them for a multimodal identification system. Kitt-
ler et al. [10] has used various fusion techniques on face and voice biometrics. He has 
experimented on sum, product, minimum, median, and maximum rules and have 
found that the sum rule outperformed others. He finally concluded that the sum rule is 
not significantly affected by the probability estimation errors and this explains its su-
periority. 

Hassan and A. S. Mohamed [8] presented a study of multimodal palm veins and 
signature identification by extracting the features of both modalities using morpholog-
ical operations and Scale Invariant Features Transform (SIFT) algorithm. They have 
used simple sum rule to achieve feature level fusion for both modalities. They have 
applied discrete cosine transform (DCT) algorithm to reduce the feature vectors di-
mensionalities of feature extraction techniques.  Finally they have stated that SIFT al-
gorithm is more accurate and does not need more preprocessing steps to identify 
people. 

Han-ling and Fan [7] proposed a hybrid optimization algorithm to deal with multi-
modal (CT and MRI) medical images. They used mutual information as a similarity 
measure and proved that subvoxel accuracy can be achieved for an efficient image 
registration and can avoid getting into local optimum. Andrzej Krol and Ioana [1] 
have investigated an approach for co-registration of PET images with MR images in 
image fusion level. They proved that it is an alternative to surgical breast biopsy.  

Francis and Thomas [5] worked on fusion of data from mammography, ultrasound 
and non invasive infrared imaging modalities to improve early diagnosis. They con-
cluded that data fusion will add early back into early detection of breast cancer. 

It has been understood by the literature that, the works in medical image processing 
generally are not trying to perform fusion in feature level. But some of the work is 
been carried out in data level and image level fusion. In our proposed work we are in-
troducing a new approach of fusing features of mammograms  and ultrasound in order   
to improve  the diagnosis by giving second opinion to the radiologist that hopefully 
reduce the rate of biopsy. 
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3   Materials and Methods 

In this paper we have used Ultrasound and mammogram images of same person. Data 
set was created by collecting and getting the ground truth marked images from expert 
radiologists trained with those kinds of images. All images in our dataset contained 
only one abnormality. For each image, a rectangular region of interest (ROI) includ-
ing mass and the area around it were determined by an experienced radiologist. The 
radiologist also depicted mass contours and has classified them as regular or irregular. 
Both modalities will output a collection of features. The fusion process fuses this col-
lection of features into a single feature set.  

Mammography whether film or digital is a best choice of screening for women 
who are less than age 40. But for younger women and dense breast women it is not an 
adequate choice. Though Ultrasound is a commonly used diagnostic tool, it is not 
FDA (Food and Drug Administration) approved for screening. Fusion of information 
can be done in feature level, data level or decision level. Feature level methods com-
bine various features into single fused one which can be later used by conventional 
classifier. On the other hand decision level fusion combines several classifiers to 
make a stronger classifier which is also called as post classification fusion. 

The purpose of our work is to demonstrate the fusion of features from these two 
modalities that is not way off in future, but one that can be utilized today. Multimodali-
ty is not a new concept but the inclusion of feature level fusion to mammogram and ul-
trasound modalities for classification of mass is rare. Our objective is to show how fea-
ture level fusion in multimodality helps in detecting breast cancer. The proposed dual 
modality system combines the structural and functional behavioural trait of mammo-
gram and ultrasound modalities as shown in Fig.1. We have extracted texture features 
and directional features from mammograms using Gabor filters, gradient orientation 
and phase portraits. Using angle of curvature method and intensity based method func-
tional features like acoustic shadow and shape features are retrieved from ultrasound. 
As Mammogram and Ultrasound are independent modalities, we need to normalize the 
features. Feature Normalization is done using Z-score for feature level fusion. Support 
vector machine (SVM) classifiers are used to classify the fused features. 

 

Fig. 1. Proposed Dual modality system 
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3.1   Feature Extraction from Mammograms 

In mammograms we are retrieving the features mainly related to AD with spiculated 
mass. Architectural distortion (AD) with spiculation is very important finding for the 
early detection of breast cancer. Such distortions can be classified as spiculation, 
retraction, and distortion. AD with Spiculated masses have stellate appearance as 
shown in Fig.2(b). The size of the lesion ranges from few millimeters to centimeters.  
To extract features from mammograms we have developed a new computerised 
method to retrieve texture features. The method is based on the distribution of the 
mammary gland which is approximated to linear structures. In normal breast, the 
direction of the distribution tends toward the nipple and in an abnormal breast it tends 
toward suspected areas [13]. Based on the linear structure of mammary gland, we 
evaluate local structure of mammary ducts. We then focus on characterizing the 
degree of concentration of mammary ducts to a specific point. Additional features like 
denseness texture feature, standard deviation, entropy and homogeneity are also 
considered.  

In the present work we have used Gabor filters as line detectors. In order to extract 
the texture orientation at each pixel of a mammogram, we filter the mammogram with 
a bank of Gabor filters of different orientations [13, 14].  

                                           (1) 

                                   (a)                               (b)                        (c) 

                  

Fig. 2. (a) Mammogram ROI of Normal breast structure, (b) Mammogram ROI of AD with 
Spiculated mass breast structure, (c) Gabor filtered magnitude image of mammogram ROI of 
AD with Spiculated mass 

Kernels at other angles can be obtained by rotating this kernel.  We have used 180 
kernels with angles spaced evenly. A Gabor filter can provide good detection 
accuracy for linear patterns with thickness up to 0.8 mm [13, 14]. It is desirable to 
reduce the influence of the low-frequency components of the mammographic image 
in the orientation field magnitude, since the low-frequency components are not related 
to the presence of oriented structures in the image. Therefore, the mammographic 
image is high pass filtered prior to the extraction of the orientation field. Gaussian 
filters are used for low pass filtering. The magnitude image which shows the line 
structures of the mass after Gabor filtering is shown in Fig. 2(c). In order to extract 
orientation at each pixel of magnitude image obtained after Gabor filtering, gradient 
based orientation extraction is used. Here gradient vectors are calculated by taking 
partial derivatives of image intensity at each pixel in Cartesian coordinates.   
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We proceed by searching for node or star like stellate structures in the image. 
Phase Planes provide an analytical tool to study systems of first-order differential 
equations. We have drawn node and star maps using phase planes (PPlanes) and it is 
compared with the gradient orientation image. As we need some measure of distance 
between two orientation fields we have applied flow field analysis using distance 
measure (nonlinear least squares) [13, 2] and the degree of distortion is calculated. 
The presence of stellate appearance (strong node or star) point indicates the sites of 
AD with spiculated mass. The features that constitute image texture extracted above 
are not sufficient for classification, thus some other characteristic features that are 
concerned with spatial organization of gray level primitives are considered. 
Additional features that we have extracted from gradient orientation image are: 
denseness texture feature, standard deviation, entropy and homogeneity.  

3.2   Feature Extraction from Ultrasound 

In mammograms we are retrieving the features mainly related to AD with spiculated 
mass. Architectural distortion (AD) with spiculation is very important finding for the 
early detection of breast cancer. Su Ultrasound (US) is an important adjunct to mam-
mography in breast cancer detection as it doubles the rate of detection in dense breasts 
and also does dynamic analysis of moving structures in breast. Architectural distor-
tions and spiculated masses with Architectural distortions on mammography are con-
sidered to be one of the most indicators of breast cancer, where distortion refers to 
presence of radiating structure concentrated at a point.  But recently AD and AD with 
spiculated mass has been detected via ultrasonography also.  

As the spatial resolution of ultrasound is not good detection of AD even in the ab-
sence of definite mass is difficult. Thus we are concentrating on retrieving the  
features of AD with spiculated mass in our work. Ultrasound images are first pre-
processed using Gaussian smoothing to remove additive noise and anisotropic diffu-
sion filters to remove multiplicative noise (speckle noise). For segmentation active 
contour method is used to extract a closed contour of filtered image which is the 
boundary of the spiculated mass. During feature extraction spiculations which make 
breast mass unstructured or irregular are marked by measuring the angle of curvature 
of each pixel at the boundary of mass. To classify the breast mass we have used the 
structure of mass in accordance with spiculations and elliptical shape.  

Several features might be derived from an image. But not all of the features are 
suitable for classification. Too many irrelevant features not only make the classifier 
complicated, but also will reduce the accuracy of the classification. The most impor-
tant issue is to select features that are able to represent the characteristics of spiculated 
masses in the breast ultrasound images. Spiculations are the small needle like struc-
tures found in malignant mass which shows uncontrollable multiplication of breast 
cells. These spiculations will make the breast masses unstructured and irregular [15]. 

The first feature retrieved is the spiculation feature of mass by finding angle of 
curvature at each pixel of contour. Most benign masses tend to be wider and roughly 
ellipse. Thus as a second feature we consider shape of the mass by fitting the contour 
to ellipse. Based on these features the spiculated malignant mass can be significantly 
discriminated from the benign masses by the classifier. In breast ultrasound images, 
spiculations and angular margins are the significant characteristics. Spiculations  
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produce the higher positive predictive value of malignancy. Also, the hyper-
echogenicity, well-circumscribed lobulation, ellipsoid shape and a thin capsule are the 
significant characteristics of benign masses in breast ultrasound images [15, 21]. 

The angle of curvature of every pixel at that boundary of the mass is considered. At 
every pixel the angle of curvature is found by projecting lines from that pixel to some 
appropriate pixels and the angle between the lines are found and is as shown in Fig 3. 
Spiculated regions will be having lesser angle of curvature and thus the measured an-
gle of curvature at each pixel is compared with certain range of angle, showing the 
spiculated region. Here we have considered spiculated angle range as 45° to 60° and 
if any pixels showing this feature are found, they are marked ‘x’ as shown in Fig. 4(d) 
and are considered for analysis. 

 

Fig. 3. Angle of curvature at pixel (x,y) found by projecting lines from that pixel 

Shape of the mass is also one of the important features that can be considered for 
classification of mass as benign or malignant in ultrasound images. The proportion of 
width and height of the mass and its ellipsoid shape are some of the important features 
which help us to decide the mass as benign or malignant [16]. A mass with ellipsoidal 
shape shown in Fig. 5(a) will increases the probability of mass being benign. Most of 
the malignant masses will normally produce projections from the surface of the mass 
which extend towards nipple, thus they will be taller than wider as shown in Fig. 5(b).     

(a)                         (b)                         (c)                        (d) 

    

Fig. 4. (a) Ultrasound ROI showing Spiculated mass, (b) ROI after preprocessing, (c) ROI after 
segmentation, (d) Spiculations marked with “x” 

A mass is said to produce acoustic shadow if the ultrasound is attenuated when 
crossing through it. If a mass generates acoustic shadow it is considered as malignant 
[16]. Appearance of mass with acoustic shadow and without acoustic shadow is 
shown in Fig. 5(c) and Fig. 5(d). Acoustic shadow can be determined by considering  
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intensity as a main factor. To find whether mass has generated shadow or not, we first 
calculated the mean intensity of the region under the mass and compare it with the 
mean intensity of the region at the same level which is not covered by the mass.  

                         (a)                       (b)                      (c)                       (d) 

       

Fig. 5. (a) Mass with elliptical shape (benign), (b) Mass which is taller than wider (malignant), 
(c) Mass without Acoustic shadow, (d) Mass with acoustic shadow 

The features we have considered are discriminative and effective in characterizing 
the mass in ultrasound images. Using a single feature as parameter to discriminate is 
always a tradeoff between the sensitivity and specificity. The tradeoff is due to that 
each feature parameter is mainly related to its nature. So we have considered the fea-
tures like spiculation feature, acoustic shadowing, elliptical shape feature, entropy, 
homogeneity and standard deviation for discrimination. 

3.3   Feature Level Fusion 

The features retrieved from mammogram are structural features and that from ultra-
sound are functional features and they are dissimilar in terms of dimension. For fusion 
of features we needed coherent dataset from both modalities which belong to a same 
person. Data set was created by collecting and getting the ground truth marked images 
from expert radiologists trained with those kinds of images. All images in our dataset 
contained only one abnormality (AD with spiculated mass). As discussed in previous 
sections both modalities will output a collection of features. The fusion process fuses 
this collection of features into a single feature set. Feature level fusion is a medium 
level fusion strategy which performs well, if the features are homogenous. If the fea-
tures are heterogeneous, then it requires normalization to convert them into a range 
that makes them more similar. We have used Z-score normalization which transforms 
the scores to a distribution with mean of ‘0’ and standard deviation of ‘1’ as shown 
below:     

                                                         (2) 

4   Experimental Results and Discussion 

The proposed method is applied on 20 set of images. Where each set consists of one 
mammogram and one ultrasound image of a same person out of which 9 set were ma-
lignant and 11 were benign. Data set was created by collecting and getting the ground 
truth marked images from expert radiologists trained with those kinds of images. All 
images in our dataset contained only one abnormality. 
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The feature level fusion is realized to be simply concatenating the feature points 
obtained from different sources of information. The concatenated feature vector has 
better discrimination power than the individual feature vectors.  The main aim of this 
fusion is to test if the fusion of two sets of features can improve classification accura-
cy. A fair assessment should be based on the feature vectors with the same dimensio-
nality. In this feature level fusion, proper normalization is required to address the dif-
ference in measurement scale because during fusion we augment features that are 
retrieved from different extraction methods. One major problem associated with this 
fusion scheme is that the same classifier has to be applied to the fused feature set. But 
the feature sets from both the modalities mammogram and ultrasound may have dif-
ferent utilities and may have their own individuality favored classifiers. Because it is 
known that classification performance depends mainly on the characteristics of the 
data. It is difficult to find a single classifier that works best on all given data sets.  

Support vector machines (SVM) are a learning tool based on modern statistical 
learning method that classifies binary classes. SVM has been shown to perform better 
than many other classification algorithms due to several reasons [13, 20]. Thus we 
have used SVM classifiers to classify the fused feature vector. Implementation is done 
using MATLAB. For experimentation we have randomly partitioned the dataset train-
ing and testing data with the proportion of 70% and 30% respectively. We have used 
receiver operating characteristic curve (ROC) to evaluate the performance. ROC 
graphically represents the true positive rate as a function of false positives rate. The 
sensitivity achieved by SVM classifier in classifying breast mass using dual modality 
is 95.6%. Maximum sensitivity achieved in classifying breast mass using single mod-
ality mammogram and ultrasound was 93.52% and 92.7% respectively [13, 16]. 

 

Fig. 6. ROC curve depicting the performance of SVM classifier for dual modality with  
sensitivity 95.6% 

Table 1. Comparison of Results  

Modality  Problem addressed  Sensitivity (%) 
 Ultrasound [16] Classification of breast mass 92.7 

Mammogram [13] Classification of breast mass  93.52 

Dual modality ( Ultrasound and 
Mammogram ) 

Classification of breast mass  95.6 
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5   Conclusions 

In this study information from multiple modalities such as mammogram and ultra-
sound was used to classify the breast mass as benign or malignant. We have per-
formed feature level fusion by fusing the features retrieved from both the modalities. 
The features retrieved from mammogram are spiculation feature and denseness tex-
ture feature and that from ultrasound are spiculation feature, shape feature and shad-
owing feature. From both modalities we have retrieved some additional features like: 
standard deviation, entropy and homogeneity. Both modalities supply complementary 
information which is helpful in discriminating benign from malignant mass.  The re-
sults for the fusion model were compared with individual modalities to understand the 
effects of more than one modality. Results show that the multimodal fusion improved 
the performance to classify breast mass more accurately.  
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Abstract. This paper presents the control of 1-stage non-linear model of In-
verted Pendulum (IP) in real time using conventional PID and Fuzzy PD con-
troller. Fuzzy controller is non-linear controller in which it is cumbersome to 
tune the parameters of fuzzy membership function to acquire the desired results. 
To overcome this problem, linear fuzzy PD controller is used. Firstly controllers 
are designed in MATLAB Simulink environment and after that both are imple-
mented in real time for controlling the IP. The simulation results reveals that the 
performance of Fuzzy PD controller is better, efficient and improved one com-
pared to conventional PID controller. 

Keywords: Inverted Pendulum, PID controller, Fuzzy controller. 

1   Introduction 

The Inverted Pendulum has the property of unstable, higher order, multivariable and 
highly coupled, which can be treated as a typical non-linear control problem [3]. The 
IP system provides an excellent experimental platform to test various control theories 
and techniques. Inverted pendulum can vividly simulate the flight control of rockets 
and the stabling control in walking robots etc. In conventional control theory, most of 
control problems are generally solved by mathematical tools based on system models. 
In practical world, it is not possible to derive exact mathematical model of complex 
system because of certain uncertainties. Various control techniques are present for 
which exact mathematical model of the system is not necessary such as fuzzy system, 
neural system, genetic algorithm etc.  

In this paper, fuzzy PD control system is used to control the non-linear model of IP 
[5] in a better way. Fuzzy system [6] used linguistic variables to approximate the sys-
tem. Two controllers are used to stabilize cart position and pendulum angle, one for 
cart position and another for pendulum angle. Firstly, PID controller has been devel-
oped by tuning the various gains of PID for stable the IP. Fuzzy controller is a non-
linear controller; it is difficult to tune the parameters of membership function which 
gives better result. To reduce the difficulty, it is convenient to use the linear fuzzy 
controller [6]. Here, fuzzy PD controller is used which is one of the type of linear 
fuzzy controller. 
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2   Mathematical Modeling of Inverted Pendulum 

The 1-stage inverted pendulum is made up of cart onto which pendulum is hinged. 
The 1-stage inverted pendulum is shown in fig.1 [3]. The cart is constrained to move 
only in the horizontal x direction, while the pendulum can rotate in the x-y plane. The 
single inverted pendulum system has two degrees of freedom and can therefore be ful-
ly represented using two generalized coordinates: horizontal displacement of the cart, 
and rotational displacement of pendulum. The physical properties of the system are 
fixed and are shown in table 1.  

 

Fig. 1. 1- Stage Inverted Pendulum 

In this section, the mathematical model of 1-stage inverted pendulum and dynami-
cal equations will be given. After ignoring the air resistance and other frictions, 1-
stage IP can be simplified as a system of cart and rod, as shown in Fig. 1. The two 
dynamic equations of Inverted Pendulum are: 

FmlmlxbxmM =−+++ θθθθ sincos)( 2   (1) 

θθθ cossin)( 2 xmlmglmlI  −=++   (2) 

Non linear model of Inverted Pendulum is made with the help of above two equations 
[5]. 

Table 1. Physical parameters of Inverted Pendulum 

Symbol Definition       Value 
M Mass of the cart 1.096 Kg 
m Mass of the rod 0.1096 Kg 

b Friction coefficient of the cart 0.1 N/m/sec 
I Rod inertia 0.0034 Kg*m*m 
l Distance from the rod axis rotation center to the rod mass 

center  
0.25 m 

F Force acting on the cart  
x Cart position  
θ Angle between the rod and the vertically downward direction  
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3   Implementation of Controller  

Controllers are used to stabilize the unstable system and make it robust to distur-
bances. The framework of the Inverted Pendulum-cart system controller is shown in 
fig.2. As in fig.2, Inverted Pendulum-cart system is controlled by two separate con-
troller, pendulum angle controller and cart position controller. From the dynamic 
equations of this system, it is found that there are two dynamic objects in the inverted 
pendulum-cart system. One is the pendulum and the other is the cart. However, there 
is only one control action is allowed for the inverted pendulum–cart system. 

Therefore, the control action Fp for the pendulum subsystem and the control action 
Fc for the cart subsystem need to be combined into one control action F for the in-
verted pendulum-cart system. It can be seen that to provide a control action to push 
the cart toward left-hand side will move the pendulum to the right-hand side. This in-
stinctive knowledge indicates that the control actions to move the cart and pendulum 
to the same direction have opposite sign. Since the main purpose for the position con-
trol of the inverted pendulum-cart system is to balance the pendulum at the straight 
upward direction, the combination of Fp and Fc is defined as F=Fp – Fc [1]. 

 

Fig. 2. Block diagram of inverted pendulum-cart controller system 

3.1   Conventional PID Controller 

Conventional PID controller is widely used in control applications for its simple 
structure, easy tuning and independence from system model. Inverted pendulum is an 
unstable system, and the main objective is to stable the pendulum rod in upright posi-
tion with moving cart in particular position. For this two controllers are used, one for 
pendulum angle and another for cart position. For both PID controllers, the standard 
structure is as follows:  

dt

de
KedtKeKu dIp ++=      (3) 

Where u is control action, e is error between desired output and the actual plant 

output, i.e. outputref yye −=  . PID controller trying to reduce the error between the 



958 P. Nidhi and M.J. Nigam 

desired output and the actual output by varying the gains dIp KKK ,, . 

dIp KKK ,, are the Proportional, Integral and Derivative gain respectively. In this 

work, Zeigler-Nicholas tuning is used. 

3.2   Fuzzy PD Controller 

A fuzzy controller is an automatic, non-linear controller, a self-acting or self-
regulating mechanism that controls an object in accordance with the desired behav-
iour. A fuzzy controller acts or regulates by means of natural language or linguistic 
language, with the distinguishing feature, fuzzy logic. The basic block diagram of 
fuzzy controller is shown in fig.3.The fuzzy controller is in between pre-processing 
block and post-processing block. The fuzzification block converts the crisp input into 
fuzzy sets. Rule base is in the if-then format, and the variables are error and change in 
error. This gives control output in fuzzy form. For applying to the plant, it is neces-
sary to convert it into crisp output. To obtain the crisp output, defuzzification block  
is used. 

Conventional fuzzy controller is a non-linear controller, thus it is very difficult to 
tune the parameters of fuzzy controller for obtain the desired behaviour. To overcome 
this problem, linear fuzzy controller is used. Linear fuzzy controller is similar to PID 
controller. In this paper, fuzzy PD controller is used [6], block diagram is shown in 
fig.4. 

 

Fig. 3. Basic building block of fuzzy controller 

 

Fig. 4. Fuzzy PD controller 
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To control the whole inverted pendulum, two controllers are used. One is pendu-
lum angle controller and cart position controller. Inputs to both the controllers are er-
ror and change in error. The fuzzy variables used for input variable error(e) , change 
in error(edot) and control output(u)  for  cart position controller are three. Therefore, 
total rules in rule base are 9 for position controller. The fuzzy variables used for input 
variable error(e), change in error(edot) and control output(u) for pendulum angle con-
troller are five. The total rules in rule base for angle controller are 25.The triangular 
membership is used for all fuzzy variables and crossover point between membership 
function is at membership grade value 0.5, for linearize the fuzzy controller. At the 
time of real time simulation, large number of rules creates a problem; system will 
hang or shut down. Thus, it is necessary for real time simulation to reduce the rules. 
Reduction of rules takes place by the elimination of redundant rules, i.e rules which 
are not fire ever at any time of instant. 

4   Simulation Results and Analysis 

Inverted pendulum system has been real time simulated with two PID and two Fuzzy 
PD controllers. The reference values of cart position and pendulum angle are 0.2 and 
0 respectively. Various gains of PID controllers are tuned by Zeigler- Nicholas crite-
ria manually. It is necessary to choose the correct values of gains, otherwise system 
will unstable.  

PID parameters of Cart position controller are: 

005.0,005.0,55.2 === dIp KKK  

 PID parameters of Pendulum angle controller are: 

8,35,50 === dIp KKK  

Two fuzzy PD controllers are used. Triangular membership function is used for all 
fuzzy variables for both controllers. The membership function of inputs error, errordot 
and control output for Cart position controller are in the range: [-0.5 0.5], [-0.03 0.03] 
and [-10 10] respectively as shown in fig.5. The membership function of inputs error, 
errordot and control output for pendulum angle are in the range: [-3 3], [-3 3], and [-
30 30] respectively as shown in fig.6. Gain of angle fuzzy PD controller: GE=4, 
GCE=0.6, GU=1. Gain of cart position fuzzy PD controller: GE=2, GCE=0.05, 
GU=1. The results are shown in fig.7 and fig.8. 
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                                       (a)                                                             (b) 

  

                                                                          (c) 

Fig. 5. Membership function of (a) error (b) errordot (c) control output of Cart position  
controller 

 
                                        (a)                                                                       (b) 

Fig. 6. Membership Function of (a) error and erroedot (b) control output of Angle controller 

The rule base used in the Fuzzy- PD controller for pendulum angle and cart posi-
tion controller is shown in table 2 and 3 respectively. 
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Table 2. Rule base for pendulum angle 
controller 

e/  NM  NS Z PS PM 
NM - - - - - 

NS - - NM Z - 

Z - NM - PM - 

PS NM Z PM - - 

PM Z PM - - - 

 

Table 3. Rule base for cart position controller 

ee /  N Z P 

N N N Z 

Z N Z P 

P Z P P 

 

 

Fig. 7. Pendulum angle response of Inverted pendulum 

 

Fig. 8. Cart position response of Inverted pendulum 
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5   Conclusion 

The objective of this work was to design a controller for stable the inverted pendulum 
which has been successfully achieved. The fuzzy PD controller is proved to be effec-
tive and feasible in both of the angular control of pendulum at upright position and 
position control of cart to the desired position. As shown in the results, that pendulum 
angle and cart position both acquire desired position in 3.5 secs. in case of Fuzzy PD 
controller while 14 secs in PID controller. It is clear from results that fuzzy PD con-
troller stable the Inverted Pendulum more accurately and efficiently than the PID  
controller. 

Acknowledgements. This work is supported by MHRD, Government of India, Indian 
Institute of Technology, Roorkee. 

References 

1. Akole, M., Tyagi, B.: Design of fuzzy logic controller for nonlinear model of inverted pen-
dulumcart system. In: XXXII National Systems Conference, NSC, pp. 750–755 (2008) 

2. Ji, C.W., Lei, F., Kin, K.: Fuzzy Logic Controller for An Inverted Pendulum System. In: 
IEEE International Conference on Intelligent Processing Systems, ICIPS, vol. 1, pp. 185–
189 (1997) 

3. Googol Technology, Inverted Pendulum Experimental Manual, 2nd edn., pp. 1, 25–34 (July 
2006)  

4. Liu, H., Duan, F., Gao, Y., Yu, H., Xu, J.: Study on Fuzzy Control of Inverted Pendulum 
system in the Simulink Environment. In: IEEE International Conference on Mechatronics 
and Automation, ICMA, August 5-8, pp. 937–942 (2007) 

5. http://www.library.cmu.edu/ctms/ctms/simulink/ 
examples/pend/pendsim.htm 

6. Jantzen, J.: Foundations of Fuzzy control, pp. 71–90. John Wiley & Sons (2007) 
7. Tanak, K., Sugeno, M.: Stability analysis and design of fuzzy Control systems. Fuzzy Sets 

and Systems 45, 135–156 (1992) 
8. Ross, T.J.: Fuzzy Logic with Engineering Applications. McGraw-Hill, Inc. (1991) 

 



Aswatha Kumar M. et al. (Eds.): Proceedings of ICAdC, AISC 174, pp. 963–968. 
springerlink.com                                                                 © Springer India 2013 

Classification of Kannada Numerals  
Using Multi-layer Neural Network 

Ravindra S. Hegadi 

Department of Computer Science, Solapur University,  
Solapur - 413255, India  

ravindrahegadi@rediffmail.com 

Abstract. A simple multilayer feed forward neural network based classification 
of handwritten as well as printed Kannada numerals is presented in this paper. 
A feed forward neural network is an artificial neural network where connections 
between the units do not form a directed cycle. Here four sets of Kannada num-
erals from 0 to 9 are used for training the network and one set is tested using the 
proposed algorithm. The input scanned document image containing Kannada 
numerals is binarized and a negative transformation is applied followed by 
noise elimination. Edge detection is carried out and then dilation is applied us-
ing 3 × 3 structuring element. The holes present in this image are filled. Every 
image is then segmented out forming 50 segmented images each containing one 
numeral, which is then resized. A multilayer feed forward neural network is 
created and this network is trained with 40 neural images. Then testing has been 
performed over ten numeral images. The proposed algorithm could perfectly 
able to classify and recognize the printed numerals with different fonts and 
hand written numerals. 

1   Introduction 

Kannada or Canarese, is a language spoken in India and it is official language of Kar-
nataka state. Kannada is the 25th most spoken language of the world with about 60 
million native speakers. It has got the status of the scheduled languages of India and 
the official and administrative language of the state of Karnataka. The Kannada script 
is an alphasyllabary (sometimes called an abugida) of the Brahmic family, [3] used 
primarily to write the Kannada language, one of the southern language in India and 
also Sanskrit in the past. Kannada language uses forty-nine phonemic letters, divided 
into three groups: swaragalu (vowels - thirteen letters); vyanjanagalu (consonants - 
thirty-four letters); and yogavaahakagalu (neither vowel nor consonant - two letters: 
the anusvara and the visarga).  

Development of OCR for Kannada characters and numerals is still open problem. 
There were few works reported for the recognition of Kannada character [4]. A tem-
plate matching based approach for numeral recognition was proposed by Hegadi R. S. 
[6], in which the resized numeral is compared with the stored templates. Based on the 
correlation coefficient between the two numerals, recognition is carried out. This me-
thod has reported reasonable accuracy. A neural network based classifier using wave-
let transform coefficients as features for recognition was proposed by Kunte S. R.  
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et. al. [7]. It could address the problems associated with the template matching ap-
proaches for character recognition. The work proposed by Ashwin T. V. et. al. [1] for 
printed Kannada characters works on template matching approach for recognition 
mechanism and uses SVM classifier. This methodology is highly sensitive to font 
changes, and pre-processing stage is not framed properly, due to which the problems 
are found in segmentation and resizing stages. Kannada character recognition based 
on k-means clustering is reported in [8]. The authors propose a segmentation tech-
nique to decompose each character into components from 3 base classes, thus reduc-
ing the magnitude of the problem. K-means provides a natural degree of font inde-
pendence and this is used to reduce the size of the training database to about a tenth of 
those used in related work.  

In this paper a multilayer back propagation neural network based classifier is pro-
posed for classifying the Kannada numerals. Before classification, the numerals are 
pre-processed, which include binarization, edge detection, dilation and region filling. 
The proposed methodology is discussed in section 2, section 3 presents the results of 
this work and the conclusions are presented in section 4. 

2   Proposed Methods 

The image document containing printed Kannada numerals having 5 copies of each 
numeral, forming 50 numerals will be the input for the system. The proposed algo-
rithm will use four set of numerals for training the network and testing will be per-
formed on one set of numerals. The proposed method has two stages namely image 
preprocessing stage and segmentation and classification stage as described in the fol-
lowing sub sections. 

2.1   Image Preprocessing 

The hard copy of the document containing numerals is scanned using optical scanner. 
The scanned image will be a color image, which is converted to a binary image by 
applying thresholding. The pixels corresponding to the numerals will be black and the 
background pixels will be white. A negative transformation is applied on this image. 
The image may contain noise in the form of tiny dots, due to the optical sensors, 
which may mislead the detection process. These dots are eliminated by applying the 
morphological opening operation. Morphological opening operation removes small 
objects from the foreground (usually taken as the dark pixels) of an image, placing 
them in the background. Through this process all those regions which contain less 
than 20 pixels are removed. This image is subjected to edge detection using Sobel me-
thod. The Sobel method finds edges using the Sobel approximation to the derivative. 
It returns edges at those points where the gradient of image is maximum. Due to  
the edge detection process the numerals can have breaks. These breaks are filled by 
performing dilation over this image. Dilation is one of the basic morphological opera-
tions. Dilation operation adds pixels to the boundaries of objects in an image. A struc-
turing element is used for performing the dilation. Depending on the size and shape of 
this structuring element, the number of pixels added from the objects in an image. In 
the morphological dilation operation, the state of any given pixel in the output image 
is determined by applying a rule to the corresponding pixel and its neighbors in the 
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input image. A structuring element of size 3 × 3 is chosen for dilating the image. 
There may be holes within many numerals. A hole is a set of background pixels that 
cannot be reached by filling in the background from the edge of the image. These 
holes are filled by performing the morphological region filling operation. This image 
contains 50 regions, forming one region for each numeral. Each region is segmented 
and a bounding box is applied over individual region. The drawing of bounding box 
will eliminate all the empty rows and columns (i.e. rows and columns with 0 values) 
on all four sides of each numeral. Each numeral is further resized to 7 × 5 pixels. Fur-
ther the two dimensional data is converted to a one dimensional vector. Figure 1 
shows the intermediate images in the pre-processing stages.  In Figure 1 (a), the origi-
nal scanned image containing hand written numerals are shown. It is converted into 
binary image and its noise is removed. Then edge is detected using Sobel operator as 
shown in Figure 1(b). The result of dilation operation is shown in Figure 1(c). The 
holes in the numerals are filled as shown in Figure 1(d). The next stage is to classify 
using neural networks. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 1. Images in pre-processing stages, (a) Original handwritten numeral image, (b) edge 
image after binarization and inverse transform, (c) dilated image, and (d) image after filling of 
holes 

2.2   Neural Network Based Classification 

A general method of minimizing the objective function by training artificial neural 
networks is through backpropogation. It was described as a multi-stage dynamic sys-
tem optimization method by Bryson A. E. [2]. It is a supervised learning method, and 
is a generalization of the delta rule. It requires a dataset of the desired output for many 
inputs, making up the training set. It is most useful for feed-forward networks which 
do have feedback or do not have looping connections. The activation function used by 
the artificial neurons (or "nodes") should be differentiable for Backpropagation. 

A feed-forward network has a multi-layered structure. Each layer consists of units 
which receive their input from units from a layer directly below and send their output 
to units in a layer directly above the unit. There are no connections within a layer. The 
Ni inputs are fed into the first layer of Nh,1 hidden units. The input units are merely 
'fan-out' units; no processing takes place in these units. The activation of a hidden unit 

is a function kf  of the weighted inputs plus a bias, as given in in equation 

( ) ( )( ) ( ) ( ) ( )( )∑ +==1+ j kjjkkkkk tθtytwftsfty    (1) 
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The output of the hidden units is distributed over the next layer of Nh,2 hidden units, 
until the last layer of hidden units, of which the outputs are fed into a layer of No out-
put units. 

 

Fig. 2. Multilayer feedforward neuralnetwork architecture 

Although backpropagation can be applied to networks with any number of layers, 
just as for networks with binary units it has been shown that only one layer of hidden 
units suffices to approximate any function with finitely many discontinuities to arbi-
trary precision, provided the activation functions of the hidden units are non-linear 
[5]. In most applications a feed-forward network with a single layer of hidden units is 
used with a sigmoid activation function for the units. 

A two layer feed-forward backpropagation neural network is created with 40 represent-
ative elements corresponding to input vector and 10 elements of target vector. The size of 
first and second layer is set to 10. Each layer has a differentiable transfer function.  

3   Results 

The proposed algorithm is implemented using Matlab release 2010 on PC with Intel 
Core I5 processor. Figure 3 shows the handwritten numerals in five rows. 

 

Fig. 3. Handwritten numerals used for training and testing the network 
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Fig. 4. Performance of the network 

The first four rows of numerals are used for the training of the network and the 
testing has been done on the last row. The proposed algorithm could correctly detect 
the last row of numerals. The proposed algorithm had initial sum of squared error in 
the range of 100s. The network has converged to the least value of sum of squared er-
ror less than 0.1 in 337 iterations, which is shown in Figure 4. The proposed algo-
rithm has been tested on the printed Kannada numerals and it could successfully clas-
sify all the numerals. 

4   Conclusions 

In this paper a two layer feed-forward neural network is used for the classification of 
both printed and handwritten numerals. The Proposed algorithm could successfully 
detect the Kannada numerals when the system is fed with both printed and handwrit-
ten numerals. The number of iterations required for printed numerals were lesser that 
the handwritten numerals. The algorithm is tested for few sets of printed and 
handwritten numerals. Especially the performance has to be validated for different 
printed Kannada numerals generated through different Kannada font generation soft-
ware tools namely Nudi and Baraha.  
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Abstract. A Content Based Image Retrieval (CBIR) system provides an effi-
cient way of retrieving most similar images from image collections. In this pa-
per we present a novel approach which combines color and edge features to ex-
tract similar images. We apply median filtering technique to original image to 
get the smoothed image. The Bi-directional Empirical Mode Decomposition 
(BEMD) technique is applied to extract edge information from the image. Then 
we replace only the values of edge position of smoothed image with the de-
tected edge image values by BEMD and extracted 64 bins gray features. Later 
we apply one dimensional color histogram technique to obtain histogram vector 
by using RGB color space and is converted into 32 bins color features. Finally, 
we combine both the features to extract the most similar images from the data-
base. The experiment is conducted on 1000 images of different categories 
stored in groundtruth database and the effectiveness of this technique is demon-
strated. The results have been tabulated and compared with the conventional 
median and edge technique. We can observe that performance our proposed 
method is good. 

Keywords: CBIR, BEMD, Indexing, Image database, Histogram, Color. 

1   Introduction 

Application of World Wide Web and the internet is increasing exponentially, the need 
for finding an image in internet is also increasing rapidly. A huge amount of image 
databases are added every minute and so is the need for effective and efficient image 
retrieval system. Retrieving an image having some characteristics in a big database is 
a crucial task. Searching for an image among a collection of images can be done by 
different approaches. 

Currently is a growing interest in CBIR technique because of the limitations inher-
ent in text based systems, as well as the large range of possible uses for efficient  
image retrieval. The present technology is adequate to search images using textual in-
formation. But it requires humans to personally describe every image information in 
the database. This is very impractical for large amount of image databases. It is possi-
ble to miss images that use different synonyms in their descriptions. Systems based on 
categorizing images in semantic classes like "cat" as a subclass of "animal" avoid this 
problem but still face the same scaling issues.  
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A CBIR is an alternative or complementary for the textual indexing search. CBIR 
is the process of retrieving images from a database on the basis of features that are ex-
tracted from the images themselves. We present a CBIR system which accepts a 
query image as input and relevant images are retrieved based on the similarity of the 
features of the query image and features of the individual images stored in database. 
The proposed method uses the BEMD, color and median filtering [2] histogram tech-
niques to build new system. The detailed description will be covered in section 2  
and 3 of this paper. The proposed system uses the different category images. There 
are 10 categories have been chosen are as shown in the following Fig.1. 

 

Fig. 1. Sample Database of CBIR System 

2   CBIR System 

Content based image retrieval system mainly consists of two phases.  

Offline Phase: In this phase feature vectors are extracted for the collection of images 
and stored those features as well as their index (image name) in the database. This 
phase is as shown in the Fig.2. 

 

Fig. 2. Offline Phase of the CBIR System 
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Online Phase: In this phase a query image is accepted from the user for extracting the 
similar images from database. The feature vector of the query image is extracted in 
the same manner and compared with feature vectors in the database for finding simi-
lar images and intern to display on the Graphical User Interface (GUI). This is as 
shown in Fig.3. 

 

Fig. 3. Online Phase of the CBIR System  

3   Feature Extraction 

3.1   Color 

The color feature is one of the most widely used visual features in image retrieval. 
The color of an image is represented through some color model. We have chosen 
RGB as colorimetric space. Typical characterization of color composition is done by 
color histograms. 

The RGB image is resized into 512 × 512 and the one dimensional color histogram 
vector is obtained. Then the obtained color histogram vector is converted into 32 bins 
as a color features. The 32 bins are stored for comparison in database for similarity 
assessment. A histogram method is one of the technique is used for similarity [8] 
measure. The color histogram vector of query image and the stored images histogram 
of the database are compared using Bhattacharyya coefficient [9] in online phase. 

3.2   Edge Detection Using BEMD 

Edge detection is one of the primary means to process an image. Edges in images are 
areas with strong intensity contrasts, with a jump in intensity from one pixel to the 
next. 

In this paper edge is detected based on the empirical mode decomposition algo-
rithm. When the original image is decomposed by BEMD, first Internsic Mode Fre-
quency (IMF) image has a very good edge characterization. After handling the first 
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IMF image by the suitable threshold, we obtain clear edge image. The process of 
shifting is extracting the edge from the image is as follows. 

Assume that X(t)  is the original signal and let R(t) = X(t), k = 0 and i = 0 
      
1. Find the local minima and maxima of R(t)   
2. Find the upper envelop Emax(t) by interpolating between maxima and 

find the lower envelop Emin(t) with minima. 
3. Calculate the mean envelop as an approximation to the local average  
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4. Let  i = i + 1 and define the intermediate-mode function as  
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5. Repeat steps 1 to 4 on Pi(t) until it is an IMF, then record the IMF  

                                      )(=1 tPC i                                                            (3) 

6. Let R(t) = R(t) – Ck(t) , if stopping criteria is reached then stop the shift-
ing process otherwise k = k +1, i = 0,, and goto step 1. 

 
After IMFs are extracted through the sifting process, the original signal X(t)  can be 
represented like this:  
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where Cn(t)  is the nth  IMF and R(t) is the residue. 
The above process is used for single dimension as a signal, for the two dimensions 

we have used the following standard division criteria for stopping the sifting process 
[7] 
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3.3   Feature Extraction Using Edge and Median Filtering 

The following steps are carried out for generating feature vector for the images.  
 

1. The image is converted to gray scale image.  
2. Histogram Equalization is applied for gray scale image.  
3. Edge is detected using empirical mode decomposition.  
4. Median filtering is applied to the histogram equalized gray scale image 

block of 3 × 3.  
5. Replace the values of edge position of median filtering image with de-

tected edge values by BEMD.  
6. Feature vector is stored in the database.  
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3.4   Similarity Measure 

The Bhattacharyya coefficient technique is most popular method to correlate the color 
histogram images. This method returns a value in the range 0 to 1 and stored in the 
variable SC where,  

0 = very low similarity, 0.9 = good similarity, 1 = perfect similarity 

Let A be an image in database and Q be a query image and  A (n) and Q(n) be the av-
erage value of pixels of each bin, where n=1, 2,... ...,64. Difference between the value 
of each bin is calculated as diff (n) =abs (A (n) - Q (n) ) n=1, 2,....,64. The average 
value of diff (n) is stored in variable SE.  

After getting the color and edge feature values in SC and SE respectively, we cal-
culate the distance between the query image and images in database. The similarity 
measure used is a sum of weighted color and edge features. This similarity measure 
[5] is given by:  

1=)(..= βαβα ++ withSESCS  

Where SC is color similarity, SE is edge similarity, lower the value of S, higher will 
be the similarity and vice-versa. The choice of these parameters depends on the query 
image. They can also be set automatically based on general description of the image. 
We have conducted experiments on different values of α and β and finally set the val-
ues at α = 0.65 and β = 0.35 because color component is more dominate compared to 
the edge component for getting a better results. 

4   Experimental Results 

The evaluation of the CBIR system is done by submitting query image to retrieve 
similar images from various categories of database images. We conducted experi-
ments on the ground truth database provided by James S. Wang et al. [3, 4]. There are 
1000 images of 10 different categories and each category has 100 similar images. The 
different query images and its corresponding retrievals are shown in Fig. 4, Fig. 5 and 
Fig. 6. Here, only one page displays of results are shown. 

  

Fig. 4. Query image and results for dinosaur's and rose's category using proposed algorithm 
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Fig. 5. Query image and results for elephant's and sunset's category using proposed algorithm 

  

Fig. 6. Query image and results for food's and horse's category using proposed algorithm 

Precision and recall are two widely used metrics for evaluating the correctness of 
CBIR system. The precision and recall values of the median filtering and BEMD edge 
histogram method [6] and our proposed system are shown in the Table 1. We could 
observe here that a substantial improvement in the average value of precision 65.10 % 
and recall value of 38.07% compared to existing system [6] values of 63.00% and 
37.00% respectively.  

Table 1. Precision and Recall for Existing and Proposed Method 

Sl. 
No. 

Category 
Existing Method Proposed Method 

Precision Recall Precision Recall 
1  Buildings  47.25 20.00 53.00 22.30 
2  Africans  73.33 42.00 75.00 40.40 
3  Buses  48.33 33.00 57.00 39.40 
4  Dinosaurs  99.00 98.00 99.00 89.00 
5  Elephants  56.00 35.00 58.00 29.90 
6  Food  57.00 33.00 55.00 30.50 
7  Flowers  74.82 52.00 69.00 37.50 
8  Horses  89.40 40.00 65.00 33.90 
9  Mountains  28.00 19.00 63.00 29.90 

10  Sunset  48.25 30.00 57.00 27.80 
  Average  63.00 37.00 65.10 38.07 
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5   Conclusions 

We have presented a novel approach for image retrieval by combining edge and color 
features. Around 300 queries on image database of 1000 images with 10 different 
categories have been considered for experimental purpose. Experimental results 
shown that there is a substantial improvement in the performance of image retrieval 
system in respect of precision and Recall with combination of color and edge features. 
However, futher enhancement in system performance can be achieved by exploring 
different features which is our curent research focus.   
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Abstract. Face detection is an important problem considered in many applica-
tions. To analyze the information included in face images, a robust and efficient 
face detection algorithm is required. The face detection in a complex back-
ground is still more difficult. In the present paper, our objective is to propose a 
novel fuzzy geometric face model for single as well as multiple face detection 
using a skin color fusion model. We combine the skin region extraction using 
different color spaces, namely, RGB, YCbCr and HSI, and face detection using 
fuzzy based geometric face model into a robust face detection system. The skin 
color fusion model is used to segment the skin color region in a face image. 
Then, in each of the skin regions, the facial features, namely, eyes and mouth, 
are extracted by using fuzzy geometric face model. The experimentation has 
been done using several publicly available standard face databases. The expe-
rimental results show that the proposed algorithm performs satisfactorily with 
an average accuracy of 97.40% and is efficient in terms of accuracy and detec-
tion time in comparison with the state-of-the-art methods in the literature.  

Keywords: Face detection, skin color fusion model, fuzzy face model. 

1   Introduction 

Automatic human face detection is a computer technology that determines the presence 
of human faces in digital images. It can be regarded as a specific case of object-class 
detection and is a more general case of face localization. In automatic human face loca-
lization, the task is to find the locations and sizes of a known number of faces. 

Human face detection and segmentation is an active research area. This field of re-
search plays an important role in many applications such as face identification system, 
face tracking system, video surveillance and security control system, and human 
computer interface. These applications often require segmented human face which is 
ready to be processed. There are many factors that influence the success of human 
face detection and segmentation. These factors include complex color background, 
condition of illumination, change of position and expression, rotation of head, and 
distance between camera and object. 
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A survey of literature on the research work focusing on various potential problems 
and challenges in the face detection and recognition can be found in [1-5]. Many  
methods have been proposed and developed for human face segmentation. In [6], a 
detailed experimental study of feature-based face detection against skin-color like 
backgrounds with varying illumination are presented. The neural network based [10] 
and view based [11] approaches require a large number of face and non-face training 
examples. Skin tone color provides a useful cue for face detection. Gupta et al. [7] 
proposed a combined pre-processing method for facial image data for better 
processing of raw data for training and also detection of face is presented by using in-
teger wavelet packet transform and SVM classifier. By Tripathi et al. [8] presented a 
new face detection method which combines the skin color detector and the template 
matching method, in which the skin color detector to find the faces is based on 
YCbCr model. The YCbCr model can be used to easily detect the skin color or non-
skin color in the images but it is verified that, it may fail in some criteria such as illu-
mination variations. Singh et al. [9] have carried out a detailed experimental study of 
face detection algorithms based on skin color. Three color spaces, RGB, YCbCr and 
HSI are of main concern. Hiremath and Danti [14] have proposed a method for detec-
tion of multiple faces in an image using skin color information and lines-of-
seperability face model. This method is improved by Hiremath and Manjunath [15] by 
considering only the prominent facial features, namely, eyes and mouth, and thus 
speeding up the algorithm for face detection. 

In this paper, our objective is to propose a fuzzy geometric face model for face de-
tection  using skin color fusion model that is able to handle a wide variety of varia-
tions in color images based on RGB, YCbCr and HSI color spaces. 

2   Skin Color Fusion Model 

The range of colors that human facial skin takes on is clearly a subspace of the total 
color space, assuming that a person framed is not having face with any unnatural col-
or. The proposed method uses three color spaces namely, RGB, YCbCr and HSI. As-
suming that the face image is not too dark or not too bright, the bounding ranges for 
the color component values of these color spaces are obtained from the training im-
ages and are given in the Table 1. For each color component of a color model, the  
binary segmented image showing the skin regions is obtained and then the three seg-
mented binary images corresponding to the three color components are fused to ob-
tain a single binary segmented image showing the skin regions of the input image. 
Such binary segmented images obtained for each of the three color models, namely, 
RGB, YCbCr and HSI, are fused to obtain a binary segmented image.  

Table 1. The knowledge base of skin color components’ range of values obtained from training 
images for color models, namely, RGB, YCbCr and HSI 

Color model RGB YCbCr HSI 
Color Components R G B Y Cb Cr H S I 
Minimum Value 120 79 60 100 115 140 0.02 0.28 0.50 
Maximum Value 190 134 126 150 125 155 0.05 0.45 0.75 
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3   Proposed Method 

In the proposed method, the input face image is segmented by the skin region ex-
traction method described in the section 2 and obtain the binary segmented image 
showing the skin regions. Then, in each of the skin region, the prominent facial 
features namely, eyes and mouth, are searched to construct geometric fuzzy face 
model. The procedures for the detection of eye features and the construction of 
fuzzy geometric face model are given in the [15]. The block diagram of the pro-
posed approach is shown in the Fig. 1. 

 
 
 
 
 
 

 
 
 
 
 
 
 
 

Fig. 1. Proposed method for face detection based on skin color fusion model and fuzzy geome-
tric face model 

The proposed algorithm for the detection of face(s) in the input color image, is as 
given below:  

ALGORITHM: Single or multiple face detection algorithm 

Step 1: Input RGB color image which contains human face(s). 
Step 2: Transform input RGB color image to YCbCr and HSI color spaces. 
Step 3: Perform skin region extraction using skin color fusion model described in the 

section 2 and then obtain facial mask using segmented skin region. 
Step 4: For a skin region, construct fuzzy face model for the input image using the 

fuzzy geometric face model as described in the[15]. 
Step 5: Perform the defuzzification process. 
Step 6: Repeat Step 4 and 5 for each skin region. 

Output the detected face(s) image by showing the face(s) in rectangular box(es). 

4   Experimental Results 

The experimentation of the proposed method is carried out using 730 images chosen 
randomly from the standard databases, namely, Color FERET face database,  
MIT CBCL, MUCT, Georgia Tech, Indian Face Database-IIT, and CVL Color Face  
 

Input 
Face 

Image 

Skin region extraction 
using color fusion 

 model 

Search eyes, mouth and 
construct fuzzy face model 

for each eye pair 

Defuzzification Detected face (shown in 
rectangular box) 

Output Image 

Obtain facial mask using 
segmented skin region 
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Database. The implementation is done on, Intel Core 2 Quad System @2.66 Ghz ma-
chine using MATLAB 7.9. The experimental results of the single frontal face detec-
tion by the proposed method are shown in the Fig.2 and multiple face detection are 
shown in the Fig. 3. 

 
                                       (a)                  (b)                (c) 

 
                                                               (d)               (e) 

Fig. 2. (a) Original single frontal face image, (b) Segmented  skin region, (c) facial mask, (d) 
Face features obtained by fuzzy face model and (e) Detected face 

The test images in the dataset contain single frontal face as well as multiple 
faces with varying size, poses, expressions, head tilts, lighting conditions and back-
ground. In the dataset, there are color and gray scale images excluding too dark or 
too bright images. The proposed approach is able to precisely locate the facial fea-
tures and the detected face is shown in a box. The performance of the proposed 
approach on the different databases is given in the Table 2. 

    
                                                       (a)                (b) 

   
                                                  (c)                             (d) 

Fig. 3. (a) Original image containing multiple face, (b) Segmented skin region, (c) Facial mask 
and (d) Detected face(s) 
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Table 2. The detection performance of the proposed approach for different database set images 

Face database 
No. of  
faces 

No. of faces 
detected correctly 

Avg. detection 
rate (%) 

Avg. detection 
time (in sec) 

Color FERET Database 245 240 97.59 3.045 
MIT CBCL Face  
Database 

10 10 100.00 3.166 

MUCT database 250 244 97.60 3.967 
Georgia tech Face  
Database 

50 48 96.00 4.011 

Indian Face Database IIT 61 59 96.72 3.909 
CVL Color Face Database 114 110 96.49 3.711 

 
The comparison of the detection results obtained by the proposed method based on 

skin color fusion model and that by the method in [15] based on single color space 
RGB are given in the Table 3. It is observed that the proposed method yields better 
detection results. 

Table 3. The comparison of average detection rate obtained by proposed method and the method 
in [15]. 

Face database 
Avg. detection rate (%) 

Proposed method Method in [15] 
Color FERET Database 97.59 96.25 
MIT CBCL Face Database 100.00 97.50 
MUCT database 97.60 * * * 
Georgia tech Face Database 96.00 94.64 
Indian Face Database IIT 96.72 91.00 
CVL Color Face Database 96.49 * * * 

5   Conclusion 

In this paper, a novel approach for the human face detection in a digital image based on 
skin color fusion model and fuzzy face model is presented. The geometrical configu-
ration of only the prominent facial features of the face, namely, eyes and mouth, is 
used to construct fuzzy face model. The skin color fusion model is based on the color 
spaces, namely, RGB, YCbCr and HSI, which has yielded better segmentation results 
and, hence, the improved face detection results, in comparison with single color space 
RGB. The average detection rate of the proposed approach is 97.40% approximately. 
The multiple human face(s) in an image with different face sizes, head tilts, lighting 
conditions, expressions and complex background are detected successfully. 
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Abstract. Web users are experiencing a long latency while retrieving the Web 
pages due to the amount of network traffic increased with the WWW expan-
sion.  Potential sources of latency are the Web servers’ heavy load, network 
congestion, low bandwidth, bandwidth underutilization, and propagation delay. 
To solve the latency problem, prefetching technique that predicts the destination 
pages for user community has become critical to save the communication over-
head. Prefetching means fetching of Web pages before the users request them 
so as to reduce the user perceived latency. A novel Cluster and Prefetch (CPF) 
approach is proposed in this paper.  Experimental results shows that the CPF 
approach effectively reduces the user perceived latency without wasting the 
network resources with high prediction accuracy. 

1   Introduction 

Prefetching technique is motivated by the fact that, in general, once a user goes to a 
Web site; he/she generally browses around for several pages before leaving for another 
site. Since the user follows hyperlinks upon his/her interests, it is likely that links are 
not followed uniformly. It is possible to either predict each user’s interest using 
cookies or mine a consensus of interests with some confidence from access log files 
recorded by the Web server. This information not only is valuable for the Web 
administrator to eliminate uninterested pages, or balance load among the servers, but 
also can help to improve Web-browsing time. Most prefetching techniques predict the 
Web page requests for individual user. These techniques can easily overload the 
network when there are large numbers of users. To overcome this, Cluster and Prefetch 
(CPF) approach is proposed in this paper.  This approach uses the ART1 NN clustering 
algorithm for clustering the Web users. The prototype vector of each cluster gives a 
generalized representation of the Web pages that are most frequently requested by all 
the members of that cluster. Whenever a host connects to the server or a proxy, the 
proposed prefetching strategy returns the Web pages for the cluster to which the host 
belongs to. Advantage of the CPF approach is that the better network resource 
utilization by prefetching the Web pages for a user community rather than a single 
user, thereby improving the Web browsing time of user. 
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2   Analytical Model of Web Prefetching 

The objective of analytical model for web prefetching is to study the perceived latency 
in retrieving a web page by a browser/user with the given web traffic parameters such 
as – number of users and the bandwidth of access link etc., 

             

         Fig. 1. (a) Perspective of Web Prefetching (b) Analytical Model of Web Prefetching 

Perspective of Web prefetching and its analytical model are as shown in Fig. 1. 
When a user request for a page at particular time instance, the proxy identifies the web 
user and the cluster to which user belongs to. If the page is already prefetched by the 
prefetcher and is consistent with the original page on the remote server, the proxy sends 
the page to the user (Hit). If the proxy does not have a copy of the requested page, then 
the proxy prefetches the pages represented by the prototype vector of the cluster to 
which the user belongs to, sends the requested page to user (Miss) and keeps a copy in 
the cache. What is interested here is the page delivering latency or the response time 
which is defined as the time interval from the browser clicking an object to the 
requested object being displayed on the monitor. The response time depends on various 
parameters such as: Web traffic (ON time, OFF time, Inter-arrival time), Page size , 
Number of prefetched objects, Number of users, and the Bandwidth of access link. 

Web traffic is modeled as ON-OFF process which is shown in Fig. 2, with ON state 
corresponding to the request and downloading time of the objects and the OFF state 
corresponding to the inactive time (viewing time).  

 

Fig. 2. ON-OFF Web traffic model 

ON state is initiated by user click on the hyper link and the page is downloaded 
during this state. It is possible that the ON state lasts over multiple web request periods 
when the downloading of the last embedded object and the next HTML object 
overlaps. For example this can happen when the user requests a new object in the 
middle of the object download. ON state is found to follow a Weibull distribution 
whose probability density function is given by  
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Where β is the shape parameter and δ is the scale parameter. Let x2 be the continuous 
random variable represents the ON time with β=0.77 and δ = e4.4. Intervals between 
adjacent requests to follow another Weibull distribution with β=0.5 and δ=1.5. Let x2  

be the continuous random variable represents inter-arrival time. 
OFF state is the user viewing time or time that the user is away from the system. 

OFF state is found to follow Pareto distribution whose probability density function is 
given by 

   1)( −−= ααα xkxf                                                       (5) 

Where α is the shape parameter and k is the scale parameter. Let x3 be the continuous 
random variable represents the OFF time with α=0.58 and k=60. 

Page size to follow another Pareto distribution with α= 1.3 and k=300. Let x4 be the 
continuous random variable represents page size. Number of prefetched objects to 
follow Weibull distribution with β=0.5 and δ=1.5 represented by continuous random 
variable x5 and number of non-prefetched objects to follow another Weibull distribution 
with β=0.9 and δ =4 represented by another continuous random variable x6. 

Let m be the number of users (250, 500, and 1000) and B be the bandwidth of the 
access link (512kbps, 2048kbps, and 4056kbps). Let c be a constant whose value is 
given by           c =B/ m. 

The joint probability density function of the response time (latency) with 
prefetching is modeled as 
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Similarly, the joint probability density function of the response time (latency) without 
prefetching is modeled as 
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Experiments have been conducted to show the comparative analysis on the user 
perceived latency from the analytical model and the actual trace for varying number of 
users and given bandwidth. Results presented in section 4.2 shows that the response 
time from the model and the trace is fairly well matched. 

3   The CPF Model 

The architecture of the CPF model is as shown in Fig. 3. The feature extractor module 
extracts each client’s feature vector. ART1 clustering module identifies the group to 
which the client belongs to and returns that group’s prototype vector. The prefetching 
module prefetches the URLs that are most frequently accessed by all the members 
(hosts) of that cluster represented by a prototype vector. The proxy server responds to 
the client with prefetched URLs. The prefetching accuracy is measured by predicting 
the URLs for each member of the cluster and then the prediction is verified with 
access logs recorded for the next t days (prediction period). The pseudo code for CPF 
approach is given in Fig. 4. 

   

    Fig. 3. Architecture of CPF Approach              Fig. 4. Pseudo code for CPF approach 

4   Experimental Results  

4.1   Performance of CPF Approach 

Let n be the number of URLs prefetched, k be the number of URLs requested from 
the prefetched URLs, and m be the number of URLs requested by the user. Two pa-
rameters are used to assess the performance of CPF prefetching scheme: 
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1. Hits: The number of URLs requested from the prefetched URLs  
2. Accuracy: The ratio of Hits to the number of prefetched URLs  

Prediction accuracy is computed as 
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To verify the accuracy, URLs for each host are prefetched and compared with the 
predicted URLs over the next t days where t is the prediction period. Table 1 presents 
the results obtained by executing the CPF pseudo code on NASA Web log files for 6 
days (1/Aug/1995 to 6/Aug/1995).  

Table 1.  Results of CPF approach  

 

Fig. 5 shows the Web traffic (the number of URLs requested by each host/users). It 
is observed from the Fig. 6 that, the prediction accuracy ranges from 83.33 to 98.38%. 
The average prediction accuracy is 93.16% excluding the deviated one. Experimental 
results show that, the proposed CPF approach has very high prediction accuracy com-
pared to other approaches [1,2,3,4]. 

  

             Fig. 5. Web Requests traffic                         Fig. 6. Prediction Accuracy 
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4.2    Comparative Analysis 

Comparative analysis has been made on the response time (latency) obtained from the 
analytical model and the trace collected from NASA Web site. The model parameters 
are derived from the trace data. To validate the model, the two metrics related to user 
perceived latency and the traffic increase are used. Latency per page ratio is the ratio 
of the latency that prefetching achieves to the latency with no prefetching. Lower the 
latency ratio value better the performance. Traffic increase denotes the bytes trans-
ferred through the network when prefetching is employed divided by the bytes trans-
ferred when prefetching is not employed. Lower the values of traffic increase better 
the performance. Cumulative Distribution Function (CDF) comparison of latency 
with and without prefetching for the trace and model with the given bandwidth is 
shown in Fig. 7. Average Latency Ratio v/s Traffic Increase is shown in Fig. 8. A 
summary of prefetching techniques is provided in Table 2. 

       

Fig. 7. CDF comparison of Response time   Fig. 8. Average Latency Ratio v/s Traffic Increase 

Table 2. Summary of prefetching techniques 

Reference Method 
Single 
User 

Multiple 
Users 

Prediction 
Accuracy 

[1] User profiles, weighted directed graph Yes - 50-75% 
[2] ANN, Keywords in Anchor Text Yes - 60-70% 
[3] PPM algorithm Yes - 40-73% 
[4] Top-10 prefetching approach Yes - 60% 
[5] Directed Graph Yes - 70-75% 
[6] Intelligent adaptive NN predictor Yes  80% 
Proposed method CPF method (thru clustering) Yes Yes 83-98% 

5   Conclusions 

CPF approach that showed its usefulness in reasonable utilization of network re-
sources through prefetching of Web pages for a community of users instead of a sin-
gle user with an average prediction accuracy of 93.16% has been presented.  Though 
the CPF approach results in substantial increase of network traffic, it effectively re-
duces the user perceived latency. Future research directions in this regard concern 
with the development of adaptive predictive systems that use hybrid approach such as 
use of statistical, neural, and Bayesian learning algorithms. 
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Abstract. Emotion recognition is an important aspect of Affective Computing. 
This paper deals with the development of an intelligent agent for automatic rec-
ognition of emotion from text based events. The approach chosen is Soft Com-
puting and the architecture used is a Neuro-Fuzzy system. The input (event) 
string is divided into tokens which are then compared to a standard corpus 
(i.e.,Wordnet-Affect) of emotional keywords. The computed values of emotion-
al weight and polarity are then processed by a Neuro-Fuzzy Controller, which 
generates the emotion underlying the event. The system considers Ekman’s six 
basic emotions {Happiness, Despair, Disgust, Fear, Anger, Surprise}. The con-
troller is trained to generate correct output through the backpropagation  
algorithm. The system is implemented using Java, and, Matlab is used for ma-
thematical analysis. The performance of the system is graded based on the 
measures of Precision and Accuracy. 

1   Introduction 

Human emotion can be expressed through different kinds of medium like speech, im-
ages, facial expression, text etc. Human-machine communication will benefit from the 
ability to recognize emotions. If our aim in AI is to build systems that behave like 
human beings then it is necessary that we incorporate elements of both rational and 
emotional intelligence into the system. An emotional agent can be implemented by 
developing a computational approach. 

Soft Computing is a synergistic integration of three computing paradigms: neural 
networks, fuzzy logic and probabilistic reasoning which provides a flexible frame-
work to construct computationally intelligent systems. The role model for soft compu-
ting is the human mind.   

Emotion recognition in text has a number of applications in various fields like 
Business (CRM), Education (Intelligent Tutoring Systems), Psychology, Text based 
communication environments (blogs, mails), Computational Linguistics. 
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2   Related Work 

Traditionally, research on the recognition of emotion from text was focused on the 
discovery and utilization of emotional keywords. Subasic & Huettner [9] classified a 
group of emotional words by manually scoring the emotion level for each word.  Re-
search in text based emotion processing has focused on emotion detection and classi-
fication for a sentence or document [2]. 

Aman and Szpakowicz, [3] studied how to identify emotion categories and intensi-
ty of emotions. A semantic network based emotion recognition mechanism [10] was 
proposed using emotional keywords, semantic/syntactic info., and emotional history 
in order to recognize the emotional state of a speaker.  Emotion theories of Ortony, 
Clore & Collins [7] have been used widely in order to detect emotion within interac-
tion systems. 

A distributed architecture for a system simulating the emotional state of an agent 
acting in a virtual environment was presented by Aard-Jan Van Kesteren, Rieks Op 
Den Akker, Mannes Poel, Anton Nijholt [1]. Devillers et al.[5] found the most appro-
priate emotional state by calculating the conditional probability between the emotion-
al keywords and emotional states.  

3   System Architecture 

The system comprises of the following units: 

Input Unit 
Event Processor 

Emotional State Calculator (Neuro-Fuzzy System) with following five layers: 

Input Layer 
Input Fuzzy Layer 
Conjunction Layer 
Output Fuzzy Layer 
Output Layer 
Output Unit 

Input Unit: The input is a textual string representing a real world event which is 
parsed and tokenized by this unit. 

Event Processor: The Event Processor processes the tokens of the string  and com-
pares them  to a corpus of emotional keywords and a lexicon of the English language . 
The emotional weights and the polarity of the matched tokens are converted into cor-
responding linguistic variables and fed to the emotional state calculator which is a 
neuro-fuzzy system.  

Emotional State Calculator: In the emotional state calculator  the input value is passed 
onto fuzzy set units, which then translate the value into a degree of membership as the 
activation level of a fuzzy set unit. The conjunction unit will take the minimum of the 
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inputs (degrees of membership) it receives from the input fuzzy set units. An output 
fuzzy unit takes the maximum of its inputs.  

The activation function used in each layer is as follows: 

The input layer:  no activation function. 

The input fuzzy layer: the trapezoidal function. 

The conjunction layer: the min. function. 

The output fuzzy layer: the mean-of-maxima function. 

The output layer: no activation function. 
 
Output Unit: The Output Unit generates the result of the system which is an emotion 
indication bar with the emotion and corresponding intensity, in response to the input 
external event. 

4   Methodology 

ALGORITHM: RECOGNITION TASK 
Input the event string. 
Divide the string into tokens using the tokenizer. 
Compare the tokens to the database of emotional keywords. 
If the tokens do not match any keyword then generate output as NEUTRAL. 
For the tokens that match do the following operations: 
Compute the emotional weight of the keyword using K-Window1 algorithm. 
Compute the polarity of the keyword using K-Window2 algorithm. 
Input the category to the Neural Network Selector. 
Input the weight and polarity to the specific network selected. 
Evaluate using the inference rules of Neuro-Fuzzy System. 
Generate output in the form of “Emotion Indication Bar” or Emotion Chart. 

Similarly an algorithm is used for the training the network using the Backpropagation 
concept using the feedback of Annotators as the standard.  
 
The Neuro Fuzzy system (Fuzzy Controller)  has four modules: 

Fuzzification Module: converts crisp inputs  into appropriate fuzzy sets. 

Fuzzy Inference Engine: evaluates the fuzzy rules stored in the fuzzy rule base. 

Fuzzy Rule Base: consists of fuzzy inference rules which formulate the knowledge of 
the problem. 

Defuzzification Module: converts fuzzy set into a single crisp value.  
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Fig. 1. Fuzzy Controller 

Input Variable : Weight has three linguistic states {low, medium, high} 
Input Variable : Polarity has two linguistic states {positive, negative} 
Output Variable : Emotion has six linguistic states  
                               {PositiveLow, PositiveMedium, PositiveHigh,                                 
                                NegativeLow, NegativeMedium, NegativeHigh } 
Fuzzification function :             fw  : [ x, y ]  → R 
                                                   fw  : [0, 20]  → R 
                                                   fp  : [ a, b]  → R 
                                                   fp  : [ -1, 1]  → R 
Reasoning Schema : 
                     Rule 1 : If < w, p > is A1 x B1 then e is C1. 
                                                      : 
                     Rule 6 : If < w, p > is A3 x B2 then e is C6. 
                     Fact : < w, p >. is  fw (x0) x fp(y0) 
                     Conclusion : e is C. 
The symbols Aj, Bj, Cj ( j =  1, 2…. n ) denote fuzzy sets of  linguistic states. 
 
The activation function is the trapezoidal function in each neuron given by : 

 
The defuzzification function used is the Mean-Of-Maxima method and the defuzzi-
fied value, dMM ( C ) is the   average of all values in the crisp set  

M = { zk /  C( zk ) = h ( C) } and is denoted as  dMM  ( C )  =   ∑  ( zk  / | M | )  
                                                                                                    zk∈M 

5   Results and Discussion 

A sample of events involving the emotions was processed accordingly by NFS. 
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Fig. 2. Inference Rule Viewer for the Neuro-Fuzzy System 

 

Fig. 3. Emotion Indication Bar for an event with LOW intensity of HAPPINESS 

Performance of the system was measured by comparing the outputs of the system 
with those collected from the annotators and is as given below:  

True positive, tp  represents correct result. 
False positive, fp represents unexpected result. 
False negative, fn  represents missing result. 
True negative, tn  represents correct absence of result. 
For a sample of 39 events, the values are :    tp = 32, fp = 5, fn = 2, tn = 0 
        Precision = tp / (tp + fp) = 32 / (32 + 37)   = 0.86  
        Accuracy = (tp + tn ) /( tp + tn + fp + fn ) = (32 + 0)/(32+0+5+2) = 0.82 
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5   Conclusion 

In this paper we have put forth an approach to enable a computer to analyze events 
and detect the emotion associated with the event, if any. The system was implemented 
as a neuro-fuzzy system. The emotional values were computed through JAVA pro-
grams and fed to the simulated Neuro-Fuzzy System in     MATLAB. The output was 
generated based on the membership functions and inference rules constructed. Train-
ing of the NFS is also provided using the backpropagation algorithm.  If a computer 
system has elements of the rational mind and also the emotional mind then it will 
eventually take the processing power of computers to new heights. 
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Abstract. The last two decades have seen a surge in the interest in research 
based on Functional Magnetic Resonance Imaging (fMRI) data. Decoding of 
cognitive states based on fMRI activation profiles has become a very active topic 
in this area. fMRI data is very high dimensional and noisy. However, there is a 
dearth of datasets to work on. Sharing of learning by analyzing datasets drawn 
across multiple subjects in an experiment can help in increasing the amount of 
data we have for analysis. Decoding of cognitive states using classifiers trained 
across multiple subjects is a challenging task because of differences in anatomy 
and cognition. Selecting features to analyze from the dataset is a key step in the 
analysis of fMRI data. In this paper we apply PCA, ICA and five non-linear 
dimensionality reduction techniques to the fMRI data. The aim of this work is to 
analyze which technique can provide the best feature selection to capture the 
commonality across multiple subjects. The reduced datasets are then used to 
train classifiers to solve a multiple-subject decoding problem.  

1   Introduction 

fMRI is a technique used to capture the images of the activity in the brain. It captures 
MR images measuring the changes in blood oxygenation level. Since blood 
oxygenation varies according to the levels of neural activity, these differences can be 
used to detect brain activity. In the last few years, fMRI has emerged to become the 
preferred method to map the cognitive states of a human subject to the specific 
functional areas of the brain.   

Most of the literature in fMRI analysis is dedicated to discovering the neural 
correlates of various activities.  More recently there is increasing interest in 'reverse 
inference' or a predictive method of fMRI analysis. Here motor, sensory or cognitive 
states of a subject are predicted based on the corresponding fMRI data. Most of the 
work done so far focuses on reverse inferring cognitive states of a subject based on 
analysis of data pertaining to the same subject. A more challenging problem is to be 
able to infer the cognitive states of a particular subject based on the data drawn from 
other subjects.  This is challenging because different brains have different sizes and 
shapes, and because different people may generate different brain activations for the 
same cognitive state. 
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Despite differences in anatomical structure and degree of cognitive response, it has 
been found that there are certain commonalities in the mapping of neural response to 
stimuli.  This paper aims to explore feature selection as a means of identifying the 
commonality in neural response in data drawn from multiple subjects. Feature 
selection, or the selection of dimensions to analyze, is a critical step in reverse 
inference. We reduce the dimensions of the fMRI data using various dimensionality 
reduction techniques and analyze which technique can best abstract the brain 
activations to use in the information drawn across subjects. 

The rest of the paper is organized as follows - Section 2 contains survey about 
related work done. Section 3 discusses briefly various feature selection used in our 
analysis. Section 4 provides details about the dataset and the methodology used for 
comparative analysis. Section 5 details the steps in the evaluation technique used. 
Section 6 contains the analysis of results followed by the conclusion in Section 7. 

2   Related Work 

A great literature of research has been generated in the area of fMRI data analysis. 
We focus mainly on the research related to reverse inference. Reverse inference is a 
type of problem that is addressed very well in a machine learning paradigm. Starting 
with fMRI activation profiles, machine learning classifiers have been designed to map 
and distinguish neural responses to spatial characteristics such as the direction of 
motion [10] or the orientation of stimulus  [4][9], lying during a card game [2] 
decision making [20] mental arithmetic [12] and semantic categories[13][22].  Apart 
from two category distinctions, researchers have successfully used machine learning 
classifiers to distinguish between multiple categories of objects by reverse inference 
[1]. Many studies have mapped neural responses to the building blocks of visual 
perception,  There have been attempts made toward image reconstruction[11][15][24] 
by measurement of brain activity and also an effort to reconstruct the visual 
experience of movies[16]. 

One of the very impressive contributions was made by Mitchell et al., where they 
used a combination of machine learning techniques and neuro-imaging to decode 
semantic content [14]. The researchers were able to extrapolate from the brain 
imaging data collected, using machine learning, the brain activation for words the 
participants had not viewed during the experiment. The predictions were generated 
based on the semantic features of words as drawn from an online trillion-token 
Google text corpus. This work was extended by Chang et al to classify not just words, 
but word pairs containing adjective-noun phrases, and obtain a prediction with 
accuracy above chance levels [8]. Classification analysis shows that the data from 
distributed pattern neural activity contains sufficient signals to decode differences 
among phrases. These techniques, methodologies and conclusions, as well as ethical 
issues that may arise in fMRI data analysis have been discussed in detail by many 
reviewers[18][3][17] .  

Most of the predictive approaches in fMRI data analysis have been limited in the 
sense that they can be applied only individually to a particular subject’s data from a 
particular fMRI study. There have been very few efforts made in the area of multiple 
subject analysis. Wang et al. explored two techniques of applying multiple-subject 
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feature selection to fMRI data. Region of Interest (ROI) mapping and transformation 
to Talairach coordinates were used to classify a two category dataset [26].   Another 
study by Just et al., using factor analysis revealed significant cross participant 
commonality in neural representations of word meaning[7].  They were able to predict 
the activation patterns for previously unseen words based on factored abstractions of 
the content of the representation.  Factor analysis could determine the common 
semantic dimensions underlying the activations across participants. Rustandi et al., 
used Canonical Correlation analysis(CCA) to find the common dimensions among 
different data sets[6] They created a model called CCA-mult and proved that the 
greater the number of subjects and studies involved in an analysis, the more accurate 
the predictions will be.  

As mentioned above the reverse inference problem fits very well into a machine 
learning paradigm. Given that fMRI data is high dimensional and noisy, feature 
selection forms a crucial step in the analysis of fMRI data. ROI, activity based 
selections, Principal Component Analysis (PCA), factor analysis and CCA are some 
of the methods that have been used so far. Non-linear feature selection techniques 
have not been explored much in the context of fMRI data.  

3   Feature Selection 

Every input image in fMRI may contain thousands of voxels. It is important to choose 
the right subset of these voxels to use in further analysis. We explored a variety of 
approaches to reducing the dimension of the input data, concentrating mainly on non-
linear techniques. We compare all the feature selection methods to the results 
obtained by using the 500 most active voxels as the feature vector.  

The first approach - PCA - is one of the most popular techniques for 
dimensionality reduction. It represents the variance in the data as new dimensions. 
This is done by creating a linear mapping of the principal eigenvectors of the 
covariance matrix of the data. PCA has been applied to a wide variety of problems. 
However, its effectiveness is limited by its global linearity.  

Independent component analysis (ICA) is a blind signal separation technique to 
identify the statistically independent components in the data. For the purposes of this 
study, we have considered fast ICA implementation [5] provided by Prof. Aapo 
Hyvarninen of the Helsinki University of Technology. In the Isomap technique, a 
graph is constructed for every data point connecting it, to its k nearest neighbours. 
Using the graph, a distance matrix is constructed by computing the shortest path 
between the data points. By applying multidimensional scaling to the distance matrix, 
lower dimensions are obtained. We use the implementation suggested by Tenenbaum 
[23]. 

Local Linear Embedding (LLE) is a non linear dimensionality reduction technique 
like Isomap. The difference is that it tries to preserve the local properties of a data 
point. It does this by representing the data point as a linear combination with its k 
nearest neighbors. We use the implementation by Roweis [21]. In the Diffusion map 
method, a graph of the data points is constructed first. The proximity of the data 
points is measured by a Markov random walk defined on the graph for a number of 
steps.  
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The Kernel PCA works like the traditional linear PCA except that it tries to find 
the principal Eigen vectors of the Kernel matrix constructed using a Kernel function. 
Multilayer Autoencoders are neural networks with odd number of hidden layers. They 
try to learn a non-linear mapping between the high dimensional space and the low 
dimensional space. The training is done using Restricted Boltzmann Machines. All of 
the above three methods are implemented using the Dimensionality reduction toolbox 
for Matlab [25].  

4   Dataset and Methodology 

We evaluated our feature selection techniques using the previously analyzed dataset 
by a fMRI study by Mitchell et al.  In this study nine healthy, college-age participants 
were presented with stimuli corresponding to 60 different concrete noun words which 
can be grouped to 12 semantic categories (animals, body parts, buildings, building 
parts, clothing, furniture, insects, kitchen items, tools, vegetables, vehicles, and other 
man-made items). The data that has been made available has been processed and a 
single fMRI mean  image has been created for each of the 360 trials (60 words × 6 
runs) This has been achieved by taking the mean of the images collected at 1 second 
intervals starting at 4 seconds after stimulus onset up to 7 seconds. We created a 
representative fMRI image for each stimulus by computing the mean fMRI response 
over its six presentations, and the mean of all 60 of these representative images was 
then subtracted from each.  

It is assumed that there are intermediate semantic features that represent the 
meaning of each word underlying the brain activations associated with the thinking 
about that word. The semantic features used here are Intel 218 features. Intel 218 is 
the set of answers to 218 yes/no questions about various objects gathered by Dean 
Pomerleau at Intel Research Pittsburgh.  They characterize the semantic information 
present in words, as answers to questions about properties of the objects [19]. To 
obtain the common abstractions of all the subjects, all the above mentioned 
dimensionality reduction methods are applied to the dataset. This reduces the 
dimensionality maintaining only the essential structures in the fMRI data.  

5   Evaluation 

The experiment consists of data from nine subjects. We try to predict the neural 
activations of one subject based on the data from other subjects. The model was 
trained using leave-two-out cross validation. This provides us with 1770 unique pairs 
per subject. 

Each trained model was first tested by letting it predict the two held-out words 
from a particular subject. The match between the two predicted and the two held-out 
words was determined by which match had higher cosine similarity. For training we 
use the data from the other eight subjects. We use Mitchell's relation that the predicted 
activation at voxel v is given by the product of the semantic features and a learned 
weight.  



 Feature Selection for Decoding of Cognitive States            1001 

Yv = )(f 
1

 vi wordW i

n

i


=
 

Where n is the number of words, W is the learned Weight, f(word) is the feature 
vector with respect to the word.  

We perform a Multiple Regression on each of the subject's reduced datasets to 
obtain the weights. We consider one unique pair from one held-out subject. We 
consider the average of the learned weights from other eight subjects and the 
activation profile corresponding to one word from the unique pair. Using these we 
predict the semantic features corresponding to the word. We compare the predicted 
features with the true feature vectors using the cosine similarity metric. Between the 
two words, if the distance between the true and predicted features is large enough to 
distinguish between them, then we consider it a correct prediction. Aggregate of the 
scores have been computed for each of the subjects.   

6   Results 

This section describes two types of analyses and results.  

6.1   Decoding Based on all Active Voxels from Other Subjects 

To predict the neural activations to words of a particular subject, we train the 
classifier using all responses from other subjects including the held-out words. 
Therefore there are 60 words from each of the subjects used for training. These results 
(Table-1) indicate how well a feature selection technique can encapsulate the fMRI 
activation of a particular word so that it is common to all subjects. The response of 
each of the nine subjects is predicted based on the other eight subjects. From earlier 
studies, the accuracy of the prediction for subjects 1 through 9 for single subject 
decoding is 0.83, 0.76, 0.78, 0.72, 0.78, 0.85, 0.73, 0.68 and 0.82. The accuracies of 
our multiple subject predictions do not match up to single subject accuracies. 

Table 1. Accuracy of decoding multiple subject fMRI data (in percentage) 

Method Subj1 Subj2 Subj3 Subj4 Subj5 Subj6 Subj7 Subj8 Subj9 
Most active 500  55 64 50 51 53 48 53 60 53 
PCA 54 51 54 58 50 46 52 46 56 
ICA 56 56 53 56 49 41 57 58 50 
Isomap 55 60 53 49 62 47 51 59 50 
Diffusion Maps 48 47 55 53 50 44 46 58 48 
LLE 44 43 48 49 49 38 44 48 45 
Kernal PCA 54 45 53 53 51 51 47 53 55 
AutoEncoder RBM 61 52 45 45 42 42 57 51 58 

This is because of the differences in anatomy and degree of cognitive response 
across subjects. Subject-6 performs well in single subject studies but worse than other 
subjects in multi subject studies. This could be because of increased variability 
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between this subject and other subjects. Ignoring Subject-6, if the averages of the 
accuracies are considered we see that LLE and Diffusion maps do not perform very 
well. ICA and Isomap perform better than other techniques, but not significantly 
better than choosing the 500 most active voxels. Therefore, there is a need to refine 
these methods.  

6.2   Decoding Based on Feature Extraction from Each of the Active ROIs 

We consider the active ROIs from the dataset. We apply feature selection on voxels 
from each ROI. The features extracted from each of the ROIs are concatenated 
together for each of the subjects. Then the analysis proceeds as above with the 
transformed data. The neural responses of each of the nine subjects are predicted 
using this technique and the accuracies are calculated (Table-2). 

Table 2. Decoding accuracy based on active ROI (in percentage) 

Method Subj1 Subj2 Subj3 Subj4 Subj5 Subj6 Subj7 Subj8 Subj9 

PCA 51 41 52 58 57 49 42 56 50 

ICA 56 51 49 56 55 53 52 48 49 

Isomap 54 52 57 54 54 57 58 48 52 

Diffusion Maps 46 50 54 55 61 52 50 52 52 

LLE 55 49 47 54 47 57 50 43 51 

Kernal PCA 45 48 41 47 47 48 58 58 49 

AutoEncoder RBM 51 46 50 46 48 46 45 54 48 

 
We see that applying feature selection to the ROIs does not offer a significant 

advantage. One noteworthy improvement is that Subject-6 performs as well as others. 
Therefore, this technique is robust to variations across subjects. As opposed to 
previous analysis, using Diffusion Maps best extracts features from ROIs compared 
with other techniques.  

7   Conclusion and Future Work 

This paper aimed to explore some feature selection methods for capturing the 
commonality across multiple-subject fMRI data. In our analysis above, whole brain 
feature extraction using ICA, Isomap and ROI feature extraction using Diffusion 
maps predict with accuracies above 50%. For application in analysis of patients 
exhibiting cognitive disorders and brain impairment due to injury, higher accuracy 
levels are required. Therefore, there is a need to work on refined feature selection 
methods. The classifier we used was based on simple multiple regression. Support 
Vector Machines and Gaussian Naive Bayes classifiers have been proven to perform 
well on fMRI data. We intend to pursue further research in this direction. 
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Abstract. The traffic of digital images and video has grown rapidly in the in-
ternet. Security becomes important for several applications like military image 
database, confidential video conferencing, medical images, etc. Several tech-
niques have been developed for textual data but are not appropriate for images 
and video with huge amount of file size. In traditional image and video content 
protection schemes, called fully layered, the whole content is first compressed. 
Then, the compressed bitstream is entirely encrypted using a standard cipher. 
The specific characteristics of this kind of data make standard encryption algo-
rithms inadequate. Partial encryption is a recent approach to reduce the encryp-
tion time of images in distributed network. Partial image encryption is used to 
reduce the amount of data to encrypt while achieving a sufficient and inexpen-
sive security. The proposed approach involves two ways, the first is by pixel 
value manipulation and other second is by using SCAN mapping method. The 
PSNR comparison of proposed technique with the existing partial image en-
cryption techniques shows that proposed technique gives better security than 
the existing techniques. 

Keywords: mapping, partial image encryption, PSNR, security, SCAN. 

1   Introduction 

The increased popularity of multimedia applications has demanded a certain level of 
security. in some applications, it is relevant to hide the content of a message when it 
enters an insecure channel. the initial message prepared by the sender is then con-
verted into cipher text prior to transmission. the process of converting plain text into 
cipher text is called encryption. the encryption process requires an encryption algo-
rithm and a key. the process of recovering plain text from cipher text is called decryp-
tion. because common encryption methods generally manipulate an entire data set, 
most encryption algorithms tend to make transfer of information more costly in terms 
of time and sometimes bandwidth. traditionally, an appropriate compression algo-
rithm is applied to the multimedia data and its output is encrypted by an independent 
encryption algorithm. this process must be reversed by the receiver. 
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Unfortunately, The Processing Time For Encryption And Decryption Is A Major 
Factor In Real-Time Image Communication. In Addition, The Processing Time  
Required For Compression And Decompression Of An Associated Image Data Is Im-
portant. Encryption And Decryption Algorithms Are Too Slow To Handle The Tre-
mendous Amount Of   Data   Transmitted.  One Difference Between Text Data And 
Image Data Is That The Size Of Image Data Is Much Larger Than The Text Data.  
The Time Is A Very Important Factor For The Image Encryption. We Find It At Two 
Levels, One Is The Time To Encrypt And Other Is The Time To Transfer Images.  To 
Minimize The Time, The First Step Is To Choose A Robust, Rapid And Easy Method 
To Implement Cryptosystem. The Other Important Criteria Concerns The Method Of 
Compression Is That To Decrease The Size Of Images Without Loss Of Image Quali-
ty [1]. One Possible Solution Is A System Of Partial Encryption, Encrypting Only The 
Smallest Portion Of The Data That Makes The Entire Data Set Unusable. Partial En-
cryption Is A Recent Approach To Reduce The Computational Requirements For 
Huge Volumes Of Multimedia Data. Partial Encryption Is Currently An Important 
Research Area.  

The Rest Of This Paper Is Organized As Follows: Section 2 Explains The Related 
Work. The Results Are Described In Section 3.This Paper Is Concluded By Providing 
The Summary Of The Present Work In Section 4. 

2   Related Work 

2.1   Partial Image Encryption Techniques 

The encryption algorithms, which have been originally developed for text data, are 
not suitable for securing many real time algorithms, which have been originally de-
veloped for text data, are not suitable for securing many real time multimedia applica-
tions because of large data sizes. Software implementations of ciphers are usually too 
slow to process image and video data in commercial systems. Hardware implementa-
tions on the other hand, add more cost to service providers and consumer electronics 
device manufacturers. Recent trend is to minimize the computational requirements for 
secure multimedia distribution by “partial encryption” where only parts of the data are 
encrypted. 

• Cheng and Li, 2000 

Cheng and Li [2] proposed partial encryption methods that are suitable for images 
compressed with two specific classes of compression algorithms: Quadtree compres-
sion algorithms and wavelet compression algorithms based on zerotrees. 

• Droogenbroeck and Benedett, 2002 

In 2002, Droogenbroeck and Benedett proposed the selective encryption methods for 
uncompressed (raster) images and compressed (JPEG) images [3]. According to 
Droogenbroeck and Benedett, at least 4-5 least significant bitplanes should be en-
crypted to achieve the satisfactory visual degradation of the image. In this scheme en-
cryption ratio vary from 50 to 60%. It is fast as XOR operation takes less time. It is 
not robust against cryptanalysis attack. So, security level is low. 



 A New Approach to Partial Image Encryption 1007 

• Pommer and Uhl, 2003 

In 2003, Pommer and Uhl, proposed wavelet packet based compression instead of py-
ramidal compression schemes in order to provide confidentiality. Header information 
of a wavelet packet image coding scheme that is based on either a uniform scalar 
quantizer or zero trees is protected: it uses AES to encrypt only the sub band decom-
position structure. In this approach the encoder uses different decomposition schemes 
with respect to the wavelet packet sub band structure for each image.   it is based on  
AES encryption  of the header information of wavelet packet encoding of an image, 
this header specifies the sub band tree structure[4]. 

• Roman Pfarrhofer  and Andreas Uhl,2005 

In 2005, Roman Pfarrhofer and Andreas Uhl [5], proposed selective encryption of 
JBIG encoded visual data exploiting the interdependencies among resolution layers in 
the JBIG hierarchical progressive coding mode. Contrasting to earlier ideas when se-
lectively encrypting a subset of bitplanes, they  able to show attack resistance even in 
case of restricting the amount of encryption to 1% – 2% of the data only. The ex-
tremely low amount of data required to be protected in their technique also allows the 
use of public-key cryptography thereby simplifying key management issues. 

• Y.V. Subba Rao, Abhijit Mitra, and S.R. Mahadeva Prasanna,2006 

In 2006, Y.V. Subba Rao, Abhijit Mitra, and S.R. Mahadeva Prasanna[6], proposed  
partial encryption of image using pseudo random sequences with simple hardware. 
According to Y.V. Subba Rao, Abhijit Mitra, and S.R. Mahadeva Prasanna partial en-
cryption method achieves the same security with the improvement in processing 
speed. The performance of the method mainly depends on the differentiation of corre-
lated and uncorrelated information in the image.  

• Yang Ou, Chul Sur, and Kyung Hyune Rhee,2007 

In 2007, Yang Ou, Chul Sur and Kyung Hyune Rhee [7] proposed two types of re-
gion-based selective encryption schemes to achieve secure access for medical images. 
The first scheme randomly flips a subset of the bits belonging to the coefficients in a 
Region of Interest inside of several wavelet sub-bands, The second scheme employs 
AES to encrypt a certain region’s data in the code-stream. Both of two schemes sup-
port backward compatibility so that an encryption-unaware format-compliant player 
can play the encrypted bit-stream directly without any crash. 

• Hammed A younis,Turki Y Abdalla and Abdulkareem Y Abdalla,2009 

In 2009, Hammed A younis,Turki Y Abdalla and Abdulkareem Y Abdalla 
[8],proposed  only 6.25%-25% of the original data is encrypted for four different im-
ages, resulting in a significant reduction in encryption and decryption time. They able 
to show the low computation complexity and keep an unchanged compression ratio, it 
could be a nice solution for real time image encryption. 
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• Ju-Young Oh, Dong-Il Yang, Ki-Hwan Chon,2010 

Ju-Young Oh, Dong-Il Yang, Ki-Hwan Chon [9], Proposed to expand the advanced 
encrytion standard (AES)-Rijndael with five criteria: the first is the compression of 
plain data, the second is the variable size of the block, the third is the selectable 
round, the fourth is the optimization of software implementation and the fifth is the 
selective function of the whole routine. 

• Jay M. Joshi, Upena D. Dalal,2011 

Jay M. Joshi, Upena D. Dalal [10], proposed to gain a deep understanding of video 
data security on multimedia technologies and to provide security for real time video 
applications using selective encryption for H.264/AVC. The selective encryption in 
different levels provides encryption of intra-prediction mode, residue data, inter-
prediction mode or motion vectors only.   

2.2   SCAN Based Encryption Method 

This method converts a 2D image into a 1D list, and employs a SCAN language [11]. 
SCAN is the method for image encryption together with information hiding. This al-
gorithm is based on permutations of the image pixels and replacement of the pixel 
values. The encryption power of the SCAN method is based on the very large number 
of private keys. The SCAN language includes an alphabet consisting of primitive 
scanning techniques, as, letters, and a simple grammar to manipulate and combine the 
alphabet symbols by generating new scanning patterns (words) from simple ones. The 
development of SCAN provides an efficient approach to the problem of modeling  
and generating all accessing algorithmic patterns of an image of nxn. Therefore, the 
size of the image is very large, and thus it is inefficient to encrypt or decrypt the im-
age directly. 

3   Results and Discussion 

In this section, a number of experiments which are used to examine our proposed 
techniques will be presented. The techniques were programmed in MATLAB ver-
sion7.0. To evaluate the proposed techniques examined by the following aspects: 

i) Security: Security in this work means confidentiality and robustness against attacks 
to break the images. It is obvious that the goal is not 100% security, but the proposed 
techniques that make them difficult to cryptanalysis. 

ii) Speed: Less data (important part) to encrypt means less CPU time required for en-
cryption. So, partial encryption techniques are used to reduce encryption and decryp-
tion time. 

iii) PSNR: Peak Signal to Noise Ratio (PSNR) measures are estimate of the quality of 
a reconstructed image compared to an original image. 
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Table 1. PSNR Value for the proposed encryption Techniques 

Image 
home image step image aeroplane image 

Techniques used 
only pixel value manipulation 20.909 18.101 19.899 

only scan mapping 13.416 11.991 15.05 
pixel manipulation + scan mapping 2.908 2.9831 5.001 

Table 2. Processing time for Partial image encryption using pixel value manipulation and scan 
mapping 

Image Amount Encryption time 
(second) 

Decryption time 
(second) 

home image Full (100%) 0.212 0.171 
 40% 0.139 0.101 
 15% 0.072 0.072 
 5% 0.025 0.043 

step image Full (100%) 0.479 0.365 
 40% 0.318 0.254 
 15% 0.103 0.187 
 5% 0.078 0.142 

aeroplane image Full (100%) 0.683 0.517 
 40% 0.475 0.385 
 15% 0.283 0.179 
 5% 0.176 0.091 

It is observed that the proposed scrambling techniques give varying amount of 
transparency. This allows the degraded vision to all the users while high quality view-
ing of the multimedia content to authorized users only. The PSNR value obtained by 
these proposed partial encryption techniques are shown in table 1 and it can be ob-
served that changing the coefficient values by pixel manipulation gives a fairly low 
value of peak signal to noise ratio while changing only the pixel value manipulation 
further lowers down the PSNR. It is observed through simulations that combining the 
first two techniques i.e. SCAN mapping and the pixel value manipulation of selected 
coefficients in their binary form will further improve the results, producing degrada-
tion in the visual results. A drastic change in the PSNR  value  is  observed  with  both  
the  techniques  are combined. This is due to increased number of selected coeffi-
cients. Although a user can view the degraded version of the original image but the 
decrease in PSNR value makes it difficult for an intruder to retrieve the original im-
age without having the key.  

Processing time for the proposed method shown in table 2. Proposed method re-
duces the encryption time and decryption time in the communication process.  

4   Conclusions 

From the experimental results we conclude that the proposed image encryption me-
thod gives very good results. We implemented a partial image encryption technique 
involves two methods, the first is by pixel value manipulation and other second is by 
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using SCAN mapping method. The development and implementation of partial image 
encryption based on percentage of encryption. In partial encryption, only part of im-
age (Important part) is encrypted whereas the remaining part (unimportant part) is 
transmitted without encryption. The various proposed techniques offer different levels 
of transparency, security and consumption of computational sources consumed. As 
per Human Visual System (HVS), the degraded version of original image by the pro-
posed technique gives a sufficient level of transparency. PSNR calculation shows that 
the proposed technique is better than the existing partial image encryption techniques. 
Hence, a suitable technique can be adopted which is best suitable to the application. 
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Abstract. Travelling Salesman Problem (TSP), as extensively discussed in lite-
rature is an NP hard problem and among the most challenging problems in op-
erations research, industrial engineering and computational mathematics, which 
has been deciphered and scrutinized under different headings and using differ-
ent approaches e.g. Artificial Intelligence techniques, evolutionary algorithms 
and linear programming models under deterministic conditions. However, the 
information about real life processes is not always crisp but is often available as 
vague, uncertain and imprecise data. Fuzzy numbers finds application in han-
dling vague terms, and therefore they can be suitably used to model real life 
scenarios involving vague parameters so as to obtain optimal solutions. Fuzzy 
multi-objective linear programming usually deals with flexible aspiration levels 
that are indicative of optimality when considering all objectives or goals simul-
taneously with possible deviation in objectives or constraints. Therefore in this 
study we develop a fuzzy multi-objective linear programming model with non-
linear membership functions for solving a multi objective TSP in order to  
simultaneously minimize the three parameters cost, distance and time. The im-
portance of these parameters is assigned as weights to these objectives in the fi-
nal model using AHP. The proposed model will give a compromised solution 
for best optimality and higher satisfaction level for the three parameters being 
considered in uncertain environment. The primary contribution of this study is a 
fuzzy mathematical model using nonlinear membership functions, more pre-
cisely the exponential functions to ensure an optimal solution in vague, impre-
cise and uncertain environment. 

Keywords: Travelling Salesman Problem (TSP), nonlinear fuzzy numbers, ex-
ponential fuzzy numbers, fuzzy multi objective linear programming, vague pa-
rameters, AHP. 

1   Introduction 

Travelling Salesman Problem is a NP hard combinatorial problem to determine the 
shortest length or the least cost or minimum time to pass through a given set of cities 
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where each city is visited exactly once in such a way that starting and ending city is 
the same. As TSP is considered a Multi-Objective Optimization Problem, the three 
objective functions for cost, distance and time must be characterized in distinct  
dimension. Optimal solution for a Multi-Objective TSP means to determine k- dimen-
sional points in the space of viable solutions of problem such that it possesses mini-
mum possible values in all k dimensions. However it may not possible to attain all the 
objectives entirely. In such cases permissible deviation from particular dimensions 
can lead to more flexible objectives which becomes achievable in real like scenarios. 
A conventional programming technique may not deal with such situation. A number 
of novel techniques and methods are being employed by researchers worldwide to 
deal with such situations. Fischer and Richter (1982) used Branch and Bound ap-
proach to solve TSP with two sum criteria. Sigal (1994) proposed decomposition  
approach to solve a TSP problem with two criteria route length and bottlenecks. He 
obtained both objectives for his model from the same matrix of cost as parameter. A 
multiple labelling scheme coupled with a branch and bound method was used by 
Tung (1994) to obtain possible Pareto optimal routes. A bi-objective TSP was ana-
lysed by Melamed and Sigal (1997) with the help of an e-constraint based algorithm. 
Ehrgott (2000) solved TSP with an approximation algorithm with bound on worst 
case performance. Borges and Hansen (2000) used weighted sums for study of global 
convexity of Multi-Objective TSP model. Hansen (2000) applied Tabu Search algo-
rithm for a Multi-Objective TSP. Yan et al. (2003) proposed Evolutionary Algorithm 
for Multi-Objective TSP. A dynamic search algorithm and hence Dynamic Program-
ming and Rounding technique was proposed by Angel et al. (2004) which uses Local 
Search method with exponential size neighbourhoods that is possible to be searched 
in polynomial time. Paquete et al. (2004) used Pareto Local Search technique which 
extended the Local Search algorithm for a single objective TSP to a Bi- objective 
case. Rehmat et al. (2007) solved the multi objective TSP problem using fuzzy logic 
approach with linear membership functions. Chaudhury and De (2011) used the 
Branch and Bound algorithm to approach TSP with two sum criteria. In this study we 
develop a fuzzy multi-objective linear programming model with nonlinear member-
ship functions for solving a multi objective TSP in order to simultaneously minimize 
the three imprecise parameters cost, distance and time. The importance of these para-
meters is assigned as weights to these objectives in the final model using AHP. The 
proposed model will give a compromised solution for best optimality and higher satis-
faction level for the three parameters being considered in uncertain environment.. The 
decision maker can introduce tolerances to accommodate uncertainty and vagueness. 
By adjusting these tolerances, a range of solutions with different satisfaction or aspi-
ration level for all objectives are found. Decision maker can choose one of these solu-
tions that best meets his requirements within the given domain. A simulation example 
is presented followed by conclusions. 

2   Fuzzy Multi-Objective Linear Programming 

The concept of decision making in Fuzzy environment involving several objectives 
was proposed by Jadeh (1965). It was applied to vector maximum problem by trans-
forming Fuzzy Multi-Objective Linear Programming (FMOLP) Problem to single  
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objective linear program by Zimmerman (1978). For the following Multi-Objective 
Linear Programming model being considered, 

Max Z= CX 
Subject to AX ≤ b 

The adopted Fuzzy model can be given by, 

Max Z0 ≤ CX  
Subject to AX ≤ b 
In case of minimizing objective function, Linear Fuzzy Membership function is,  
   

 if  0
k k kC X Z t≥ +  

 

   if 0 0 , 1...k k k kZ C X Z t k n≤ ≤ + =  

   if  0
k kC X Z≤  

    
According to Fuzzy Sets, membership function of the intersection of any two or more 
sets is the minimum Membership function of these sets. By virtue of this the objective 
function becomes: 

Min( 11 1( )µ C X  ,......, 1kµ ( )kC X , ( )21 1 µ a X ,……, 2 ( ))m mµ a X   

A similar set of equations can be written for maximizing objective functions. 
An exponential membership function for the kth objective function can be formulated 
as below. 

 

if 0
k kZ Z≤  

 

if 0 0
k k k kZ Z Z t< < +  

if 0
k k kZ Z t≥ +  

 
Where, S is a non-zero parameter prescribed by the decision maker. It denotes the risk 
perceived by the decision maker in an environment. As this parameter decreases, the 
overall aspiration or the satisfaction level of the objective functions increases. tk is the 
tolerance or admissible flexibility in the parameters. 

3   Fuzzy Multi-Objective Linear Programming for TSP 

The most commonly considered objective for TSP is to determine an order for travel-
ing across all cities such that total cost, total time and overall distance is minimized. 
Therefore the individual objective functions for each objective can be formed. Let Xij  
denote the binary variable which equals one when city j is visited from city i other-
wise it is zero i.e.  

0
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( )1, ( ).

0,
ij

City i City j
X

Otherwise

 →
= 


 

Let Cij denote the cost of travelling from city i to city j. The overall cost of a route is 
sum of costs on each links comprising that route. We have to minimize total traveling 
cost. The goal is set for total estimated cost for entire route for TSP and it is denoted 
by Z

0
1. For situations when estimated cost doesn’t meet, we set tolerancet1 for esti-

mated cost. Therefore the objective function for minimization of estimated cost is 
given as follows: 

0
1 1

1 1

:  
n n

ij ij
i j

Z min C X Z
= =

≤                                          (1)       

Let dij denote the distance from city i to city j and  Z
0
2 be corresponding aspiration 

level for this objective function. Then objective function for minimization of distance 
with tolerance t2 is: 

0

1 1
2 2:  

n n

ij ij
i j

Z m n Xdi Z
= =

≤                                           (2)         

Let tij denote the time taken to travel from city i to city j and Z0
3 be its corresponding 

aspiration level. Then the objectives function for minimization the total time with to-
lerancet3. The objective function is written as follows: 

0

1 1
3 3:  

n n

ij ij
i j

Z m n Xti Z
= =

≤                                            (3)            

The three objective functions as formulated above are not independent of each other; 
rather in most of the cases they do depend on each other. However, we are not going 
to discuss the dependencies of parameters in this paper. The solution methodology 
developed here will work in all scenarios in case feasible solution is available. The 
membership functions for these objectives are set using a nonlinear function to check 
their level of acceptance in real world like framework. The constraints are as follows. 
Equation (1) and (2) ensures that every city is visited from exactly one neighboring 
city and vice versa, that is, 

ij
1

X 1,
i

n

j
=

= ∀                        (4) 

ij
1

X 1,
j

n

i
=

= ∀                                                            (5) 

Further, a route has to be selected at most once, i.e. 

1, ,ij JiX X i j+ ≤ ∀
                                                  

(6) 

And non-negativity constraints: 

0ijX ≥
                                                                

(7) 
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4   Simulation Example 

The proposed Fuzzy Multi Objective Linear Program approach to solve a symmetric 
TSP is carried out in this section where a salesman starts from city 0, visits three cities 
one after the other exactly once and returns back to starting city 0 making a close 
mesh and adopting the route with optimal cost incurred, time taken and distance tra-
velled. The input data is taken from Chaudhuri et al. (2011).Figure 1 represents map 
of cites to be visited and these cities are listed along with their parameters cost, time 
and distance in matrix form in Table 1, where the triplet (c, d, t) represents cost, dis-
tance and time respectively for given pair of cites. Let links xij be the binary decision 
variable for selection of link (i, j) from city i to city j. The objective functions Z1,Z2 
and Z3  are formulated in equation below for cost, distance and time, respectively. The 
aspiration levels for these objectives turn out to be 65, 16 and 11 when each objective 
is solved separately, subject to given set of constraints (4) to (7).The objective func-
tions can be written  as follows: 

MinZ1=20X01+15X02+11X03+20X10+30X12+10X13+15X20+30X21+20X23+11X30+ 
10X31+20X32 
 
MinZ2=5X01+5X02+3X03+5X10+5X12+3X13+5X20+5X21+10X23+3X30+3X31+10X32 

MinZ3=4X01+5X02+2X03+4X10+3X12+3X13+5X20+3X21+2X23+2X30+3X31+2X32 

 

 

Fig. 1. Symmetric Traveling Salesman route 

Table 1. The matrix for time, cost and distance 
for each pair of cities.(Chaudhuri et al. 2011) 

City 0 1 2 3 
 (c,d,t) (c,d,t) (c,d,t) (c,d,t) 
0 (0,0,0) (20,5,4) (15,5,5) (11,3,2) 
1 (20,5,4) (0,0,0) (30,5,3) (10,3,3) 
2 (15,5,5) (30,5,3) (0,0,0) (20,10,2) 
3 (11,3,2) (10,3,3) (20,10,2) (0,0,0) 

 

 

The Fuzzy Membership functions for cost, distance and time objective functions are 
defined below respectively 
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 If  2 16Z ≤  

 
If  2 216 16Z t< < +    (9) 

If  2 216Z t≥ +  

 

 If  3 11Z ≤  

 
If  3 311 11Z t< < +                 (10) 

If  3 311Z t≥ +
 

 

Now we formulate a crisp single objective linear programming with above fuzzy 
numbers and least satisfaction level of each of the objectives α  

Maximize 1 1 2 2 3 3U U Uα λ λ λ= + +  

Subjected to: 
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1 2 3 1λ λ λ+ + =  and  Constraints (4) – (7) 

{ }0,1ijX  , 1 2 3, , 0U U U ≥  

1 2,λ λ and 3λ  are parameters to assign weights to various objectives. It should be ap-

plication oriented and can be different for different industry. However without loss of 
generality we assume each objective to be equally important and assign equal weight 
i.e. 1/3 to each of these parameters for this model. Lingo 11.0 computer software is 
used to run this ordinary LP model on an Intel® 1.60GHz Processor with 1 GB RAM. 

As shown in Table.2 solution is infeasible when tolerances are 5, 2 and 1 for 1 2,Z Z  

and 3Z
 respectively. By relaxing tolerance in Z3 to 3, solution becomes feasible. In 

this case, the optimal path is achieved withα  = 0.665. By increasing tolerance in Z3 
from 4 to 5, an optimal solution withα = 0.748 is obtained. Further increase in aspira-

tion level is obtained by increasing tolerance on 1Z It is evident from Table 2 that on 

decreasing value of parameter S, the aspiration level increase. Further increasing the 
tolerance i.e. the flexibility on TSP parameters, aspiration levels can further be in-
creased.  These results show that by adjusting parameter S and tolerances, an optimal 
solution to Multi-Criteria TSP can be determined. 
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Table 2. Solution of Fuzzy multi-objective linear programming problem at S=1 

Sol Z1,t1 Z2,t2 Z3,t3 α route 
1 65,5 16,2 11,1        - No feasible solution 
2 65,5 16,2 11,3 0.6650257 (x02,x21,x13,x30) 
3 65,5 16,2 11,4 0.7153278 (x02,x21,x13,x30) 
4 65,5 16,2 11,5 0.7487948 (x02,x21,x13,x30) 
5 65,6 16,2 11,5 0.7625209 (x02,x21,x13,x30) 
6 65,7 16,2 11,5 0.7725456 (x02,x21,x13,x30) 
7 65,16 16,2 11,5 0.8077841 (x02,x21,x13,x30) 

Table 3. Solution of Fuzzy multi-objective linear programming problem at S=0.1 

Sol Z1,t1 Z2,t2 Z3,t
3 

α route 

1 65,5 16,2 11,1        - No feasible solution 
2 65,5 16,2 11,3 0.7090877 (x03,x31,x12,x20) 
3 65,5 16,2 11,4 0.7637187 (x03,x31,x12,x20) 
4 65,5 16,2 11,5 0.7968391 (x03,x31,x12,x20) 
5 65,6 16,2 11,5 0.8081107 (x03,x31,x12,x20) 
6 65,7 16,2 11,5 0.8161799 (x02,x21,x13,x30) 
7    65,16 16,2 11,5 0.8435238 (x02,x21,x13,x30) 

The decision parameters 1 2,λ λ and 3λ  can also be determined using Analytic Hierar-

chical Process. A quick example is as given below using data in table 4. Entries in the 
cell are indicative of importance of one parameter over the other. Eigenvalues are cal-
culated in the last column.  

Table 4. Use of AHP to determine weight of parameters 1 2,λ λ and 3λ  

   Cost Time Distance Eigenvector 
Cost 1 3 5 0.62670 
Time 1/3 1 4 0.27969 
Distance 1/5 1/4 1 0.09362 
Totals    1.00000 

The eigenvector (0.62670, 0.27969, and 0.09362) indicates relative importance of 
one parameter over other. Thus, the cost is the given maximum importance and the 
distance is the least important. The next step is to check the Consistency of the result 
by calculating λmax. Multiply on the right the matrix of judgments by the eigenvector, 
obtaining a new vector e.g. the first row in the matrix gives 1 x 0.62670 + 3 x 0.27969 
+ 5 x 0.09362 = 1.93384 and the remaining two rows give 0.86305 and 0.28888. Call 
this vector of three elements (1.93384, 0.86305, 0.28888) as the product Aω and the 
AHP theory says that Aω=λmaxω so we can now get three estimates of λmax by the 
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simple expedient of dividing each component of (1.93384, 0.86305, 0.28888) by the 
corresponding eigenvector element. This gives 1.93384/0.62670= 3.085759 along 
with 3.085752 and 3.085782. Mean of these values is 3.085764 and that is the esti-
mate for λmax. The consistency Index for a matrix is calculated from (λmax -n)/(n-1) at 
n=3 as 0.042882. The final step is to calculate the consistency Ratio for this set of 
judgement using the CI or the corresponding value from large samples of matrices of 
purely random judgments using the Table 5 below, derive from Saaty [8].  

Table 5. Index of consistency for random judgments (Saaty 1980) 

1 2 3 4 5 6 7 8 

0 0 0.58 0.90 1.12 1.24 1.32 1.41 

 
For this example, that gives 0.042882/0.58 = 0.073934. As CR<0.1 (0.073934 < 

0.1), we are at safe ground. For 1 20.63, 0.28λ λ= = and 3 0.09λ =  (as obtained 

above) and S=1, the result is as tabulated below in table 6. 

Table 6. Solution of Fuzzy multi-objective linear programming problem with weights obtained 
from from AHP and S=1 

Sol Z1,t1 Z2,t2 Z3,t3 α route 
1 65,5 16,2 11,1 - No feasible solution 
2 65,5 16,2 11,3 0.7647053 (x02,x21,x13,x30) 
3 65,5 16,2 11,4 0.7784240 (x02,x21,x13,x30) 
4 65,5 16,2 11,5 0.7875514 (x02,x21,x13,x30) 
5 65,6 16,2 11,5 0.8137557 (x02,x21,x13,x30) 
6 65,7 16,2 11,5 0.8328938 (x02,x21,x13,x30) 
7 65,16 16,2 11,5 0.9001673 (x02,x21,x13,x30) 

5   Conclusion 

In the present paper, a symmetric TSP is investigated as Fuzzy multi objective prob-
lem with vague and imprecise decision parameters in cost, time and distance using 
nonlinear membership function. The tolerances or flexibility are introduced by  
decision maker to accommodate this ambiguity. By adjusting these tolerances or flex-
ibility, a range of solutions with diverse satisfaction level are attained from which de-
cision maker chooses one that best meets his requirements within given flexibility in 
parameters. In supply chain and logistics TSP plays very important role. In vague en-
vironment of supply chains; flexibility in various parameters of TSP and hence the 
best available satisfaction level as solution, can provide some strategic advantage to 
supply chains. 
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6   Scope for Future Work 

There is a tremendous potential for further work on development of methods to solve 
TSP problems with vague description of resources using other techniques like Rough 
Sets. For efficient results, some heuristics may be exploited such as swarm optimiza-
tion, ant colony optimization etc. There are many other nonlinear membership func-
tions that are capable of representing real life scenario to some extent. These func-
tions can be identified and better results can be produced. Further a problem with 
relative dependencies among objective function can be analyzed for further research 
where one objective may enjoy some priority over other as decided by management of 
corporate firms. 
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Abstract. The need for efficient Image Retrieval has increased tremendously in 
many application areas and in addition to it the present day images are extreme-
ly varied with lot of information. Hence the problem of Image Retrieval has 
grown further complex. Implementing CBIR based on single feature like color, 
texture or shape does not produce satisfactory results. In our proposed ap-
proach, the retrieval is carried out on the user selected region i.e., ROI (Region 
– Of – Interest) followed by evaluating the low level features. These multi-
features are fused based on the similarity score and the fitness function is eva-
luated by the Genetic Algorithm (GA). In GA the weights of similarity score 
are optimally assigned. The Corel databases of 1000 images are considered in 
which image retrieval is done for actual and ROI image. The performance is 
evaluated by the parameters recall rate and precision rate. From the obtained re-
sults, it is evident that our proposed approach outperforms traditional methods. 

1   Introduction 

The problem of searching for digital images in large databases is an open area that has 
attracted many researchers. Text query can be applied to multimedia information re-
trieval, but it has inherent deficiencies. An alternative approach that overcomes text – 
based is CBIR which is designed to work with actual features of the image. Though 
CBIR gives satisfactory results over text based, it is mainly based on low – level fea-
tures of image. The commonly used features are color, texture and shape. In general, 
algorithms for CBIR are based on single feature which doesn’t yield good query accu-
racy. But algorithms based on high level features will reduce the query efficiency. 
Representing an image with multi low-level features is expected to achieve better re-
sults. This can be done by fusion of multi-features. To increase the accuracy further, 
optimization techniques are used in fusion of multi feature. 
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2   Related Works 

Information fusion can be carried out in two levels (i) Feature level (ii) Decision mak-
ing level. Information fusion at feature level is done based on different features of  
an image like color, texture and shape. B.G. Prasad et al. [2] proposed Region based 
image retrieval using integrated color, shape and location index. In the method pro-
posed by Young Deok Chun et al. [5], image retrieval is done based on combination 
of multi resolution color and texture features. For information fusion to be carried out 
at decision making level, different features are obtained and then based on similarity 
score values the results are being fused according to certain rules. This approach 
yields better results than the previous method. The method proposed by Anil K. Jain 
et al. [1] is based on decision making level, which integrated the results of shape and 
color by combining the associated similarity values with appropriate weights. Xiuqi 
Li et al. [4] proposed image retrieval based on color, texture and spatial information. 
Mladen Jovic et al. [3] proposed an image similarity method based on fusion of simi-
larity scores of feature obtained from similarity ranking lists, this method utilizes the 
advantage of using different integration algorithms for combining the similarity vo-
lume score.  

3   Proposed Method 

In this paper, image retrieval based on ROI and multi feature similarity score fusion 
using GA is being analyzed. The features colour and texture are considered for eva-
luating similarity score. For applying GA on these multifeatures, the weights of simi-
larity score are optimally assigned. By our proposed approach the results obtained are 
much superior to the existing methods. In human eye perception of an image, the fea-
tures that are mostly considered are color, texture and shape. For high accuracy, these 
perception features can be increased but the problem is that, which feature has to be 
given high priority. A relevant solution to this problem is to depend on optimization 
techniques. 

3.1   ROI Selection 

An image consists of varied objects, regions etc. The retrieval for on particular object 
or region does not produce satisfactory results because the low level features are ex-
tracted for the entire image. A better approach to increase the accuracy is by concen-
trating on desired region or object of the query. This method is termed as Region of 
Interest (ROI).  
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Fig. 1. Proposed Algorithm 

3.2   Color Feature Extraction 

To extract color feature, HSV color space is considered because it confines to the hu-
man eye interpretation and also it has the ability to separate chromatic and achromatic 
components. In this colour space hue represents the dominant color value of the im-
age, saturation give the percentage of white light added to a pure color and value re-
fers to the perceived light intensity. In our approach to evaluate the color feature the 
RGB or any color space image is converted into HSV. Then for the query and every 
image in the database HSV values are computed and their absolute difference is ob-
tained according to equations 1. To reduce the computation complexity the absolute 
difference values are grouped into single parameter G1. 

 
G1 = [abs(qH-dH) + abs(qS-dS) + abs(qV-dV)]          (1) 
 

Here abs is the absolute difference, qH, dH, qS, dS qV, dV are the Hue, Satura-
tion,Value of the query and database images respectively. 

3.3   Texture Feature Extraction 

Image Texture gives perceived information about the object by the human eye. Tex-
ture is about the spatial arrangement of color or intensities in an image or selected re-
gion of an image. In our paper, the query image is converted into gray scale on which 
the gray level co – occurrence matrix (GLCM) is gained. Then the statistical features 
like Entropy, Energy, Contrast, Homogeneity and Correlation are computed on  
the GLCM with the following equations as described. The texture feature evaluation 
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accuracy would increase when more features are considered. But in some images cer-
tain features will be more dominant so they should be given much priority. This not 
only increases the computational burden but also choosing such priority features is 
difficult. Hence for simplicity all features are given same importance. 

Entropy           =      (2) 

Energy             =    ,,                (3) 

Contrast           =  ,,    (4) 

Homogeneity   =      (5) 

Correlation      =        (6) 

Here p(i, j) is the gray-level value at the coordinate (i, j) .The above five statistical 
feature values are obtained and the absolute difference is evaluated between the query 
and every image in the database. To reduce the computation complexity the absolute 
difference values are grouped into single parameter G2. 
 

G2 = [abs(qE – dE) + abs(qEn – dEn) + abs(qC – dC) + abs(qHo  – dHo) + 

abs(qCo – dCo) ]                                        (7) 

 
Here abs is the absolute difference, qE, dE, qEn, dEn qC, dC, qHo, dHo, qCo, dCo are 
the Entropy, Energy, Contrast, Homogenity, Correlation of the query and database 
images respectively. 

3.4   Similarity Score Fusion Using Genetic Algorithm 

Multifeature similarity score fusion cannot be performed directly because the statis-
tical features are based on different parameters and also assigning weights to the  
multifeature is a key problem. By eliminating the differences between multifeature, 
similarity score fusion can be done which requires normalization of the feature values. 
To assign the weights optimally Genetic Algorithm is being used. The results of multi 
feature similarity score are computed by, 

                                (8) 

Where SFi is the fused similarity score, SNCi is the normalized color feature similarity 
score, SNTi is the normalized texture feature similarity score, WC is the weight of color 
feature similarity score, WT is the weight of texture feature similarity score. By as-
signing appropriate values to WC and WT , a fine similarity score fusion can be 
gained. The value of WC is an integer between 0 an I where I is a positive integer. The 
value of WT is I – WC. According to the weights of WC and WT of N individuals we 
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obtain n groups of image retrieval results. For every group top M images are consi-
dered by which the total number of images is MN. After calculating the occurrence 
frequency of images of every group, the fitness of every individual is evaluated. The 
occurrence frequency of all images of ith group Gi in all MN images is 

                       (9) 

The fitness function is evaluated by 

                            (10) 

Where Pi gives the images in the ith group which possess the images in high propor-
tion of all MN images. In this paper, the number of iterations are taken as three and 
the obtained results are the optimal solutions. 

4   Experments and Analysis 

The proposed algorithm is evaluated in two steps. (i) By considering the normal Corel 
image database of 1000 images which contain 10 domains each with 100 images. (ii) 
By selecting ROI on the query image for the same database. The parameters precision 
rate and recall rate are taken into consideration. For the query image, ROI is selected 
and the output is evaluated as shown in Fig.2. 

 

Fig. 2. Retrieval result based on ROI+color + texture feature 

For the above images, the precision rate and recall rate based on color, texture,  
Genetic Algorithm and ROI are tabulated below. Precision rate is the fraction of re-
trieved images that are relevant to the query, while Recall rate is the fraction of rele-
vant images that are retrieved. 
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Table 1. Retrieval results with and without ROI 

 

ROI based Feature 
Extraction tech-
niques 

Without ROI With ROI 

Precision  
Rate (%) 

Recall 
Rate(%) 

Precision 
Rate (%) 

Recall 
Rate (%) 

Color 39.2 28.4 40.5 29.6 

Color+Texture 42.4 37.3 43.4 36.5 

Genetic Algorithm 46.7 39.7 48.6 40.9 

5   Conclusion 

In this paper a novel approach for image retrieval using ROI and Multifeature similar-
ity score fusion is proposed. For the query image multi features are evaluated and by 
using Genetic Algorithm better retrieval results are obtained. These results are com-
pared with ROI selected query. The obtained results show that our proposed method 
gives higher accuracy. This approach can be further extended for other low level fea-
tures like shape, rotation, translation, etc... which would be our future work.  
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Abstract. A Ship detection method was proposed in this paper by combining 
top-down recognition with bottom-up image segmentation, which will work on 
Synthetic Aperture Radar (SAR) images and Space-borne Optical (SO) images. 
There are two steps in this method: a hypothesis generation step and a verifica-
tion step. In the top-down hypothesis generation step, we design an improved 
Shape Context feature, which is more robust to ship deformation and 
background clutter. The improved Shape Context is used to generate a set of 
hypotheses of ship locations and figure ground masks, which have high recall 
and low precision rate. In the verification step, we first compute a set of feasi-
ble segmentations that are consistent with top-down ship hypotheses, and then 
we propose a False Positive Pruning (FPP) procedure to prune out false posi-
tives. We exploit the fact that false positive regions typically do not align with 
any feasible image segmentation. Experiments show that this simple frame-
work is capable of achieving both high recall and high precision with only a 
few positive training examples and that this method can be generalized to many 
ship classes.  

Keywords: Ship Detection, SAR images, So Images, Segmentation, Thresholding.  

1   Introduction   

Ship detection is an important, yet challenging vision task. It is a critical part in many 
applications such as image search, image auto-annotation and scene understanding; 
however it is still an open problem due to the complexity of ship classes and images. 
Current approaches ([1][2] [3][4][5] [6][7] [8] [9][10]) to ship detection can be cate-
gorized by top-down, bottom-up or combination of the two. Top-down approaches 
([11][2][12]) often include a training stage to obtain class-specific model features or 
to define ship configurations. Hypotheses are found by matching models to the image 
features. Bottom-up approaches start from low-level or mid-level image features, i.e. 
edges or segments ([8][5][9] [10]). These methods build up hypotheses from such fea-
tures, extend them by construction rules and then evaluate by certain cost functions. 

The third category of approaches combining top-down and bottom-up methods 
have become prevalent because they take advantage of both aspects. Although top-
down approaches can quickly drive attention to promising hypotheses, they are prone 
to produce many false positives when features are locally extracted and matched. Fea-
tures within the same hypothesis may not be consistent with respect to low-level im-
age segmentation. On the other hand, bottom-up approaches try to keep consistency in 
low level image segmentation, but usually need much more efforts in searching and 
grouping. 
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Wisely combining these two can avoid exhaustive searching and grouping while 
maintaining consistency in ship hypotheses. For example, Bornstein et al. enforce 
continuity along segmentation boundaries to align matched patches ([2]). Levin et al. 
take into account both bottom-up and top-down cues simultaneously in the framework 
of CRF ([3]). Our detection method falls into this last category of combining top-
down recognition and bottom-up segmentation, with two major improvements over 
existing approaches. First, we design a new improved Shape Context (SC) for the top-
down recognition. Our improved SC is more robust to small deformation of ship 
shapes and background clutter. Second, by utilizing bottom-up segmentation, we in-
troduce a novel False Positive Pruning (FPP) method to improve detection precision. 
Our framework can be generalized to many other ship classes because we pose no 
specific constraints on any ship class. 

    

Fig. 1. Method overview. Our method has three parts (shaded rectangles). Codebook building 
(cyan) is the training stage, which generates codebook entries containing improved SC features 
and ship masks. Top-down recognition (blue) generates multiple hypotheses via improved SC 
matching and voting in the input image. The verification part (pink) aims to verify these top-
down hypotheses using bottom-up segmentation. Round-corner rectangles are processes and 
ordinary rectangles are input/output data. 

The overall structure of the paper is organized as follows. Sec. 2 provides an 
overview to our framework. Sec.3 describes the improved SCs and the top-down  
hypothesis generation. Sec.4 describes our FPP method combining image segmenta-
tion to verify hypotheses. Experiment results are shown in Sec.5, followed by discus-
sion and conclusion in Sec.6. 

2   Method Overview  

Our method contains three major parts: codebook building, top-down recognition using 
matching and voting, and hypothesis verification, as depicted in Fig.1. The ship models 
are learned by building a codebook of local features. We extract improved SC as local 
image features and record the geometrical information together with ship figure- 
ground masks. The improved SC is designed to be robust to shape variances and back-
ground clutters. For rigid ships and ships with slight articulation, our experiments show 
that only a few training examples suffice to encode local shape information of ships.  

We generate recognition hypotheses by matching local image SC features to  
the codebook and use SC features to vote for ship centers. A similar top-down  
voting scheme is described in the work of [4], which uses SIFT point features for ship 
detection. The voting result might include many false positives due to small context 
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of local SC features. Therefore, we combine top-down recognition with bottom-up 
segmentation in the verification stage to improve the detection precision. We propose 
a new False Positive Pruning (FPP) approach to prune out many false hypotheses 
generated from top-down recognition. The intuition of this approach is that many 
false positives are generated due to local mismatches. These local features usually do 
not have segmentation consistency, meaning that pixels in the same segment should 
belong to the same ship. True positives are often composed of several connected seg-
ments while false positives tend to break large segments into pieces. 

 

Fig. 2. Angular Blur. (a) and (b) depicts different bin responses of two similar contours. (c) 
depicts their histograms. (d) Enlarges angular span ɵ to ɵ’, letting bins be overlapped in angu-
lar direction. (e) depicts the responses on the overlapped bins, where the histograms are more 
similar. 

2.1   Top-Down Recognition 

In the training stage of top-down recognition, we build up a codebook of improved 
SC features from training images. For a test image, improved SC features are ex-
tracted and matched to codebook entries. A voting scheme then generates ship hypo-
theses from the matching results. 

Codebook Building. For each ship class, we select a few images as training exam-
ples. Ship masks are manually segmented and only edge map inside the mask is 
counted in shape context histogram to prune out edges due to background clutter. The 
Codebook Entries (CE) is a repository of example features: CE ={ cei }. Each code-
book entry cei = (ui, δi, mi, wi) records the feature for a point ‘i’ in labeled ships of 
the training images. Here ui is the shape context vector for point ‘i’. δi is the position 
of point ‘i’ relative to the ship center. mi is a binary mask of figure-ground segmenta-
tion for the patch centered at point ‘i’. wi is the weight mask computed on mi, which 
will be introduced later. 

Improved Shape Context. The idea of Shape Context (SC) was first proposed by 
Belongie et al. ([13]). The basic definition of SC is a local histogram of edge 
points in a radius-angle polar grid. Following works ([14] [15]) improve its distinc-
tive power by considering different edge orientations. Besides SC, other local im-
age features such as wavelets, SIFT and HOG have been used in key point based  
detection approaches ([4] [12]). Suppose there are nr (radial) by nɵ (angular) bins 
and the edge map E is divided into E1, … … , E0 by o orientations (similar to 
[15]), for a point at p, its SC is defined as u = {h1, … … ,h0}, 

where   hi(k) = #q ≠ p: q Є Ei, pq  Є bin(k), k=1,2, …,nrnɵ                      (1) 
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Angular Blur. A common problem for the shape context is that when dense bins 
are used or contours are close to the bin boundaries, similar contours have very dif-
ferent histograms (Fig.2-(c)). This leads to a large distance for two similar shapes if 
L2-norm or ϰ2 distance function is used. EMD ([16]) alleviates this by solving a 
transportation problem; but it is computationally much more expensive. 

The way we overcome this problem is to overlap spans of adjacent angular bins: 
bin(k) ∩ bin(k+1) ≠ ø (Fig.2-(d)). This amounts to blurring the original histogram 
along the angular direction. We call such an extension Angular Blur. One edge 
point in the overlapped regions are counted in both of the adjacent bins. So the two 
contours close to the original bin boundary will have similar histograms for the 
overlapping bins (Fig.2- (e)).With angular blur, even simple L2-norm can tolerate 
slight shape deformation. It improves the basic SC without the expensive computa-
tion of EMD. 

 

(a) 

 
(b) 

Fig. 3. Distance function with mask. In (a), a feature point v has the edge map of a1 around it. 
Using ship mask b1, it succeeds to find a good match to u in B (ship model patch), whose edge 
map is b2.  a2  is the ship mask b1 over a1. Only the edge points falling into the mask area are 
counted for SC. In  (b), histograms of a1, a2 and b2 are shown. With the mask function, a2 is 
much closer to b2, thus got well matched. 
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Mask Function on Shape Context 

In real images, ships SCs always contain background clutter. This is a common 
problem for matching local features. Unlike learning methods ([1] [12]) which use a 
large number of labeled examples to train a classifier, we propose to use a mask func-
tion to focus only on the parts inside ship while ignoring background in matching.  

For ce = (u, δ, m, w) and a SC feature f in the test image, each bin of f is masked 
by figure-ground patch mask m of ce to remove the background clutter. Formally, 
we compute the weight w for bin k and distance function with mask as:  

w(k) = Area (bin(k) ∩ m) /Area(bin(k)), k = 1,2, … , nrnɵ                         (2)  

Dm(ce, f) = D(u,w.v) = ||u-w.v||2                                                    (3) 

Where (·) is the element-wise product. D can be any distance function computing 
the dissimilarity between histograms (We simply use L2-norm). Figure 3 gives an 
example for the advantage of using mask function.  

Hypothesis Generation. The goal of hypothesis generation is to predict possible 
ship locations as well as to estimate the figure-ground segmentation for each hypo-
thesis.  Our hypothesis  generation is based on a voting scheme similar to [4]. Each 
SC feature is compared with every codebook entry and makes a prediction of the 
possible ship center. The matching scores are accumulated over the  whole image 
and the predictions with the maximum  scores are the possible ship centers. Given a 
set of detected features {fi}  at location {li},  we define the probability of matching 
codebook entry cek  to fi  as p(cek|li) α exp(-Dm(cek, fi). Given the match of cek  to 
fi, the probability of a ship o with center located at c is   defined as p(o,c|cek,li) α 
eexp(-||c+δk-li||

2). Now the probability of the hypothesis of ship o with center c is 
computed as: 

P(o, c) =  Fik P(o, c | cek , li )P(cek , li )P(li )                                  (4) 

P (o, c) gives a voting map V of different locations c for the ship class o. Extracting 
local maxima in V gives a set of hypotheses {Hj} = {(oj,cj)}. 

Furthermore, figure-ground  segmentation  for  each  Hj can be estimated by back-
tracking the matching results. For those fi  giving the correct prediction, the patch 
mask m in the codebook is “pasted” to the corresponding image location as the 
figure ground segmentation. Formally, for a point p in image at location ‘pl’, we 
define P(p = fig|cek,li) as the probability of point p belonging to the foreground 
when the feature at location li  is matched to the codebook cek  : P(p= fig|cek,li) α 
exp(-||pl-li||) mk  (p1li  ). And  we assume  that  P(cek,  li|Hj)  α p(oj,cj|cek,li)  and  
P(fi|cek)  α p(cek|fi)  the  figure-ground  probability for hypothesis Hj  is estimated as  

P(p = fig|Hj) α ƒk 
exp(  || pl  li  ||)mk ( pl li )P( fi  | cek )P(cek , li  | H j )             (5) 

Eq. (5) gives the estimation of top-down segmentation. The whole process of top-
down recognition is shown in Fig. 4. The binary top-down segmentation (F, B) of 
figure (F) and background (B) is the obtained by thresholding P(p = fig|Hj). 
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2.2   Verification: Combining Recognition and Segmentation 

From our experiments, the top-down recognition using voting scheme will produce 
many False Positives (FPs). In this section, we propose a two-step procedure of 
False Positive Pruning (FPP) to prune out FPs. In the first step we refine the top-
down hypothesis mask by checking its consistency with bottom-up segmentation. 
Second the final score on the refined mask is recomputed by considering spatial con-
straints. Combining Bottom-up Segmentation The basic idea for local feature vot-
ing is to make global decision by the consensus of local predictions. However, these 
incorrect local predictions using a small context can accumulate and confuse the 
global decision. For example, in ship detection, two trunks will probably be locally 
taken as human legs and produce a human hypothesis; another case is the silhouettes 
from two standing-by ships. 

In ship detection, the top-down figure-ground segmentation masks of the FPs 
usually look similar to a ship. However we notice that such top-down mask is not 
consistent with the bottom-up segmentation for most FPs. The bottom-up segments 
share bigger contextual information than the local features in the top-down recogni-
tion and are homogenous in the sense of low-level image feature. The pixels in the 
same segment should belong to the same ship. Imagine that the top-down hypothesis 
mask (F, B) tries to pull the ship F out of the whole image. TPs generally consist of 
several well-separated segments from the background so that they are easy to be 
pulled out. However FPs often contains only part of the segments. In the example 
of tree trunks, only part of the tree trunk is recognized as foreground while the 
whole tree trunk forms one bottom-up segment. This makes pulling out FPs more dif-
ficult because they have to break the homogenous segments.  

Based on these observations we combine the bottom-up segmentation to update 
the top-down figure-ground mask. Incorrect local predictions are removed from the 
mask if they are not consistent with the bottom-up segmentation. We give each  
bottom- up segment Si a binary label. Unlike the work in [17] which uses graph 
cut to propose  the optimized hypothesis mask, we simply define the ratio   
Area(si   F ) 
Area(si   B) 

 as criteria to  assign Si  to F or B. We try further segmentation 

when such assignment is uncertain to avoid the case of under-segmentation in a 
large area. The Normalized Cut (NCut) cost ([18]) is used to determine if such fur-
ther segmentation is reasonable. The procedure to refine hypothesis mask is formu-
lated as follows: 

Input: top-down mask (F, B) and bottom-up segments {Si, i = 1,……,N}.  

Output: refined object mask (F, B).  

Set i = 0.  

1)  If i > N, exit; else i = i+1.   

2)  If A = 
Area(si   F ) 
Area(si   B) 

!  kup , then F = F U Si, goto 1;   

      else if A < kdown, then F = F – (F ∩ Si), goto 1. Otherwise goto 3.  
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3) Segment Si  to ( Si
 1
 

, Si
 2 
 ). If ϛ = NCut(Si) > γup, F = F – (F ∩ Si), goto 1;  

   Else SN+1 = Si 
1 , SN+2 = Si 

1 , S = S U { SN+1, SN+2}, N = N + 2, goto 1.  

Re-Evaluation. There are two advantages with the updated masks. The first is 
that we can recomputed more accurate local features by masking out the background 
edges. The second is that the shapes of updated FPs masks will change much 
more than those of TPs, because FPs are usually generated by locally similar parts of 
other ships, which will probably be taken away through the above process. We  re-
quire TPs must have voters from all the different locations around the hypothesis 
center. This will eliminates those TPs with less region support or with certain partial 
matching score. 

The final score is the summation of the average scores over the different spatial 
bins in the mask. The shape of the spatial bins is predefined. For ships we use the ra-
dius- angle polar ellipse bins; for other ships we use rectangular grid bins. For each 
hypothesis, SC features are re-computed over the masked edge map by F and feature 
fi is only allowed to be matched to ‘cek’ in the same bin location. For each bin j, we 
compute an average matching score Ej    f  p(cek  | fi ), where both `ce k’ and fi   come 
from bin j  

The final score of this hypothesis is defined as: 

E ƒ E ! , whereE! ↑E j
→ , ifE j ! Δ ,

j j j

↓  Δ , ifE j 0
                

(6)

 

The term α is used to penalize the bins which have no matching with the codebook. 
This decreases the scores of FPs with only part of true ships, i.e. bike hypothesis with 
one wheel. Experiments show that our FPP procedure can prune out FPs effectively.   

3   Results 

Our experiments test different ship classes. These pictures were taken from scenes 
around campus and urban streets. Ships in the images are roughly at the same scale. 
For ships, the range of the heights is from 186 to 390 pixels. For our evaluation crite-
ria, a hypothesis whose center falls into an ellipse region around ground truth center is 
classified as true positive. The radii for ellipse are typically chosen as 20% of the 
mean width / height of the ships. Multiple detections for one ground truth ship are on-
ly counted once.  

Angular Blur and Mask Function Evaluation. We compare the detection algorithm 
on images w/ and w/o Angular Blur (AB) or mask function. For ship and umbrella de-
tection, it is very clear that adding Angular Blur and mask function can improve the 
detection results. For other ship classes, AB+Mask outperform at high-precision/low-
recall part of the curve, but get no significant improvement at high-recall/low-
precision part. The reason is that AB+Mask can improve the cases where ships have 
deformation and complex background clutter. For bikes, the inner edges dominate the 
SC histogram; so adding mask function makes only a little difference.  
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In the figure 4, the intermediate results are shown. Depending on the voting 
scheme, the number of segments with maximum voting are matched and elevated in 
that particular region. In the figure 5, the final results are shown. Two results are 
shown. In both the cases, clearly the ships are detected. Number of SAR and SO 
images are tested and detected the ships in the images.  

   

Fig. 4. Iteration Results 

   

                             (a)                                                                   (b)    

Fig. 5. Sample Output images indicating detected ships 

4   Conclusion and Future Scope 

In this paper, we developed ship detection method of combining top-down model 
based recognition with bottom-up image segmentation. Our method not only detects 
ship positions but also gives the figure-ground segmentation mask. We designed an 
improved Shape Context feature for recognition and proposed a novel FPP proce-
dure to verify hypotheses. This method can be generalized to many ship classes. Re-
sults show that our detection algorithm can achieve both high recall and precision 
rates. However there are still some FPs hypotheses that cannot be pruned. They are 
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typically very similar to ships, like a human-shape rock, or some tree trunks. More 
information like color or texture should be explored to prune out these FPs. 
Another failure case of SC detector is for very small scale ship. These ships have 
very few edges points thus are not suitable for SC. Also our method does not work 
for severe occlusion where most local information is corrupted. The algorithm can be 
used for different types of objects and images if sufficient masks are provided.  
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Abstract. The proposed work provides a description of an Automatic Speaker 
Recognition System (ASR). It particularly documents all the stages involved in 
the proposed ASR system starting from the preprocessing stage to the decision 
making stage. The main aim of this work is to achieve a system with high ro-
bustness and user friendly. Voice samples from three different users are used as 
acoustic material. Feature extraction is done by computing Mel Frequency Cep-
stral Coefficients (MFCC) which is used to create reference template.  For the 
purpose of feature matching, Dynamic Time Warping (DTW) algorithm is used 
wherein DTW distance is computed between the test signal and the reference 
signal. Decision is made by comparing the distance with a predefined threshold 
value. 

1   Introduction 

The basic application of Speaker verification systems is to provide protection against 
unauthorized access in a circumstance where a speaker must be correctly recognized.  
Primarily speaker recognition is broadly classified as: 

 

Fig. 1. Classification of Speaker Recognition System 
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The speaker recognition is comprehensive of two basic stages as shown below: 

  

Fig. 2. Basic Block Diagram 

2   Algorithm Prototype 

2.1   Pre Processing 

The first step is Pre Processing of the speech signal.  This is done for improving the 
efficiency and robustness of the system. The steps involved are: 

A/D conversion 

Analog speech signal is converted in its digital form for further processing. To avoid 
aliasing effect sufficient sampling rate should be chosen. The sampling frequency 
should be greater than or equal to 8 KHz to avoid aliasing. 

Pre Emphasis 

For the human speech signal the higher frequencies get damped while the lower fre-
quencies are boosted. So to increase the energy of the high frequencies we pass the 
speech signal through a high pass FIR filter which has the transfer function: 

Y [n] = X [n] - k X [n – 1]                                            (1) 

The general value used for k is 0.96. 

Noise Gate 

The speech signal may contain some background noise which needs to be removed so 
that it does not affect the feature vectors. 
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Alignment 

The speech signal is aligned to start from zero in the time axis. This will help in the 
feature matching process since the speech signal will become much closer to each 
other. 

2.2   Feature Extraction 

The next step is feature extraction which is used to extract the speaker’s voice fea-
tures from the speech signal. The algorithm used is Mel Frequency Cepstral Coeffi-
cients (MFCC). MFCC.Below is the basic block diagram of MFCC: 

 

Fig. 3. Block Diagram of MFCC  

Framing 

As the speech signal is quasi stationary and remains periodic for 10 to 30 msec of 
time, so the speech signal is divided into frames of 10 to 30 msec. Overlapping is 
done to avoid edge effect and loss of data. Generally 50% of overlapping is sufficient. 

Windowing 

Windowing is done to remove the discontinuities of the signal at the extremities. A 
window function should have narrow main lobe and small side lobe. The window 
function is applied to each frame. The most commonly used window function is 
Hamming window. It is defined as: 0.54 0.46  0 1                           (2) 

                                                                              (3) 
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Where, 

N=No of samples in each frame 

Y (n) =Output signal 

X (n) =Input signal 

W (n) = Window function 

Discrete Fourier Transform 

This step is applied to convert each frame from time domain to frequency domain. 
The fastest way to calculate DFT is to use FFT algorithm. The DFT is given by the 
equation: ∑    0 … 1                                        (4) 

Mel Frequency Warping 

Human hearing perception is based upon the Mel scale which is linearly spaced below 
1000 Hz and logarithmic above 1000 Hz. 

 

Fig. 4. Mel Frequency Filter Bank from (32 Leaves Blog) 

It consists of a set of filters whose frequency response is triangular in shape. The 
magnitude of each filter is 1 at the center frequency and decreases to zero at the center 
frequency of adjacent filters. Each filter output is the summation of its filtered spec-
tral coefficients. To calculate the Mel frequency at a given frequency f following equ-
ation is used: 2595 1                                               (5) 

The output is obtained as: ∑                                                                      (6) 

Where, N point magnitude spectrum 

Magnitude response of filter bank 
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Logarithmic Spectrum 

The signal is passed through the Mel Filter to mimic the human hearing. The log val-
ue of this signal is then calculated to obtain the logarithmic spectrum. 

Discrete Cosine Transform 

The log spectrum is then converted into time domain with the help of Discrete Cosine 
Transform. The output of this conversion is known as MFCC. We get 13MFCC coef-
ficients which is speaker’s feature vector. 

∑ log cos                                     (7) 

Delta and Delta Delta Coefficients 

The first order derivative of the feature vector is called as Delta coefficients and second 
order derivative is called Delta Delta coefficients. This is basically done to add time 
evolution information. To calculate delta coefficient following equation is used: ∆ ∆ ∆                                                (8) 

And Delta Delta is calculated using the equation: ∆ ∆ ∆                                                 (9) 

M is typically 2 to 3 frames. 

2.3   Feature Matching 

In the testing phase, a test signal is compared with the stored template and a pattern 
matching algorithm is used to measure the similarity between the two signals. In our 
proposed work we intend to use Dynamic Time Warping (DTW) algorithm. The main 
advantage of this algorithm is its ability to efficiently measure the distance between 
two signals that vary in either time or speed. It finds the optimal path between the two 
signals that are warped non-linearly by either stretching or shrinking them in time axis. 

The main aim of DTW is to compute the minimum distance between the two  
dynamic signals and measure the similarity between them based on the computed  
distance. 

Consider two vectors A and B of length m and n respectively. DTW finds the path, 

{(p1 , q1) ,( p2 , q2) , ... , ( px , qx)}, that minimizes ∑ | |                                                 (10) 

Certain constraints are to be applied before computing the distance for reasonable 
time alignment.  These are: 
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Boundary Condition 

Beginning point = (1; 1) and  

Ending point = (m; n).  

Monotonicity Condition  . . .   and  . . .  

This condition is used to preserve the time ordering of points. 

Local Continuity Condition 

For any given node (i, j) in the optimal path, the fan-in nodes can be (i−1, j), (i, j−1) 
and (i−1, j−1). It ensures a monotonically non-decreasing path. 

The DTW distance is then calculated using the equation: 

, | | 1,1, 1, 1                                (11) 

Decision Logic 

The final decision is made by comparing the computed DTW distance with a prede-
fined threshold value. 

 , ,   ,                                   (12) 

Where, 

 TH is the verification threshold 

  is the test signal 

  is the stored reference signal 

Lower the DTW distance, higher is the score. The threshold is set based on False Re-
jection Rate (FRR) and false acceptance Rate (FAR) 

3   Methdology 

The following flowchart shows the basic steps involved in speaker recognition. 
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Fig. 5. Flowchart of ASR System 

4   Result 

PARAMETER RESULT

ACCURACY 80% 

EXECUTION TIME 25 SEC 
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5   Conclusion 

For the proposed work it is observed that out of the various algorithms available, 
MFCC and DTW provide s considerable accuracy for text dependent systems. In ad-
dition to this, training of template by multiple utterances and post processing of the 
MFCC vectors help to improve the accuracy of the system. The system was tested 
with limited number of speakers and can be extended further to support large  
database. 
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Abstract.  Document image analysis analyzes the document images to extract 
the text and graphics information from image. Printed character recognition is 
important in the context of document image analysis. Machine learning Ap-
proach such as pattern recognition and matching can be applied to document 
image based printed character recognition. In this paper we discussed the Tem-
plate Matching approach to printed character recognition. Template matching is 
found to be an effective technique to recognize printed character as compared to 
neural network and other classification techniques. 

1   Introduction 

The objective of document image analysis is to recognize the text and graphics com-
ponents in images of documents, and to extract the intended information as a human 
would.  

Document Image based Text contains useful information for automatic annotation, 
indexing, and structuring of images [8] Extraction of this information involves detec-
tion, localization, tracking, extraction, enhancement, and recognition of the text from 
a given image. However, variations of text due to differences in size, style, orienta-
tion, and alignment, as well as low image contrast and complex background make the 
problem of automatic text extraction extremely challenging. While comprehensive 
surveys of related problems such as face detection, document analysis, and image in-
dexing can be found, the problem of text information extraction is not well surveyed. 
A large number of techniques have been proposed to address this problem. 

Two categories of document image analysis can be defined [1] as, Textual part 
processing, which deals with the text components of a document image and graphics 
processing which deals with graphics part of document image. There are various Tex-
tual processing tasks like: Determining the skew (any tilt at which the document may 
have been scanned into the computer), Finding columns, paragraphs, text lines, and 
words, Recognizing the text (and possibly its attributes such as size, font etc.).Details 
of document image processing for text are explained in [8].Text Extraction and Rec-
ognition plays vital role in Document Image analysis. Text localization, text line de-
tection, character segmentation, character recognition is the parts of Text extraction 
and recognition. Character recognition is the complex process in text extraction and 
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recognition, in document image analysis context. Details of character recognition are 
explained in chapter 2. Character recognition uses classification technique to classify 
(recognize) the input character, the one which is extracted from image. 

2   Document Based Image Processing 

Important Document Image Processing phases are Color Image to Gray scale  
conversion, Grayscale to binary conversion, Skew Correction, Image Binarization  
(Foreground, Background separation),Text and Non Text Region Separation, Text 
Extraction, Character Segmentation, Character recognition. 

The document image captured by camera or scanned image first converted in 
grayscale format to minimize the processing complexity. Image is then binarized us-
ing Image Binarization techniques. Binarization process separates the background 
from foreground i.e. it separate informative region from non informative part. Details 
of Binarization are explained in [8].If the image is skewed, the text extraction and 
character recognition will not be accurate. Skew detection and correction is done de-
tails of the skew detection and correction is explained in [1].The informative regions 
are processed further to separate text part from non text part. Text extraction extracts 
text from text region. Extracted text further is input to character segmentation phase 
wherein the each character is separated and extracted. Text part of the document im-
age is identified and localized to extract the text of the images. For this text line loca-
lization, Text segmentation techniques can be used. Details of these techniques are 
explained in [8].Once the text line are detected and segmented the text regions are ex-
tracted and character segmentation will be done by using various techniques like 
Connected component, Region growing algorithm. The character segmentation is ex-
plained in [1].Character recognition recognizes the extracted character by comparing 
it with the provided character template. In the following section the character recogni-
tion phases are surveyed. 

3   Printed Character Recognition in Document Image 

Machine learning is found to be very useful in pattern recognition. One of the very 
popular applications of machine learning is Character recognition, which is recogniz-
ing character codes from their images. This is an example where there are multiple 
classes, as many as there are characters we would like to recognize. There are many 
possible images corresponding to the same character as there are different font styles. 

Machine Printed Character Recognition carried out in following in the phases like: 
Template Character Learning, Individual Character Extraction, Character Feature Ex-
traction, and Comparison of features of learned and extracted character. 

3.1   Machine Learning of Character Templates 

Character template is represented by an Image. For each character, multiple images 
are provided as a input to this phase. Character template Images are learned to extract 
features of the character. 
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Generating the learned set is quite simple. It requires that an image file with the de-
sired characters in the desired font be created, and a text file representing the charac-
ters in this image file. If a character such as pi, has a multi-character translation, deli-
miter should be placed around the translation. Once the learned set has been read in 
from the image file and its properties recognized, it can be written out to a "learn" file. 
This file stores the properties of the learned characters in abbreviated form, eliminat-
ing the need for retaining the images of the learned characters, and can be read in very 
quickly. 

Table 1. Character Templates 

A A A A A 

n n n N n 

C C C C C 

D D D D D 

E E E E E 

F F F F F 

G G G G G 

H H H H H 

1 1 1 1 1 

5 5 5 5 5 

3.2   Individual Character Extraction 

Character extraction divided into two phases: Text line segmentation, Detection of 
Connected Component [5] 

3.2.1   Text Line Segmentation 
Various Text line segmentation techniques are [1] 

1. Projection-based  
2. Hough Transform, 
3. Smearing methods, 
4. Grouping methods, 
5. Active Contour methods. 
6. Graph-based methods 

The projection-based approaches are making use of the structural characteristics of 
the documents. They are top-down techniques, simple and easy in implementation. 
Hough Transform is also a popular methodology in the area of text line segmentation. 
It describes parametric geometric shapes and identifies geometric locations that sug-
gest the existence of the sought shape. Serious drawback of this method is the compu-
tational complexity. The smearing methodology is a bottom-up technique. It is the 
process of converting a set of background pixels located between foreground pixels 
into foreground pixels whether their amount is less than a certain threshold. Smearing 
methods strengthen by local techniques, solve specific problems and overlapping 
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touched connected component. Moreover, these methods work successfully with doc-
uments that contain characters of variable height. 

The grouping methods [1] are also bottom-up. From the lower level, the pixel, 
starts a process of grouping according to specific constrains designed to result to a 
layer of text lines. The process is relatively easy in the case of printed documents, but 
it may be proved to be difficult and problematic in manuscripts. 

The Active Contour methods use the difference between the foreground and the 
background through characteristics such as brightness or color that occurs at the bor-
der contours of the object. The edge is a curved line from which derive all the proper-
ties and characteristics that describe the specific category of shapes, in our case text 
lines.  

The representation of document images by graphs is an important tool of the line 
segmentation procedure. The graph is constructed as vertices of pixel or more com-
plex connected components. The vertices are normally associated with weighted 
edges that depict distances between connected components. After the modeling of the 
document image, the treatment method can be chosen. 

3.2.2   Detection of Connected Component 

 

Fig. 1. (a) Text Line Segmentation (b) Connected Component Detection 

To extract the connected components from each line, starting at the upper right corner 
of each line, removes touching intervals of black pixels from the image until nothing 
more connected can be found. The extraction routine then looks upward and down-
ward to see if there are possible "extra parts", such as the dot on an 'i', hanging direct-
ly above or below the component.  

3.3   Feature Extraction 

Extracted Features of each character will be stored in a vector. For this, the character 
can be divided into equal sized region and intensity values of the pixel in particular 
region are considered as feature.  

3.4   Comparison of Features of Learned and Extracted Character 

After the segmentation of Character from document Image ,the character recognition 
phase recognize each individual character by calculating the correlation analysis be-
tween the template images of various character and segmented character. Template 
Character Features are compared with the extracted character feature [1]. Correlation 
analysis is done on feature vectors on template and character image. 
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Co-relation Function is shown in (1) 

 C = Σ |t (x, y) – t’(x, y)| for all pixel N                                    (1) 

As Shown in (1), Correlation analysis finds out the similarity between the feature vec-
tors of two images. The similarity coefficient is between 0 and 1.  

If the result of correlation analysis is nearer to 1 the match is good enough to rec-
ognize the character. And character said to be recognized. 

 

Fig. 2. Template Matching using Correlation Analysis 

4   Conclusion  

In this paper we reviewed various machine printed character recognition phases. 
There are various techniques like ANN, Template matching, which can be applied at 
Character recognition phase to get correct and efficient recognition results. Template 
Matching is an efficient technique for Printed character Recognition in document  
image. 

The result of the character recognition can be improved by extending feature vector 
size and adding more character features. 
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Abstract. Supplier selection is a multi-criteria decision making problem. It can 
critically influence the competitiveness in the entire supply chain network. It 
simultaneously takes into account several quantitative and qualitative factors. In 
this paper, a fuzzy approach is utilized for the supplier selection problem, using 
some important criteria as discussed in the supply chain literature, e.g. net 
purchasing cost, quality, service and commit date deliveries. These parameters 
are defined using fuzzy numbers with nonlinear membership functions to 
handle the vagueness, uncertainty and the inexactness in the data and to capture 
a real life like scenario. Further they are weighted using Analytic Hierarchical 
Process, for their relative importance so as to match the organization’s ultimate 
goal. A multi objective program is modeled to determine promising suppliers 
and the ordered quantities in a multi-product, quantity discounted environment. 
Finally a single objective fuzzy linear program is devised to solve the proposed 
model efficiently. The model developed in this paper is illustrated with the help 
of a numerical example. 

Keywords: supply chain, supplier selection, exponential fuzzy numbers, multi 
product, volume discount, multi criteria, multi objective, Analytic Hierarchical 
Process. 

1   Introduction 

Supplier selection is one amongst the most critical issues being faced by corporate 
houses and industries in modern supply chains that are operating in extremely 
competitive business environments. Selecting better suppliers certainly increases 
strategic position of the manufacturer/buyer in its supply chain. The buyers may 
bargain for better purchase prices, better qualities, better service and better delivery 
schedules from their suppliers to serve their customers more effectively and 
efficiently and hence they can make a more profitable business. However supplier 
selection is no easy task as there can be numerous factors that might need decision 
makers’ attention, few of which may be contradicting. Some of these factors may be 
quantitative in nature while others qualitative. Besides it, in an environment of multi 
products procurement and quantity discounts, modelling of such problems become 
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extremely difficult. In this paper we investigate for supplier selection model in such 
an environment. The remaining of the paper is organized as follows. Section 2 cites 
literature review. In section 3, a Multi Objective Program is developed for optimizing 
criteria considered in this paper. In section 4, a numerical example is taken to 
illustrate the model while formulating an equivalent fuzzy LP as in section 3. Paper 
concludes with the summary and future research scope in section 5. 

2   Literature Review  

Many previous studies on supplier selection and evaluation defined numerous 
evaluation criteria and selection frameworks for supplier selection. For example, 
Dickson [1] surveyed buyers for identifying and listing those factors which they had 
considered in selecting their suppliers. Out of the 23 factors considered, Dickson 
concluded three criteria namely quality, delivery, and performance history to be most 
important. In an another study, Weber et al.[2], derived key factors thought to 
influence supplier selection decisions most. These factors were obtained from 74 
related articles that had appeared since Dickson’s well-known study. Based on this 
rigorous review of vendor selection and evaluation methods, they concluded price to 
be the highest-ranked factor which was followed by delivery and then quality. Weber 
et al. considered some more factors e.g. geographical location, which he declared to 
enjoy more importance over the factors suggested by Dickson. Raja et al [3] used 
mixed integer programming model to select suppliers and determine the order 
quantity. The model considers uncertainty in demand and is modeled to optimize total 
purchasing cost and cost of receiving poor quality. Amid et al. [4,7] formulated a 
fuzzy multi-objective linear programming model for selection of suppliers. The model 
could handle the vagueness and imprecision of input data, and helps the decision 
maker to calculate the optimal order quantity from each supplier. They included three 
objective functions with different weights assigned to each objective in their model 
and they developed an algorithm to solve this model. Amid et al. [5] formulated a 
fuzzy multi-objective mixed integer linear programming model to solve the vendor 
selection problem. The approach is very similar to that in Amid et al.[4] in terms of 
the of objective functions considered in the model, the specific criteria used to 
evaluate the suppliers and the solution methodology that is used to solve the model. 
The only difference being that quantity discount was considered in this paper. The 
price discount schedule was based on the total quantities ordered. Amid et al. [6] 
developed a weighted max-min fuzzy model to handle the vagueness and imprecision 
in the information. The weights used in the problem are the weights calculated in their 
previous paper by using analytic hierarchy process (AHP). The paper is very similar 
to the previous two except the application of the max-min fuzzy operator which was 
coined by Zadeh. Saaty and many other authors [8,15,16,17,18] have widely used 
Analytic Hierarchy Process (AHP) in different MCDM problems for its ease to use, 
simplicity and the greater flexibility. However the output of AHP in this context is 
only to assign relative weights to the criteria considered. Therefore different authors 
integrate different approaches with AHP to handle supplier selection effectively. Chan 
and Kumar [9,15] used a fuzzy AHP for supplier selection. In this approach, the 
linguistic preferences were changed into the triangular fuzzy numbers for the pairwise 
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comparison scale and a fuzzy synthetic extent analysis method was used to represent 
decision makers’ comparison judgment and decide the final priority of different 
criteria. Bayrak et al. [10] utilized a fuzzy supplier selection approach to rank the 
technically efficient suppliers according to both predetermined and the product related 
performance criteria. Method is based on finding fuzzy suitability indices for the most 
efficient supplier alternatives and then ranking these fuzzy indices to select the best 
supplier. Li et al. [11] considered a supply contracting problem under uncertainty of 
price and demand in a dynamic market. They compared the selection of a long term 
contract supplier over the periodic purchase from the spot market and then developed 
a stochastic dynamic programming for a time horizon to incorporate the purchasing 
commitments. This paper differs significantly to the papers published prior to it. First 
we employ nonlinear membership functions, more precisely the exponential functions 
for fuzzy numbers to model supply parameters. These are more realistic in capturing 
and addressing real life scenarios. To the best of our knowledge such functions have 
not been used earlier in the literature in context of supplier selection in supply chains. 
Further, Amid et al. [5], and Wang et al. [12] discuss supplier selection in quantity 
discount environment for a single product but in this paper we consider a 
multiproduct discounted scenario for supplier selection. Adding to it, we have 
modelled MOP considering optimization based on four criteria, total purchasing cost 
service level, quality level and late deliveries. This combination of criteria is unique 
and more inclined to industrial applications. 

3   The Multi Objective Supplier Selection Model 

Supplier selection model is a multi-objective optimization model. There may be a 
number of criteria that simultaneously are supposed to be at their best, some of which 
may be contradicting to other e.g. quality has to be maximised and total purchasing 
cost has to be minimised. Therefore a trade-off is required between the criteria. All 
the objectives of the model do not take their best solution individually but they 
provide best compromised optimal solution altogether. 

3.1   Assumptions 

Following set of assumptions, index, parameters and decision variables are considered 
for the formulation of multi-objective model. Assumptions of the model are as 
follows. 

1. Lead times are known with certainty. 
2. Demand for different variety of products is known to lie in a specific given range. 
3. Replenishment policy and inventory decisions are not being considered. 

3.2   Indices and Parameters 

 index for suppliers      

 index for price levels for quantity discounts 

  

i 1, 2i i= …
j 1, 2j J= …
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 index for variety of products   

     Price of unit item of product v at price level j from supplier i. 

      Demand of product v 

      Acceptable Quality level from supplier i  

      Service level available (in percentage) from supplier i 

    Percentage of missed items on committed delivery dates from supplier i  

Capacity of product v available at all price levels from supplier i. 

Decision Variables 

    Order quantity given to supplier i for product type v at price level j. 

Binary Decision Variables 
  

 

MOP Model 
 
Multi Objective mixed integer linear Program (MILP) is as follows Minimize 
 

      (1) 

       (2) 

 

     (3) 

                                                                

      (4) 
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      (5) 
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     (6) 

      (7) 

    (8) 

        (9) 

   (10) 

,  (11) 

 
Equations (1) to (4) are the objective functions which are to be minimised. Equation 
(1) is to minimise the total purchasing cost. Equation (2) denotes minimisation of 

poor quality materials. Here  is acceptable quality from supplier i in time period t. 

Equation (3) is to ensure minimization of poor service from potential suppliers. Here 

 is a service standard available in percentage per article. Equation (4) is to 

minimize the number of article with missed commit dates.  is Percentage of 

missed items on committed delivery dates from supplier i. A total of these four 
objective functions have been defined subject to constraints (5) to (11). Constraint (5) 
ensures total order placed to all suppliers for product v at all price levels and should 
be equal to the total demand for this product. (6) is to ensure that total order placed to 
all suppliers for all products at all price should be equal to the total demand for all 
products. Capacity constraint is imposed with equation (7) and it means that for each 
product v, the total order placed to any supplier should be less than the capacity of 
supplier at all price levels. Equation (8) to (10) is to describe quantity discount 
schedule. Order quantity given to supplier i for product type v at price level j should 

fall in one and only one of the price discount schedule as in (8).  is quantity 

specified by supplier i where price breaks at level j. Equation (9) ensures that at most 
one price level is selected for each product, from each supplier. Equation (10) 

describes nature of variable  is binary and constraint (11) is for non negativity of 

decision variable . This is hereby declared to be an integer variable.  

4   Numerical Illustration 

We have designed a numerical problem to illustrate the proposed model. Consider a 
firm which requires two types of parts/products from its suppliers e.g. A Pizza  
house may require 8” and 10” pizza bases from confectionaries (their suppliers).  
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The suppliers provide all quantity price discount schedule for various products and 
they have capacity allocation for each kind of product they supply to the individual 
buyers. Data as collected in Table 1 is used to carry on the specific problem.  

Table 1. Collected data for numerical example 

Supp
-lier    

Variety 
of 

product 

Quantity 
discount 
schedule 

per unit 
price (in 
Rs) 

%of 
good 
quality 

% of 
good 

service 

% of 
missed 

deliveries 

Capa
-city 

1 

1 

Q<5000 10 

95 85 0.5 

20K 
5000<=Q< 

8000 
9 

Q>=8000 8 

2 

Q<5000 11 

20K 
5000<=Q< 

8000 
10 

Q>=8000 9 

2 

1 

Q<4000 9.5 

90 80 0.1 

25K 
4000<=Q< 

7500 
9 

Q>=7500 8 

2 

Q<4000 10.5 

20K 
4000<=Q< 

7500 
10 

Q>=7500 9 

3 

1 

Q<6000 9 

85 10 0.25 

30K 
6000<=Q< 

10000 
8.5 

Q>=10000 8 

2 

Q<6000 10 

25K 
6000<=Q< 

10000 
8.5 

Q>=10000 7.5 
 

First MOLP Model is formulated using the optimizing functions and the 
constraints as in equations (1) to (11) and each objective is optimized one by one 
relaxing other objectives using software Lingo 11.0  on an Intel® 1.60GHz Processor 
with 1 GB RAM.. Doing so, we find the best value for the the objective being 
considered. Further we find the values of other objectives at this solution. Carrying 
out the same procedure for each of objectives we have a set of solution as table 2. 
This data is used to fuzzify the objectives using the best value and the worst value for 
each of the objectives. The fuzzy non-linear exponential membership functions for 
each of the objectives are constructed in equation (12) to (15) to capture a real life 
scenario of vagueness and imprecision in the information. 
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Table 2. Data obtained from LINGO for membership functions  
O

bj
ec

tiv
e 

fu
nc

tio
ns

 
Z1*,Z2, Z3, Z4 Z1, Z2*,Z2, Z3 Z1, Z2, Z3*,Z4 Z1,Z2, Z3, Z4* 

X
11

3=
20

K
 

X
21

3=
25

K
 

X
22

3=
20

K
 

X
11

3=
20

K
 

X
12

3=
20

K
 

X
21

3=
25

K
 

X
11

3=
20

K
 

X
12

3=
20

K
 

X
21

3=
10

K
 

X
11

3=
20

K
 

X
12

3=
20

K
 

X
21

3=
10

K
 

X
31

3=
30

K
 

X
32

3=
25

K
 

 

X
22

3=
20

K
 

X
31

3=
29

K
 

X
32

2=
6K

 

X
22

3=
15

K
 

X
31

3=
30

K
 

X
32

3=
25

K
 

X
22

3=
15

K
 

X
31

3=
30

K
 

X
32

3=
25

K
 

Z1 967500* 1003000 982500 982500 
Z2 13750 11750* 12750 12750 
Z3 17500 18500 16500* 16500 
Z4 688 738 588 588* 
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The decision parameters ,   and  to assign weights to these criteria is 

determined by using Analytic Hierarchical Process. A quick example is as given 
below using table 3. Entries in the cell are indicative of importance of one parameter 
over the other. Eigen values are calculated in the last column. The eigenvector for the 
above matrix comes out to be (0.287908, 0.154689, 0.080951, 0.476452) (For more 
on AHP, please refer Saaty [8]) indicating Delivery to be most important and Service 
to be least. These eigenvectors correspond to the weights of these parameters and are 
found to be consistent on consistency index.  

Table 3. Matrix for relative importance of parameters 

  Purchasing 
Cost 

Quality Service Delivery Eigenvector 
  

Purchasing 
Cost 

1      2 4 1/2 0.287908 

Quality 1/2 1 2 1/3 0.154689 

Service 1/4 1/2 1 1/5 0.080951 
Delivery 2 3 5 1 0.476452 

Totals     1.00000 

 
Now we formulate a crisp single objective linear programming with above fuzzy 

numbers and least satisfaction level of each of the objectives . 
Max    (16) 

Subject to, 

   (17) 

 

   (18) 

          

   (19) 

   (20) 

along with constraints (5) to (11). 

1 2,λ λ 3λ 4λ
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Software LINGO is used to solve is problem. The compromise solution is as tabulated 
below in table 4 and 5. Maximum satisfaction for all the objectives together is 0.745. 

 

Table 4. Compromise solution of the crisp LP 
formulated 

Max  Z1 Z2 Z3 Z4 

0.745 967500 12750 16500 588
 

Table 5. Optimal Order Quantity 

Product Order Quantity 

X113 20000 

X123 17000 

X213 25000 

X313 30000 

X323 30000 

5   Summary and Concluding Remarks  

Supplier selection is a multi-criteria decision making process. Few of these criteria 
may be conflicting. Prioritizing the criteria is a must to meet the goal of the 
organization. Finally based on these priority suppliers are selected for different 
products and quantities. Exponential fuzzy numbers are used as membership functions 
for selected criteria so as to capture real life decision making situation where data are 
vague and not known precisely. Then we formulated multi objective optimization 
programme to select suppliers and quantity to be ordered from them considering 
compromised total purchase cost, quality level, service level and on-time deliveries. A 
multi supplier, multi-product, total quantity discount environment is considered for 
the same. This approach reflects a real world scenario. This multi-objective 
programme is then used to fuzzify objectives and then transformed to a crisp single 
objective LP programme. Finally, A numerical example with three suppliers, two 
variety of products and three discounted price levels is illustrated based on the model 
developed. Non-linearity in membership function of objective functions and its 
resembling to the real life is still open for future research. Moreover a multi horizon 
stochastic set up of supplier can be taken up for further investigations. 
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Abstract. Cognitive networks are wireless network consisting of cognitive 
radios, primary user, and secondary user. These networks become significant 
for the prevailing apparent lack of spectrum under the current spectrum 
management policies. Cognitive user in the network should communicate 
without having the primary user communication. The main issues in these 
networks are high interference and low received signal power at the primary 
receiver side. In this paper, we analyze the cognitive network interference and 
signal power variation in order to provide an optimal solution to reduce the 
interference caused due to cognitive radios. This paper exposes our interference 
reduction techniques which employ fuzzy inference system, to solve the issue. 
The proposed system reduces the complexity in existing interference reduction 
techniques. The results rendered by our system helps in ease of spectrum 
allocation.  

1   Introduction 

With the emergence of new wireless applications and devices, there is a dramatic 
increase in the demand for radio spectrum. This problem is solved by choosing 
cognitive wireless networks. Because of opportunistic spectrum access has the 
possibility to improve spectrum utilization [8], it allows the reuse of unused 
bandwidth [6]. It implies that the under-utilized portion of the licensed primary user is 
for reuse, provided that the transmission of   secondary user is facilitated. The 
cognitive radios [2] should accurately detect and access the idle spectrum [4].  The 
main challenge to opportunistic spectrum access lies in finding balance in conflicting 
goals of satisfying performance requirements of secondary user while minimizing the 
interference to the active primary users and the secondary users. Cognitive networks 
can adapt their operational parameters in response to user needs or changing 
environmental conditions. These networks can learn from dynamic adaptations and 
exploit knowledge to make future decisions. Cognitive networks are the future 
evolving area, which are required because of their allowable focus on parameter other 
than configuring and managing networks. They  can be characterized by using their 
self-attributes such as self-managing, self-optimizing, self-monitoring, self-repair, 
self-production, self-adaptation, self-healing to adapt dynamically to changing 
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requirements or component failures while taking into account the end-to-end goals. 
Cognitive networks comfort to provide better production against security attacks and 
intruders by analyzing feedback from various layers of the network. In cognitive 
network, if the secondary user is reused by the unused portion of the primary user it 
may cause interference [10] to the primary user during the transmission. The issue of 
interference in the primary receiver due to the cognitive network is addressed in our 
proposed system.  

Fuzzy technique is employed in the proposed system to reduce the interference in 
simple way. In the proposed system the primary users and secondary receiver are 
uniformly distributed in a circular disk. The secondary transmitter is located at the 
center of the disk is allowed to transmit concurrently with the primary transmitters. 
The secondary transmitter is equipped with multiple channels which causes 
interference on the primary receiver. Due to simultaneous transmission of both 
primary and secondary transmitter the received signal power will be low. The two 
main issues to be addressed in the cognitive networks are high interference and low 
received signal power.  The interference in the cognitive network can be reduced in 
two ways.  

Simon Yiu et al has developed a Beamformer [9] to maximize the cognitive user’s 
signal-to-interference ratio (SIR), mathematical tools from random matrix theory is 
derived for  both lower and upper bounds on the average interference at the primary 
receivers and the average SIR of the cognitive user [7]. Patrick Mitran addresses the 
size of the primary network is fixed and they have analyzed how quickly the 
interference threshold limit of the primary network can be reduced as a function of 
secondary network size. 

Here the tradeoff is determined in the regime that the interference decreases 
sufficiently fast for Rayleigh fading. The issue of interference in the primary receiver 
due to the cognitive network is addressed in our proposed system. Fuzzy technique is 
employed in the proposed system to reduce interference in simple way. This implies 
that the interference to the primary user can be minimized based on dynamic 
allocation [4] of number of cognitive transmitters. An interference solution is 
provided for cognitive network using fuzzy inference system. 

In this paper, the following section deals with cognitive network architecture and 
system model, fuzzy based interference reduction system, simulation results and the 
conclusion for the proposed system. 

2    Network Architecture 

Consider a cognitive network [2] with primary users and multiple cognitive users as 
shown in Fig.1 Notations used for the system description are shown in Table 1.  
Number of primary users can range as 1 ≤ i ≤ NP. Each primary user and cognitive 
user requires a transmitter and receiver for its transmission.  
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          Cognitive transmitters  

     Cognitive receivers 

        Primary Transmitter 

         Primary Receiver  

R   Outer radius 

Ro  Inner radius. 

 
 
 

Fig. 1. Network Model 

At the same time, we assume that each receiver (either primary or secondary) has a 
protected radius of R0 > 0 without any interfering transmitter inside. These 
assumptions impede infinite interference at any receiver in the network. We consider 
only the interference at the primary receivers created by the cognitive transmitter. The 
average total interference created by the cognitive transmitter CT and average 
Cognitive signal to interference ratio (CSIR) are given by the equation (1) & (2 ) 
respectively   

                      
F [ITOT] = [ΣBeσc²]                                                              (1) 

 
B represents transmitting power constant. F CSIR        CRI C                                           (2) 

where the function is taken over the distribution of CR and PR . 
σc² represents the noise variance at CR 

 
The network accepts the cognitive transmitter CT equipped with NT uncorrelated 
channels whereas the cognitive receiver CR and the primary receivers PR, 1 ≤ i ≤ NP 
are equipped with a single channel. Channel allocation is denoted by NT x 1 channel 
vector from CT to PT  as  0 and from CT to CR as 1. 

The path loss exponent is considered to be α ≥ 2, which are independent and 
identically distributed zero mean complex Gaussian random variables with unit 
variance. 
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Table 1. Notations 

Symbol Description

ITOT Total Interference 

NP Number of primary users 

NCT Number of cognitive users 

CT Cognitive Transmitter 

CR Cognitive Receiver

PT Primary Transmitter 

PR Primary Receiver

SIR Signal to interference ratio 

CSIR Cognitive signal to interference ratio 

I Interference 

B Transmitting power constant

ω0, ω1 Channel capacity 

E Channel lower limit 

R Random distance between primary transmitter and 
cognitive receiver 

 
 
The distance Rd represents the coverage area distance of the primary receivers. 

Finally in order to provide theoretical bounds for the considered network, it is 
assumed that CT has global state information of the network, i.e., complete knowledge 
of  0 and 1. 

The cognitive transmitter CT employs a fuzzy logic vector ω with dimension NTx1 
for transmission of its data symbol X. The corresponding received signal at CR and PR 
are given in equation (3) 

Power of received signal= 1/(r)2                                            (3) 

3   Mathematical Models of Interference and CSIR 

We analyze the relation of interference and CSIR variation with change in coverage 
area distance [3] and also received signal power by varying Rd and Nct 
mathematically. Let the data symbol X in equation (4) are taken from M-ary symbol 
alphabet. Therefore, the instantaneous total interference [10] created by CT is given by 

FI(x) = P(I<x)               (4) 

The generic interference I [1] created by the constant number of primary receiver is 
given in equation (5) 

I=BLγ                                                                    (5) 

where  γ - path loss 
           B - Transmitting power constant 
           L - Shadowing variable        
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of the rules in the inference system, the output is offered to the spectrum access 
controller. Strength of cognitive radios will be dynamically changing according to the 
signal interference and received signal power. 

 

                                                                              SAC- Spectrum Access Controller 

                       CR- Cognitive Radio 

           PR-Primary Receiver 

           FLC-Fuzzy Logic Controller  

                                                                   CSIR-Cognitive Signal to  
                                                            Interference Ratio 

 
 

Fig. 2. Block diagram of fuzzy based interference reduction systems 

The FIS editor is used to handle the high level issues of the system. Two input 
fuzzy inference system producing single output is designed based on the analysis of 
mathematical model referred in section 3. Fuzzy inference system for the proposed 
system with CSIR and signal power as input to the system, consisting three member 
functions are designed with the following perspective. The member functions consist 
of range, display range and numerical parameters. Each member functions are derived 
based upon the analysis in the section 3. The member function is chosen to be a 
Gaussian function. Each input consists of three member function with the fuzzy 
variables low, medium and high. Member functions for CSIR and received signal 
power is assigned as shown in fig. 4(a) and 4(b) respectively. 

 

     Fig. 4(a). Membership function of CSIR Fig. 4(b). Membership function of received 
signal power 

 
Based on the description of input variable defined in the FIS editor. The rules for 

fuzzy logic system is framed in the designed FIS. Finally, The designed FIS is 
evaluated to give the desired number of cognitive users allowed for a particular state 
in the network. 
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5   Simulation Results 

The mathematical analysis was carried out in MATLAB. Using the obtained results in 
the above simulation, fuzzy variables are assigned with the range, which decides the 
member function of the inputs in FIS.  The designed fuzzy inference system shows 
the optimum number of cognitive radios that can be allowed for transmission in the 
cognitive networks in order to maintain a low level of consistent interference. The 
variation of interference is represented in cognitive signal to interference ratio(CSIR) 
in our system. The FIS provides the relation of CSIR and received signal power 
against the number of cognitive users. The crisp results of FIS are shown in Fig.5. 

 

Fig. 5. Surface graph of FIS 

Based upon the measured CSIR and the received signal power, the FIS endow with 
the optimum number of cognitive users to be allowed.  

 
 

 
Fig. 6(a). CSIR vs Cognitive Users 

 
       Fig. 6(b). Power vs Cognitive Users 
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Hence, the obtained variation of optimum number of cognitive users from the FIS 
system with respect to the input CSIR and received signal power is shown in the 
Fig6(a) and6(b) respectively. 

6   Conclusion 

In this paper, we consider a cognitive network consisting of single primary receiver 
with multiple primary and secondary transmitters. With the primary licensed 
transmitter and secondary cognitive users are involved in communication 
simultaneously. We have designed a simple and feedback interference reduction 
technique for the cognitive networks. In our proposed system, number of cognitive 
users can be change dynamically due to the interpretation of interference caused to 
primary user using fuzzy logic closed loop control system. The result of the proposed 
system shows by controlling the number of cognitive users in the network, 
interference, CSIR ratio and power is maintained or controlled to the desired level. 
We also suggest the future work of our proposed system to include the parameter for 
channel fading in the fuzzy logic controller. 
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Abstract. In this paper, we propose a solution to reduce traffic congestion by 
utilizing the existing traffic technologies and social data. The amount of social 
data will increase in the upcoming years as mobile devices and Internet begin 
serving a larger population. The availability of the driver’s location data from 
mobile devices and feeds from micro-blogging sites play a key role in arriving 
at the solution. The concepts used to implement the solution are image 
processing algorithms, making efficient use of traffic camera feeds and social 
data. This solution will govern the existing traffic signal system and adapt it in 
real-time to streamline the traffic flow. The main challenge solved by this me-
chanism is to create smooth flowing traffic between two traffic signals while 
maintaining the fairness to other traffic conditions, thus improving the average 
traffic speed. This approach evaluates traffic variables obtained from the real 
time camera feed with sentiment analysis on social-data to create dynamic traf-
fic timing. The end result of implementing the proposed solution will help in 
reducing travel time, vehicle idling time and reduce accident occurrences aris-
ing due to driver’s mental fatigue. 

Keywords: Social data, machine learning, image processing, traffic jams, Data 
Mining, Data Science. 

1   Introduction  

Traffic congestion arises due to a variety of limitations, such as: 

1. Spiking growth in traffic in areas where the infrastructure does not grow to 
match the traffic requirement. 

2. Increasing occurrences of accidents. 
3. Static traffic control systems which are incapable of adapting to changing 

traffic requirements.  

The gist of the problem would be - poor average speed of the vehicles. Improving this 
attribute could help achieve a better traffic flow between two points.  

This paper shows that this can be achieved with the technologies already under use 
in developing countries, namely - traffic camera monitoring and growing use of low-
cost mobile.  
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At any cross-section with say, two incoming and two outgoing roads, less than two 
traffic lights function simultaneously taking one functioning traffic signal visualized 
as traffic being fed from one source to multiple roads.  

The proposed algorithm is explained below with the help of one traffic producing 
signal (T1) and one traffic receiving signal T2),: 

Let’s assume that the traffic signal at T1 is GREEN and the one at T2 is RED. 
 
    
           

2   Proposed Solution 

1. Collect the below mentioned traffic parameters:- 

    a. Average speed (Av) of traffic leaving from T1 at green light, 
  b. Vehicle density of the stationary vehicles at T2. 

 

2. Predict the optimum time(using the below mentioned mail algorithm) to begin 
traffic flow at the downstream traffic signal T2, so as to prevent growth of stationary 
traffic. 

 

3. Supplement information to the predictive algorithm in step- 2, with real-time 
geographical-location data available from mobile devices and feeds from micro-
blogging sites. 

 

4. Map location data from micro-blogging feeds which help in  reducing the errors 
in prediction by providing exact location of the driver. 

 

5. Highlight the level of traffic on the roads on a virtual map to notify incoming 
vehicles users of the real-time status of the roads. 

The main goal of the above solution is to increase the clearing rate (CL) at each 
traffic signal.  

 
The CL at each signal is directly proportional to a product of Number of times the 
signal can turn Green in a time-frame and the average speed of the traffic that it lets 
through. 

AspNkCL **=  

k = constant,  
N= Number of times the signals go green,  
Asp=Average speed of the traffic passing through. The ideal state would be to have 

the highest value of N and Avg. 

Higher value of value of N is obtained by making the traffic signal dynamic and im-
proving image processing of the video camera feed. The camera is placed at an angle 
at which it can view the both the stationary traffic and that is slowly joining the rear 
of stationary traffic.  

    T1 T2 



 Managing Traffic Flow Based on Predictive Data Analysis 1071 

2.1   Predictive Algorithm 

1. Sample the camera video feed at more than 4 fps in burst mode. 

2. Pass sampled images through the image process algorithm to calculate average 
speed (Avg) of traffic and vehicle density (VD), in both upper and lower half of 
the frames. The upper half of the feed characterizes the incoming traffic and the 
lower half is for the traffic closest to the signal. 

3. Find average, of the values of Average speed and Vehicle density for each burst 
of images sampled from the camera feed. 

4. The values obtained from the image processing algorithm are passed to the sig-
nal-decision algorithm (SDA) mentioned in point 6 

5. Micro-blog feeds from mobile device application and from the general micro-
feed are used in the following manner: 

5.1. They are mapped per user to find his/hers displacement upon receiving the 
next feed. This provides general direction of travel and displacement. 

5.2. Feeds are also clustered based on geo-location to find traffic density per 
road. c. The ratio of positive to negative sentiments around a particular sig-
nal to find the acceptance level of the crowd using the signal. 

6. The Signal Decision Algorithm (block diagram in Fig-2)  decides based on type 
of sentiment clustered around the particular signal if the signal should change 
from the present state.  

6.1. If sentiment-ratio is poor, check average speed (SocialAvg) from social data. 

6.2. If average speed (SocialAvg) is low: 

a. and it agrees with average speed (Avg) obtained from camera feed, 
increase time for which Green signal remains and then jump to step c. 
b. doesn’t agree with average speed (Avg) obtained from camera feed, 
continue with present time-slot for Green signal  
c. Check if average speed (SocialAvg) has improved and is in accor-
dance with that obtained from camera feed. If yes, wait for two Green 
signal cycles to make sure that positive sentiment has stabilized. If aver-
age speed (SocialAvg) has not improved, return to step 6.1 

6.3. If average speed (SocialAvg) is high/normal then Ignore the low sentiment-
ratio and turn signal Green. 

If sentiment ratio is high, turn signal Green.Pass values down to the 
downstream signal T3 when upstream signal turns Green. 
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Fig. 2. Signal Decision algorithm block diagram 

2.2   Algorithm to Analyze Micro-blog Feeds 

1. Phone app sends micro-blog update on regular basis containing geo-location data 
to server. Data sent in this manner is from a limited set of words, which are se-
gregated as positive and negative words[3]. 

2.  Apply Maximum entropy and Naive Bayes to classify the data generated by non-
phone app user with emoticons as noise labels, as described in classification by 
Distant Supervision [3]. 

Maximum Entropy: 

In this formula, c is the class, d is the tweet, and λ is a weight vector. The weight vec-
tors decide the significance of a feature in classification. A higher weight means that 
the feature is a strong indicator for the class 

 

The weight vector is found by numerical optimization of the lambdas so as to maxim-
ize the conditional probability.   
Naive Bayes 

Naive Bayes is a simple-to-use classification algorithm which finds immense use in 
text classification. 
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In this formula, f represents a feature and ni(d) represents the count of feature fi found 
in tweet d. There are a total of    m    features.     

Parameters P (c) and P (f |c) are obtained through maximum likelihood estimates, 
and add-1 smooth- ing is utilized for unseen features. [3] 

From the extracted features from the image we can identify the speed and density 
of the traffic on the road. 

To calculate traffic parameters, we evaluate the tracked trajectories of the cars. 
First, we calculate the velocity for each car. This enables us to decide which car is 
moving on which carriage way.  

Thereby, we can count the number of cars on each road side. Knowing the length 
of the road segment which we observed, we can determine the traffic density 
 
Traffic Density :  

 
Traffic Speed: 

 
 
n being the number of cars on the chosen carriage way, and l the length of the 
road segment. 

 
The average speed per carriage way can easily be derived as another important para-
meter for traffic monitoring is traffic flow. This parameter describes the number of 
cars passing a fixed position in a certain time interval, which makes it hard to derive 
directly from aerial images.  

A vague guess, however, is possible by multiplying the density and the average ve-
locity. While aerial images show advantages to determine the above parameters, in-
duction loops are better suited for calculating the traffic flow [4]. 

3   Conclusions 

As demonstrated, using sentiment analysis of micro-blogging feeds, on top of the  
data collected from the traffic-image study, we can adapt traffic-signal-timings more 
effectively.  

This approach will help us create a smoother vehicle flow than possible with con-
ventional methods with least expenses incurred. 
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Abstract. Signal processing has a rich background and its importance is ex-
tended in fields as biomedical engineering, acoustics, sonar. Electrocardiogram 
(ECG) is used for the primary diagnosis of coronary heart diseases which shows 
electrophysiology of the heart and changes like arrhythmia as well as conduc-
tion defects. ECG in signal processing is one of the important research area in 
Biomedical signal processing. Recent advances in computer hardware and digi-
tal filter approach in signal processing have made it feasible to use ECG signals 
to communicate with a computer. So quality diagnosis of ECG is a technologi-
cal challenge. This paper introduces comprehensive survey of digital filtering 
methods to cope with the noise artefacts in the ECG signal. The aim of this pa-
per is to extract important features of ECG using signal processing techniques. 
In this paper, approaches of different digital filter for ECG in signal processing 
are discussed. Thus nowadays, importance of signal processing appears to be no 
visible sign of saturation. 

Keywords: Signal Processing, ECG, Biomedical, Digital Filter.    

1   Introduction  

Processing of the ECG signal using digital filter involves initial sampling of the signal 
from electrodes on the body surface. Next, the digital ECG must eliminate or suppress 
low-frequency noise that results from baseline wander, movement, and respiration 
and higher-frequency noise that results from muscle artifact and power-line or ra-
diated electromagnetic interference. As a result, the ECG signal at the body surface 
must be filtered and amplified by the electrocardiograph. 

1.1   ECG in Signal Processing  

Digital filters can be designed to have linear phase characteristics, and this avoids 
some of the distortion introduced by classic analog filters. Once filtered, individual 
templates are constructed for each lead from data sampled generally from dominant 
complexes, from which amplitude and duration measurements are made. Measure-
ment error has an important effect on the accuracy of ECG diagnostic statements.  

Many researchers have worked on the problems of Power Line Interference (PLI) 
and Baseline Wander in the diagnosis of ECG signal. Different methods are suggested 
for removing interferences. Cramer E, McManus C. D., Neubert D. Van Alste  J.A., 
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Van Eck W., Herrmann O.E. have introduced global filtering of AC interference in 
the digitized ECG as a new concept. Cramer E, McManus C. D., Neubert D. recom-
mended two digital filters. One is based on summation method and other uses a least 
squares method. Real ECGs and artificial signals used in analysis by applying each 
predictive filter and compared both the methods (1987). Challis R.E., Kitney R.I. 
have developed a digital filter using pole zero techniques. The Chebyshev and butter-
worth filters were developed. It is found that both types work satisfactory in the ECG 
signal. De Pinto V.  evaluated two digital filters and found very effective  in reducing 
signal contamination(1992). Gaydecki P. has established a simple but highly inte-
grated digital signal processing system for real time filtering of biomedical filters 
(2000). Frankel R.A., Pottala E. W., Bowser R. W., J.J. described a digital filter for 
suppression of baseline wander. In the article authors suitable for preserving accuracy 
in the ST segment of the ECG signal (Oct 1991).Van Alste JA, van Eck W., Herr-
mann O.E.  suggested the linear filtering method for baseline wander reduction 
(1986). Thus a great deal of research has focused on ECG as one of the biomedical 
signal.  Despite the improvements that have been achieved in this area, filtering of 
ECG still poses some challenges. In this paper, the approach of different digital filters 
for preprocessing of ECG signals regarding their real-time applications has been re-
viewed. 

2   Literature Survey 

Real-time signal processing based on both general purpose microprocessors and fast 
digital signal processors (DSPs) is a technique that emerged over 20 years ago, and is 
now widely considered one of the fastest growing application areas in the field of dig-
ital technology.  

2.1   Digital Filter Approach in Signal Processing  

Digital filter Application includes biomedical signal analysis, image analysis, image 
coding and decoding techniques. [1-4]. Typically for filtering, the analog waveform is 
first digitized by an analogue to digital converter (ADC), and the binary values are 
transmitted to a DSP device that performs a real-time convolution operation in dis-
crete space using either a finite impulse response (FIR) or infinite impulse response 
(IIR) algorithm. The processed data are then sent to a digital to analog converter 
(DAC) that outputs a filtered analogue signal. In order to meet the requirements of the 
Sampling Theorem with respect to the incoming waveform, and to eliminate quantiza-
tion noise in the processed signal, an anti-aliasing filter is included before the (analog 
to digital converter) ADC and similarly, a reconstruction filter is included after the 
DAC. 

Filters constructed using DSP technology offer many advantages over traditional 
analog methods. Most important, they are inherently flexible, since changing the cha-
racteristics of the filter merely involves changing the program code or filter coeffi-
cients; with an analogue filter, physical reconstruction is required. Furthermore, they 
are immune to the effects of ageing and environmental conditions, since the filtering 
process is dependent on numerical calculations, not mechanical characteristics of the 
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components. This makes them particularly suited for very low frequency signals. For 
the same reason, the performance of digital filters can be specified with extreme pre-
cision, in contrast to analog filters where a 5% figure is considered excellent. It would 
be a mistake, however, to assume that there is no scope remained in the field of digital 
filters. 

2.2   Basic DSP Filter Theory  

The (linear) process of filtering in time t is encapsulated in the convolution integral 

                                 ∞
∞                                                   1  

Where  is the output (filtered) signal,   is the incoming signal, t is the time-
shift operator and  is the impulse response of the filter. In discrete space, this eq-
uation may be implemented using either an FIR or IIR solution. In the former case, 
the infinite response is truncated, which yields an expression of the form 

                                     ∑                                                   2  

with the z-transform of the impulse response, i.e., the transfer function H(z ), being 
given by  

                                \                                                      3∞

 

In contrast, IIR filters rely on recurrence formulae, where the output signal is given by  

                                                        4  

and the transfer function is given by 0 11 1  ∑1 ∑                           5  

There are important consequences and behaviors associated with these two approach-
es to digital filtering, which are summarized in Table 1. One of the most important 
criteria in assessing the performance of a filter is its stability. As equations (2) and (3) 
show, FIR filters are unconditionally stable since there is no recursion or feedback in 
the convolution process. In contrast, IIR filters always feedback a fraction of the out-
put signal (see second term in eq. (4)), which necessitates careful attention to design if 
stability is to be ensured. This may be viewed another way: Eq. (5) shows that the 
transfer function is the ratio of two polynomials in ascending negative powers of z. 
Thus high-order polynomials are associated with very small denominator terms and 
hence the risk of an ill-conditioned division. It is for this reason that IIR filters are 
sensitive to the word-length of the DSP device. In general, the higher the order of the 
filter, the greater the risk of instability, so high-order IIR filters are often designed by 
cascading together several low-order sections. 
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Table 1. Common Properties of FIR and IIR filters 

Property FIR IIR 
Stability Yes No 
Immunity to DSP word-length Good Poor 
Linear phase Yes No 
Arbitrary frequency response Yes No 
Design ease Straightforward Labour intensive 
Computational load High Low 
Direct analog equivalent No Yes 

With high-performance audio system filters, linear-phase is desirable; in the 
processing of biomedical signals, this property is essential. Linear phase means that 
any time delay experienced by one frequency component is experienced by them all 
in equal measure; hence the shape of the filtered signal is preserved. Linear phase is 
guaranteed if the impulse response of the filter is symmetrical, i.e. it obeys the rela-
tionship given by  

 1 , 0,1, 1 2                                          6⁄  
 

With IIR filters, it is impossible to achieve pure linear phase, especially in the transi-
tion bands. A number of other properties also make FIR filters the desirable choice in 
many applications; for example, they can be made to have arbitrary frequency res-
ponses by specifying this in the Fourier domain and taking the inverse transform to 
obtain the impulse response. This is known as the Frequency Sampling Method, and 
due to its simplicity, is very widely used. Although it is theoretically possible to gen-
erate arbitrary IIR filters, in practice the computational burden in calculating the filter 
coefficients makes this totally impractical. IIR filters are commonly designed by cal-
culating the poles and zeros for a particular filter, and accepting those which lie with-
in the unit circle of the z-plane. This can be a complicated procedure, so equations 
have been established to obtain the poles and zeros of commonly used filters, e.g., 
Butterworth and Chebyshev types. 

From this critique it might appear that FIR filters are overwhelmingly superior to 
IIR filters. In fact, both are widely used. The principal advantage that the IIR type has, 
is computational efficiency. In order to realize a filter with a sharp cut-off, the IIR 
uses many fewer terms than the FIR. Hence for a processor with a given power, IIR 
filters are more effective and use less memory resource. Moreover, analogue filters 
can be readily transformed into equivalent IIR digital filters, with similar perfor-
mances. This is in general not true for FIR filters. The system described below makes 
use of FIR techniques although it can be adapted, with no changes in the hardware, to 
run both FIR and IIR types. 

2.3   Performance Measures  

Performance measures are important factors in the analysis of ECG signal. Generally 
termed as Signal to Noise ratio and Mean Square Error which are explained as below. 
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2.3.1   Signal to Noise Ratio (SNR) 
The SNR value is to determine corresponding function for filtering the ECG signal. 
The output SNR is given by eq. (7) 

                                            10 log ∑  ∑                                  7  

2.3.2   Mean Square Error (MSE)  
The MSE value is estimated between the original ECG signal and filtered ECG signal 
is given by eq. (8) 

                               ∑                                       8  

3   Methods 

3.1   Low Frequency Filtering 

Traditional analog filtering, a 0.5-Hz low-frequency cutoff introduces considerable 
distortion into the ECG, particularly with respect to the level of the ST segment. This 
distortion results from phase nonlinearities that occur in areas of the ECG signal 
where frequency content and wave amplitude change abruptly, as occurs where the 
end of the QRS complex meets the ST segment. Digital filtering provides methods for 
increasing the low-frequency cutoff without the introduction of phase distortion.  

This can be accomplished with a bidirectional filter by a second filtering pass that 
is applied in reverse time, i.e. from the end of the T wave to the onset of the P wave. 
This approach can be applied to ECG signals that are stored in computer memory, but 
it is not possible to achieve continuous real-time monitoring without a time lag. Al-
ternatively, a zero phase shift can be achieved with a flat step response filter, which 
allows the reduction of baseline drift without low frequency distortion. 

3.2   High Frequency Filtering 

The digital sampling rate (samples per second) determines the upper limit of the sig-
nal frequency that can be faithfully represented. According to the Nyquist theorem, 
digital sampling must be performed at twice the rate of the desired high-frequency cu-
toff. Because this theorem is valid only for an infinite sampling interval, the 1990 
AHA report recommended sampling rates at 2 or 3 times the theoretical minimum. A 
series of studies have now indicated that data at 500 samples per second are needed to 
allow the 150-Hz high-frequency digital filter cutoff that is required to reduce ampli-
tude error measurements to1% in adults. Greater bandwidth may be required for accu-
rate determination of amplitudes in infants.  

3.3   Signal Pre-processing 

Filtering aims at simplifying subsequent processing operations without losing relevant 
information. An important goal of preprocessing is to improve signal quality by  
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improving the so-called Signal-to-Noise Ratio (SNR). A bad or small SNR means that 
the interferences are occurring in the original signal, which makes relevant informa-
tion hard to detect. In general, a good or large SNR, simplifies the detection and clas-
sification task. 

When measuring the ECG, all of the signals do not come from the electrical activ-
ity of the heart. Many potential changes seen in the ECG may be from other sources. 
These changes in the ECG that are of non-cerebral origin are called artefacts and their 
sources may be the equipment or the subject. The surrounding electrical equipment 
may induce 50-Hz or 60-Hz component in the signal. It is removed by filtering by 
notch filter. 

 

 

Fig. 1. Signal Processing Techniques for ECG Analysis  

4   Simulink Model Used in the Present Work 

The model used in the present work for the filtering of the ECG signal using IIR fil-
ters as  shown in the fig. . In the model digital inputs indicates the data from the pa-
tients or from the stored digital sample file. All the filters are designed in simulink 
and cascaded to get the results.    
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Fig. 2. Final Simulink Model Used in the ECG Filtration System  

All the filters are designed in simulink and cascaded to get the results. Final the filters 
are cascaded to achieve the combined effect of these filters. Filters are cascaded and final 
model is built in SIMULINK to remove the noise from the ECG. Based on performances, 
final model includes Chebyshev Type I low pass filter, Chebyshev type II high pass filter 
and a notch filter centered at 50Hz. Result of this final model is shown in the Fig. 9. 

5   Results and Discussion 

ECG filtration using Low pass, High Pass and Notch filters were carried out separate-
ly in the work. Finally the filters are cascaded to achieve the combined effect of these 
filters. Fig. 3 shows the raw ECG signal before filtration. Also the fig. 4 shows ECG 
signal after application of the cascaded filters.  

 

Fig. 3. Raw ECG Signal Before Filtration  

 

Fig. 4. ECG Signal After Filtration   
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6   Conclusion 

• Filtering is an important step in the processing of the surface ECG signal. 
This study investigated some of the different factors influencing digital filter-
ing approach in filtration of the ECG and compared the performances of all 
IIR filters.  

• Present work shows that the performance of cascaded filters is better for fil-
tration of ECG signal. At low coverage, the IIR filters removed noise better 
than any other filters.  

• QRS complex is modified and baseline wander is reduced at a greater extent. 
• This work leads to optimum solution without losing relevant information in 

ECG signal. 
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Abstract. Handwritten character recognition is a difficult job in the field of 
document retrieval and analysis. However the steps included in this procedure 
could be error prone because the Japanese language has over 3000 characters 
which can be classified as syllabic characters, or Kana, and ideographic charac-
ters, called Kanji. In addition there is no concept of delimiters like space, used 
to separate and placed between two different words. In organizations also, 
handwritten signatures and their identification play an important role in the term 
of security. Time consuming and cost effective computer generated signature 
identification is very complex process when it comes to Japanese handwritten 
text recognition, due to presence of similarly shaped, homomorphic characters 
in Japanese language. This note surveys some earlier attempts and presents a 
template to character recognition. 

Keywords: Japanese character recognition, Handwritten character recognition, 
Template matching for pattern recognition. 

1   Introduction 

Nowadays, retrieving desired documents from the huge document databases plays a 
major task for offices. Optical character readers come in to play to convert proper 
documents to electronic documents, but these are error prone. Hence there exists a ne-
cessity of efficiently combining optical character recognition along with document re-
trieval techniques. Document retrieval technique in Japanese is further complicated by 
the fact that the text comprises of both the syllabic / phonetic characters (Kana) as 
well as the ideographic characters (Kanji) and similar shape definition of several Jap-
anese characters. Furthermore, Japanese text is not separated by delimiters such as 
spaces. Homomorphism or similar shape definition for different Japanese characters 
also poses problems especially in sans serif fonts. The next section discusses the Jap-
anese language model briefly. Section 3 gives a brief survey of earlier approaches. 
Our proposed algorithm is outlined in section 4 and the analysis and the future works 
is included in section 5. 

2   Japanese Languages Model  

Japanese text consists of more than 3000 characters and many among them are com-
plex and similar in shapes, and the text is not separated by delimiters such as spaces. 
Japanese writing system has three different characters sets, namely, Hiragana, Kata-
kana and Kanji. 
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Fig. 1. Sample Japanese Text 

For Japanese words, Hiragana (see Fig2a) is used mostly for grammatical mor-
phemes. Katakana (see Fig2b) is used for transcribing foreign words, mostly western, 
borrowing and non-standard areas. In addition, diacritic signs like dakuten and handa-
kuten are used (see Fig3 and 4).  

         

                     Fig. 2a. Hiragana Script                                 Fig. 2b. katakana script 

Dakuten are used for syllables with a voiced consonant phoneme. The dakuten 
glyph (゛) resembles a quotation mark and is directly attached to a character (Foljanty 
1984). 

         

Fig. 3. Hiragana and Katakana Dakuten 
Alphabets 

Fig. 4 Hiragana and Katakana Handakuten 
Alphabets 

Handakuten are used for syllables with a homomorphism. The glyph for a 'maru' is 
a little circle (°) that is directly attached to a character (Foljanty 1984).  Kanji are con-
tent bearing morphemes. In Japanese text Kanji are written according to building 
principles like Pictograms (graphically simplified images of real artifacts), ideograms 
(combinations of two or more pictographically characters) and phonograms (combina-
tions of two Kanji characters). 

3   Earlier Attempts 

3.1   Document Retrieval Strategies 

Character recognition can be done using a spelling checker which is capable of inte-
grating characteristic patterns of recognition errors which differ from normal typing 
errors. There are also approaches like [1] including linguistic knowledge about the 
content of documents [2] (in addition to syntactic and lexical knowledge) and the cat-
egory utilizes vocabulary derived, in order to improve the word recognition rate [3]. 
The document processing system "Transmedia Machine" is used for document search 
with out optical character recognition [4]. Character images of scanned documents are 
encoded into two binary features for each character succeeded by a "string matching" 
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based on incomplete codes. Word level encoding [5] has been proposed as a more re-
liable alternative. Searching for text passages in document image database and subse-
quent pattern matching using a number of feature descriptors has also pattern been 
proposed [6]. In order to make the search system tolerant of recognition error, mul-
tiple candidates have been used in the search process [7]. Optical character recogni-
tion keeps multiple candidates for ambiguous recognition and outputs them as a result 
text. Segmentation ambiguities [8] can also be included, with multiple hypotheses in 
both character segmentation and recognition represented as a network of hypotheses. 
Itoh [10] proposed a method to overcome the problem of huge character set with dif-
ferent entropies in Japanese language and n-gram based character recognition by us-
ing a clustering scheme based on different parts of speech of Kanji and also by homo-
genizing the entropies of different Kana and Kanji characters.  Miyao and Maruyama 
[11] attempt to overcome this difficulty by synthesizing virtual examples from a small 
number of real samples of huge character set. Kim [12] proposed an offline effective 
algorithm to overcome the problem for large scale character recognition for large set 
characters like Korean and Chinese to overcome problems like absorbing variations of 
the same characters among different writing styles using the algorithm of template 
matching and improvement strategies. 

3.2   Recognition by Feature Vector of the Character 

Barners and Manic [16] proposed an algorithm of producing feature vectors of the 
pictorial text. The idea is to identify the character by its pattern and features uniquely, 
introducing with designing a neural network and not by training.  Applying this on 
dakuon and handakuon characters, they showed that the center of gravity doesn’t 
change even the character is rotated. The center of gravity moves proportionally with 
the additional pixels and produces a set of unique feature characteristics. 

The Size-Translation-Rotation-Invariant Character Recognition and Feature vector 
Based STRICR-FB algorithm is based on the Kohonen Winner Take All [13, 14], 
type of unsupervised learning. The algorithm comprises of two phases; Construction 
of Character Unique Feature Vectors which calculates distance between characters 
and in an expanded form of the Euclidean distance defined in [15]. The post-
processing phase is passing the character unique feature vectors through a neural net-
work for character recognition. A test set of random characters is then used to deter-
mine the effectiveness of this artificial neural network. The experiment by random 
characters produces three sets of results; among which rotation set produced 96.2% 
accuracy rate and that of random character set is 93%. 

4   Proposed Process Descriptions 

The experiment below is showing how target and template pictorial Japanese text is 
being matched with one another. The template image is collected from the pool  
of template set of trained pictorial images. The steps that we have followed are as  
following: 
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Fig. 5. The processes applied on both target and template pictorial Japanese text and measured 
the closeness, separately. Also the target pictorial text is rotated and then processed. 

A. Processing steps for template image 
//Find the COG of the template image (icog, jcog)                             
icog = ( ∑i=1

m  ∑j=1
n  i.Cij) / ( ∑i=1

m  ∑j=1
n  Cij)                                                              (1)  

jcog = ( ∑i=1
m  ∑j=1

n  j.Cij) / ( ∑i=1
m  ∑j=1

n)                                                                    (2) 

//Plot some of the feature points (pixels over template image)  
a1(x1, y1), a2(x2, y2), a3(x3, y3).                                                                           (3) 
 
Find Euclidian distance 
ed1ij = √[( x1 - icog)

2 + ( y1 - jcog )
2 ] //max Euclidean dist.                                      (4) 

ed2ij = √[( x2 - icog)
2 + ( y2 - jcog )

2 ] //with cog and point ‘a’                                   (5) 
ed3ij = √[( x3 - icog)

2 + ( y3 - jcog )
2 ] //with cog and point ‘b’                                  (6) 

B. Processing steps for target working image 
The steps (4), (5) and (6) are repeated same for the target image to be checked with 

the defined template image based on the distance between the center of gravity and 
that with each of the visually assigned feature points on intersecting areas. 

 

//Find the COG of the target image (icog, jcog)                                                          (7) 
//Finding the same spots in target image t1(tx1, ty1),  t2(tx2, ty2), t3 (tx3, ty3), 
ed_t1ij = √[( tx1 - icog)

2 + ( ty1 - jcog )
2 ] //max Euclidean dist.                                 (8) 

ed_t2ij = √[( tx2 - icog)
2 + ( ty2 - jcog )

2 ] //with point ‘a’.                                           (9) 
ed_t3ij = √[( tx3 - icog)

2 + ( ty3 - jcog )
2 ] //with point ‘b’.                                        (10) 

//Check the differences between (ed1ij, ed2ij, ed3ij) and (ed_t1ij, ed_t2ij, ed_t3ij) 
//Comparing the value of (4), (5) and (6) with (8), (9) and (10) respectively, we get 

the differences and hence we can reveal the result based on this features. 

 

Fig. 6. The distance between COG and some of the pixel in target image (left) and that of the 
template image (right) for the Japanese character “あ” are shown 
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Table 1. The COG and the feature point analysis of template and target image of character “あ” 

Char : あ COG Ed1 Ed2 Ed3 
Template (68, 76) 57.3847 31.7805 34.9285 
Target (61, 72) 66.7308 24.0416 65.3911 

Table 2. The COG and the feature point analysis of template and target image (after rotation) 
of character “あ” 

     Char : あ COG Ed1 Ed2 Ed3 
Template (68, 76) 

(50, 54) 
57.3847 
44.6430

31.7805 
13.6015 

34.9285 
26.9258 

Target (86, 91) 67.4759 22.4722 58.0086 

All are having same computer generated text features with the same font style and 
size. And the target image is containing a handwritten Japanese text, after scanning 
and then digitized for preprocessing ahead. 

  

Fig. 7. Pixel by pixel matching visualization of the character “あ”, before and after rotation of 
the target hand written Japanese pictorial text. Fig (right) shows the template and target image 
matching interface. 

5   Analysis and Future Work 

The following are the interfaces of the application prepared for recognizing Japanese 
text, shown in two consecutive steps of 1) segmenting, recognizing and identifying 
and 2) template matching, as follows. The following are the interfaces of the applica-
tion, have been simulated using MATLAB. 

    

Fig. 8. The Interface for recognizing Japanese hiragana “to” ( と ). The figure (right) shows the 
template and target image (after rotation) matching interface. Character ぐ(gu) andべ(be) gets 
matched after being rotated. 
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Many characters in Japanese text look very similar to some other characters. At the 
time of character recognition many of them get matched and provide wrong results by 
template and target pictorial image matching. Characters like は(ha), ぐ(gu), じ(ji) and 
が(ga) etc. get matched with the characters respectively with な(na), べ(be), づ(zu)  af-
ter rotations. Also there is a presence of noise which can be removed by using Gabor 
filter to reduce the tendency of getting wrongly matched characters including disrup-
tions from documents containing high contrast or illumination, rough surface, un-
wanted spots etc.  

6   Conclusions 

Japanese text based documents retrieval is difficult to pursue due to huge character set 
of the text and no spaces between two words. Japanese text comprises of over 3000 
characters based on syllabic characters (Kana) and ideographic character (Kanji). This 
paper surveys earlier approaches to character recognition and presents a template 
based recognition approach.  
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Abstract. The field of bioinformatics shows a tremendous growth at the cros-
sroads of biology, medicine, and informatics. Applying data mining techniques 
in the medical field is a very challenging undertaking due to the idiosyncrasies 
of the medical profession. Using conventional methods, it is very difficult to de-
termine the exact number of microorganisms in a microscopic picture. In this 
paper, the emphasis is on the automatic detection of microbes using automated 
tools and extraction of bacterial clusters through statistical and neural network 
approaches. Also, Multiscan approaches with freeman chain code and contour 
detection for the bacterial patterns in the images have been presented. Experi-
mental results shows that the bacterial cluster patterns obtained through neural 
network approach are better than the statistical approach.  

1   Introduction  

Biomedical informatics is ultimately aimed at organizing, storing and processing in-
formation on molecular and cellular processes, tissues and organs, individuals, popu-
lation and society to support the definition of suitable decision making strategies in 
health care.[7]. The detection and analysis of patterns in microscopic images needs to 
be automated since it is very difficult to determine the exact number of microorgan-
isms in microscopic images manually using conventional microscopic methods. In 
manual method, microorganisms are counted under microscope by a medical expert 
that is time consuming. Bacteria can only be seen under microscope, they are unicel-
lular and colourless. Stains have been applied on the cultured bacteria to identify them 
under microscope. The size of bacteria is in millionth part of a meter. The usual bacte-
rial detection and identification methods include analysis of morphological, physio-
logical, biochemical and genetic data. In this paper, we propose freeman chain code 
or contour technique for bacterial shape detection/identification and the statistical and 
neural network approach for clustering bacterial patterns. 

2   Related Work  

Bioinformatics is an evergreen, ever challenging field. Extracting the molecular data of 
a microorganism is a challenging work.  Microorganism detection and counting 
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microbes is the major role in clinical pathology before any treatment. Overview of 
current practices, challenges, tools and technologies in data mining with bioinformatics 
are provided in [3]. Shillabeer and Roddick’s work[9] discussed several inherent 
conflicts between the traditional methodologies of data mining approaches in medicine. 
Khalid Raza [4]  discussed the Application of Data mining in Bioinformatics and some 
of the important areas of Bioinformatics such as Sequence analysis, Genome 
annotation etc., Yuanyuan Shen et al.[14], Woolf P. J., Wang Y.[15] discussed some of 
the bioinformatics tools such as blast ,cs-blast. Arati kadav et al., Youfang Cao[13], 
Nakul Soni[5] et al., addressed some of the software used in field of health care sectors 
such as Public health and Biosurveillance etc., Massana et al. discussed the pre-
processing edge detector for bacterial image under epifluorescence conditions and 
concluded that  Marr-Hildreth operator functions with a high degree of independence 
for exposure and lighting characteristics. P.S. Hiremath et al.[6] defines the 
classification of bacterial cells in digital microscopic images with k-NN, neural 
network and fuzzy classifier techniques to classify Bacilli bacteria. Riries Rulaningtya 
et al.[8] addressed the automatic classification of tuberculosis bacteria with neural 
networks. S. Prabakar et al.[10] discussed the development of image processing 
scheme for bacterial classification based on optimal discriminate feature. In this paper 
we propose Self Organizing Feature Maps(SOM) and K-Means clustering algorithms 
for grouping the similar bacteria from large number of bacterial samples over a. large 
repository of bacterial images.   

3   Bacterial Image Database  

Digital images of bacteria were collected across the hospitals.  These digital images of 
the bacteria are captured through a CCD camera which is mounted on top of micro-
scope.  Fig.1 shows the sample images of the different bacteria.    

 

          (a)        (b)               (c)                  (d) 

Fig. 1. Images of the different bacteria (a)V_cholerae (b) Vibrio(c) Gram stain bacteria (d)  
Bacilli 

Bacteria are basically colourless. In the Fig. 1, background colour is represented by 
stain colour and the usual shapes of bacteria are: spiral, rod shaped, and circular. Rod 
shaped bacteria are called Bacillli, Round shaped are called Cocci and the kidney 
shaped curved bacteria are Vibrio. Microbes are 0.1-0.5 micron in breadth and 1-4 
micron in length. They are identified by their shape. Bacteria develop in 4 phases: 
Lag phase, Exponential or Log phase, Stationary phase, and the Death phase. 

During the Exponential phase, bacteria undergo fission and doubles. The total 
number of bacteria per unit time is directly proportional to the population of bacteria. 
It doubles and increases in each consecutive period if the growth is not limited.  
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This is clearly shown in the Fig. 2.  The slope of the line in Fig. 2 indicates the specif-
ic growth rate of the microbes. L represents the log numbers. 

        

                                               (a)                                           (b) 

Fig. 2. (a) The bacterial growth during exponential phase(b) Plot of growth (L) versus time (T) 

In conventional methods, 50 to 100 ml sample of sputum, blood or urine is placed 
on glass slide and stained with stains like: gram stain (gram positive or gram nega-
tive) for ordinary bacteria, Z.N stain for TB bacteria, Leishman Stain for Blood sam-
ples etc., for identification of bacteria. Conventional methods (microscopic reading) 
employed for microorganism detection is time-consuming, very tedious, subject to 
poor specificity and requires highly trained personnel.  

4   Methodologies for Identification of Bacteria  

Bacterial image database has to be pre-processed for eliminating blur, irregular and 
noisy images. In this work, binarization and thresholding methods are used for re-
moval of noise. Once the pre-processing is done, the features of the bacteria are  
extracted that includes a feature set of 81 features. Some of the main features are pe-
rimeter, circularity, major axis, minor axis, eccentricity and tortuosity.  Out of these 
features, the potential features that help in identifying/recognizing the bacteria are se-
lected. Finally, by applying image segmentation techniques, the recognition and count 
of microorganisms are detected.  

In our research work, we proposed the freeman chain contour algorithm for recog-
nizing and counting of individual type of bacteria [2]. The algorithm is summarized 
below. 

 
    Step1. Scan the segmented image one by one from left to right and top to bottom. 
When the scan line hits the microorganism (presence of the microorganism is 
represented by black pixel), the pixel values of   the microorganism are extracted and 
transferred into to an array.  
    Step2. With pixel position (I, J), the continuity of the microorganism is checked in 
the neighborhood of the pixel and the directions of each pixel is stored. 
    Step3. At the end of the contour, if a pixel reaches the initial pixel point of that mi-
croorganism with the 8-neighbor connectivity then it is counted as one microorgan-
ism. Then microorganism count is incremented. 
    Step4. Contour traversal of the microorganism is obtained along with the directions 
of traversal (8-connectivity indicates 8 directions). 
    Step5.  The directions of each micro-organism is stored and compared with shape 
of the microorganism.  
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    Step6. After identifying the microbes, they are set to the background color or to 
some number so that same microbe is not encountered in the next scan. 
    Step7. Repeat the entire process till the entire image is scanned. 

 
Fig. 3 shows the process of obtaining binary image of the original image during pre-
processing. 

 

                             (a)                                 (b)                                   (c) 

Fig. 3. Binary images (a) original image (b) grey level image (c) binary image 

In the proposed algorithm, pixel discontinuities and change in image intensities are 
used for edge detection of bacteria. This algorithm provided a single pixel width of 
the edge of bacteria. Fig. 4 shows the result of edge detection of bacteria.  

 

                                           (a)                           (b) 

Fig. 4. (a) Original image in grey threshold (b) the edges of single pixel width 

The edge of the bacteria which is of primary importance in shape detection is 
traced using contour traversal. Chain code for square using 4-connectivity is 3-0-1-2, 
whereas for 8-connectivity, it is 6-6-0-0-2-2-4-4. In this research work, we use 8-
connectivity, to have more accuracy and efficiency. 

5   Clustering Algorithms 

Clustering pertains to unsupervised learning, where the data with class labels are not 
available. It basically involves enumerating C partitions, optimizing some criterion, 
over t-iterations, so as to minimize the inter-cluster distance (dissimilarity) or maxim-
ize the intra-cluster resemblance (similarity). Majority of the techniques that have 
been used for pattern discovery from bacteria are clustering and classification me-
thods. In medical applications, clustering methods can be used for the purpose of car-
diac image segmentation and to track the volume of left ventricle during complete 
cardiac cycle. It is also used to classify the patients as normal, hyperthyroid, hypothy-
roid using unsupervised clustering methods etc. A clustering algorithm takes as input 
a set of input vectors and gives as output a set of clusters thus mapping of each input 
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vector to a cluster. Clusters can be labeled to indicate a particular semantic meaning 
pertaining to all input vectors mapped to that cluster. Statistical technique K-means 
and Neural network based clustering technique SOM-Kmeans is presented in this pa-
per. Both K-Means and SOM-Kmeans clustering algorithms clusters N data points into 
k disjoint subsets Sj. The geometric centroid of the data points represents the proto-
type vector for each subset. SOM is a close cousin of K-Means that embeds the clus-
ters in a low dimensional space right from the beginning and proceeds in a way that 
places related clusters close together in that space. Experimental results are provided 
to show performance in terms of intra-cluster and inter-cluster distances for both K-
Means and SOM-Kmeans clustering algorithms. 

6   Experimental Results and Discussions  

Experiments have been conducted on the bacterial image database of 320 images col-
lected from reputed hospitals. Using the proposed algorithms, microorganism detec-
tion and counting is carried out not only for circular bacteria (circular bacteria is 
called as cocci), but also for bacilli, corny bacteria, vibriyo etc. Overall count of the 
microorganism is the sum of the microorganisms present in each category (cocci, ba-
cilli, corny bacteria). The results are compared with manual count taken by the doc-
tors. The results obtained by proposed method are more accurate compared to human 
visual counting or conventional methods. Fig. 5 shows the count of bacteria in sample 
images. Table 1 presents the comparison between conventional and proposed methods 
for five sample images of Fig.6. Fig. 7 shows the different shaped bacteria. Table 2 
shows the sample feature values extracted for clustering purpose. 

Table 1. Comparison between Conventional and Proposed methods 

Image Sample 
Conventional 

Method 
Proposed Me-

thod 

% error w.r.t  
Conventional 

Method 
1 18 34 47 
2 30 55 41 
3 14 21 33 
4 22 32 30 
5 20 30 33 

 

Fig. 5. Count of Bacteria in sample images 
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     (a)                         (b)                         (c)                          (d)                  (e) 

Fig. 6. Five Sample images for bacterial detection 

 
            (a)                 (b)                (c)                        (d)                (e) 

Fig. 7. (a) rod shaped bacteria (b) filamentous iron oxidizing bacterium (c) bacteria spores        
(d) filaments bacteria (e) curved rod bacteria 

Table 2. Sample feature values extracted for clustering purpose 

Perimeter Circularity 
Compactness 

Factor 
Major axis Minor axis Eccentricity Tortuosity 

28.38905 1.09090512 0.91667 11.12029 6.2973 1.76587379 0.39171054 
184.9859 1.34801774 0.74183 70.55497 44.230 1.59515113 0.3814072 
95.41247 1.32784491 0.7531 37.76043 20.46736 1.84490965 0.3957599 
68.19114 1.1912278 0.83947 26.64424 15.24395 1.74785669 0.3907287 
125.1152 1.2603824 0.79341 48.68019 28.32607 1.71856491 0.3890829 
41.80209 1.16260144 0.86014 16.11325 9.7192 1.6578714 0.3854651 
41.20818 1.14035488 0.87692 16.26154 8.9259 1.82183349 0.3946192 
43.88518 1.26125672 0.79286 18.15725 7.7835 2.33274235 0.4137444 
35.47754 1.1000011 0.90909 13.54605 8.4594 1.60129962 0.3818204 

 
Results in Fig. 8 shows the performance of K-Means and SOM-Kmeans clustering 

algorithms. Here, the quality measures considered are functions of average Inter-
Cluster and the Intra-Cluster distances.  Also used are the internal evaluation func-
tions such as Cluster Compactness (Cmp), Cluster Separation (Sep) and the combined 
measure of Overall Cluster Quality (Ocq) to evaluate the Intra-Cluster homogeneity 
and the Inter-Cluster separation of the clustering results. Experimental simulations are 
performed using MATLab.  

Cluster Compactness is used to evaluate the intra-cluster homogeneity of the clus-
tering result and is defined as: 
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Where C is the number of clusters generated on the data set X, v(ci) is the deviation of 
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Where d(xi, xj) is the Euclidean distance(L2 norm), is a measure between two vectors 
xi and xj, N is the number of members in X, and x is the mean of X.  
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                      (a)                                                                (b) 

      

                               (c)                                                                       (d) 

  

(e) 

Fig. 8. Performance of K-Means and SOM-Kmeans clustering algorithms(a)Average Inter-
cluster Distance v/s No. of k clusters (b)Average Intra-cluster distance v/s No. of clusters (c) 
Cluster Compactness (d) Cluster Separation (e) Overall quality of clusters 
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Cluster Separation is used to evaluate the intra-cluster separation of the clustering 
result and is defined as: 
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Where C is the number of clusters generated on the data set X, σ  is the standard devi-
ation of the data set X, and d (xci, xcj) is the Euclidean distance, is a measure between 
centroid of xci and xcj.  Similar to Cmp, the larger the Sep value, the larger the overall 
dissimilarity among the output clusters. It is observed from the Fig.9.(d) that Sep val-
ue SOM and K-Means algorithms decreases with the increase in number of clusters.  

The Overall cluster quality (Ocq) is used to evaluate both intra-cluster homogenei-
ty and inter-cluster separation of the results of clustering algorithms. Ocq is defined 
as: 

SepCmpOcq ∗−+∗= )1()( βββ  

Where β ∈ [0, 1] is the weight that balances the measures Cmp and Sep. A β value of 
0.5 is often used to give equal weights to the two measures for overcoming the defi-
ciency of each measure and assess the overall performance of a clustering system. 
Therefore, the lower the Ocq value, the better the quality of resulting clusters. It is ob-
served from Fig.9(e ) that, the Ocq value of SOM algorithm is lower compared to K-
Means indicating the clusters formed by SOM are with better quality.  The time com-
plexity K-Means is quad log time O (n*k*log2n) and SOM is polynomial log time O 
(n*k*log2n) with varying number of iterations. Results of clustering algorithms may 
be used in the applications to evaluate medical report and to identify different types of 
microorganisms present in the sample, to count the number of microbes present in 
each cluster for the purpose of effective treatment, to detect the outlier etc. 

7   Conclusions  

Bacterial detection and identification process along with the clustering of bacteria 
have been presented.  The results of bacterial clusters may be used in the areas of 
medical image analysis in microorganisms. This method will assist the doctors in de-
ciding the intensity of the diseases/ infection which is dependent on microorganism 
count. This method can save critically ill patients. Future research directions in this 
regard concern with the development of adaptive predictive systems that use hybrid 
approach such as use of statistical, neural, and Bayesian learning algorithms for im-
plementation of tool box with lesser cost and time and affordable by the hospitals. 
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Abstract. Integration of electroencephalogram (EEG) Signal and functional 
magnetic resonance imaging (fMRI) has opened a new avenue in Computational 
Neuro Cognitive Science studies as these two are complimentary methods for the 
analysis of brain activity. We are proposing a novel approach for the correlation 
between the EEG signal and fMRI to evaluate the blood oxygen level dependent 
(BOLD) signal changes and electrophysiological activity with high gain of spatio 
temporal resolution of the brain activity during a task. In this study, simultaneous 
EEG-fMRI was performed for hand motor task. sLORETA (Standardized low-
resolution brain electromagnetic tomography) was reconstructed using 
segmented EEG for right-hand, left-hand movement and resting state. We 
estimated condition-specific effects by using  statistical parametric maps (SPMs) 
with  general linear model (GLM) approach .By correlating the sLORETA 
images of EEG and the fMRI images on MNI template during motor task we 
could demonstrate similar brain activity in both. However with the advantage of 
simultaneous EEG-fMRI signal acquired at same time points we had a better 
insight on temporo-spatial information of brain activity during a given task. This 
method has a huge utility value both in a clinical setting and cognitive studies for 
example in cryptogenic lesions on imaging with epileptic form discharges 
detected on EEG combined approach can explain the focal point of seizure and 
path of its  spread to rest of the neuronal substrates on an anatomical image. 

Keywords: EEG, fMRI, BOLD, sLORETA, SPM, GLM, Motor Task. 

1   Introduction 

Functional neuroimaging has been proved to be well suited to investigate the neuronal 
substrates involved during certain cognitive functions in the brain by detecting 
perfusion changes. This has lead to a better understanding about where cognitive 
processes take place in the brain and their role in brain function. Therefore, 
investigation of functional interactions as well as information about the neuronal 
direction of these interactions has become an issue in cognitive neurosciences in recent 
times. Structural and functional Magnetic Resonance Imaging (MRI) techniques have 
made major contributions to the understanding of the brain in health and disease. MRI 
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is non-invasive, allows the examination of brain structure and function with high 
spatial resolution but it lacks the temporal resolution at the level or speed at which 
cognitive neuronal processing occurs. EEG signature provides good neuronal 
information with high temporal resolution but lacks the spatial information at the level 
of sub cortical neuronal substrates such basal ganglia. In order to utilize the 
information provided by these two complimentary methods EEG-correlated fMRI has 
been used to map neuro haemodynamic changes that occur with neuronal activity 
[10,17] also acquisition of EEG during fMRI provides an additional monitoring tool 
for the analysis of brain state fluctuations. This technique when extended in epilepsy 
offers a new opportunity to localize the generators of interictal epileptiform discharges 
(IEDs) and capture the perfusion changes occurring using blood oxygen level-
dependent (BOLD) contrast [3] at time points of the seizure activity provided by EEG. 
Initial EEG-fMRI experiments investigating spikes used EEG triggering to capture 
fmri images following pre specified events [12] but more recently, it has become 
possible to acquire good-quality EEG and fMRI simultaneously giving good quality 
uninterrupted EEG recordings and BOLD time course information [ 6,7, 8,9,11]. 

In this paper, we use simultaneous EEG-fMRI in humans and employ a motor task 
to elicit evoked activity in motor cortex. As scalp EEG measures the activity of 
multiple distributed neuronal processes, we used a low-resolution brain 
electromagnetic tomography-LORETA approach to isolate activity that was primarily 
related to the motor task. The resulting time series was then used as a surrogate for 
neuronal activity. The fMRI images processed useing a standard statistical parametric 
mapping (SPM). We then correlated the fMRI data onto low-resolution brain 
electromagnetic tomography of the EEG data.  

2   Materials and Methods 

Simultaneous EEG fMRI was obtained for motor task at 3T MRI. The subjects had no 
history of neuro- psychiatric illness. The subjects were right handed. The paradigm 
included alternate hand movement with periods of rest intermittently. 

2.1   Paradigm 

The task paradigm included 3 cycles of self paced motor task of bilateral hands 
alternating with rest periods as cued by the investigator, after an initial rest period of 
30 seconds. For the motor task subject was instructed to oppose all the fingers 
simultaneously left hand followed by right hand in a sequence. During each motor 
task period the subject was cued first to use the left hand for 30 seconds and then to 
use the right hand for 30 seconds. Subjects were asked to perform the task as rapidly 
as they could. Task performance was visually monitored during the functional MR 
imaging studies. Subjects were instructed to keep their eyes open throughout the 
imaging study, to concentrate on task as quickly and evenly as possible when given 
visual cues, to avoid head movement, and to refrain as much as possible from higher 
cognitive processes during the rest periods. The condition for successive blocks  
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alternated between rest and the task, starting with rest followed by left hand and then 
right hand task. This rest-task paradigm will yield 3 sets of rest and activity involving 
right and left hand respectively. During the activation period, the patient will perform 
rapid self-paced motor task of all the fingers of  right and left hand alternatively.  

2.2   EEG Data Acquisitions 

EEG data were recorded using a 32-channel MR compatible EEG system (Brain 
Products, Gilching, Germany). MRI compatible electrode cap(BrainCap MR, 
Germany), which was fed via short cables to the amplifiers inside the scanner room. 
The EEG cap consisted of 31 scalp electrodes placed according to the international 
10-20 system electrode placement and one additional electrode dedicated to the 
electrocardiogram (ECG), which was placed on the back of the subject, approx. 
around 15 cm below the shoulder and approx. 1 cm left of the midline . Data were 
recorded relative to an FCz reference and a ground electrode was located at Iz (10–5 
electrode system, (ostenveld and Praamstra, 2001). Data were sampled at 5000 Hz, 
with a bandpass of 0.016–250 Hz along with 50 Hz notch filtering. The impedance 
between electrode and scalp was kept below 5 kΩ. To synchronize the sampling 
clocks of the MR and EEG systems we used the Sync Box (BrainProducts), thus 
making the times of fMRI volume acquisition available for later gradient artifact 
removal. We placed the EEG amplifiers and the battery (PowerPack, BrainProducts) 
inside of the magnet's bore (approx. half m distance between EEG cap connectors and 
the amplifiers), aligned with the b0 field and the wires that connected the cap with the 
amplifier were fixed in their position with sand bags to avoid vibrations. The digital 
output from the amplifiers was fed via optical cables into a dedicated laptop 
positioned outside the scanner. EEG was recorded using the Brain Recorder software 
(Version 1.03, BrainProducts). To prevent the head movement of subject we placed 
sufficient head padding at the scanner and for the cable movement was present by 
fixation of the cap braid at the head coil with one or two pieces of tape. 

2.3   fMRI Data Acquisition 

Functional MR-images were acquired using a 3T scanner (Skyra, Siemens, Erlangen, 
Germany). The subject’s head was positioned within a prototype radio-frequency 
quadrature bird cage coil with foam padding to provide comfort and to minimize head 
movements. Preliminary anatomic images included a sagittal localizer First, a T1-
weighted three-dimensional high resolution imaging was performed to facilitate 
localization of fMRI activation. All axial sections were oriented parallel to the ac-pc 
(anterior commissure-posterior commissure) line After obtaining the anatomical MR 
images, echo-planar images (EPI) using BOLD contrast was obtained, 95 volumes 
were obtained applying the following EPI parameters: 34 slices, 6 mm slice thickness 
without any inter-slice gap, FOV 192×192 mm, matrix 64×64, repetition time 
3000ms, echo time 35ms, refocusing pulse 90°, matrix- 256 x 256 x 114, voxel size-1 
x 1 x 1mm. The acquisitions were grouped in blocks of 10 dynamics each. 
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3   Data Analysis 

The EEG-fMRI data was analyzed in the fallowing three steps for getting activation 
areas of brain for motor task: 

1) EEG data analysis 2) fMRI data analysis 3) correlation of output of two data set 
(EEG -fMRI). 

3.1   EEG Data Artifact Removals and Preprocessing  

Raw EEG data were processed offline using BrainVision Analyzer version 2 (Brain 
Products, Gilching, Germany). Gradient artifact correction was performed using 
modified versions of the algorithms proposed by Allen et al. [1] where a gradient 
artifact template is subtracted from the EEG using a baseline corrected sliding 
average of 20 MR-volumes. Data were then down-sampled to 250 Hz and low-pass 
filtered with an IIR filter with a cut-off frequency of 70 Hz. Following gradient 
artifact correction, the data were corrected for cardio ballistic artifacts. The cardio 
ballistic artifact is cardiac pulse artifact due to the static B0 field of the MR-
tomography, This name is thought to be predominantly caused by cardiac-related 
body and electrode movement due to expansions and contraction of scalp arteries 
between the systolic and diastolic phase [2, 8, 13]. Presumably to a lesser extent, there 
may also be fluctuations in the Hall-voltage (a potential which is created across a 
conductor with a current flow perpendicular to a surrounding magnetic field) due to 
the pulsating speed changes of the blood in the arteries [13]. For this, an average 
artifact subtraction method [2] was implemented in Brain Vision Analyzer2. This 
method involves subtracting the artifact on a second by second basis using heartbeat 
events (R peaks) detected in the previous 10 s. As such it requires accurate detection 
of R peaks which is aided by the employment of a moving average low pass filter and 
a finite impulse response high pass filter [2]. In the present study, the R peaks were 
detected semi-automatically, with manual adjustment for peaks misidentified by the 
software. To average the artifact in the EEG channels, the R peaks are transferred 
from the ECG to the EEG over a selectable time delay. The average artifact was then 
subtracted from the EEG. After that the ocular artifact corrected using infomax ICA 
with biased infomax technique, the vertical electrooculography components was 
detected using global field power. Once gradient, cardio ballistic and ocular artifacts 
had been removed, the data were then inspected for artifacts resulting from muscular 
sources or any other electro-physiological artifact and any epoch containing a voltage 
change of more than 150 µV was rejected. After that the EEG data was segmented as 
per left hand, right hand movement and rest condition for further study. 

3.2   EEG Post Processing 

On the basis of the scalp-recorded electric potential distribution, sLORETA was used 
to compute the cortical three-dimensional distribution of current density for all 
segmented data sets (left hand, right hand movement and rest condition) [15, 16]. 
Low resolution electromagnetic tomography (LORETA) assumes that the smoothest 
of all activity distributions is most plausible (‘‘smoothness assumption’’) and 
therefore, a particular current density distribution is found [15]. This method followed 
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by an appropriate standardization of the current density, producing images of electric 
neuronal activity without localization bias. Computations were made in a realistic 
head model using the MNI152 template [10] with the three-dimensional solution 
space restricted to cortical gray matter. sLORETA images represent the electric 
activity at each voxel in neuroanatomic Talairach space as the squared standardized 
magnitude of the estimated current density. 
 

3.3   fMRI Analysis 

Our study aims to detect hemodynamic response during bilateral hand motor task in 
healthy controls. The fMRI analysis was performed using statistical parametric 
mapping (SPM8; Welcome Department of Cognitive Neurology, London). The first 
five functional image frames of each time series were discarded to allow for signal 
equilibration, giving a total of 90 frames used in analysis. After that the data were 
realigned for motion correction by registration to the mean image. The images were 
then normalized to the MNI space [18]. Finally images were smoothed with a 
Gaussian kernel of 6mm. SPM combines the general linear model (GLM) [4] and 
Gaussian field theory to draw statistical inferences from bold response data regarding 
deviations from null hypotheses in 3 dimensional brain space. The realigned, 
normalized and smoothed data were modeled using a boxcar function convolved with 
a canonical haemodynamic response function [5, 14]. Reference functions were 
performed for left hand motor task and right hand motor task separately. 

3.4   Comparison between fMRI and EEG Localizations 

This comparison has been done in calculating the Euclidean distances between the 
LORETA current density on MNI space and the BOLD images on MNI space in the 
same anatomical structures. 

4   Result 

The results obtained from EEG and fMRI were rendered on the MNI template were 
compared and correlated, Subjects performed motor task. Significant activation with 
cluster size 5 and p<0.01 uncorrected in motor cortex was considered significant. 
Activation was noted in the motor cortex on fMRI. Similarly increase in the beta 
frequency band was noted on EEG in the same location on EEG analysis. State-of-
the-art techniques allow EEG activity up to high frequencies in the gamma range to 
be acquired simultaneously with fMRI data. The utilization of fMRI evidence to 
better constrain solutions of the inverse problem of source localization of EEG 
activity is an exciting possibility. Nonetheless, this approach should be applied 
cautiously since the degree of overlap between underlying neuronal activity sources is 
variable and, for the most part, unknown. So multimodal integration of EEG signal 
data with fMRI is possible to get good spatiotemporal information and thus it 
increases the diagnostic confidence. 
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                                Fig. 1.                                                          Fig. 2. 

Fig 1. EEG-LORETA source localization for showing activation localization at in 
the right hand motor task, Fig 2. Mean fMRI activation map during the motor task 
with the functional image overlaid onto the 3D anatomical image in Talairach space 
showing activation localization in the right hand motor task. 

5   Conclusion 

Our findings in a simple motor task show that it is possible to obtain the areas 
activated for motor task using simultaneous EEG–fMRI correlation study to get high 
resolution of both the spatiotemporal information. By correlating fMRI-BOLD and 
EEG we may identify more accurately which regions contribute to changes of the 
electrical response. The clinical utility of this can be considered for demonstrating 
seizure-related EEG-BOLD signal in the motor cortex even in MRI negative seizure 
cases. 
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Abstract. This paper presents a K-means clustering technique that satisfies  
the bi-objective function to minimize the information loss and maintain  
k-anonymity. The proposed technique starts with one cluster and subsequently 
partitions the dataset into two or more clusters such that the total information 
loss across all clusters is the least, while satisfying the k-anonymity require-
ment. The structure of K− means clustering problem is defined and investigated 
and an algorithm of the proposed problem is developed. The performance of the 
K− means clustering algorithm is compared against the most recent microag-
gregation methods. Experimental results show that K− means clustering algo-
rithm incurs less information loss than the latest microaggregation methods for 
all of the test situations. 

1   Introduction  

Microaggregation is a family of Statistical Disclosure Control (SDC) methods for pro-
tecting microdata sets that have been extensively studied recently [1, 2, 7, 9]. The ba-
sic idea of microaggregation is to partition a dataset into mutually exclusive groups of 
at least k records prior to publication, and then publish the centroid over each group 
instead of individual records. The resulting anonymized dataset satisfies k-anonymity 
[6], requiring each record in a dataset to be identical to at least  (k − 1) other records 
in the same dataset.  

The effectiveness of a microaggregation method is measured by calculating its in-
formation loss. k-anonymity [5, 6, 8] provides sufficient protection of personal confi-
dentiality of microdata, while ensuring the quality of the anonymized dataset, an ef-
fective microaggregation method should incur as little information loss as possible. 
To minimize the information loss due to microaggregation, all records are partitioned 
into several groups such that each group contains at least k similar records, and then 
the records in each group are replaced by their corresponding mean such that the val-
ues of each variable are the same. Such similar groups are known as clusters. 

The reminder of this paper is organized as follows. We introduce a problem of mi-
croaggregation in Section 2. Section 3 introduces the basic concept of microaggrega-
tion. We present a brief description of our proposed microaggregation method in  
Section 4. Section 5 shows experimental results of the proposed method. Finally, con-
cluding remarks are included in Section 6.  
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2   Problem Statement 

The algorithms for microaggregation works by partitioning the microdata into  
homogeneous groups so that information loss is low. The level of privacy required is  
controlled by a security parameter k, the minimum number of records in a cluster.  
This work presents a new clustering-based method for microaggregation which finds 
the minimal information loss clustering for an increasing number of clusters. The 
method works by calculating the maximum number of clusters by K =int⌊k ⌋, where n 
is the total number of records in the dataset and k is the anonymity parameter for k-
anonymization. Recall that in a k-anonymous clustering each cluster must have k or 
more instances. It is easy to prove that a clustering which satisfies k+1 anonymity also 
satisfies k anonymity. Therefore, the premise of this work is to find a k+i anonymous 
clustering which has the lowest information loss. The trivial solution is to form a sin-
gle cluster with all the records in the dataset and calculate the information loss. 
Clearly, this cluster is k-anonymous (assuming k << n), however, the information loss 
may be high. Observe that in the rare case where every instance in the dataset is iden-
tical, this method can find the k-anonymous clustering in the quickest possible man-
ner. For the general case, total information loss would decrease as the number of clus-
ter increases. Note, in the rare case that all the instances are completely different such 
that they belong to their own clusters, total information loss would be zero since there 
is no information loss due to each cluster represented by one instance. However, this 
would certainly breach k-anonymity requirement since k must be greater than 1. Con-
sequently, the problem is to design a technique that can take advantage of this k-
anonymity property by checking fewer clusters first, which is a different approach 
taken from existing methods. The proposed method is explained in Section 4  
and compared against the most recent widely used microaggregation methods in  
Section 5. The experimental results demonstrate that the proposed microaggregation 
technique outperforms all of the compared techniques for at least one of the bench-
mark datasets and has comparable results with these techniques for the other dataset.  

3   Background 

Consider a microdata set T with p numeric attributes and n records, where each  
record is represented as a vector in a p-dimensional space. For a given positive  
integer k ≤ n, a microaggregation method partitions T into K clusters, where each  
cluster contains at least k records (to satisfy k-anonymity), and then replaces the  
records in each cluster with the centroid of the cluster. Let ni denote the number of  
records in the ith cluster, and xi j , 1 ≤ j ≤ ni, denote the jth record in the ith cluster.  

Then, ni ≥ k for i = 1 to K, and 1

K

ii
n n

=
= The centroid of the ith cluster, denoted by 

ix is calculated as the average vector of all the records in the ith cluster.  

In the same way, the centroid of T, denoted by x , is the average vector of all the 
records in T. Information loss is used to quantify the amount of information  
of a dataset that is lost after applying a microaggregation method. In this paper we  
use the most common definition of information loss by Domingo-Ferrer and 
MateoSanz [1] as follows: 
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SSE
IL

SST
=  

where SSE is the within-cluster squared error, calculated by summing the Euclidan 

distance of each record xi j to the average value ix as follows: 

( ) ( )
1 1

inK

ij i ij i
i j

SSE x x x x
= =

′
= − −  

and SST is the sum of squared error within the entire dataset T, calculated by sum-
ming the Euclidean distance of each record xi j to the average value x as follows: 

( ) ( )
1 1

inK

ij ij
i j

SSE x x x x
= =

′
= − −  

4   The Proposed Approach 

This section presents the proposed K-means based anonymization technique to solve 
the dual objective of minimum information loss and k-anonymity. The proposed ap-
proach builds one cluster at the first instance and subsequently adding more clusters 
such that k-anonymity requirements and information losses are guaranteed. 

4.1   Clustering Technique 

One of the most widely used clustering algorithms is Lloyd’s K-means algorithm  
[12]. Given a set of N records (n1,n2, · · ·nn), where each record is a d-dimensional  
vector, the K-means clustering partitions the N records into K clusters (K < N) S = 
(S1,S2, · · · ,Sk ) such that intra cluster distance is minimized and inter cluster  
distance is maximized. The number of clusters to be fixed in K-means clustering.  
Let the initial centroids be (w1,w2, · · · ,wk ) be initialized to one of the N input pat- 
terns. The quality of the clustering is determined by the following error function. 

l

2

1 j

k

l j
i n C

E n w
ε=

= −  

where Cj is the jth cluster whose value is a disjoint subset of input patterns. 
K means algorithm works iteratively on a given set of K clusters. Each iteration  

consists of two steps: 

• Each data item is compared with the K centroids and associated with the 
closest centroid creating K clusters.  

• The new sets of centroids are determined as the mean of the points in the 
cluster created in the previous step.  

The algorithm repeats until the centroids do not change or when the error reaches a 
threshold value. The computational complexity of algorithm is O(NKd).  
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Table 1. K−means clustering algorithm  

Input: a dataset T of n records and a positive integer k.  
 
Output: a partitioning G = {G1 ,G2 , ...,GK } of T, where K = |G|  
 and Gi ≥ k for i = 1 to K.  
 

1. Let int
n

K
k
 =   

;  

2. Form a cluster with all records in T and calculate the information;  
loss. Obviously the information loss would be 1;  
3. Form one more cluster that causes least information loss among all;  
possible combination of such clusters. Check each cluster satisfy;  
k−anonymity requirement;  
4. Choose clusters that cause least information loss and satisfy the;  
k-anonymity requirement;  
5. Repeat steps 3-4 for up to K clusters and finally select clusters;  
where least information loss and k−anonymity are guaranteed;  

4.2   K−Means Anonymization Technique 

Based on the clustering technique and the definition of the microaggregation problem, 
next we discuss the k−means clustering microaggregation algorithm. 

The algorithm first identifies the maximum number of clusters by,
n

K
K

= , where 

k is the anonymity parameter for k-anonymization and round this as integer. Form a 
cluster with all the n records in the dataset. It will then form two clusters (see step 3 of 
Table 1) that causes least information loss and satisfy the k-anonymity requirement. 
The algorithm compares the information loss with the previous step and selects clus-
ters that satisfy both the requirements of data quality and the anonymity parameter 
(see step 4 of Table 1. The algorithm then continues to build clusters (see step 5 of 
Table 1) up to K (maximum number of clusters) and finally selects the optimum num-
ber of clusters where both the least information loss and the k-anonymity require-
ments are satisfied. 

5   Experimental Results 

The objective of our experiment is to investigate the performance of our approach in 
terms of data quality. We demonstrate the effectiveness of the proposed approach by 
comparing it against a basket of well-known techniques. The following two datasets 
[3], which have been used as benchmarks in previous studies to evaluate various mi-
croaggregation methods, were adopted in our experiments. 
 

1. “Tarragona” dataset contains 834 records with 13 numerical attributes. 
2. The “Census” dataset contains 1,080 records with 13 numerical. 
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To accurately evaluate our approach, the performance of the proposed K-means clus-
tering mcroaggregation algorithm is compared in this section with various microag-
gregation. Tables 2-3 show the information loss for several values of k for the Census 
and for the Tarragona datasets respectively.  

Table 2. Information loss comparison using Census dataset 

Method k = 3 k = 4 k = 5 k = 10 
MDAV-MHM 5.6523 9.0870 14.2239
MD-MHM 5.69724 8.98594 14.3965  
CBFS-MHM 5.6734 8.8942 13.8925
NPN-MHM 6.3498 11.3443 18.7335  
M-d 6.1100 8.24 10.3000 17.1700
µ -Approx 6.25 8.47 10.78 17.01
TFRP-1 5.931 7.880 9.357 14.442 
TFRP-2 5.803 7.638 8.980 13.959
MDAV-1 5.692186279 7.494699833 9.088435498 14.15593043 
MDAV-2 5.656049371 7.409645342 9.012389597 13.94411775 
DBA-1 6.144855154 9.127883805 10.84218735 15.78549732 
DBA-2 5.581605762 7.591307664 9.046162117 13.52140518 
K-C 3.575 3.9561 4.532 6.8419 

Table 3. Information loss comparison using Tarragona dataset 

Method k = 3 k = 4 k = 5 k = 10
MDAV-MHM 16.9326 22.4617 33.1923
MD-MHM 16.9829 22.5269 33.1834
CBFS-MHM 16.9714 22.8227 33.2188  
NPN-MHM 17.3949 27.0213 40.1831
M-d 16.6300 19.66 24.5000 38.5800 
µ -Approx 17.10 20.51 26.04 38.80
TFRP-1 17.228 19.396 22.110 33.186 
TFRP-2 16.881 19.181 21.847 33.088
MDAV-1 16.93258762 19.54578612 22.46128236 33.19235838 
MDAV-2 16.38261429 19.01314997 22.07965363 33.17932950 
DBA-1 20.69948803 23.82761456 26.00129826 35.39295837 
DBA-2 16.15265063 22.67107728 25.45039236 34.80675148 
K-C 20.2425 20.2425 20.2425 23.9761 

 
 
The information loss is compared with the K-means clustering microaggregation 

algorithm among the latest microaggregation methods listed above. Information loss 

is measured as SSE
100

SST
× , where SST is the total sum of the squares of the dataset. 

Note that the within-groups sum of squares SSE is never greater than SST so that the 
reported information loss measure takes values in the range [0,100].  

Tables 2-3 show the lowest information losses obtained by applying all the micro-
aggregation methods. The information loss of the proposed algorithm (K-C) is at the 
last row of each table. The lowest information loss for each dataset and each k value 
is shown in bold face. Note that the proposed algorithm has the best performance 
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among all the techniques for the Census dataset. For the Tarragona dataset K-C has 
the lowest information for k = 5 and k = 10, but DBA-2 and MDAV-2 have the lowest 
values for k = 3 and k = 4, respectively. The information losses of methods DBA-1, 
DBA-2, MDAV-1 and MDAV-2 are quoted from [11]; the information losses of 
methods MDAV-MHM, MD-MHM, CBFS-MHM, NPN-MHM and M-d (for k = 3, 5, 
10) are quoted from [3]; the information losses of methods µ  -Approx and M-d (for k 
= 4) are quoted from [4], and the information losses of methods TFRP-1 and TFRP-2 
are quoted from [10]. TFRP is a two-stage method and its two stages are denoted as 
TRFP-1 and TRFP-2 respectively. The TFRP-2 is similar to the DBA-2 but disallows 
merging a record to a group of size over (4k − 1). The experimental results illustrate 
that in all of the test situations, the K- means algorithm incurs significantly less in-
formation loss than any of the microaggregation methods listed in the table. 

6   Conclusion 

Microaggregation is an effective method in SDC to protect privacy in microdata  
and has been extensively used world-wide. This work has presented a new K-means 
clustering mcroaggregation method for numerical attributes that works by partitioning 
the dataset into as few clusters as possible with the lowest information loss. A com-
parison has been made of the proposed algorithm with the most widely used microag-
gregation methods using two benchmark datasets (Census and Tarragona). The ex-
perimental results show that the proposed algorithm has a significant dominance over 
the recent microaggregation methods with respect to information loss. Is very effec-
tive microaggregation method in preserving the privacy of data.  
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Abstract. This paper aims to introduce the problems and challenges concerned 
with the design and creation of CBIR systems, which is based on a free hand 
sketch (Sketched based image retrieval-SBIR). This analysis led us to studying 
the usability of a method for computing dissimilarity between user-produced 
pictorial queries and database images according to features extracted from 
Gray-Level Co-occurrence Matrix (GLCM) automatically.  

CBIR is generally characterized by the methods that consumes less time. 
Hence fast content – based image retrieval is a need of the day especially image 
mining for shapes, as image database is growing exponentially in size with 
time. In this paper, texture features extracted from GLCM, tested, and investi-
gated on different standard databases is proposed, it exhibits invariant to rota-
tion. The retrieval performance of the proposed method is showed for both the 
dinosaurs retrieval efficiency achieved about 95% and precision also 95% 
where color is not dominant. It is also observed that the proposed method 
achieved low retrieval performance over these four image features for sketch 
based and color dominant images. This process can be used as coarse level in 
hierarchical CBIR that reduces the database size from very large set to a small 
one. This tiny database can further be scrutinized rigorously using the Edge 
Histogram Descriptor (EHD) and Color and Color Co-occurrence Matrix 
(CCM) etc. 

1   Introduction 

The growing of data storages and revolution of internet had changed the world. The 
efficiency of searching in information set is a very important point of view. In case of 
texts we can search flexibly using keywords, but if we use images, we cannot apply 
dynamic methods. Two questions can come up. The first is who yields the keywords. 
And the second is an image can be well represented by keywords. In many cases if we 
want to search efficiently some data have to be recalled. The human is able to recall 
visual information more easily using for example the shape of an object [9, 12, 13], or 
arrangement of colors and objects. Our purpose is to develop a content based image 
retrieval system, which can retrieve using sketches in frequently used databases. The 
user has a drawing area where he can draw those sketches, which are the base of the 
retrieval method [4, 8, 11]. Using a sketch based system can be very important and  
efficient in many areas of the life.  In the following paragraph some application possi-
bilities are analyzed. The CBIR systems have a big significance in the criminal inves-
tigation. The identification of unsubstantial images, tattoos and graffities can  
be supported by these systems. Similar applications are implemented in [5, 6, 7]. 
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Another possible application area of sketch based information retrieval is the search-
ing of analog circuit graphs from a big database [3].  

The Sketch-based image retrieval (SBIR) was introduced in QBIC [2] and Visual 
SEEK [10] systems. In these systems the user draws color sketches and blobs on the 
drawing area. The images were divided into grids, and the color and texture features 
were determined in these grids. The applications of grids were also used in other algo-
rithms, for example in the edge histogram descriptor (EHD) method [1]. The disad-
vantage of these methods is that they are not invariant opposite rotation, scaling and 
translation.  

2   Proposed Architecture 

The objective of the proposed work in this paper is to study the texture features from 
GLCM as effective features for CBIR.  CBIR system retrieves the relevant shapes 
from the image database for the given query sketch image or original image by com-
puting the features of the query image and comparing with  similar feature set of cor-
responding images in the database. Relevant shapes having minimum distance (or 
maximum similarity) computed between features of query image and feature set in 
image database are retrieved. 

 

 

Fig. 1. Architecture of the system 

2.1   The Purpose of the System   

Even though the measure of research in sketch-based image retrieval increases, there 
is no widely used SBIR system. Our goal is to develop a content-based associative 
search engine, which databases are available for anyone looking back to freehand 
drawing. CBIR is generally characterized by the methods that consumes less time. 
Hence fast content – based image retrieval is a need of the day especially image min-
ing for shapes, as image database is growing exponentially in size with time. In  
this paper, texture features extracted from GLCM is proposed and tested on standard 
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databases, it exhibits invariant to rotation. This process can be used as coarse level in 
hierarchical CBIR that reduces the database size from very large set to a small one. 
This tiny database can further be scrutinized rigorously using the Edge Histogram De-
scriptor (EHD), the histogram of oriented gradients (HOD), and Color and Color Co-
occurrence Matrix (CCM) etc. In our system the iteration of the utilization process is 
possible, by the current results looking again, thus increasing the precision. 

Examine the data flow model of the system from the user’s point of view. It is 
shown in Figure 1. First the user draws a sketch or loads an image. When the drawing 
has been finished or the appropriate representative has been loaded, the retrieval 
process is started. The content-based retrieval as a process can be divided into two 
main phases. The first is the database construction phase, in which the texture features 
are extracted from GLCM and stored in the form of feature vectors – this is the off-
line part of the program. This part carries out the computation intensive tasks, which 
has to be done before the program actual use. The other phase is the retrieval process, 
which is the on-line unit of the program.  

The performance of the proposed CBIR system is tested by retrieving the specified 
number of shapes from the database. The average retrieval rate and retrieval time are 
the main performance measures in the proposed CBIR system. The average retrieval 
rate is known as the percentage average number of shapes belonging to the same im-
age as the test (query) shape in the top ‘N’ matches. ‘N’ indicates the number of re-
trieved shapes.  

3   Texture Feature Extraction Based on GLCM 

GLCM creates a matrix with the directions and distances between pixels, and then ex-
tracts meaningful statistics from the matrix as texture features. GLCM texture features 
commonly used are shown in the following: 

GLCM is composed of the probability value, it is defined by ( )θ,|, djip  which 

expresses the probability of the couple pixels at θ direction and d interval. When θ 

and d is determined, ( )θ,|, djip  is showed by jiP ,  . Distinctly GLCM is a symme-

try matrix; its level is determined by the image gray-level. Elements in the matrix are 
computed by the equation showed as follow: 

( ) ( )
( )

=

i j

djiP

djiP
djiP

θ
θθ

,|,

,|,
,|,

                                         (1) 

GLCM expresses the texture feature according the correlation of the couple pixels 
gray-level at different positions. It quantificationally describes the texture feature.  
In this paper, four features is selected, include energy, contrast, entropy, inverse  
difference. 

 

Energy ( )=
x y

yxPE 2,                                               (2) 
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It is a gray-scale image texture measure of homogeneity changing, reflecting the dis-
tribution of image gray-scale uniformity of weight and texture. 

Contrast  ( ) ( ) −= yxPyxI ,2
                                            (3) 

Contrast is the main diagonal near the moment of inertia, which measure the value of 
the matrix is distributed and images of local changes in number, reflecting the image 
clarity and texture of shadow depth. Contrast is large means texture is deeper. 

Entropy ( ) ( )−=
x y

yxPyxPS ,log,                         (4) 

Entropy measures image texture randomness, when the space co-occurrence matrix 
for all values is equal, it achieved the minimum value; on the other hand, if the value 
of co-occurrence matrix is very uneven, its value is greater. Therefore, the maximum 
entropy implied by the image gray distribution is random. 

Inverse difference  ( )
( ) −+

=
x y

yxP
yx

H ,
1

1
2

                   

(5) 

It measures local changes in image texture number. Its value in large is illustrated that 
image texture between the different regions of the lack of change and partial very 
evenly. Here ( )yxp ,  is the gray-level value at the coordinate ( )yx, . 

3.1   Distance Metric for Similarity Measure    

In conventional image retrieval technique, Euclidean distance is used to find the simi-
larity between the query image and image database. Similarity score is used to find 
the best match of query image from the database image. The distance metric gives 
minimum distance between the query shape and its nearest shape in the database is 
the best metric. For better classification, the maximum intra-class distance should be 
less than the minimum of the inter-class distances. We assume P and Q represent the 
feature vectors for database image and query image respectively in each distance me-
tric.  The present work evaluates and compares the CBIR performance for computing 
distance d (P, Q) using the following distance metrics:  

3.1.1   Euclidean L2 Distance 
Euclid stated that the shortest distance between two points on a plane is a straight line 
and is known as Euclidean distance. Euclidean distance metric as in equation (6) was 
often called Pythagorean metric since it is derived from Pythagorean Theorem. Eucli-
dean distance metric is defined for p=2. In Euclidean distance metric difference of 
each feature of query and database image is squared which increases the divergence 
between the query and database image. 

( ) 
=

−=
N

j
jjEuc QPQPd

1

2||,                  (6) 
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4   Experimental Results and Analysis 

In this paper, the system was tested with more than one sample database to obtain a 
more extensive description of its positive and negative properties.  The first test was 
conducted by selecting sketch image as query images from the Database, the system 
was tested for top 20-retrieved images; the database consists of 20 images with 5 ver-
sions of rotation of each image, and the results have been shown for two different di-
nosaur sketch mages in Figure (2) and (3). For both the dinosaurs Retrieval efficiency 
achieved about 95% and Precision also 95%. 

The second test was conducted on dataset contains 1000 images from Wang Data-
base of images, divided into 10 categories, each category has 100 images. By select-
ing query images from the Database, the system was tested for top 20-retrieved im-
ages; and the results have been shown for bus and flower images in Figure (4) and (5). 
Low retrieval efficiency has been achieved; hence, this process can be used as coarse 
level in hierarchical CBIR that reduces the database size from very large set to a small 
one. The third test was conducted on dataset contains 15 images from Scene catego-
ries Database and 10 images from Wang Database with 5 versions of rotation of each 
image, and the results have been shown for two different sketch images in Figure (6) 
and (7). This process also can be used as coarse level in hierarchical CBIR that reduc-
es the database size from very large set to a small one.   

 

 

Fig. 2. Shows Top 20 retrieved images based 
on Dinosaur Sketch image as query image 

 

Fig. 3. Shows Top 20 retrieved images based 
on another Dinosaur Sketch image as query 
image 

 

 

Fig. 4. Shows Top 20 retrieved images based 
on bus image as query image 

 

Fig. 5. Shows Top 20 retrieved images based 
on flower image as query image  
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Fig. 6. ShowsTop20 retrieved images based 
on sketch image as query image 

 

Fig. 7. Shows Top 20 retrieved images based 
on another sketch image as query image 

5   Conclusion 

We have proposed system architecture for the Content Based Image Retrieval by 
Gray level Co-occurrence Matrix (GLCM) derived four image features. The retrieval 
performance of the proposed method is showed in Figures (2) and (3). For both the 
dinosaurs Retrieval efficiency achieved about 95% and Precision also 95%. In this 
work, it is observed that the proposed method achieved low retrieval performance 
over these four image features for sketch based and color dominant images showed in 
Figure (4-7). The future work will focus on improved retrieval performance of sketch 
and color dominant images by exploring additional image features. Further, a research 
is in progress to improve the method aiming to increase the retrieval rate.  

References 

[1] Eitz, M., Hildebrand, K., Boubekeur, T., Alexa, M.: An evaluation of descriptors for 
large-scale image retrieval from sketched feature lines. Computers and Graphics 34, 482–
498 (2010) 

[2] Flickner, M., Sawhney, H., Niblack, W., Ashley, J., Hiang, Q., Dom, B., Gorkani, M., 
Hafner, J., Lee, D., Petkovic, D., Steele, D., Yanker, P.: Query by image and video con-
tent: the QBIC system. IEEE Computer 28, 23–32 (2002) 

[3] Györök, G.: Embedded hybrid controller with programmable analog circuit. In: IEEE 14th 
International Conference on Intelligent Systems, pp. 59.1–59.4 (May 2010) 

[4] Hu, R., Barnard, M., Collomosse, J.: Gradient _eld descriptor for sketch based image re-
trieval and localization. In: International Conference on Image Processing, pp. 1–4 (2010) 

[5] Jain, A.K., Lee, J.E., Jin, R.: Sketch to photo matching: a feature-based approach. In: 
Proc. SPIE, Biometric Technology for Human Identification VII, vol. 7667, pp. 766702–
766702 (2010) 

[6] Jain, A.K., Lee, J.E., Jin, R., Gregg, N.: Graffiti-ID: matching retrieval of graffiti images. 
In: ACM MM, MiFor 2009, pp. 1–6 (2009) 

[7] Jain, A.K., Lee, J.E., Jin, R., Gregg, N.: Content based image retrieval: an application to 
tattoo images. In: IEEE International Conference on Image Processing, pp. 2745–2748 
(November 2009) 

[8] Liu, Y., Dellaert, F.: A classification based similarity metric for 3D image retrieval. In: 
IEEE Conference on Computer Vision and Pattern Recognition, pp. 800–805 (June 1998) 

[9] Lowe, D.G.: Object Recognition from Local Scale-Invariant Features. In: IEEE Interna-
tional Conference on Computer Vision, vol. 2, p. 1150 (1999) 



 Content Based Image Retrieval Using Sketches 1123 

[10] Smith, J.R., Chang, S.F.: VisualSEEK: a fully automated content based image query sys-
tem. In: ACM Multimedia 1996, pp. 97–98 (1996) 

[11] Szántó, B., et al.: Sketch4Match–Content-based Image Retrieval System Using Sketches. 
In: 9th IEEE International Symposium on Applied Machine Intelligence and Informatics, 
January 27-29 (2011) 

[12] Narayana, M., Sandeep, V.M., Kulkarni, S.: Skeleton based Signatures for Content based 
Image Retrieval. International Journal of Computer Applications (IJCA) 23(7), 29–34 
(2011) 

[13] Narayana, M., Sandeep, V.M., Kulkarni, S.: Skeletal Distance Mapped Functional Fea-
tures for Improved CBIR. International Congress for Global Science and Technology 
(ICGST)-GVIP Journal 11(3), 47–56 (2011) 



Aswatha Kumar M. et al. (Eds.): Proceedings of ICAdC, AISC 174, pp. 1125–1133. 
springerlink.com                                                                 © Springer India 2013 

Component Based Software Development  
Using Component Oriented Programming 

Ruchi Shukla1 and T. Marwala2 

1 Department of Electrical and Electronic Engineering Science,  
University of Johannesburg,  

Johannesburg,  
South Africa  

ruchishuklamtech@gmail.com 
2 Fac. of Engineering and Built Environment,  

University of Johannesburg  
tmarwala@uj.ac.za 

Abstract. Software industries today are striving for techniques to improve the 
software developer’s productivity, software quality and flexibility within the 
constraint of minimum time and cost. Component based software development 
(CBSD) is proving more suitable for the evolving environment of software in-
dustry. This paper demonstrates a sample application of component-oriented 
programming concepts for CBSD. Some of the potential risks and challenges in 
CBSD are also presented. 

1   Introduction 

The rapid growth in software and IT industry is leading to new software development 
paradigms, demanding faster delivery of software. Component based software (CBS) 
has recently started receiving attention among vendors, developers and IT 
organizations. There is a definite shift from structured programming written software 
for mainframe systems to object-oriented UML designed Smalltalk/C++ written client 
server software, to component based ADL designed C++/Java written N-tier 
distributed systems.  

Reusability is the key issue today for building software systems quickly and 
reliably. The software system should be able to cope with complexity and adaptable 
to changing requirements by adding, removing and replacing the software 
components. Due to this component oriented programming has become the most 
popular programming technique [10]. With the emergence of component based 
software engineering (CBSE), component based software development (CBSD) has 
become an inevitable paradigm leading to less manpower/cost, increased quality, 
productivity and flexibility, reduced time to market, better usability and 
standardization.  

According to Heineman and Councill: “A software component is a software 
element that conforms to a component model and can be independently deployed and 
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composed without modification according to a component standard”. A more widely 
accepted definition by Szyperski is: “A software component is a unit of composition 
with contractually specified interfaces and explicit context dependencies only. It can 
be deployed independently and is subject to composition by third parties” [8].  

The interface of a component consists of the specifications of its provided and re-
quired services. To specify these dependencies precisely, it is necessary to match the 
required services to the corresponding provided services. Component model defines 
how components can be constructed, assembled and deployed [12]. The current state 
of component models usage justifying the need for a component model selection 
framework was presented in [2]. However, the question arises as to how these CBS 
are developed for reusability and what are the metrics taken into consideration. Fur-
ther, the success of CBSD using third-party components mainly depends on the selec-
tion of a suitable component for the intended application [3]. 

The rest of the paper is structured as follows: Section 2 and 3 present a brief over-
view of the CBSD process and the Component frameworks respectively. Section 4 
demonstrates a basic example of CBSD employing component-oriented programming 
concept. Section 5 presents some critical risks and key challenges in CBSD while 
Section 6 concludes the work. 

2   Component Based Software Development Process  

The CBSD approach uses various similar components identified in various software 
systems from Commercial-off-the-shelf (COTS) components for large-scale software 
reuse. CBSD consists of the following major activities [5]:   

(1) requirements analysis,  
(2) software architecture selection and creation,  
(3) component selection,  
(4) integration, and  
(5) component-based system testing. 

The development cycle of a component-based system is different from the traditional 
(waterfall, spiral, iterative and prototype based) models. Figure 1 shows a comparison 
between the traditional waterfall model and the modern CBD process. The 
requirements gathering and design in the waterfall process model corresponds to 
finding and selecting components. Similarly, the implementation, test and release in 
the waterfall model are equivalent to creating, adapting and deploying the 
components, and maintenance corresponds to replacing the components [5].  
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Fig. 1. Comparison of Waterfall Model Cycle With Component Based Development [5] 

Most of the research so far has focused on the development and use of components 
within the following two development paradigms  

1. Rapid application driven (RAD) paradigm where visual tools are used to create 
user interface and associate components with elements identified in interface, suitable 
for small to medium sized systems [13]. 

2. Object-oriented analysis and design (OOAD) paradigm where development 
takes place based on a conventional software life cycle and is oriented to the tasks and 
relevant objects, including their interactions, generalization and composition.  
Here, we represent the OOAD approach from three aspects, i.e. functional, behavioural 
and structural, corresponding to use case, communication diagram and class diagram 
respectively. A component includes several use cases. A communication diagram is 
used to obtain the object usages and depict the dynamic behaviour of each use case. A 
set of participated classes are also specified by the communication diagram. We can 
extract the structural relationships among the objects from the class diagram. The 
relationship between classes and components is shown in Figure 2. 

 

Fig. 2. Relationship Between Classes And Components 
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The process of component identification begins by clustering related objects and 
making them reusable. Each clustered object identified from clustering object 
approach are relating to their corresponding classes for allocating candidate 
components. Finally, in the last phase, we can identify reusable components from 
refining the candidate component [7, 9, 14]. 

3   Component Frameworks 

A framework is a set of constraints on components and their interactions. Three stan-
dardized component frameworks are: CORBA, COM/DCOM, JavaBeans/EJB. The 
distributed version of COM is the DCOM. In the year 2002 .NET was released, which 
presents a platform-independent target for software development. It relies mainly on 
software component and the COP paradigm. EJB architecture is another component 
based architecture for developing and deploying component objects.  

Any component can exhibit varying degree of distribution, modularity and 
independence of platform or language. Mapping of components is done on the 
following 3-dimensional space [4]: 

1. Monolithic systems (0,0,0) – non-distributed, non modular, language dependent 
and platform dependent. 

2. VB components (0,1,0) - neither distributed, nor language independent. 
3. CORBA – distributed and language independent but the underlying components 

often remain platform dependent. 

Java components are cross platform in scope. Wrapping a platform independent 
language such as Java with language independent middleware such as CORBA would 
yield a component worthy of (1,1,1) status [4]. 

4   Component Oriented Programming  

Component-oriented programming (COP) enables programs to be constructed from 
reusable software components, following certain predefined standards including 
interface, versioning, deployment and connections [15]. COP as against OOP includes 
Polymorphism + Real late binding + Real and Enforced encapsulation + Interface 
inheritance + Binary reuse. COP allows various kinds of reuse including white-box 
reuse and black-box reuse. White-box reuse means that the source of a software 
component is made available and can be studied, reused, adapted, or modified. Black-
box reuse is based on the principle of information hiding. 

Example-1 demonstrates how to write a .NET serviced component that implements 
the IMessage interface and displays a message with "Hello Component" in it when the 
interface's ShowMessage( ) method is called [15].  
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Example-1: A simple .Net component  

using System;  
using System.EnterpriseServices;  
namespace MyNamespace  
{  
public interface IMessage  
{  
void ShowMessage( );  
}  
public class MyComponent:ServicedComponent,IMessage  
{  
public MyComponent( ) //Default Constructor  
{  
}  
public void ShowMessage( )  
{  
Console.WriteLine("Hello Component! ");  
}  
}  
}  
 

4.1   Registering Assemblies 

Before adding the serviced components to a COM+ application, we need to register 
their assembly with COM+ [11]. This can be done using the RegSvcs.exe command 
line utility. The code then has to be signed with a cryptographic key. Open the As-
semblyInfo.cs file, and at the bottom, insert the full path to the key against the Assem-
blyKeyFile entry [6].  The step is shown below:  

C:\MyNamespace\MyNamespace\bin\Debug>regsvcs MyNamespace.dll  
Installed Assembly:  
Assembly: C:\MyNamespace\MyNamespace\bin\Debug\MyNamespace.dll  
Application: MyNamespace  
TypeLib: C:\MyNamespace\MyNamespace\bin\Debug\MyNamespace.tlb  
C:\MyNamespace\MyNamespace\bin\Debug>  

Now, the component is installed. If we open Component Services (Start - Settings -
Control Panel - Administrative Tools - Component Services) and navigate down 
through the tree to COM+ Applications, we can see our newly installed application 
Figure 3. 
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Fig. 3. Component Services 

4.2   The Client Application 

After building the serviced component library, we can create a client application. 
Then we can write the code to instantiate a new MyClient instance, and invoke the 
method ShowMessage ( ) [15]. The client code is shown below:  

Example-2: A simple client application 

using System;  
using System.EnterpriseServices;  
using MyNamespace;  
namespace MyClientApplication  
{  
class MyClient  
{  
static void Main(string[ ] args)  
{  
MyComponent mycom = new MyComponent( );  
mycom.ShowMessage( );  
Console.ReadLine( );  
}  
}  
}  
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The output is as shown in Figure 4. 

 

Fig. 4. Client Application 

5   Risks and Challenges in CBSD 

Risks  

• Changing nature of modern day software products and robustness in CBD. 
• Reusable components are not designed and not coded from scratch. 
• Development based on in-house, multi-origin reusable, 3rd party COTS software or 

open source software components.   
• Few empirical studies that investigate how to use and customize COTS-based 

development processes for different project contexts [3].  
• Component interfaces are defined by models with less information for functional 

testing. 
• Instability in CBSD standards. 
• Reliability of CBS. 
• A usage of web based COTS leads to system security threats. 
• Architectural risks of CBS and its agility with respect to software architecture, 

quality and maintenance. 
• CB risk analysis should adopt similar principles of encapsulation and modularity as 

CBD methods (ISO, 2009a, b). 
• Generalization of components for future reuse. 
 

Challenges  

• Challenges in component configuration during integration. 
• Many complicated CBSD process models have been proposed, but no step-by-step 

guidance for implementing them is available [2]. 
• Limited knowledge about current industrial OTS selection practices. 
• Effort estimation and fault identification.  
• Relevant or new suite of software metrics and effort estimation and costing models 

for component assemblies are still not available. 
• Challenges in multi-language component selection and integration. 
• Lack of formal component selection methods and non availability of documentation 

impacting the component integration. 
• Challenges of using semi-formal techniques like UML and formal techniques like 

VDM, Z and B in the early stages of component development.  
• Challenges to check the presence of virus due to non availability of source code. 
• Prediction of system behavior from component behavior. 
• The maintenance process of CBS from system to product to component level. 
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Complexities involved in the development of an effort estimation tool for CBSD  

• Relatively new concept, hence limited published metrics and available tools [1]. 
• Information about system artefacts, relationships and dependencies can be obscure, 

missing, or incorrect as a result of continued changes to the system. 
• Changes must conform or be compatible with an existing architecture, design and 

code constraints. 
• Multi-language, multi-platform software. 
• Real time (dynamic/probabilistic/adaptive) components and cost drivers. 

6   Conclusions  

This paper demonstrates by means of a simple example, the use of component con-
cepts and COP based software development method. The basic aim was to orient the 
programmers towards using an innovative software development approach for real 
life projects. This approach is a beginning of seamless support and better integration 
of the development tools, runtime, component services, and the component adminis-
tration environment. However, the use of COTS components comes with its own 
challenges and risks which need to be analysed before arriving at a decision to use 
them for CBSD.  
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Abstract.  The existing Optical Character Readers (OCRs) are capable of read-
ing linear form text and have limitations to read artistic and non-linear form 
text. This paper presents a technique to transform printed English artistic form 
text to linear form text in order to make an OCR to read the text. The technique 
starts with artistic form text as input and transforms the same to linear form. 
First, the characters in artistic text are segmented and extracted using Con-
nected Component Analysis technique. Due to the intrinsic nature of artistic 
text, the extracted characters exhibit skew. In the next stage, such implicit skew 
in extracted characters is detected using Hough Transform and corrected. Fur-
ther, skew corrected characters are concatenated to put in linear form. Experi-
mental results of the proposed method show an average 80% of readability by 
OCR as efficiency. 

Keywords: artistic text, linear text, OCR, Connected Component Analysis, 
skew detection, Hough Transform. 

1   Introduction 

A significant area in the field of Digital Image Processing is Document Image Analy-
sis(DIA). DIA is very important in applications like document identification/ 
recognition, language identification, automatic reading from document etc. Many re-
searchers are working on different problems on document images starting from image 
acquisition to image understanding (Nagabhushan, P., 2001; O’Gorman et.al., 1998). 
Processing activities in DIA can be divided into Pre-processing, Segmentation, Script 
Identification, Page Layout Analysis (PLA) and Classification, Character Recognition 
etc (Vasudev T. et.al, 2005), and these have lead into many vibrant research problems 
(O’Gorman et al, 1998). The results of the research on the above problems are gradu-
ally converging towards the generic solutions to major issues in DIA. 

In spite of considerable research work in the area of DIA, a major issue which is 
not sufficiently addressed is, reading or extracting the contents of the text which  
appear in artistic form in a document (Vasudev T. et.al, 2007). Many documents, es-
pecially Certificates, Marks Cards, Sign boards, Logos, etc., have artistic text. In addi-
tion, many official seals/stampings used for document authentication purpose are also 
artistic in nature. The contents of such artistic text definitely have some valuable in-
formation that has to be processed. If such texts have to be processed by an Optical 
Character Reader (OCR), then proper pre-processing is required to make that text 
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readable by OCR as the available OCRs are capable of reading only linear-form-text. 
Few such artistic texts in documents are, text appearing in triangular-form, arc-form, 
circular-form, wave-form, shadow-form, telescopic-form etc. Fig.1 shows few such 
examples of artistic form text. The contents of such text normally conveys the identity 
information like Company’s Name, type of document, Brand Name, Event Name, 
Type of document etc., which is the main source for classification of the document. 
Therefore, text conversion from artistic form to linear form should be done before 
document processed with OCR. Hence, it is necessary to transform artistic-form-text 
into linear-form-text and make it suitable for reading by an OCR. This motivated us to 
make an attempt to transform artistic-form-text into linear-from-text. 

In this research work, we propose a methodology to transform artistic-form-text to 
linear-form-text which is suitable for OCR processing. The model uses Connected 
Component Analysis Technique for character extraction from document image having 
artistic-form-text. The extracted characters poses implicit skew (Vasudev T. et.al, 
2007) due to this the OCRs fail considerably to read such skewed characters. A mod-
ified Hough-Transform is used for detection of skew in characters. Finally, all the 
skew corrected characters are concatenated to present the text in linear form. The in-
put image is assumed to be free from noise and contains only artistic text. 

 

Fig. 1. Samples of artistic form texts 

The rest of the paper is organized as follows: The sequence of stages in the pro-
posed work along with character extraction using connected component analysis is 
discussed in section 2. The theory of Hough-Transform along with detection and cor-
rection of skew in characters is explained in section 3. Experimental results are illu-
strated in section 4. Conclusion is given in section 5. 

2   Stages in the Proposed Work 

The block diagram shown in Fig.2 indicates the sequence of different processing 
stages performed in the proposed system.  

 

Fig. 2. Sequence of stages in the proposed work 

The printed artistic text document image obtained at 300 dpi resolution is taken as 
input to the system. Character segmentation from artistic text is made through a series 
of image processing operations. To begin with, the image is normalized to 340 X 340 
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pixels and image is binarized to black and white, in order to make invariant to image 
size and colour. Then the characters are extracted from an image through connected 
component analysis. Labelling of characters are made using 8-connectivity logic 
(C.M.Velu et.al, 2010). Remove all objects containing less than the threshold pixels 
value which are treated as noise. Using the labels, the connected components (charac-
ters) are extracted. The extracted characters are then resized to 45 X 45 pixels. 

The steps for Text Extraction from document image are given below in the form 
of algorithm: 

Input: Scanned Image Document containing artistic text 
Output: A set of character images extracted from input image  

1. Read the image 
2. Convert  input image to Gray scale and Gray scale to Black and White image 
3. Scan the image document from left to right to label characters 
4. Label and Count connected components which form the Candidate region 
5. Remove all object containing less than threshold  pixels value 
6. Crop the character using Candidate region 
7. Repeat step 6 until all characters are extracted from the input document image. 

Once all the labelled components are extracted, it is noticed that some additional 
blocks of residues are produced due to the limitation in cropping procedure. Such re-
sidues are addressed as noises in this work and are to be removed. It is evident from 
the experimental results that the connected components regions of such noises have 
less than 20 pixels (width to height ratio) i.e., connected component region Area < 
connected components regions MaxArea / 20. Considering 20 pixels as threshold, the 
regions which are less than 20 pixels are removed from the resultant image. 

The result of the implemented methodology is shown through an artistic-form-text 
shown in Fig.3. Fig.4 shows extracted characters with additional blocks as noise. 
Fig.5. shows the output obtained after removing noise through defined threshold. 

 

Fig. 3. Sample input image for Connected Component Analysis Technique   

        

Fig. 4. Extracted Characters using Connected Component 

       

Fig. 5. Extracted Characters after noise is removed  

It is noticed that the extracted characters are not free from skew. The skew in cha-
racters are detected using modified Hough Transform and is explained in next section.  
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3   Hough-Transform 

Hough-Transform is widely used in image analysis, computer vision and digital im-
age processing. Hough-Transform technique is an approach preferred when the objec-
tive is to find lines or curves formed by groups of individual points on an image plane 
(Rajiv Kapoor et.al, 2004; H.K.Chethan, 2010). The method involves a transforma-
tion from an image plane to a parameter space. Consider the case in which line is the 
object of interest. Mathematically, the line is expressed as (Rafael C Gonzales & Ri-
chard E Woods, 2002) 

                 ρ = X cosθ + Y sinθ.                                                   (1) 

There are two line parameters namely, the distance (ρ) and the angle (θ) which de-
fines transformation space. Each coordinate (x, y) of ON pixel in the image plane is 
mapped onto the locations in the transformed plane for all possible straight lines. For 
all possible values of ρ and θ the transformations intersect at the same point on the 
transformed plane when multiple points are collinear. Therefore, the point (ρ, θ), 
which has the greatest accumulation of mapped points, indicates lines with these pa-
rameters. In practice, due to discrimination error and noise, points mapped will not be 
exactly collinear. Thus the points do not map on to exactly the same location on the 
transformed plane. For connected lines or positions of lines, computations can be re-
duced greatly by considering not all (ρ, θ) points but only those (ρ, θ) points that are 
in one orientation as indicated by the angle. 

Before applying Hough Transform on the skewed characters, morphological ‘clos-
ing’ and ‘thinning’ operations are performed for better results and Hough Transform 
is applied on the thinned character image. The image is divided into two parts, in or-
der to get better resolution in angle estimation for each half of the image. Perform the 
Hough Transformation to determine the position of the high pixel concentrations from 
both the parts, which indicates the skew angle. The Hough-Transform maps the indi-
vidual pixels from the image domain into the parameter domain i.e. each coordinate 
(x, y) of the image plane is mapped onto the locations in the transformed plane for all 
possible straight lines. For all possible values ρ and θ the transformations intersect at 
the same point on the transformed plane when multiple points are collinear. There-
fore, the points (ρ, θ), which has the greatest pixel concentrations of mapped points, 
indicates lines with parameters. The position of high pixel concentrations of the both 
the parts of image indicate the skew angle. Use skew angle to rotate the character and 
align it in the horizontal manner. Finally all the skew corrected characters are conca-
tenated to form the linear form text.   

The output of skew detection and correction on the characters extracted in pre-
vious section is shown in Fig.6. 

 

Fig. 6. Skew corrected characters 
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The complete steps for transformation of artistic-from-text to linear-form-text, is 
given below in the form of algorithm: 

Input: Printed Document Image containing artistic form text 
Output: Image containing linear form text  

1. Read the image 
2. Extract the character from the document image using Connected Component Technique  
3. Perform the following steps for each extracted character 
    a. Apply region based Heuristic Filtering to remove noise in extracted character 
    b. Perform morphological ‘closing’ and ‘thinning’ operations  
    c. Divide the image into two parts and perform the Hough Transformation on both the parts to   
       determine skew angle 
    d. Using skew angle rotate the character and align it in the horizontal manner 
4. Repeat the step 2 and 3 until all the characters are extracted 
5. Concatenate all the output characters of step 3 to get resultant linear form text. 

The Hough-Transform under/over estimates the skew angle when character has large 
variation in intensity value across the border and high density concentrations at one 
side of the character. The Hough-Transform parameter spaces peak detection is a 
problem for cluster detection and there is no skew estimation when characters have 
uniform spatial neighbourhood correlation and similar intensity distribution.  

4   Experimental Results 

The proposed methods have been implemented in the MATLAB R2009a. The differ-
ent documents from Newspapers, Journals, Text Books, Magazines, Advertisement 
Articles, Pamphlets, and the artistic text document created from paint/word are consi-
dered. The experiments have been conducted on more than 150 image samples. 
Figs.7-15 shows some sample input texts and corresponding results. Within each fig-
ure first row indicates the input artistic form text, second row indicates extracted cha-
racters using Connected Component, and third row indicates linear form text.       

Experimental results illustrated from Figs.7-15 indicate that the proposed approach 
considerably transforms artistic form text to linear form text which are better suitable 
for OCRs. The impact of implementation of Transformation model on characters is to 
increase the readability of OCR. Analysis of readability by an OCR before transfor-
mation, after character extraction and after skew correction is performed with respect 
to English text using the OCR “Readiris Pro 9” (http://www.irislink.com). Few in-
stances from the worst case to the best case are considered and analysis of readability 
by OCR at three stages is tabulated in Table 1. The Table 1 indicates, an artistic form 
text, given as input to OCR, it recognizes the text as picture and the readability of text 
by OCR is obviously 0%. This demands that most of OCRs do require linear text for 
reading.  

   

                        Fig. 7.                          Fig. 8.                         Fig. 9. 
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                 Fig. 10.                                       Fig. 11.                                       Fig. 12.                          

 

                      Fig. 13.                                Fig. 14.                                Fig. 15. 

Table 1. OCR's readability of artistic form text 

Input artistic form text OCR Recognition Readability 

  0.0 % 

Recognized as picture 

 
 

 

0.0 % 

Recognized as picture 

 
 

 
0.0 % 

Recognized as picture 

 

 

 0.0 % 

Recognized as picture 

  

0.0 % 

Recognized as picture 

  
0.0 % 

Recognized as picture 

  
0.0 % 

Recognized as picture 

 
 

0.0 % 

Recognized as picture 

  
0.0 % 

Recognized as picture 

  
0.0 % 

Recognized as picture 
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The extracted characters using Connected Component analysis technique, intro-
duces readability for OCR to some extent as show in Table 2, but still many input 
samples recognized as picture and broken characters because of skew in characters. 
Table 3 shows that OCR readability considerably increases after character skew  
is corrected. Table 4 indicates an average readability of OCR is 0-55% in case of  
extracted characters and also indicates the skew correction introduces readability for 
OCR upto 80%. The experimental results are illustrated in Fig.16. 

Table 2. OCR's readability after Character Extraction use CC (Prior to skew correction) 

Extracted Text OCR Recognition Readability 

  

0.0 % 

Recognized as picture 

 

 0 .0 % 

Recognized as picture 

 

COODU't-'\ 57.14 % (4/7) 

Recognition 

  

0.0 % 

Recognized as picture 

 

ICMAT2ItI"1MBAIWlCl\ 46.67 %(7/15) 

Recognition 

  0.0 % 

Recognized as picture 

 C1qSS~CPOLG  

 

72.7% (8/11) 

Recognition 

  0.0 % 

Recognized as picture 

  0.0 % 

Recognized as picture 

  0.0 % 

Recognized as picture 

Table 4 indicates that average readability of OCR of artistic form text is 0% indi-
cating that OCRs are not capable of reading text other than linear form. After extract-
ing the characters and placing the characters linearly without skew correction shows 
some improvement in readability. Once the skew is corrected in the extracted charac-
ters, OCR performance enhances to read at an average readability of 80%. 
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Table 3. OCR's readability after Character skew correction  

Skew corrected text OCR Recognition Readability 

 

.t'UCCES.t'   5 / 7                    71.4 % 

 

nR"IFTF"lIR   6/ 9                    66.6 % 

 
GOODD~~   5 / 7                    71.4 % 

 

AAIpCilteeroll  8 / 11                   72.7 % 

 

KMI\T10"11MBJlIMCI\ 11 / 15                 73.3 % 

 
SITESSAlE   8 / 9                  88.9 % 

 
Cl~.sS.ICPlO 10 /11                  90.9 % 

 
 SANGEETHt>,   8 / 9                   88.9 % 

 

AIVNI~lERSf\R'  7 / 11               63.6 % 

 MISHR<1  

 

 5 / 6                   83.3 % 
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Fig. 16. OCR Readability Analysis for different Image Samples 

Table 4. Readability analysis 

Input text Readability range Average readability 

Artistic form Text 0.00% 0.00% 

Extracted Characters text with skew 00%-57% 5.70% 

After Character skew correction  65% - 91% 80% 
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5   Conclusion 

In this paper, a method to transform artistic form text to linear form text of English 
Printed Text is presented. The experimental results exhibit an average readability of 
80% by OCR. However, the approach has certain limitations in estimating the skew 
angle exactly in some cases and also changes the size of some of the character after 
skew correction. The proposed method is not suitable when document text appears in 
circle, circle with multiple lines of linear text, semi-arc with linear text, triangular 
form, and text with complex background. There is much scope for further research in 
this work especially to investigate a better skew estimation model without changing 
the size of the character. 
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A Fuzzy Sectional Real-Time Scheduling Algorithm  
Based on System Load  
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Abstract. Earliest Deadline First (EDF) Algorithm is one of the most widely 
known dynamic real-time task scheduling algorithms. However, when a real-
time system is overloaded, experiments and analysis have proved that EDF 
algorithm is ineffective. Considering the algorithm’s instability during the 
practical task executing environment in an overloaded state, it is necessary to 
apply a few decision making techniques to ensure a good overall performance. 
In this paper, we propose a dynamic sectional real-time scheduling algorithm 
called Fuzzy Sectional Scheduling (FSS), which identifies the system load and 
employs suitable scheduling techniques to improve overall performance. The 
simulation results show that the Fuzzy Sectional Scheduling Algorithm could 
improve the real-time system performance to a considerably greater extent 
compared to the classical algorithms such as EDF, HVF (Highest Value First) 
and HDF (Highest Density First) algorithms; under all workload conditions. 

Keywords: Real-time system, Dynamic priority scheduling, Fuzzy logic, 
Deadline Missing Ratio. 

1   Introduction 

In a real-time system, all tasks are characterized by their deadlines. A deadline may 
be defined as the latest time by which the task needs to be completed. In hard real-
time systems [14, 15], it is necessary for the tasks to complete before the specified 
deadline; otherwise the tasks are worthless and can cause catastrophic results. 
Whereas, a soft-real time system [15] can have more relaxed set of constraints. In 
such systems, meeting all the deadlines is not the only consideration. An occasional 
missed deadline can be considered tolerable; and more importance is given to the 
throughput of the system. Our discussions in this paper deal with preemptive dynamic 
scheduling algorithms applicable to hard real time systems. 

There are a number of optimal scheduling algorithms that can guarantee the 
feasibility of a schedule. Most of these classical algorithms, such as EDF, fail to adapt 
to dynamically varying systems, specifically if there are considerable changes in the 
workload, which is the case with complex real-time systems. Hence, it may be safe to 
assume that these classical algorithms [7] work ideally in relatively smaller systems 
[2]. According to the work carried out in [8], the real-time systems need to adapt to 
the changes dynamically and quickly. Hence, we make use of a Fuzzy Inference 
system to adapt to the various changes in system. 
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When a real-time system is overloaded, it is practically impossible for a feasible 
schedule [9,15], i.e. , all tasks cannot be completed before their deadline. Some tasks 
need to be rejected [2]. The objective of the algorithm we present in this paper is to 
schedule the most important tasks in overloaded situations [8]. In order to successful 
implement this in our algorithm, we need to add Importance Value [1,2] to the set of 
parameters of each task. Considering the Importance value of a task in an overloaded 
system will also help avoid the so called Domino effect [1].  This effect usually 
occurs when a task that missed the deadline causes subsequent and more important 
tasks to miss their deadlines resulting in a catastrophic state. Locke proved that EDF 
is prone to the domino effect in overloaded conditions in [4]. To avoid the domino 
effect, our algorithm needs to plan the task schedules at runtime to adapt to the 
changes in overload [2]. Few of these dynamic scheduling algorithms include EDF 
(Earliest Deadline First)[9], HVF(Highest Value First) [1,2] and HDF(Highest 
Density First) [1,3] . These algorithms have been defined and discussed in [1,2]. 
There are many parameters that could be considered for a particular real-time system 
[16]. The challenge is to choose the right parameters to determine and analyse various 
system properties. 

Over the last decade, Fuzzy logic has been widely applied to the concepts of 
operating systems [12,13] as well as those of real-time systems, especially in the 
scenario of scheduling algorithms. In this paper, we propose a Fuzzy Sectional 
Scheduling algorithm to tackle the problem of the domino effect and to increase 
efficiency in system overload conditions. The algorithm uses Fuzzy Logic principles 
[10, 11] to compute the Current Load State of the real-time system. Xian-Bo He in [5] 
discusses the steps involved in a fuzzy inference mechanism in the real-time 
scheduling scenario. Section 2 describes the task model of the FSS algorithm. The 
scheduling policy of the proposed algorithm is mentioned in Section 3. Section 4 
describes the properties of the proposed Value-Density algorithm which is a part of 
the FSS algorithm. The experimentation and observations have been presented in 
Section 5. We conclude the paper in Section 6 and identify future scope of this 
research project. 

2   Fuzzy Sectional Scheduling Algorithm  

 
Fig. 1. The process of identifying Load State of the System using Fuzzy Inference 
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A. Fuzzification [10,11] and the discrete fuzzy set domain 
 

In our FSS algorithm, we set the fuzzy set domain, U as follows [5, 6]: 

U={0.0,0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9,1.0}. 

This is based on the fuzzy inference and the simulation experiments carried out. 
The three real-time system metrics [16] we fuzzify to make a decision are as 

follows: 

1) Workload of the system, W 
2) The Average deadline miss-ratio, Ma,  a traditional metric for real-time 

systems, is defined as the total number of deadline misses divided by the 
total number of task instances throughout the run-time 

3) Deadline Miss Ratio Overshoot, Mo, represents the worst-case transient 
performance of a system in response to the load profile [16]. 

The fuzzy partition sets of Workload of the system, W= {Normal, High, Very High), 
and figure 1 is its membership function. The fuzzy partition sets of the Average 
Deadline Miss ratio, Ma= {Low, Medium, High}, and figure 2 is its membership 
function. The fuzzy partition sets of the Deadline Miss ratio Overshoot, Mo= {Low, 
Medium, High}, and figure 3 is its membership function. The values for membership 
were selected after extensive experimentation with various test cases. 

The fuzzy partition sets of final System Load, L = {Normal, Overload}.  
The reason why we need to consider the Average Deadline Miss Ratio (Ma) and 

Deadline Miss Ratio Overshoot (Mo) to decide the Load State of the system is that 
these  metrics help us analyse the current situation in the system and hence allow us to 
decide if the system is ending up what the Domino Effect. For example, a very high 
DMR overshoot may indicate that a considerable number of recent jobs have missed 
deadlines, or in other words the dominoes have started to fall. 

 
 

Fig. 2. Membership Function of Workload ,W 

 

Fig. 3. Membership Function of Average 
Deadline Miss Ratio, Ma  
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Fig. 4. Membership function of Deadline Miss Ratio Overshoot  

To fuzzify the above mentioned metrics, we transform them into the fuzzy sets 
according to the following steps: 

 
 1)  Domain transformation: 

Relative_workload, Wr = W / Max_workload 

where, Max_workload is the Maximum Workload that is allowed to be processed by 
the system. 

The other metrics, namely, Average deadline Miss ratio (Ma) and Deadline Miss 
ratio Overshoot (Mo) already belong to the fuzzy set domain U. 

 
2) Fuzzification: 
We employ a linear proportion method as in [6] to fuzzify the metrics described 

above. 

B. Fuzzy Inference 

Table 1 has the fuzzy inference rules to identify the final system load state. These 
rules were formulated based on experimentation. 

It can be observed from Table 1 that, if the fuzzy inference rules were not applied 
to the system and considering the situation when there is a quick increase the no of 
deadlines missed, the algorithm would ignore a possible domino effect and consider 
the system to be in a normal state. The Fuzzy Inference rule no 5 and 6 counter this 
situation and avoid the possible domino effect. 

C.   Defuzzification 

To defuzzify a certain metric, we adopt the Similarity Nearness Degree (SND) [5] to 
decide upon the fuzzy set in the fuzzy partition corresponding to a special fuzzy set 
input.  

After obtaining the fuzzy sets of the above mentioned metrics, we match them with 
the items of fuzzy set standard pattern by computing the Similarity Nearness Degree 
(SND) to get the corresponding inputs to the fuzzy inference rule table. Hence, by 
looking into the table for the corresponding fuzzy values, we can identify the current 
system load state.  
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3   Scheduling Policy of the FSS Algorithm 

Once the Load State of the system is determined by Fuzzy inference, the FSS 
algorithm employs the respective algorithm corresponding to a Load State: 

3.1   Normal Load  

During Normal load conditions we employ the traditional EDF algorithm since its 
theoretically always produces a feasible schedule. 

3.2   Overload    

We employ the Value-Density Algorithm, which is as described in the following 
section. 

4   The Value-Density Scheduling Algorithm 

We propose a Value-Density scheduling algorithm, where we combine the properties 
of the two traditional scheduling algorithms namely, Highest Value First (HVF) and 
Highest Density First (HDF). The algorithm is characterized by one parameter, α 
which is used to compute the priority, calculated to schedule the tasks in the execution 
queue. The priority Pri of the algorithm is defined below. 

Pri = (1- α)*Vn+ α*Dn 

Where, 
Vn – Normalised Importance Value,V of the task ( used as priority in HVF algorithm) 
Dn – Normalised Density,D of the task (used as priority in the HDF algorithm), 
essentially the ratio between the importance value and the remaining execution time 
left for that particular task [2]. 
α – The parameter used to determine the priority in the proposed algorithm 

 
It is important to note that we have used the normalised values of V and D in the 
above equation to determine the priority; reason being the ranges of these values 
differ by a considerable margin and could give erroneous results.  

The parameter α can decide the balance factor between the 2 algorithms. It can be 
observed that when α is 0, the algorithm is equivalent to HVF and when α is 1, the 
algorithm is equivalent to HDF. The parameter, α, can play a very important role to 
decide the priority, especially since this algorithm is employed in overloaded 
situations. It becomes crucial to choose the tasks which need to be scheduled first, and 
essentially rejecting the tasks that may not contribute to the overall throughput of the 
system. Hence, we need to critically evaluate the process of computing α. We apply 
fuzzy approximation techniques to compute the value of α. 

We propose a Fuzzification function, F which is defined on the parameters 
Relative_Workload(Wr) and average deadlines missed ratio(Ma): 

 

F(β,γ) = γ1-β 
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Where, 
β = Ma, Average deadlines missed ratio 
γ = Wr, Relative_Workload 

 

Fig. 5. The fuzzification function of α 

We simply assign the value of the function F, computed using the above method, to 
α which in turn is used to compute the priority of the Value-Density algorithm which 
schedules the next important task for execution. We have not taken into consideration 
DMR Overshoot, Mo for the fuzzification of α, since the value of Ma is sufficient and 
it takes into consideration the amount of deadlines missed and Mo would not add any 
additional and useful properties to the equation for this particular task logically. 

5   Performance Evaluation 

Considering the implementation point of view, the value α for the Value-Density 
algorithm proposed was computed at frequent intervals such that system state was 
appropriately identified. And a quick sort algorithm would be ideal for the sorting 
process of ready tasks. The reason being, once α is computed, since the task queue 
would already be sorted for the old α, the quick-sort process would have much lesser 
comparisons and the time taken to sort the tasks would be considerably small. 

In this paper, the performances of the scheduling algorithms are determined from 
the parameter, HVR (Hit Value Ratio) which is defined later in the section. 

The following are the rules that were followed while simulating the algorithm [2]: 

(1) In all the simulations, a task set contains 1000 tasks, Ji where 
i=1,2,3,…,1000. 

(2) For each task, the worst case execution time Ci, was chosen as a random 
variable with a uniform distribution between 5 and 200 time units. 

(3) Importance Value of a task is modelled as a uniform distribution from 1-100 
which are divided into 5 criticalness levels from 1 to 5. 

The results portrayed here are the average of 200 different simulations. In the model 
used for simulation, the workload, ρ changes from 0.5 to 4.5. In other words, the 
maximum workload allowed for the system to work is 4.5. 
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1) Hit Value Ratio (HVR) 

It is defined as the ratio between the sum of all the significance values collected 
during the task set execution and the total value of all the tasks submitted to the 
system.  

 

 

Fig. 5. Hit Value Ratio of the classical Algorithms 

As it can be observed, EDF algorithm works ideally under Normal load conditions. 
But as the workload increases EDF degrades rapidly. The SS Algorithm proposed in 
[2] is compared to the FSS algorithm proposed in this paper and clearly the FSS 
scheduling performs better in all overload conditions. Since the SS algorithm 
discretely changes the scheduling algorithm, it works well in extreme conditions, i.e, 
when the system just enters a state of overload and when the system is in a serious 
overload condition. The properties of HVF and HDF algorithms are merely replicated 
by the SS algorithm during different workloads. The FSS algorithm dynamically 
computes the priority in all workload conditions after choosing the best properties of 
both the algorithms using fuzzy logic and hence provides better results in terms of 
Value. In extreme cases of workload, FSS algorithm will tend to the SS algorithm, as 
it can be gathered from the graph. 

The FSS algorithm avoids the domino effect successfully and the proposed Value-
Density algorithm, which is employed in overloaded conditions by the FSS algorithm, 
degrades gracefully and the hit value ratio is better than the traditional HVF and HDF 
algorithms since it incorporates properties of both these algorithms depending upon 
the system state.  

Workload 

HVR 
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6   Conclusions 

We have presented a sectional real-time scheduling algorithm called the FSS which 
uses Fuzzy logic to determine the load on the system and employ suitable task 
scheduling algorithm for each case. We use the performance of these classical 
scheduling algorithms, namely EDF, HVF and HDF, as the basis to compare the 
performance of the FSS algorithm. Simulation results proved that the FSS algorithm 
performs better in an unstable system, especially under overload situations.  

The FSS algorithm successfully encounters the Domino effect, which was the 
objective of the paper, and also significantly improves the value of the overall 
system's performance in overload conditions. In other words, the FSS algorithm 
executes the most important tasks in overloaded conditions and rejects the less 
important ones.  

As a future scope for this particular research project, we can analyse other 
parameters that could suit better for the model and improvise on the inference system. 
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Abstract. The Ball and Beam system (BBS) is a nonlinear and unstable system 
which resembles with many real-time complicated systems. Providing an ap-
propriate beam angle to give the stability to the ball on the beam in a specific 
position, is a challenging task for the control system researchers. In this paper a 
robust interval type-2 fuzzy logic controller (IT2FLC) is designed. The dimen-
sion of the rule base is reduced by using signed distance method. This signed 
distance method makes the IT2FLC to a Single input Interval Type-2 Fuzzy 
logic Controller (SIIT2FLC). The type-2 fuzzy sets resolve the problem of de-
termining membership functions in type-1 fuzzy systems. The membership 
function of a type-2 fuzzy set is three dimensional, where third dimension is the 
value of membership function at each point on its two dimensional domain that 
is called its footprint of uncertainty (FOU). The ability of FOU to represent 
more uncertainties enables one to cover the input and output domains with less 
number of fuzzy sets. This SIIT2FLC gives the smooth 2-D control surface and 
robustness to the system. The simulation work is carried out in simulink envi-
ronment of MATLAB (7.8.0) software. The simulation results are also validated 
in the real-time implementation of the BBS, designed by Googol Technology. 
Experimental results show that the performance of the proposed controller is 
better than the single input type-1 fuzzy logic controller in terms of transient 
and steady state response. The ability of handling uncertainty (robustness) of 
proposed controller has been checked by applying a disturbance signal to the 
position sensor’s output and also by parameter variation of the BBS. 

Keywords: Ball and Beam system, single input interval type-2 fuzzy logic con-
troller, single input fuzzy logic controller, signed distance method, footprint of 
uncertainty, robustness. 

1   Introduction 

The BBS is one of the most enduringly popular and important laboratory models for 
testing different control techniques, as its open loop operation shows instability. The 
mechanical plant [2] in Fig. 1 consists of a base, a beam, a ball, a lever arm, a gear 
box, a support block, a motor and an embedded electrical power supply. 

The ball can roll freely along the whole length of the beam. The beam is connected 
to the fixed support block at one end and to the movable lever arm at other end. The 
motion of the lever arm is controlled by the DC brush motor through the gear.  
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2.1   Mathematical Model of BBS 

Let the angle between the lines that connects the joint of the lever arm with the center 
of the gear and the horizontal line be; the distance between the center of the gear and 
joint be d and the length of the beam be L. Then the beam angle α can be expressed in 
terms of the rotation angle of the gear θ according to the following equation (1) 

                                                                  (1) 

The angle θ is connected with the rotational angle of motor shaft trough the reduction 
gear ratio n=4.28. The ball on the beam is subjected to the gravity, inertial and centri-
fugal forces. The dynamic equation of the ball on the beam can be described by using 
Lagrange method: 

                                    (2) 

Where g is the gravitational acceleration, m is the mass of the ball; J is the ball mo-
ment of inertia; r is the position of the ball along the beam; R is the radius of the ball. 
In this paper we have assumed that the ball rolls without slipping and friction between 
the beam and ball is negligible. Our main interest is to keep the angle α  close to zero. 
We can linearize the dynamic equation (2) with respect to α  in the neighborhood of 
zero. Then we get the linear approximation of the system. 

                                                  (3) 

This (3) is used to model the dynamic of the BBS. The values of the parameters are 
listed in the Table 1. 

Table 1. Value Of The BBS Parameters 

Name of Parameters Value 

m (kg) 0.028 
R (m) 0.01 

g (m/s2) -9.8 
L (m) 0.4 

d 0.04 
J 1.12*10-6

3   Design of SIIT2FLC 

3.1   Interval Type-2 Fuzzy Logic System 

Uncertainty affects the decision making. The concept of information is inherently as-
sociated with the concept of uncertainty [14]. The type-1 fuzzy sets are able to handle 
the uncertainty by the numbers in range [0,1]. However it is not reasonable to use  
an accurate membership function for something uncertain, so in this case we need 

θα
L

d=

0)(sin)( 2
...

2
=−++ αα mrmgrm

R

J

θ
)(

2

..

m
R

J
L

mgd
r

+

−=



1158 S. Kundu and M.J. N

another type of fuzzy sets, 
called type-2 fuzzy sets. Th
by using type-2 fuzzy sets b
tic uncertainty. The type-2 

type-2 membership function

Where and 

fined as: 
    

The main characteristic of 
set, is its uncertainty. The f
that can be taken as a meas
by a lower membership fun
FOU is shown in Fig. 2 

          Fig. 2. FOU of a triangu

An interval type-2 fuzzy
inference engine, type redu
nality is same as type-1 fu
ferred rules and produces 
type-2 fuzzy set to a type-1
ing defuzzification method
crisp outputs of the IT2FLC
reduction techniques, centro
a type-1 fuzzy set and such
end points; hence computin
ting those two end points. 

Xx ∈ ∈u

A
~


∈ Xx μ

Nigam 

those which are able to handle these uncertainties, the
he amount of uncertainty related to system can be redu
because these sets have better capability to handle lingu
fuzzy set [13] can be described by Ã, is characterized b

n   as follows 

 

. An interval fuzzy set and can be 

                                         

type-2 fuzzy set, which makes it better than type-1 fu
footprint of uncertainty (FOU) [3] covers a bounded reg
sure of scattering of the system input. The FOU is boun
nction (LMF) and upper membership function (UMF). T

                   

ular MF                      Fig. 3. Type-2 fuzzy logic controller 

y logic system [14] shown in Fig.4 contains fuzzifier, ru
cer and defuzzifier. Up to the inference engine the func

uzzy logic system. The inference engine combines the 
a type-2 fuzzy set output. The type reducer reduces 

1 fuzzy set which is then converted to a crisp output by 
. So there is a mapping existing between crisp inputs 
C. This relation can be expressed by y=f(x). Among m
oid method is used here to convert the type-2 fuzzy set
h sets are completely characterized by their left and ri
ng the centroid of a type-2 fuzzy set only requires com

]1,0[),(~ ∈ux
A

μ

]1,0[⊆∈ xJ
IA

~

 
∈ ⊆∈

=
Xx J

uxI
x

A ),/(1
]1,0[

~

μ


∈ J

A
uxux

x

),/(),(~

μ

μ

e so 
uced 
uis-
by a 

(4) 
 

de-

 (5)     

uzzy 
gion 
nded 
The 

ules, 
ctio-

in-
the 
us-
and 

many 
ts to 
ight 

mpu-



 An Intelligent and Rob

3.2   Signed Distance Meth

For general type-2 fuzzy 
of change of error (e). Her
position of ball. If e and  
be 72 rules. So the number
tional time as well as high p
riables (e, e) as a single inp
ler will be single input type

A powerful method is us
method [15], [16]. It is app
controller is in skew-symm
to have the same output me
ular diagonal line has a ma
diagonal line (LZ). For any
will lie in any one of the d
diagonal line (LZ) can be re

Here variable λ is the slop

from any point (e. e) to the

Depending on the distance
Table 3. Rule table is one 
smooth 2-D control surface
 
 

Fig. 4. IT2FLC RULE

 

bust Single Input Interval Type-2 Fuzzy Logic Controller 1

hod 

PD controller, we need two inputs, error (e) and r
re e is the difference between desired position and act
are consist of seven membership functions each, there w
s of rules are not too small and it requires large compu
performance processor. If we summarize the two input 

put variable, then the number of rules will be 7 and cont
e-2 fuzzy logic controller. 
sed to summarize the two inputs (e, e), it is signed dista
licable, when the rule table of two input type-2 fuzzy lo

metric form, shown in Fig. 4. It is common for the rule ta
embership in a diagonal direction. Each point on the par
agnitude that is proportional to the distance from its m
y combination of (e, e), the output membership funct

diagonal line (LNL, LNM, LNS, LZ, LPS, LPM, LPL). The m
epresented by 

.

0e eλ+ =                                                             

pe magnitude of the main diagonal line LZ. The dista

e main diagonal line can be written as: 

.

21

e e
d

λ
λ

+=
+

                                                             

e d, the new rule table can be constructed and given
dimensional and contains only seven rules and confir

e. Rule table for SIIT2FLC is given in Fig. 5.  

 

E BASE Fig. 5. SIIT2FLC RULE BASE 

1159 

rate  
tual 
will 
uta-
va-

trol-

ance 
ogic 
able 
rtic-

main 
tion 

main 

 (6) 

ance 

 (7) 

n in  
rms 

 



1160 S. Kundu and M.J. N
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The responses of BBS, after applying the disturbance signal and parameter varia-
tion, are given in Fig. 10 and Fig. 11. 

                

Fig. 10. Output response for ball position         Fig. 11. Output response for ball velocity 
with parameter uncertainty and disturbance               with parameter uncertainty and disturbance 

5   Comparison of Experimental Results 

From the real-time implementation of the SIIT2FLC and SIFLC, it has been found out 
that both controllers are able to give the stability to the BBS. There are no overshoots 
in position response for both controllers. In the case of SIIT2FLC, the ball reaches to 
the steady state position in 2.50 sec and it is 3.60 sec for the case of SIFLC. After ap-
plying the disturbance and parameter variation, the output position response is almost 
same for SIIT2FLC, but the position response is not stable (oscillatory) for SIFLC. 

6   Conclusions 

This paper has described a robust single input interval type-2 fuzzy logic controller 
for ball and beam system. Here the signed distance method makes the rule base small-
er. The FOU gives the power of handling the uncertainty related to the system. The 
transient response is faster for proposed controller than single input fuzzy controller. 
In the presence of disturbance and parameter uncertainty, the proposed controller 
shows stable operation of the ball and beam system. But the single input fuzzy logic 
controller is not able to give stable operation of ball and beam system with distur-
bance and parameter uncertainty. The experimental results depict the robustness of 
the proposed controller.   
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Abstract. This paper presents the adaptive neuro fuzzy inference (ANFIS) con-
troller for the Rotary inverted pendulum to balance it at it’s the up-right posi-
tion. The steps for implementation of four input controller is presented and 
shown that designing of this controller is very simple and at the same time it re-
duces the time and space complexity of the controller. The controller and the 
inverted pendulum are simulated in the Matlab Simulink environment with the 
help of ANFIS editor GUI. Simulation result shows that ANFIS controller is 
much better in comparison to conventional PID and Fuzzy logic controller in 
terms of settling time, overshoot and parameter variation. 

1   Introduction 

A mechanical system which has greater number of joints than the number of actuator 
present in the system such system is called the underactuated system [1]. Because of 
this, the strategies developed for fully actuated system may not be directly applied to 
underactuated system. The control study of underactuated system has drawn a great 
interest in last few decades as most of the physical systems have underactuated dy-
namics as those in robotics, aerospace engineering and marine engineering including 
the example of flexible-link robots, walking robots acrobatic robots, helicopter, satel-
lite, space robot, spacecrafts etc.  

The Rotary Inverted Pendulum is a widely investigated nonlinear system due to its 
property of unstable, higher order, multi-variable and highly coupled which  
can be treated as highly non-linear control system. Rotary system provides an excel-
lent experimental platform for examining specific control theories or typical solution 
and thus promoting the development of new theories. This system can be taken as the 
problem of balancing the pendulum at up-right position which is the most common is-
sue in robotics. This explains the fact that many investigations have been carried out 
on the rotary inverted pendulum problem [1]-[5]. 

For control the balancing act of the rotary pendulum, a control system is needed. 
As known the ANFIS can be used as controller as it can model the human decision 
making based on the IF-THEN rules and become a very popular tool for the approxi-
mation and inexpensive tool to implement and shows the adaptive and robust beha-
vior in comparison to more commonly used conventional controller like PID and 
compensator like lead-lag and fuzzy controller. As known the conventional controller 
completely relies on the mathematical model of underlying system while efficient 
fuzzy controller, designed with the help of LQR parameters can be easily imple-
mented to linear and nonlinear systems [3]. 
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In ANFIS, fuzzy inference system is blended with the neural networks and uses the 
human intelligence to design the controller. This paper presents the schematic design 
of ANFIS model of the controller for the rotary inverted pendulum. Here the rotary 
inverted pendulum and controller is model before putting them into the simulation 
and controller is train, validate and check the performance with the noise and varying 
parameter. Then the controller and system model is implemented in Simulink envi-
ronment of MATLAB and the performance of the controller is measured and run in 
real-time workshop. This is followed by the implementation and comparison of the 
PID and fuzzy controller with ANFIS controllers through simulations. 

2   Rotary Inverted Pendulum Model 

The Rotary system, as shown in Fig. 1, consists of a vertical pendulum, a horizontal 
arm, a gear chain, and a servomotor which drives the pendulum through the gear 
transmission system. The rotating arm is mounted on the output gear of the gear 
chain. An encoder is attached to the arm shaft to measure the rotating angle of the 
arm. At the end of the rotating arm there is a hinge instrumented with an encoder. The 
pendulum is attached to the hinge. 
 

 

Fig. 1. Rotary Inverted Pendulum System 

 

Fig. 2. Simplified model of the rotary inverted 
pendulum system 

The inverted pendulum (mechanical part only) is sketched in Fig 2, α and θ are 
employed as the generalized coordinates to describe the inverted pendulum system. 
The pendulum is displaced with a given α while the arm rotates an angle of θ. We as-
sume the pendulum to be a lump mass at point B which is located at the geometric 
center of the pendulum. The xyz frame is fixed to the arm at point A. 

Nonlinear dynamic equations 

 mfVebba =++− θααααθ  2)sin()cos(  (1) 

 0)sin()cos( =−+− ααθα dcb   (2) 
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arm about the axis θ  and mη and gη  are the motor and gear efficiency respectively. 

tmg KKK ,,  are the servo system gear ratio, back-emf constant and motor torque con-

stant respectively. 
Linearzing (1, 2) under the assumption that  0≈α  and 0≈α , we get the linea-

rized model as follows: 
 

mfVeba =+− θαθ   (3) 

 
0=−+− ααθ dcb   (4) 

The overall block diagram of a rotary pendulum system with a feedback ANFIS con-
trol block is shown in Fig. 3. The output of the plant ),,,( ααθθ   is fed back to the con-

troller to produce subsequent amount of voltage to balance the pendulum to its  
up-right position and at the same time maintaining the arm at the initial position. 

 

Fig. 3. Block Diagram of Inverted Pendulum 
System with feedback ANFIS controller 

Fig. 4. Plant and controller block diagram 

The model of the inverted pendulum and the controller is created using Simulink. 
As a whole the algorithm for the controller to balance the pendulum at up-right posi-
tion is to calculate the voltage which needs to give to the servomotor. Fig. 4 shows 
how the voltage is calculated from the pendulum angle, pendulum angle acceleration, 
arm angle, arm angle acceleration measured from their respected sensor. The Fig. 4 
shows that motor shaft encoder gives the arm angle while another shaft encoder 
placed at the end of the arm gives the pendulum angle and then the angle accelera-
tions are derived from arm and pendulum angle. 

The four circles (Fig. 4) K1, K2, K3, k4 are four “knobs” used to provide the gain 
to the four feedback signals. They are summed together and feed-back to the system 
as to give the voltage to the motor to rotate the arm. This can be expressed as 

Motor 
Diver 
circuit 

Motor Shaft 
encoder 

Shaft Enc. 

S
M 

Plant 

Controller 

Arm 

Pendulum 
angle

d

d

Plant (Rotary 
pendulum) 

d

ANFIS Con-
troller 
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 )*4()*3()*2()*1( ααθθ  KKKKVm +++=  (5) 

The controller input gains K1, K2, K3 and K4 are determined using the Linear-
Quadratic Regulator (LQR) method described by Friedland [6]. This method finds the 
optimal K based on the state feedback law and the state-space equation derived earli-
er. For finding out the closed loop stability analysis of inverted pendulum we find out 
the root locus analysis, frequency analysis and many techniques. 

3   ANFIS Controller 

ANFIS adaptive Neuro-Fuzzy system was first introduced by J. Jang in 1993 [8]. 
ANFIS constructs a fuzzy inference system (FIS) whose membership function para-
meters are tuned (adjusted) using either a backpropagation algorithm alone or in com-
bination with a least squares type of method. This uses a network-type structure  
similar to that of a neural network, which maps inputs through input membership 
functions and associated parameters, and then through output membership functions 
and associated parameters to outputs, can be used to interpret the input/output map. 
The parameters associated with the membership functions changes through the learn-
ing process. The computation of these parameters (or their adjustment) is facilitated 
by a gradient vector. This gradient vector provides a measure of how well the fuzzy 
inference system is modeling the input/output data for a given set of parameters. 
When the gradient vector is obtained, any of the learning algorithms is applied in or-
der to adjust the parameters to reduce the error (squared difference between actual and 
desired outputs).  

Here the structure of the fuzzy inference system (FIS) is Takagi-Sugeno type and 
four input variables arm angle, arm angular velocity, pendulum angle and pendulum 
angular velocity are considered and all input variables are having two membership 
functions. The parameter values of these membership functions are trained by ANFIS 
to provide the appropriate value of the voltage applied to motor which achieves the 
goal of balancing the pendulum. Fig. 5 shows the structure of the ANFIS controller. 

For generating the FIS structure ANFIS editor GUI, already available in MATLAB 
is used. In editor grid portion type structure is selected and hybrid learning is chosen. 
Training data is available from the above mentioned LQR method which is randomly 
divided into training, testing and checking data. After training checking and testing of 
the ANFIS controller, above shown (Fig.5) structure is obtained. This structure is 
considered as five layer feed-forward neural network. 

A. The first layer- This layer is a basic input Fuzzification layer where the crisp inputs 
are allocated relative fuzzy values. 

B. The second layer- This layer of the nodes labels defines the specified membership 
functions for each input created in the layer one. Gaussian shaped fuzzy memberships 
are utilized here. 
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C. The third layer- The nodes in this layer represent the rules generated for different 
combinations and instances of inputs. This layer will give the information regarding 
which rules are to be fired for different possibilities of inputs. 

D. The fourth layer- This layer produces the defuzzified Takagi-Sugeno-type output 
for each previous ith output. Here a particular defuzzified value is getting generated 
for each and every rule fired. 

E. The fifth layer- The single node in this layer computes the overall outputs as the 
summation of all incoming signals. That gives the overall output that is generated 
from all the rules fired for particular set of input values. 

 

 

Fig. 5. Structure of ANFIS controller 

Table 1. Values used in simulations 

Parameter Values Parameter Values 

eqB  0.004 mK  0.00767 

eqJ  0.0035842 tK  0.00767 

mJ  3.87 e-7 L  0.1675 

gK  70 r  0.215 

mR  2.6 gη  0.9 

mη  0.69 g  9.8 

m  0.125   
 

Therefore the output of the ANFIS is clearly is a linear function of all the inputs. 
This can be seen as the Rule-Base of this controller is given by 

Rule Base:  If θ  is A1 andθ is B1 and α  is C1 and α  D1 then 

)*4()*3()*2()*1( ααθθ  KKKKVm +++=  

4   Simulations Result and Discussion  

The rotary inverted pendulum and controller are implemented in Matlab Simulink en-
vironment. For the controller firstly FIS file is generated from the ANFIS editor GUI 
and used in a fuzzy logic controller block in the Simulink. The non-linear model of 
rotary pendulum is designed in the Matlab Simulink. The experiment is tested in real-
time also. 

4.1   Simulation Results 

The Simulink model is simulated with ode5 solver and 0.001s sampling time. In Fig. 6 
the falling angle of the pendulum and voltage applied to the servomotor is shown.  
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The applied voltage is calculated by the ANFIS controller which has a maximum and  
minimum limit of V6± . In figure it can be seen that the pendulum is get stable  
in 1.3s. 

The response of the arm angle versus desired angle is plotted in the Fig. 7. This 
shows that the desired arm angle which is 30 degree in this case is achieved in the 
nominal time about 1sec. 

 

 

Fig. 6. Falling angle and voltage applied 
plot 

 

Fig. 7. Desired arm position and arm 
response of ANFIS controller

4.2   Comparison of ANFIS and Conventional PID and Fuzzy Control 

The conventional PID controller and fuzzy controller are designed for the same rotary 
inverted pendulum problem to compare the result with the proposed ANFIS control-
ler. For the same plant parameter a PID controller is designed with proportional gain 
KP, derivative gain KD, integral gain KI 5, 11, and 0.02 respectively and efficient 
fuzzy controller [3] based on LQR. The falling angle of the pendulum in case of 
ANFIS, PID and efficient fuzzy is plotted in Matlab shown in Fig. 8. The graph 
shows that the settling time and overshoot of the ANFIS controller are much less than 
PID and efficient fuzzy controller. 

In another set of experiment the robustness of the two ANFIS and PID has been 
checked by changing the mass of the Pendulum is changed from 0.125 to 0.85 kg 
without changing the parameters of the controllers. Fig. 9 shows that the conventional 
controller gives the un-damped oscillation and unable to stabilize the pendulum any-
more while the ANFIS gives the reasonable response however poor than the previous 
one when no mass has been changed and stabilizes the pendulum in 1.7 sec. This 
proves that proposed ANFIS controller is more robust and does not rely on mathemat-
ical description of the plant. 
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(a) 
 

(b) 

Fig. 8. Falling pendulum angle of (a) PID (b) efficient fuzzy controller 

(a) 
 

(b) 

Fig. 9. Falling pendulum angle response of (a) PID controller (b) ANFIS controller when mass 
is changed to 0.85 Kg 

5   Conclusions  

In this paper, ANFIS controller is designed for rotary inverted pendulum in Matlab 
Simulink with the help of ANFIS editor GUI. The designing of this controller has the 
advantages of both the intelligent technique Fuzzy and Neural networks together. In 
comparison of the modern control design technique, ANFIS is simpler to implement 
as it eliminate the complicated mathematical process and use the soft computing tech-
niques. In the simulation result it is shown that ANFIS controller is more robust to 
system parameter variation in comparison to conventional PID and fuzzy controller.  
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