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Preface

Today, there are many real world complex problems that cannot be easily dealt with
traditional mathematical methods. If the user is not very conscious about the exact
solution of the problem at hand, then soft computing techniques come into picture
and provide affordable solutions. Soft Computing represents a collection of com-
putational techniques inheriting inspiration from Evolutionary Algorithms, Nature
Inspired Algorithms, Bio-Inspired Algorithms, Neural Networks and Fuzzy Logic.

Soft Computing techniques are gaining much popularity in recent years due the
fact that real world problems have become increasingly large, complex and dy-
namic. The size and complexity of the problems nowadays require the development
of methods which can give the solution within a reasonable amount of time rather
than an ability to guarantee the exact solution.

The theme of the International Conference on Soft Computing for Problem Solv-
ing (SocProS 2011) lies in Soft Computing and its applications to solve various real
world problems. SocProS 2011 turned out to be a unique forum of researchers and
practitioners to present advances in this ever growing field.

SocProS 2011 attracts a wide spectrum of thought-provoking research papers on
various aspects of Soft Computing with umpteen applications, theories, and tech-
niques. A total 194 research papers are selected for publication in the Proceedings,
which is in Volume 1 and Volume 2.

The editors would like to express their sincere gratitude to the Plenary Speakers,
Invited Speakers, Reviewers, Programme Committee Members, International Advi-
sory Committee, Local Organizing Committee, without whose support the quality
and standards of the Conference as well as this Proceedings would not have seen the
light of the day.

On the Institutional side, we would like to express our gratitude to The Institution
of Engineers (India), Roorkee Local Centre, Indian Institute of Technology Roorkee
Campus, Roorkee, India to provide us a platform to host this Conference. Thanks
are also due to the various sponsors of SocProS 2011.



VI Preface

We hope that the papers contained in this proceeding will prove helpful toward
improving the understanding of Soft Computing at teaching as well as research level
and will inspire more and more researchers to work in the field of soft computing.

Kusum Deep, IIT Roorkee, India
Atulya Nagar, LHU, Liverpool, UK

Milie Pant, IIT Roorkee, India
Jagdish Chand Bansal, ABV-IIITM Gwalior, India
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Abstract. This paper shows the importance of the model order reduction using 
Particle Swarm Optimization (PSO) technique by designing a compensator to ob-
tain the desired specifications for a higher order Pantograph system. The PSO is 
an evolutionary technique of model order reduction in which an algorithm is  
developed to choose best solution among many possible groups of solutions, by 
minimizing the fitness function. In this paper the fitness function chosen is 
Integral Square Error which is a measure of Performance Index of the compensa-
tor of pantograph system. 

Keywords: Compensator, Particle Swarm Optimization, Model Order Reduction, 
Integral Square Error, Pantograph System. 

1   High-Speed Rail Pantograph Control System 

A pantograph is a device that collects electric current from overhead lines for elec-
tric trains or trams. The most common type of pantograph today is the so called 
half-pantograph (Also known as ’Z’-shaped pantograph). This device is evolved to 
provide a more compact and responsive single arm design at high speeds when the 
trains get faster in speed [1]. The pantograph is spring loaded device which pushes 
a contact shoe up against the contact wire to collect the electric current needed for 
running the train. As the train moves, the contact shoe starts sliding over the wire 
and can set up acoustical standing waves in the wires which break the contact and 
degrade current collection. Therefore, the force applied by the pantograph to the 
catenary is regulated to avoid loss of contact due to excessive transient motion.  



2 A.K. Jain, L. Mathew, and S.K. Tomar
 

 

 

Fig. 1. High-Speed Rail System Showing Pantograph and Catenary 

The electric transmission system for modern electric rail systems consists of  
an upper load carrying wire (known as a catenary) from which a contact wire is 
suspended as shown in Fig.1. The pantograph is connected between the contact 
wire and the electric contact. 

2   Particle Swarm Optimization 

In PSO, the ‘swarm’ is initialized with a population of random solutions. Each par-
ticle in the swarm is a different possible set of the unknown parameters to be  
optimized. Representing a point in the solution space, each particle adjusts its fly-
ing toward a potential area according to its own flying experience and shares social 
information among particles. The goal is to efficiently search the solution space by 
swarming the particles toward the best fitting solution encountered in previous it-
erations with the intent of encountering better solutions through the course of the 
process and eventually converging on a single minimum error solution. The posi-
tion corresponding to the best fitness is known as pbest  and the overall best out of 

all the particles in the population is called gbest . The velocity update in a PSO 

consists of three parts; namely momentum, cognitive and social parts. The balance 
among these parts determines the performance of a PSO algorithm. The parameters 

1 2andc c  determine the relative pull of andpbest gbest  and the parameters 

1 2andr r  help in stochastically varying these pulls. The modified velocity and posi-

tion of each particle can be calculated using the current velocity and the distances 
from the , toj g gpbest gbest  as shown in the following formulae [2, 3]. 

( 1) ( ) ( ) ( )
, , 1 1 , , 2 2 ,* * ( ) * ( ) * ( ) * ( )t t t t

j g j g j g j g g j gv w v c r pbest x c r gbest x+ = + − + −
       

(1) 

( 1) ( ) ( 1)
, , ,
t t t

j g j g j gx x v+ += +
                                                                        

(2) 

where w is inertia factor which balances the global wide-rang exploitation and the 
local nearby exploration abilities of the swarm.  

The computational flowchart of the PSO process [4] is given in Fig.2. 
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Fig. 2. Flow Chart of PSO Algorithm 

3   Pantograph Dynamic System 

The proposed method to regulate the force between the pantograph shoe and the 
electric contact uses a closed-loop feedback system, whereby a force is applied to 
the bottom of the pantograph, resulting in an output force applied to the catenary 
at the top. Fig.3 shows the pantograph and the catenary coupling. Contact between 
the head of the pantograph and the catenary is represented by a spring. Output 
force is proportional to the displacement of the spring, which is the difference be-
tween the catenary and pantograph head vertical positions. 

Equations of motion are: 
 

( ) ( )up vf f h f h vh f h f fF f y K y y f y y M y− − − − − =
                   

(3) 

( - ) ( - ) - ( - )h f h vh f h s h cat h hK y y f y y K y y M y+ =
                      

(4) 

Start 

Specify the  
Parameters for PSO 

Generate Initial Population 
Gen. = 1 

Find the Fitness of each 
Particle in the Current  
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Max Gen? 

Update the Particle  
Position and Velocity us-

ing Eqns. (2) and (3) 
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Yes 

No  

Gen. = 
Gen. + 1 
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- ( + ) = 0s h s ave catK y K K y                                             (5) 
 
Transfer function of Pantograph Dynamics is obtained by putting the  
values of all the variables e.g. 61.535 10aveK N m= × , 382.3 10sK N m= × , 

37 10hK N m= × , 17.2fM kg= , 9.1hM kg= , 130vhf Ns m=  and 30vff Ns m=  in  

equations (3), (4) and (5). By solving these equations the transfer function is  
determined [5] as: 

4 3 2 6

( ) -  ( )
( )

( )

0.7883( 53.85)

23.59 9785 81190 3.493 10

h cat

up

y s y s
G s

F s

s

s s s s

=

+=
+ + + + ×                    

(6) 

 

 
 

Fig. 3. Coupling of Pantograph and Catenary 
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A functional block diagram shown in Fig.4 depicts the various signals i.e. the 
desired output force as the input, the force upF  applied to the bottom of the panto-

graph dynamic, the difference in displacement between the catenary and the pan-
tograph head and the output contact force. It also shows blocks representing the 
input transducer, controller, actuator generating upF , pantograph dynamics, spring 

and the output sensor.  

( )tG s ( )cG s ( )aG s

( )oH s

+

-

Desired

Force

Controller Actuator
Pantograph

Dynamics

Spring

Displacement

Spring

upF

Output

Force
sK( )G s

 

Fig. 4. Functional Block Diagram of an Active Pantograph 

Using input transducer ( ( )tG s  = 1/100), controller ( ( )cG s = K ), actuator 

( ( )aG s =1/1000), pantograph spring ( sK = 82.3 ×103 N/m), and sensor ( ( )oH s  = 

1/100), the closed-loop transfer function [6] comes out to be: 

( )(0.823)
( )

1 ( )(0.823)cl

KG s
G s

KG s
=

+                                         
(7) 

( )
( )

1 ( )
p

cl
p

G s
G s

G s
=

+
                                             

(8) 

where,  

( ) ( )(0.823)pG s KG s=
                                           

(9) 

Equation (8) represents a closed-loop system, part of which, the ( )pG s  is open-

loop system shown in Fig.5. By applying Routh’s stability criterion, limit of K  is 
determined. For the system to be stable: 

188145.26K <                                          (10) 

+

-

( ) ( )(0.823)pG s KG s
( )E s outFdesiredF

 

Fig. 5. Equivalent Block Diagram of an Active Pantograph Control System 
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The steady state error sse  of the system is given by [7]: 

0
= lim ( )ss

s
e s E s

→
×

                                      
(11) 

0

1
= lim

1 ( )(0.823)ss
s

e
KG s→ +                                  

(12) 

For steady state error to be minimum, K  should be maximum using equation (12) 
and satisfying the condition of stability equation (10) derived above, let’s assume: 

188000K =  

With this choice of K  and by using equations (9), we get: 

4 3 2 6

0.823 0.7883( 53.85)
( ) 188000

23.59 9785 81190 3.493 10
p

s
G s

s s s s

× += ×
+ + + + ×

 

4 3 2 6

121968.9( 53.85)
( )

23.59 9785 81190 3.493 10p

s
G s

s s s s

+=
+ + + + ×                          

(13) 

Using equation (8), the closed-loop transfer function of the system comes out to 
be: 

6

4 3 2 7

121968.93 6.568 10
( )

23.589 9784.9 203158.97 1.006 10cl
s

G s
s s s s

+ ×=
+ + + + ×                            

(14) 

The unit step response of this system is plotted using MATLAB’s step command  
and is shown in Fig.6. Looking at the response, the settling-time seems to be 
around sT = 400 sec. and the damping-ratio of the system is very small resulting in 

so many repulses before steady-state. 
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Fig. 6. Unit Step Response of an Active Pantograph Control System 
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One of the ways to eliminate the high frequency oscillations is to cascade a 
notch filter with the plant. Transfer function of the notch filter is given by equa-
tion (15) and Fig.7 shows the block diagram of a Notch filtered Pantograph con-
trol system [5]. 

+

-

( )E s
( )nG s

( )C s
( )pG s

outF

desiredF

 

Fig. 7. Block diagram of a Notch Filtered Closed-Loop System  

2

2

16 9200
( )

( 60)n

s s
G s

s

+ +=
+

                                                (15) 

Step response of the notch filtered closed-loop system is plotted in Fig.8. 
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Fig. 8. Unit Step Response of Notch Filtered Active Pantograph Control System 

Problem statement is to design a Proportional and Derivative (PD) controller as 
( )cG s shown in Fig.9 for the above active pantograph system to yield a settling-

time of approximately 0.3 sec with no more than 20% overshoot. 

 
+

-

( )E s
( )nG s( )pG s

outFdesiredF
( )cG s

( )C s

 

Fig. 9. Block diagram of Notch Filtered Active Pantograph Control System 
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4
Settling time 0.3s

n

t
ζω

= = =
                                          

(16) 

21Overshoot 0.2e
ζπ

ζ
−

−= =                                          (17) 

By solving equations (16) and (17), we obtain the value of damping ratio ζ  and 

natural frequency nω  as 0.456 and 29.2 respectively. 

The resultant reference model is: 
2

2 2

2

( )
( )

( ) 2

854.8

26.67 854.8

n
m

desired n n

C s
R s

F s s s

s s

ω
ζω ω

= =
+ +

=
+ +                                    

(18) 

The open-loop transfer function ( )pG s  from equation (13) is reduced from 4th to 

2nd order using proposed algorithm. 

2

19.34 830.7
( )

9.082 441.8p
s

R s
s s

+=
+ +                                   

(19) 

where ( )pR s  is the reduced order transfer function of the original 4th order plant 

transfer function ( ).pG s  

The fitness function J  in the proposed algorithm is taken as an integral 
squared error of difference between the responses given by the expression: 

2

0

[ ( ) ( )]
t

rJ y t y t dt
∞

= −∫
                                           

(20) 

Where ( )y t  and ( )ry t  are the unit step responses of original and reduced order  

systems. 
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Fig. 10. Comparison of Step Responses of the Original and the Reduced Order Transfer  
Functions 
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The values of parameters e.g, swarm size, number of iterations, w , 1c  and 2c  

used for implementation of this algorithm are 25, 10, 0.4, 1.5 and 1.5 respectively. 
The step responses of both the original ( )pG s  and the reduced order plant ( )pR s  

are compared in Fig.10. 
From Fig.9, we get: 

( ) ( )( )
( ) ( )

( ) 1 ( ) ( )
c p

n m
desired c p

G s R sC s
G s R s

F s G s R s
= × =

+
                                

(21) 

( )
( )

( ) ( )
( )1 ( )

m

n
c p

m

n

R s
G s

G s R s
R s

G s

=
−

                                          

(22) 

By putting the values of transfer functions ( )nG s  and ( )mR s  from equations (15) 

and (18) respectively into the equation (22), we get: 

2

4 3 2

854.8 102576 3077280
( ) ( )

42.67 9626.7 156464.8 4786880c p
s s

G s R s
s s s s

+ +=
+ + + +                        

(23) 

By substituting value of transfer function of ( )pR s from equation (19) into equa-

tion (23), we get: 
4 5 3 6 2 7 9

5 4 5 3 7 2 8 9

854.8 1.103 10 4.38 10 7.32 10 1.36 10
( )

19.34 1656 2.21 10 1.102 10 2.2 10 3.97 10c
s s s s

G s
s s s s s

+ × + × + × + ×=
+ + × + × + × + ×               

(24)
 

2

2

12.78 407.05
( ) 0.46

16.088 547.82
c

s s
G s

s s

+ += ×
+ +                                       

(25) 

It is approximated as 2nd order compensator by applying indirect method of order 
reduction [8] in equation (25). 
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Fig. 11. Comparison of Step Responses of the Original   and the Reduced Order Closed- 
Loop Systems 
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Fig.11 shows the comparison of step responses of the reference model, closed 
loop transfer function of the original plant with implementation of designed com-
pensator and that of the reduced model implemented with same compensator. It is 
seen that all the three responses are approximately matching both in steady state 
and transient stable regions. 

Table 1. Comparison of Different Time Specifications of Step Responses 

Model  Rise-Time (Sec) Settling-Time (Sec)   % Overshoot  Peak-Time (Sec) 

Reference Model 0.053 0.28 19.96 0.1192 

Higher Order Model 0.050 0.40 35.2 0.1277 

Reduced Order Model 0.055 0.38 30.93 0.1224 

 
Table1 shows the comparison of time durations of step responses of the refer-

ence model, closed-loop transfer function of the original plant and that of the re-
duced model. It is obvious from the results that the various specifications are quiet 
comparable to each other. 

The authors have used other evolutionary techniques such as GA, ACO etc. in 
the other related work which will be published in near future. 

References  

[1] O’ Connor, D.N., Eppinger, S.D., Seering, W.P., Wormly, D.N.: Active Control of a 
High Speed Pantograph. Journal of Dynamics System, Measurement and Control 119, 
1–4 (1997) 

[2] Kennedy, J., Eberhart, R.: Particle Swarm Optimization. In: Proceedings of the IEEE 
International Conference on Neural Networks, Perth, Australia, pp. 1942–1945 (1995) 

[3] Parmar, G., Prasad, R., Mukherjee, S.: Reduced Order Modeling of Linear MIMO 
Systems using Genetic Algorithm. International Journal of Modeling and Simula-
tion 6(3), 173–184 (2007) 

[4] Tomar, S.K., Jain, A.K.: Particle Swarm Optimization Based Reduced Order Models 
for Controller Design. In: XVII International Conference on System Science, Poland, 
p. 43 (2010) 

[5] Nise, N.S.: Control System Engineering, pp. 256–258. John Wiley & Sons, United 
States of America (2000) 

[6] Bandi, P.: High-Speed Rail Pantograph Control System Design, pp. 1–7 (2009) 
[7] Ogata, K.: Modern Control Engineering, pp. 608–610. Prentice - Hall of India Private 

Limited (1996) 
[8] Tomar, S.K., Prasad, R.: A Indirect approach of model order reduction of linear Time-

invariant systems using truncation method. In: XXXII National Systems Conference, 
NSC 2008 (2008) 



 

K. Deep et al. (Eds.): Proceedings of the International Conference on SocProS 2011, AISC 130, pp. 11–22. 
springerlink.com                                                                                                            © Springer India 2012 

Study on Ductility of Ti Aluminides Using 
Mamdani Fuzzy Inference System 

R.K. Gupta1, Bhanu Pant1, P.P. Sinha1, Rama Mehta2, and Vijaya Agarwala3 

1 Materials and Mechanical Entity, VSSC, Trivandrum-22, India 
  rohitkumar_gupta@vssc.gov.in 
2 National Institute of Hydrology, Roorkee-247 667, India 
 rama@nih.ernet.in 
3 Dept. of Met. & Mat. Engg., Indian IIT, Roorkee-247 667, India 
 vijayfmt@iitr.ernet.in 

Abstract. Application of Ti aluminide is limited due to its poor ductility at room 
temperature. Over the last two decades several studies have been conducted and 
large amount of data have been generated. These data have been utilized in the 
present work to obtain optimized set of parameters through Mamdani fuzzy 
inference system. Ductility database were prepared and three parameters viz. alloy 
type, grain size and heat treatment cycle were selected for modeling. Additionally, 
ductility data were generated from literature for training and validation of models 
on the basis of linearity and considering the primary effect of these three 
parameters. All the data have been used to frame the fuzzy rules with its 
membership values.  Performance of the models was evaluated, which shows 
model has better agreement with the data generated from observed data. 
Possibility of improving ductility more than 5% is observed for multicomponent 
alloy with grain size of 10-50μm using a multistep heat treatment cycle. 

Keywords: Ti aluminide, ductility, Mamdani, Fuzzy. 

1   Introduction 

Ti aluminide has been an important aerospace material due to its high temperature 
properties and lower density as compared to superalloys. The ordered structure of 
aluminide, which makes them useful for high temperature applications, renders 
them brittle at ambient temperature [1-3].  Therefore, inspite of having good 
properties, the usefulness of these alloys has been limited to some specific 
applications only. Room temperature tensile ductility is maximum (~1.5%) at 
around Ti-48Al (at%) aluminum. Hence, development of Ti aluminides has been 
centered around Ti-48Al (at%) composition, which belongs to the γ (TiAl) plus α2 
(Ti3Al) region of the phase diagram [4-6]. Ductility of binary alloy is insufficient 
for further processing and applications. Therefore, various methods like alloy 
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addition, controlled processing, heat treatment, etc. are applied to get optimum 
combination of strength and ductility [7-16]. Several studies have been conducted 
with limited success in improving ductility of the alloy. However, these studies are 
expensive due to the use of high purity alloying elements and processing under 
controlled atmosphere. Therefore, there is a need of theoretical model for 
optimization of process parameters. Experimentation with such optimized 
parameters shall minimize the number of observed attempts and could lead to 
achieve desired ductility. 

During the last decade, there has been an increased interest in applying new 
emerging theoretical techniques such as Fuzzy Inference System (FIS) and 
Artificial Neural Network (ANN) for optimization related problems [17-19]. 
These are the most common data driven models. These models intend to describe 
the non-linear relationship between input (antecedent) and output (consequence) 
to the real system.  

Fuzzy inference systems are the most important modelling tool based on fuzzy 
set theory. Conventional fuzzy inference systems are typically built by domain 
experts and have been used in automatic control, decision analysis and expert 
systems. Optimization and adaptive techniques expand the applications of fuzzy 
inference systems to fields such as adaptive control, adaptive signal processing, 
non- linear regression, and pattern recognition. The key idea about fuzzy logic 
theory is that it allows for something to be partly this and partly that, rather than 
having to be either all this or all that. In fuzzy logic, variables are “fuzzified” 
through the use of membership function (MF) that defines the membership degree 
to fuzzy sets and fuzzy objectives and constraints. It can be of different forms and 
in categories. Methods of constructing MF from statistical data are described 
elsewhere [20-24].  Fuzzy rule base system can be used as suitable representation 
of simple and complex physical systems. The fuzzy rule based model operates on 
an “IF-THEN” principle, where the “IF” is a vector of fuzzy explanatory variables 
or premises and “THEN” is fuzzy consequence.  Two types of fuzzy inference 
systems are mainly used: Mamdani type17 and Takagi Sugeno type [25]. Mamdani 
fuzzy inference system (MFIS) is the most commonly used fuzzy methodology. 
This is the first control system built method using fuzzy set theory. Within the 
inference, fuzzy sets from the consequent of each rule are combined through the 
aggregation operator to get the resulting fuzzy set. After the aggregation process 
there is a fuzzy set for each output variable.  The crisp value of output variable is 
obtained through defuzzification method. A typical model processing is explained 
through flow diagram in Fig. 1.  A large number of inputs and multi-output can be 
dealt with in modeling and as the number of inputs in a fuzzy rule-base system 
increases, the number of rules quickly becomes too large, unidentifiable, and 
unmanageable.  But in present study three inputs and single output are used. One of 
the major concerns in modeling is the identification of the appropriate membership 
functions [21-27] for each input that represent the transformation of membership 
degrees into output. To obtain a simple, transparent, accurate and reliable model, 
the shape and type of MFs have been chosen according to the variation and 
nature of input data. Also the fuzzy rules have been framed with proper weights 
according to the fuzzy rule base matrix for all input data together. 
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In the present work, MFIS models for prediction of ductility of Ti aluminide 
intermetallics are developed. The models were validated with the literature 
database using three important indices i.e. root mean square error (RMSE), 
coefficient of determination (R2) and the model efficiency criterion of Nash and 
Sutcliffe [28]. 

2   Ductility Parameters and Data for Model 

Ductility values were consolidated from literature [5-11, 29-34] and three important 
parameters viz. alloy chemistry, grain size and heat treatment cycles were identified, 
which have major influence on the ductility of the alloy. Accordingly, collected data 
were categorized into 2 types of alloys (2 component and multi-component alloy), 4 
types of grain sizes and 7 types of heat treatment cycles with certain assumptions 
(Table 1). Ductility values collected from literature with various categories of 
parameters are presented in Table 2, which were further interpolated according to 
trends in literature values and following the linearity basis. In this way 56 ductility 
data combinations were generated, in the same order as given in Table 2, for each 
alloy type and for each grain size in different heat treatment conditions. Total 
number of observed values is 56, which is used for testing. The ranges of input data 
have been divided in different membership categories to frame the fuzzy rules for 
Mamdani fuzzy Inference method.   

Table 1. Assumptions for categorizing literature data [18] 

Sl.  
no. 

Assumptions 

1. Effect of alloying elements like Cr, V and Mn is same on ductility. 
2. Effect of alloying elements on various alloys Ti 44-52Al is same as on Ti48Al 
3. Grain size means diameter of grain for equiaxed grains and interlamellar spacing 

for lamellar grain. 
4. Value of grain size for different composition Follow the same trend as it follow for 

a specific composition and the trend is extrapolated. 
5. Ductility data referred from literature is for mean Grain diameter. 
6. Ductility data for alloy type and grain size is the Maximum ductility for the alloy 

in desirable heat treatment condition. 

3   Model Development 

Three variables composition, grain size and heat treatment cycles were considered 
as antecedent and ductility as consequence during the modeling. 

3.1   Formulation of MFIS Model  

Models were developed by Mamdani Fuzzy Inference System (MFIS), which 
identified suitable numbers of fuzzy if-then rules and associated membership 
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function.  Calculation of the degree of fulfillment (DOF) was carried out for each 
rule. There are five parts of MFIS: fuzzification of the input variables, application 
of the fuzzy operator, implication and aggregation of the consequents across the 
rules, and defuzzification. 

In fuzzification of input data, fuzzy operators like fuzzy intersection or 
conjunction (AND), fuzzy union or disjunction (OR), and fuzzy complement 
(NOT) are used. These functions are known as the classical operators as AND = 
min, OR = max, and NOT = additive complement. The fuzzy logic operators such 
as the AND or OR operators obey the classical two valued logic. The AND 
methods are supported for min (minimum) and Prod (Product) while the OR 
methods are supported for max (maximum) and the Probor (Probabilistic Or 
method).  The Probabilistic Or method is calculated according to the equation 

 

                                             Probor (a, b)  = a+ b  - ab                                     (1) 

Table 2. Parameters and ductility values [18] 

Parameters Detail Characteristics Ductility 
(%e) 

Alloy 
type 

1. Binary alloy (Ti-48Al at%) [5, 6, 30] 2.1 
2. Multicomponent alloy 
(Ti-48Al + 0-4M*) [9, 11] 

3.0 

Grain 
size 

1. 10 μm [31, 33] 2.0 
2. 50 μm [31, 33] 1.8 
3. 100 μm [34] 1.4 
4. 250 μm [34] 1.1 

Heat 
treatment 
cycles 

1. Above Tα (2 hrs) then 
FC to RT [34] 

0.5 

2. Just below Tα (20 min.) then 
AC to RT [11] 

1.5 

3. Below Tα (1000C) soaking  (2 hrs) 
then AC to RT [11] 

3.6 

4. Above Tα (1 hr) then CC1 to below 
Te (soaking for 6hrs) then AC to RT [8] 

0.8 

5. Just above Tα (30 min) then CC2 to RT + heating below 
Te and soaking for 6 hrs. then AC to RT [8] 

2.8 

6. Just below Tα (3 hrs.) then CC1 to below Te (soaking for 
4 hrs.) then AC to RT [8] 

3.8 

7. Soaking just below Tα for 4 hrs. then FC to (Tα-500C) and 
soaking for 4 hrs. then FC to RT + heating and soaking below 
Te (24 hrs) then AC to RT [34] 

5.0 

 
M* is alloying element (Cr/ Mn/ V at the desired content ranging from 0-4 at%, 
leading to maximum ductility). Tα (α transus temperature for specific alloy), RT 
(room temperature), FC (furnace cooling), AC (air cooling), CC1 (controlled 
cooling 800C/min), CC2 (controlled cooling 1000C/min), Te (eutectoid 
temperature of alloy). 
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3.1.1   Formulation of Fuzzy Rule-Base 

A fuzzy rule based model was made, where fuzzy rule system R, is defined as the 
set of rules which consist of sets of input variables or premises AI,k  in the form of 
fuzzy sets with membership functions μAi,k and a set of consequences B, also in the 
form of a fuzzy set. 

If a1 is AI,1 & a2 is AI,2 & ------------- ak is AI,k then BI is the set of 
consequences. 

Problems are encoded into rules described in the following form:   
The fuzzy rule base was formed based on the data trend, intuition and logic. 

From the data a matrix of rule base was prepared based on the range of input 
parameters.  

The common fuzzy categories commonly used are  EL = Extremely low,  VL = 
Very low,  L =  Low,  M =  Medium,  H = High,  VH = Very High,  & EH = 
Extremely High 

The rule based algorithm is as follows   
If the Input 1 is EL and Input 2 is VH and the Input 3 is M, then the Output is L. 
It is claimed that such rules more closely resemble the way we think than do 

mathematical rules.   Fuzzy rule-based modeling is centred on the definition and 
verification of rule system. Rule system response depend on the choice of both 
operator and defuzzification method [24].  

 
 

 

 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Flow diagram of Mamdani Fuzzy Inference System 

3.1.2   Implication and Aggregation 

The fuzzy operator operating on the input fuzzy sets provides a single value 
corresponding to the inputs in the premise.  This result is applied on the output 
membership function through implication method to obtain a fuzzy set for fuzzy 

Selection of Input and Output 
Variables 

Fuzzification of  data 

Fuzzy Rule base 
formation 

Defuzzification 

Crisp Output

Fuzzy Rule base 
Matrix from 
Historical Data 
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rule. Each input in each rule goes under the defined operator and then it gives a 
single output fuzzy set. After the implication of the fuzzy operations, the same 
number of output is obtained as the number of rules framed i.e. each rule will have 
its own single output. Rule’s weight is applied before applying the implication 
method.  The users can change the weight (between 0 and 1) of the rule according 
to the rule depending upon how much it is close to the reality. 

Then aggregation occurs for each output variable as a final step, where all the 
fuzzy sets are combined into a single fuzzy set.  The input of the aggregation 
process is the list of truncated output functions returned by the implication process 
for each rule. The output of the aggregation process is one fuzzy set for each 
output variable. A typical algorithm of MFIS is presented in appendix-A. 

3.1.3   Defuzzification 

The input for the defuzzification is a fuzzy set (the aggregated output fuzzy set) 
and the output is a single crisp number. The most popular defuzzification method 
is the Centroid method, which returns the center of area under the curve.  Centroid 
method is used here because it gives results using center of curve obtained by 
aggregation method. This is used when number of rules are large. 

3.2   MFIS Model Calibration 

The rule system responses depend on the selection of parameter combination and 
defuzzification methods. During the present modeling, Fuzzy rules are defined as: 
IF (Composition is A) AND (Grain size is B) AND (Heat treatment cycle is C) 
THEN (Ductility is D). In all, 55 rules have been framed with Mamdani fuzzy rule 
matrix.  Typical examples of fuzzy rules are: 

Rule : IF composition is binary (Ti48Al) alloy, AND grain size is 10 μm AND 
heat treatment cycle is 1st one (of Table 2) THEN ductility is 1%. 

Rule : IF composition is binary (Ti48Al) alloy, AND grain size is  10 μm AND 
heat treatment cycle is 3rd one (of Table 2) THEN ductility is 4%.  

All three inputs are fuzzified with membership functions in Fig. 2 of output 
‘Ductility’. MFIS structure with MFs of inputs and output is presented in Fig. 3. In 
present formulation, all data have been used together to frame the rules with its 
degree of membership.  All 56 values have been used to frame the fuzzy rule 
matrix. 

The number of rules in the fuzzy rule base is i
n
i c1=∏ , where ci is the number of 

categories in the ith input and n is the total number of inputs. In this problem, 
inputs are alloy type, grain size and heat treatment cycles with 2, 4 and 7 
categories of MFs respectively. Guassian type MF has been used for alloy type 
while Triangular MFs have been used for other two inputs. For every input vector, 
a membership degree to each fuzzy set greater than zero is computed from the 
membership function. Therefore, all the rules apply simultaneously for each 
combination of inputs and a crisp output value using centroid defuzzyfication 
method is obtained for the given data. 
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Fig. 2. Membership function for MFIS (a) Input 1 - two alloy types, (b) Input 2 - four grain 
size (c) Input 3 - seven heat treatment cycles, (d) output-ductility 

4   Performance Indices 

All models developed with different sets of data were tested and computed 
ductility was compared with literature-based ductility by means of RMSE (root 
mean square error) and R2 (regression coefficient) statistics. The models 
performances were also evaluated by using Nash-Sutcliffe criterion [28] of percent 
variance (VAREX) explained as given below: 

a

b

c

d
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where N is number of observations; Ot is observed value at time t (m3/s); Ō is 
mean of the observed values (m3/s); and Pt is predicted ductility at time t (m3/s). 
The value of VAREX ranges from 0 (lowest performance) to 100 (highest 
performance).  
 

 

Fig. 3. MFIS structure showing inputs and output with membership functions 

5   Results and Discussion 

Artificial Intelligence serves as a smooth interface between the qualitative 
variables and the numerical domains of the inputs and outputs of the model.  As seen 
from the literature database, ductility of Ti aluminide is a function of number of 
variables, which are qualitative in nature. However, it can be presented mathematically 
where certain variables have primary effect on ductility of intermetallics and the same 
has been considered in the present work. The rule-base nature of the model allows the 
use of qualitative metallurgical relations expressed as general effect of different 
variables, which makes the model transparent to interpretation and analysis. 
Among the emerging modeling techniques, ANN and Mamdani fuzzy model have 
been considered to be useful. Also, models are developed with the data generated 
from literature database with certain realistic assumptions and using different sets 
of data for training and validation. This makes the model more reliable.  

In Mamdani Fuzzy method, all the data is used to frame the fuzzy database 
matrix because it needs to develop rules manually and better rules can be made 
with full length of data. Results are very good within 98% variance because here 
the model is trained with data at all conditions. Results of Mamdani model is 
presented through Figs 4-6. Predicted ductility values are very close to observed 
values. Here achieved ductility value is nearly 5.55% in six specific combinations 
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of parameters (as shown in figure 4). This level of ductility is obtained for 
multicomponent alloy with small grain size (10-50 μm) following heat treatment 
no 3, 6 and 7 of Table 2. It means alloying elements have important role, which 
improve ductility with finer grains and heat treatments carried out mostly below 
the Tα.  

Table 3. Performance indices 

MODEL RMSE Regression 
Coefficient 

VAREX 

Fuzzy Mamdani  0.0528 0.9383 93.49 

 

 

Fig. 4. Comparative results of observed and modeled ductility 

 

Fig. 5. Linear relationship of observed and modeled ductility 



20 R.K. Gupta et al.
 

 

 

Fig. 6. Error graph 

The maximum model error is found to be 1.065 otherwise model error is 
ranging from 0 to 0.62 (Fig.6). The performance of the model is shown in Table 3. 
It is clearly seen that RMSE is 0.0528, regression coefficient and VAREX are 
93.83% and 93.49% respectively. It indicates that all the three performance 
indicators are close to ideal indices. 

Linear relationship of ductility obtained by MFIS model developed for whole 
dataset is having good correlation with observed (literature data) output 
confirming the reliable prediction characteristics of the developed model. 
Scattering of data values are more for ANN with dataset 1 (Fig. 3a) and least for 
ANN with dataset 3 (Fig. 3c) and Mamdani with dataset 4 (Fig. 10). It also shows 
predicted ductility is close to reported value and it follows a definite trend. 
Therefore, use of different combinations of data sets for training and validation 
gives better prediction of property in ANN and MFIS models. It means both this 
model would be helpful in deriving optimum combination of parameters to obtain 
maximum ductility in Ti aluminide intermetallics. 

6   Conclusions 

1. Models developed through MFIS are giving results close to the observed 
ductility value specially with a good length of data.  

2. Mamdani is found to be more efficient as it framed rules using all data 
environment.  It is user friendly.  

3. Error (difference between observed and modeled values) for MFIS model is 
ranging between 0 to 1. Highest error 1.0 is observed at two places only 
otherwise it ranges from 0 to 0.62. 

4. Regression coefficients are 0.938 in MFIS modeling. 
5. Achievable ductility value is 5.55% in specific combinations of parameters (6 

cases). It is obtained for multicomponent alloy with small grain size (10-50 
μm) following heat treatment no 3, 6 and 7 of table 2. It means alloying 
elements have important role, which improves ductility with finer grains and 
heat treatments carried out mostly below the Tα.  
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APPENDIX-A 

A typical algorithm of Mamdani fuzzy inference system can be expressed as 
follows. It is assumed that there are Rr (r = 1,2,…….., n) rules in the above-
mentioned form. 

For each implication Rr, yr is calculated by the function fr in the consequence   
 

yr = fr (x1, x2,....xp) = br (1) + ….+ br (p) = 
)(

1

jb
p

j
r∑

=

   for all r = 1..p                (A-1) 

 

where br(1)……….br(p) are the consequents of the input variables. 
The weights for input variables are calculated by 
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rr mmm ......., 21  denote the membership values through membership 

functions of the  input values for the rth rule . The occurrences probability is shown 
by   Pr and  Λ  stands for Min operation. The final output y inferred from n 
implications is given as the average of all yr with the weights rr 
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Abstract. Particle swarm optimization (PSO) is preponderantly used to find so-
lution for continuous optimization problems, has the advantage of being cheaper
and quicker. This paper introduces a new Disc-based particle swarm optimization
(DPSO) algorithm to solve the complex optimization problems. The availability of
the introduced algorithms is validated statistically on several benchmark problems
and also compared with the existing versions of PSO.

Keywords: Particle Swarm optimization, LXPSO CPSO QPSO.

1 Introduction

Since the conventional computing algorithms are not well capable to solve the real
life problems because of having incomplete and noisy data and some multi dimen-
sional problems. Soft computing prototypes mainly nature inspired computational
techniques appears to be worthy replacement for the conventional methods. Based
on simple behavior of natural species and events these methods are easy to imple-
ment and able to solve the complicated real life problems. In this article we are
focused on Particle Swarm Optimization.

We have good number of sub branches and developed versions of Particle Swarm
Optimization till date from its very first creation by Kennedy and Eberhart[5]. This
article is inspired by set based PSO proposed by Neethling and Engelbrecht, 2006[7]
and Veenhuis C.B., 2008[8]. The concept proposed in this paper redefines the defini-
tion of personal best and global best and the behavior of cluster (disc) of particles is
observed instead of a single particle. This disc based PSO is successfully applied to
six benchmark problems of the operations research. The results are compared with
the existing versions of the PSO.

The paper is prepared as follows: Section 2 introduces the particle swarm op-
timization algorithm. The definition of the newly defined personal best and global
best are proposed in the next section with working scheme of the disc based PSO,
parameter selection, results, comparisons with other PSO and its statistical valida-
tions. Finally some conclusions are drawn with a future prospect.

K. Deep et al. (Eds.): Proceedings of the International Conference on SocProS 2011, AISC 130, pp. 23–30.
springerlink.com c© Springer India 2012
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2 Particle Swarm Optimization

Particle swarm optimization is a nature inspired evolutionary search technique
which is probabilistic in nature. It is inspired by the social behaviour of animals such
as bird’s flocking and fish schooling. It was jointly proposed by Kennedy and Eber-
hart, 1995[5]. It simply uses the learning, information sharing and position updating
strategy and very simple to implement. For better understanding mathematically it
can be defined as in the following para.

For a D-dimensional search space, the nth particle of the swarm at time step
t is represented by D-dimensional vector xt

n = (xt
n1
,xt

n2
, ...xt

nD
)T , the velocity of the

particle at time step t is denoted by Vt
n =(Vt

n1
,Vt

n2
, ...V t

nD
), let the best visited position

of the particle at time step t is Pt
n = (Pt

n1
,Pt

n2
, ...Pt

nD
). Let ′g′ is the index of the best

particle in the swarm. The position of the particle and its velocity is being updated
using the following equations:

Vt+1
nd =V t

nd + c1r1(P
t
nd − xt

nd)+ c2r2(P
t
gd − xt

nd) (1)

xt+1
nd = xt

nd +Vt
nd (2)

hered = 1,2,3, ...,D represents the dimension and n = 1,2,3...,S represents the par-
ticle index. c1 and c2vare the constants and and are random variables with unifromly
distributed between 0 and 1. Equation (1) and (2) define the classical version of PSO.
The basic PSO algorithm by Kenedy and Eberhart,1995 is given by:

Create and initialize a D-dimensional swarm S
For t =1 to the maximum iterations
For n =1 to S,
For d = 1 to D,
Apply the velocity update equation (1)
Update position using equation (2)
End for d ;
Compute fitness of updated position ;
If needed update the historical information aboutPn and Pg

. End for n ;
Terminates if meets problem requirements;
End for t;

3 Disc Based PSO

In this section, the disc based PSO is described. This idea of PSO will espouse to
solve the discrete as well as continuous problems. After the very first conception
of PSO, it meets with many more exploitations and modifications till date. The ini-
tial idea of information sharing among the particles got more maturity in various
ways. The algorithm proposed by Kennedy and Eberheart in 1995[5] has its own
way to establish communication among the inhabitants. They gave a theme to de-
cide personal best and global best of the population. In addition to this Shi and
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Eberheart[10] incorporated the topology for picking the two bests. A part from this
modification and developments are pushed in, the way of defining velocity and po-
sition update equations. Communication was stick to individual particles having the
common theme of these editions of PSO; C.B. Veenhuis (2008)[8] interrupted this
continued tradition of PSO and rendered a new idea of Set based PSO. To deal, set
as a particle in search space is the basic cognition of set based PSO[9]. Inspiring
from these movements of the PSO found in literature we have designed disc based
PSO. The information sharing idea and the searching strategy of personal best and
global best is redefined in a suitable manner. The description and definitions this
PSO is intended in the following paragraph.

3.1 Theme of Disc Based PSO

The very first aim of the disc based PSO is to use discs of defined radius to search
the point of interest instead of singleton particle. The wrapper theme of Disc PSO
seems to concur with set based PSO but it has basic distinction between both at very
fundamental level. The random search techniques are having dreadful behavior of
being struck at local minima’s. To avoid this or overcome the possibility of being
struck at point of lesser interest, the algorithm is designed in a way to overcome
these undesired possibilities. We need to define few terms essential for the next
section.

3.2 Definitions

Definition 1. The fitness of the particle will be defined by the function F : Rn → R.
s.t. x(t+1) will have a better fitness value than x(t) if F(x(t+1))<F(x(t)) (In case of
Minimization). n is the natural number showing the dimension of the search space.

Definition 2. Disc, here in after will be treated as a circular space with a centre
having certain radius.

Definition 3. Personal best (pb), the best known particle in each disc.

Definition 4. Temporary global best (tgb), best among the personal bests.

Definition 5. Global Disc, disc centered at temporary global best.

Definition 6. Global best (gb), best known particle with in global disc.

3.3 Pseudo Code of Disc Based PSO

Generate initial population randomly.
At each point of the generated population regenerate a disc of radius r.
Choose N number of particles in each disc randomly.



26 A. Yadav and K. Deep

Calculate the fitness value of each particle in each disc with fitness value of its
center.
Choose the best particle in each disc and mark it as personal best (pb) of each disc.
Again choose the best particle among the and name it temporary global best (tgb).
Generate a disc of radius r centered at tgb and choose N number of particles in tgb.
Choose the best among the and name it global best.
Update the position of each particle using equations (3) and (4)
Iterate the algorithm unless it meets with stopping criteria.

V (t + 1) = w∗V(t)+ c1(x(t)− pb)+ c2(x(t)− tgb)+ c3(x(t)− gb) (3)

x(t + 1) = x(t)+V(t + 1) (4)

In each iteration, we will linearly decrease the value of r converging to zero. To
avoid the chaotic behavior of velocity V and position x in each iteration, both are
clinched by [Vmax,Vmin] and [xmin,xmax] actively to the problem specific range.

3.4 Selection of Parameters

The parameter selection has been done in a logical manner. The value of w is taken
to be 0.9 the best found value in literature, the values of c1,c2 and c3 are chosen
smartly as c1 represents the weight to the influence towards personal best (pb) as so
on c2 and c3 represents the influence of tgb and gb. c1 is decreased linearly from c1

to zero while c2 and c3 are increased linearly from 0 to c2 and c3 respectively. The
reason for choosing parameters in this fashion is to avoid striking at local minima.
In initial iteration the value of c1 will be greater than c2 and c3 this will influence
the current particle to move towards local minima’s forcibly, with the increase in
iterations the influence of c2 and c3 term will dominate the influence of c1 term.
This will guide the current particle to move towards global minima. The reduction
in the radius of discs at each iteration will reduce the number of function evaluations.
The stopping criterion for the algorithm is dual in nature
1000 Iterations.
Error is less than .001.
Algorithm will stop whichever condition will meet first.

Fig. 1. Comparisons among existing versions of PSO with DPSO based on Success rate (SR)
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4 Experiments

To test the availability of designed PSO experiments are done on the functions listed
in Table 1. The used parameters are the standard ones w = 0.9,c1 = c2 = c3 =
0.5+ log(2) and N=30. Unit length is chosen for the radius of each disc and in each
iteration the radius is decreased by 0.1 linearly. Validation of position and velocity
of the particles are done according to [xmin,xmax] interval. 100 independent runs and
1000 iterations are done with different population sizes by maintaining the same
seed every time for each individual problem.

5 Performance and Evaluation Criteria

The efficiency of DPSO is tested against benchmark functions given in Table 1.
The functions of Table 1 are considered here for 30 variables. To avoid attributing
the optimization results to the choice particular initial population and to conduct
fair comparisons, each test is performed 100 times. Starting from various randomly
selected points in the hyper rectangular search domain. The five PSOs (SPSO[2],
LXPSO[1], CPSO[3], QPSO[4] and DPSO) are implemented in MATLAB R2008a.
A run during which the algorithm finds a solution satisfying fmin − fopt < 0.001,
when fmin the best solution found when an algorithm terminates and fopt is known
as a global minimum of the problem, is called a successful run. For each method
and problem following are recorded:

Success Rate (SR) = ((No. of success of runs)/(total runs))*100

Average Error (AE) = Average error of fmin − fopt over 100 runs.

Standard Deviation (SD) = Standard deviations of error fmin − fopt .

Success performance (SP) = AFE*(No. of successful runs)/(No. of total runs) [6]

Table 1. Benchmark Functions

Function Range Optimum
f1(x) = ∑n

i=0(x
2
i −10cos(2πxi)+10) [2.56,5.12] 0

f2(x) =
1

4000 ∑n
i=0 x2

i −∏cos( xi√
(i+1)

) [300,600] 0

f3(x) = ∑n−1
i=0 (xi+1 −x2

i )
2 +x2

i−1 [15,30] 0
f4(x) =−∑n

i=1 xisin((|xi|)) [-500,500] -418.9829*n
f5(x) = (∑n−1

i=0 (i+1)x4
i )+ rand[0,1] [-1.28,1.28] 0

f6(x) = 20 + e − 20exp(−0.2
√

((1/n))∑n
i=1 x2

i ) −
exp((1/n))∑n

i=1 cos(22πxi))
[-32,32] 0
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6 Results and Discussion

The algorithm has been tested on six benchmark functions and also compared with
the four existing algorithms LXPSO, CPSO, QPSO and SPSO. In order to study the
performance of proposed DPSO we have obtained the results which are shown in
Table 2 to Table 6. All the results are generated by programs of concern PSO coded
on MATLAB. For the validation of comparison for each run we have generated the
same pattern of random numbers as a initial population. The parameters used in the
evaluation process are taken from the concern paper of each version of PSO. The
equations are an exception to the prescribed specifications of this template. You will
need to determine whether or not your equation should be typed using either the
Times New Roman or the Symbol font (please no other font). To create multilevel
equations, it may be necessary.

Table 2. Success Rate

Function SPSO LXPSO CPSO QPSO DPSO
f1 95 100 100 100 100
f2 96 100 100 100 100
f3 68 58 45 56 80
f4 94 80 85 86 100
f5 99 100 100 100 100
f6 98 100 100 100 100

Table 3. Average function evaluation of Successful runs(AFE)

Function SPSO LXPSO CPSO QPSO DPSO
f1 218 186 196 222 161
f2 404 439 395 408 529
f3 19403 18470 21254 17979 17902
f4 919 815 900 711 591
f5 617 587 507 605 551
f6 922 992 925 1070 806

Table 4. Average Error

Function SPSO LXPSO CPSO QPSO DPSO
f1 0.0006420 0.000408 0.000338 0.000343 5.22E-05
f2 0.0004135 0.000396 0.000487 0.000442 0.000115
f3 0.0021674 0.000955 0.001072 0.000937 2.02E-05
f5 0.0004128 0.000444 0.000466 0.000482 4.25E-05
f6 0.0003901 0.000521 0.000546 0.000525 4.09E-05



Table 5. Standard Deviation

Function SPSO LXPSO CPSO QPSO DPSO
f1 0.001003 0.000309 0.000293 0.000302 4.03E-05
f2 0.001016 0.000289 0.000308 0.000295 0.000205
f3 0.002028 0.000103 0.000430 0.000126 0.000630
f4 0.000405 0.000312 0.000456 0.000399 6.41E-05
f5 0.000202 0.000274 0.000296 0.000289 4.10E-05
f6 0.000311 0.000271 0.000299 0.000312 4.05E-05

Table 6. Success Performance

Function SPSO LXPSO CPSO QPSO DPSO
f1 218 286 196 222 161
f2 404 439 395 408 529
f3 19403 19170 21294 17979 18933
f4 919 815 900 711 591
f5 617 587 507 605 551
f6 932 992 925 1095 806

Fig. 2. Comparisons among existing versions of PSO with DPSO based on success perfor-
mance (SP)

Fig. 3. Comparisons among existing versions of PSO with DPSO based on average error (AE)

Fig. 4. Comparisons among existing versions of PSO with DPSO based on standard deviation
(SD)
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7 Conclusions

A disc based particle swarm optimization (DPSO) method has been proposed. Ve-
locity update equation is defined in a new way. Based on proposed DPSO, different
PSO variants, such as global version of the PSO as well as the local versions of the
PSO can be extended to Disc versions. Since DPSO is proposed to solve complex
multimodal problems and from the statistical validity of the algorithm, DPSO can
be use to solve real life high complex problems. The most important the parameter
selection for the DPSO has been done in a smarter manner that guaranty the desired
accuracy of the algorithm. We have implemented experiments to compare the pro-
pose algorithm with existing versions of PSO. Experimental results have shown that
the proposed algorithm is promising.

Acknowledgement. Author is thankful to the Council of Scientific and Industrial Research,
Govt. of India for financial support also author is thankful to the Institute Computer Center,
Indian Institute of Technology Roorkee for providing computational facilities.
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Abstract. Particle Swarm optimization (PSO), one of the most popular natural 
computing paradigms, usually requires a large number of fitness evaluations to 
reach the global optimal solution when applied to some real world problems. Re-
cently a new inertia weight strategy namely Globally Adaptive Inertia Weight 
(GAIW) has been introduced in PSO which deals with this problem to some ex-
tent. In this paper the efficacy of GAIW in PSO has been tested on a computation-
ally challenging global optimization problem namely Lennard-Jones problem. The 
experiments have been performed for small clusters of 3 to 12 atoms. The compu-
tational results thus obtained have been compared with three previously existing 
inertia weight versions of PSO. The results demonstrate that the use of GAIW in 
PSO significantly reduces the required number of fitness evaluations and hence 
the computational time while giving higher success rate. 

Keywords: inertia weight, particle swarm optimization, lennard-jones problem, 
atomic clusters, global optimization.  

1   Introduction 

Particle Swarm Optimization (PSO) is a population based stochastic optimization 
technique [1, 2]. It has been applied to solve a wide variety of global optimization 
problems occurring in science, engineering and industry. It is very popular be-
cause of its simple mathematical operations, a small number of control parame-
ters, quick convergence and ease of implementation.  

Inertia weight is one of the few parameters of PSO that can be used to control 
its performance. PSO usually takes a large number of functional evaluations for 
arriving at an acceptable solution. To deal with this difficulty and to make PSO 
more effective an adaptive inertia weight strategy called Globally Adaptive Inertia 
Weight (GAIW) has been introduced recently [3]. The authors have tested its per-
formance on six benchmark global optimization problems and have reported that it 
provides better convergence rate with less computational effort and high success 
rate when compared to some other inertia weight variants of PSO. In order to test 
the efficacy of this inertia weight strategy in PSO to solve a variety of problems, a 
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very highly computationally challenging problem namely Lennard-Jones problem 
that has been used as a benchmark global optimization problem in literature, is 
taken in the present paper. Ten instances of this problem for clusters of 3 to 10 
atoms have been considered. On these problem instances performance of the 
GAIW PSO has been compared to three other inertia weight variants of PSO 
namely fixed inertia weight (FIW), linearly decreasing inertia weight (LDIW)  
and non-linearly decreasing inertia weight (NDIW) that have been taken from  
literature [4, 5]. 

The remainder of the paper is organized as follows: Section 2 gives an over-
view of the basic PSO and section 3 presents the four inertia weight strategies that 
have been compared in this paper. Section 4 gives a brief introduction of the Len-
nard-Jones problem. The experimental results and discussions are presented in 
section 5. The paper is concluded with a direction for future work in section 6. 

2   Basic PSO 

PSO applies the concept of social intelligence of unintelligent species for solving 
real world problems. In PSO terminology population is called swarm and the indi-
viduals in the population are called particles. Each particle represents a position in 
the search space and has a velocity vector associated with it. Each of them main-
tains a memory that helps it in keeping track of the best position it has achieved so 
far, called the personal best (or the pbest) position of the particle, and the best po-
sition achieved so far by any particle in the swarm which is called the global best 
position (or the gbest position) of the swarm. The velocity and position of each 
particle at each iteration is updated according the following velocity and position 
update equations: 

1 1 2 2

Inertia Cognitive component Social component
component

id id id id gd idv wv c r (p x ) c r (p x )= + − + −

       

(1)

 

id id idx x v= +
                                                

(2)
 

This process is then iterated until some predefined stopping criterion is satisfied. 
Here w is the inertia weight, Xi=(xi1,xi2,…xid) represents the position of the ith par-
ticle in a d-dimensional search space, Pbesti=(pi1,pi2,…pid) is ith  particle’s pbest  
position,  Pgbest=(pg1,pg2….pgd) is the gbest position and Vi=(vi1,vi2,…vid) is the  
velocity of  ith particle. The acceleration coefficients c1 and c2 control how far a 
particle can move in a single iteration. The coefficients r1 and r2 are the uniformly 
generated random numbers in the range [0, 1]. 

3   Globally Adaptive Inertia Weight PSO 

Inertia weight controls the performance of PSO by balancing exploration exploita-
tion trade-off. Exploration is the ability of an algorithm to explore different  
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regions of the search space in order to locate a good optimum. Exploitation, on the 
other hand, is the ability to concentrate the search around a promising area in  
order to refine a candidate solution as defined by [6].  Since the introduction of in-
ertia weight in PSO, a lot of research has been devoted to find optimal or the stan-
dard value of inertia weight. But results show that its value is problem dependent 
and no standard value has yet been found.  

Most of the existing methods use some deterministic approach for dynamic ad-
justment of inertia weight. K. Deep et al. [3] have proposed a non-deterministic 
strategy called globally adaptive inertia weight (GAIW). It is based on the im-
provement in the best fitness of the particles as the search process progresses.  
In this method at any iteration if the swarm finds a better global best position, the 
inertia weight is increased so as to increase exploration in the current fruitful di-
rections otherwise it is made zero so as to avoid searching potentially unfavoura-
ble inertial directions. In this process inertia weight may take very large values 
that may result in the explosion of particle velocities, so the velocities are clamped 
in the range [-Vdmax, Vdmax] i.e., 

max max

max max

id d id d

id d id d

v V if v V

v V if v V

= − < − ⎫
⎬= > ⎭

                         (3) 

Also it was observed experimentally that the inertia weight sometimes becomes 
zero and remains zero for many successive iterations which means that the swarm 
sometimes stagnates at suboptimal solution and the social and cognitive compo-
nents are not capable of escaping it. So some inertia is provided to the swarm 
whenever it remains zero for M successive iterations. Hence the inertia weight up-
date equation for GAIW PSO is given by 

max

( +1) = 0.9 if = 0

and for > 0 we have

( +1) = ( -1) - ( )

= - ( - )* / ; if = 0 for M

successive iterations
start start end

w t t

t

w t f t f t

w w w w t t w

⎫
⎪
⎪⎪
⎬
⎪
⎪
⎪⎭

                (4) 

Where wstart is the initial value and wend is the final value of the inertia weight, and 
t is the current iteration (generation) of the algorithm while the tmax is the maxi-
mum number of iterations (generations) specified by the user.  

4   Lennard-Jones Problem 

The Lennard-Jones problem (LJP) assumes that the potential energy of a cluster of 
atoms is given by the sum of pairwise interactions between atoms, with these inte-
ractions being Vander Waals forces given by the Lennard-Jones 6-12 potential. 

The problem consists of determining the positions 3
21 ,...,, Rttt n ∈   of an n atom 

cluster in such a way that the Lennard-Jones potential  
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1
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1 1

2
n n

ij ij
i j i

V r r
−

− −

= = +

= −∑ ∑
  

                           (5) 

generated by atomic interactions is minimized, where rij is the Euclidean distance 
between the points ti and tj . Now since each point corresponds to Cartesian coor-
dinates in each of the x,y and z directions so the actual number of variables is three 
times the number of atoms in the given cluster. The problem is then to find the po-
sitions of each atom of the cluster that corresponds to the global minimum value 
of V, equation (5). From the viewpoint of mathematical optimization, it is a diffi-
cult global optimization problem which does not yield easily either to discrete or 
to continuous optimization methods [7, 8]. 

5   Experiments and Discussions 

In this section the performance of GAIW PSO is compared with three other va-
riants of PSO namely fixed inertia weight (FIW), linearly decreasing inertia 
weight (LDIW) and non-linearly decreasing inertia weight (NDIW) on 10 in-
stances of LJP. All the PSOs are implemented in C and experiments are carried 
out on a Xeon, 3.4 GHz machine under LINUX operating system. GAIW is de-
termined by equation (4). The equations (6) and (7) are used to determine LDIW 
[4] and NDIW [5] respectively. 

–  ( – )* /  start start end maxw w w w t t=                              (6) 

max

7
( – )* * 1

8start end end

k
t

w w w tan w
t

⎛ ⎞⎛ ⎞⎛ ⎞⎜ ⎟⎜ ⎟= − +⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠⎝ ⎠

            (7) 

Where wstart, wend, tmax and t have the same meanings as in equations (6), tan() is 
the trigonometric tangent function, and k is the control variable which can control 
the smoothness of the curve that reflects the relationship between the w and t. 

5.1   Parameter Settings and Performance Evaluation Criteria 

Here we use c1=c2=2, tmax=20000. Some parameters are given in Table 1. Maxi-
mum allowable velocity in each dimension is taken to be 

( )*0.25dmax dmax dminV x x= −  

Where xdmax and xdmin are the upper and lower bounds for particles’ positions in dth 
dimension of the search space. The simulation of an algorithm is stopped as soon 
as either of the following two conditions is satisfied: (i) reaching the maximum 
number of iterations, (ii) getting the minimum error ε (i.e., getting a solution  
within the tolerance limit ε=0.01). For FIW PSO, w=0.68 is set. For all other  
algorithms wstart=0.9 and wend=0.4 are set. Also for NDIW PSO k=0.6 (as recom-
mended in [5]) is taken. For GAIW M=25 is taken for all problem instances. 
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Each test is performed 100 times, starting from various randomly selected 
points in the search space. All the results have been averaged over the successful 
runs out of 100. A run is considered a success if the algorithm finds a solution sa-
tisfying | fopt – fmin |< ε, where fmin is the best solution found when an algorithm 
terminates and fopt is the known global optimum of the problem. For each algo-
rithm and for each problem the following are recorded: 

a) Average number of function evaluations of successful runs (AFE). 

b) Success Rate=    100
runstotal

runs) successful of (#
×   

c) Average Execution Time (AET) of successful runs 
d) Success Performance (SP) =    )runs  totalof (#

runssuccessfulof#

(AFE) × [9]. 

5.2   Results and Discussions 

The results are presented in Tables 2 to 5 and Figures 1 to 4. In the tables the box-
es with a hyphen (-) correspond to no success in any of the 100 runs and also the 
results are given in the same order as in Table 1 i.e., 1st row corresponds to 3 
atoms and so on. To carry out statistical analysis box plots have been used. For 
drawing boxplots the problems with no success are assigned maximum number of 
function evaluations, maximum time and the maximum success performance. In 
the box plots each box represents the performance of an algorithm with respect to 
one criterion for all the problem instances taken together. 

The goal of the analysis is to observe if the proposed strategy shows an im-
provement over the existing ones or not. Average number of function evaluations 
(AFE) is a measure of computational cost of the algorithm. It is clear from Figure 
1 and Table 2 that GAIW PSO significantly reduces the AFE and the order of per-
formance of PSOs based on it is: GAIW > FIW > NDIW > LDIW. 

Note: A > B implies that algorithm A performs better than algorithm B from a particular 
point of view. 

The average execution time (AET) of the successful runs is presented in Table 
3 and Figure 2. Clearly GAIW is again the best performer. The order of PSOs 
based on the AET is:  GAIW > FIW > NDIW > LDIW. Also it can be seen that by 
using the proposed strategy the AET decreases significantly. 

Table 4 and Figure 3 compares success rate (SR) of all versions of PSOs consi-
dered here. SR is directly proportional to the reliability of the method. Clearly the 
performance order of PSOs based on SR is: GAIW > FIW > LDIW > NDIW. 

In order to observe the consolidated effect on SR and AFE performance, a 
comparison among all four versions is made on the basis of success performance 
(SP) also. Table 5 and Figure 4 present this information. From SP point of view 
the performance order is: GAIW > FIW > NDIW > LDIW. 

An interesting point that can be observed from the tables is that even in the cas-
es when other algorithms could not find a solution, GAIW performs well, except 
one case for 11 atoms. On the basis of above analysis, GAIW performs the best 
among all five versions of PSO considered here. 
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Table 1. Parameters                                       Table 2. Average Function Evaluations 

 

 
 

Table 3. Average Execution Time                             Table 4. Success Rate 
 
FIW LDIW NLIW GAIW 
0.001 0.003 0.003 0.001 
0.015 0.436 0.21 0.013 
0.134 1.498 0.698 0.236 
0.275 2.788 _ 0.412 
3.712 5.118 _ 2.406 
7.856 9.213 6.26 1.889 
7.608 13.307 9.064 7.746 
9.169 18.376 _ 8.254 
18.465 _ _ _ 

_ _ _ 37.898 
 
 

Table 5. Success Performance 
 

 
 
 
 
 

 
 

 
 
 
 

 
 
 
 
 
 

No. of 
atoms 

Swarm 
Size 

Search Space 

 3 20 [-0.52, 0.45]9

4 25 [-0.52, 0.62]12 
5 30 [-0.75, 0.75]15 
6 40 [-0.75, 0.75]18 
7 45 [-0.96, 0.87]21 
8 50 [-0.9, 1.022]24 
9 55 [-2, 2]27 

10 60 [-2, 2]30 
11 70 [-1.1,1.2]33 

12 75 [-1.1,1.2]36 

FIW LDIW NLIW GAIW 
323 831.63 1046.32 301.01 

4492.19 148489.1 88740 3504.23 
25373.53 366760 180336 36270.59 
646500 24704000 _ 958500 

8430500 34231500 _ 1428842 
10260325 16189433 11270000 1314138 
4195988 59488000 20043400 3419240 
6772320 67260000 _ 15163500 
54124000 _ _ _ 

_ _ _ 98085000 

FIW LDIW NLIW GAIW 
323 815 994 298 

2875 81669 39933 2488 
17254 183380 90168 30830 
25860 247040 _ 38340 
252915 342315 _ 171461 
410413 485683 338100 105131 
335679 594880 400868 341924 
338616 672600 _ 303270 
541240 _ _ _ 

_ _ _ 980850 
 

FIW LDIW NLIW GAIW 
100 98 95 99 
64 55 45 71 
68 50 50 85 
4 1 0 4 
3 1 0 12 
4 3 3 8 
8 1 2 10 
5 1 0 2 
1 0 0 0 
0 0 0 1 
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6   Conclusion 

In this paper a recently developed inertia weight variant of PSO, called globally 
adaptive inertia weight (GAIW) PSO has been applied to Lennard-Jones problem 
(LJP), in order to test its efficacy in solving hard problems. Its performance has 
been compared with fixed inertia weight, linearly decreasing inertia weight and 
non-linearly decreasing inertia weight variants of PSO. Ten instances of the LJP 
for clusters of 3 to 12 atoms have been considered for this purpose. The experi-
mental results show that GAIW solves most of the problems studied here in less 
time with less computational effort and high success rate. Thus GAIW PSO per-
forms better than all other variants of PSO considered here. The future work in 
this direction may be to apply GAIW PSO to various other optimization problems 
occurring in real life. 
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Abstract. The multiple main populations, reserve populations and subpopulations 
concepts of a Genetic Algorithms (GAs) offers the advantage of diversity. How-
ever, as the population evolves, the GA loses its diversity. As the population con-
verges, it begins to lose its diversity and cannot avoid the local optima problem. 
This problem is known as Premature Convergence for Parallel GAs (PGA) too. 
The paper compares the Binary encoded Simple GA (SGA), Binary encoded Seri-
al/Sequential Dual Population Genetic Algorithm (SDPGA) and Binary encoded 
Multithreaded Parallel DPGA (MPDPGA) performances for function optimization 
on multicore system. The Dual Population Genetic Algorithm (DPGA) is an evo-
lutionary algorithm that uses an extra population called the reserve population to 
provide additional diversity to the main population through crossbreeding. The 
experimental results on unimodal and multimodal classes of test problem shows 
the MPDPGA outperforms over SGA and SDPGA. The performance of MPDPGA 
with DPGA1 is better in terms of accuracy, number of generations and execution 
time on multicore system. The performance of MPDPGA with DPGA-ED1 is bet-
ter for Rosenbrock and Schwefel whereas worse for Ackley and Griewangk. 

Keywords: Serial/Sequential Dual-Population GA, Parallel Dual-Population GA, 
Function Optimization, Premature Convergence, Diversity. 

1   Introduction 

The GAs are one of the important soft computing tools which are used in engi-
neering and optimization. GAs are efficient search or optimization algorithms 
based on principles of natural selection and population genetics. 

                                                           
1 DPGA and DPGA-ED are work of T. Park [12]. 
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GAs are robust, which are generally able to find optimal solutions in reasonable 
amount of time, but as they are applied to problems which are NP hard and having 
big dimensions, then there is an increase in the searching time to find optimal so-
lutions. In order to minimize the searching time multiple efforts have been made 
to make GAs faster and one of the most promising choices is to make efficient pa-
rallel design of GAs. 

Parallel GAs (PGAs) have proved to be useful in number of industrial and 
commercial applications. Many real-life problems may need days or weeks of 
computing time to solve on serial machines. Although the intrinsic time complexi-
ty of a problem cannot be lowered by using a finite amount of computing  
resources in parallel, parallelism often allows reducing time to reasonable levels. 
This can be very important in an industrial or commercial setting where the time 
to find the solution is critical for decision making. Furthermore, the new models 
offered by structured populations often allow better exploration of alternative so-
lutions of the search space.  

The multicore processor technology is getting cheaper and common; one can-
not ignore its importance anymore. To enhance GAs performance, GAs can take 
advantage of parallel computing environments based on their well paralleled na-
ture [1]. PGAs provide abilities of GAs and measurable speedup in computing 
against conventional GAs for a slight increase in their complexity.  

Nowadays there is a need of performance improvement in each application so 
as to minimize the time required for execution. The parallel computing is a broad 
area under which highly computational problems are solved. The problems are  
divided in to subparts and then processed in parallel fashion. Though the GAs al-
gorithmic development is at extreme level, but there is full scope for making it pa-
rallel on multicore computer system with parallel programming languages [2].  

The gains from running GA in the parallel are as follows- run time saving, 
speedup of finding solutions, search of greater problem search space, following 
various diversified search paths, maximal utilization of computing machinery, 
finding alternative solutions to the same problem, higher efficiency than sequen-
tial GAs, in many cases, easy cooperation with other (EA and traditional) search 
procedures, speedup due to the use of multiple CPUs (faster search) and lastly ef-
ficient use of Multicore architecture for NP hard problems/Optimization problems. 

The rest of the paper is organized as follows. Section 2 explains the literature 
survey of DPGA. Section 3 describes the fitness function and SDPGA and 
MPDPGA algorithms. Section 4 reports the experimental results for unimodal and 
multimodal optimization problems and compares SDPGA and MPDPGA with 
other genetic algorithms. Finally, section V provides conclusions. 

2   Related Works 

One of the very important facts given by Cant´u-Paz (2000) [3] proposes many 
configuration options of topologies, migration rates, number and size of demes.  
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Many researchers proposed PGAs from year 2000 to 2003, which are based on 
distributed systems. Sefrioui and P´eriaux (2000) [4] proposed Hierarchical Genet-
ic Algorithms (HGAs) with multi-layered hierarchical topology and multiple 
models for optimization problems. Rivera (2001) [5] investigated how to imple-
ment PGAs with obtaining quality of solutions efficiently. Rivera reviewed the 
state-of-the-art in PGAs, parallelization strategies, emerging implementations and 
relevant results. Alba and Troya (2001) [6] proposed a common framework for 
studying PGAs. Alba and Troya (2002) [7] brought some uniformity in compari-
son, and knowledge exchange among the traditionally opposite kind of serial and 
parallel GAs. They analyzed the properties of steady-state, generational and  
cellular GAs and extended the idea to distributed model ring of the GA islands. 
Giacobini (2003) [8] proposed a theoretical study of the selection pressure in 
asynchronous cellular (fine-grained) evolutionary algorithms (cEAs). Xiao and 
Amstrong (2003) [9] proposed a model of parallel evolutionary algorithms (EAs) 
called a specialized island model (SIM). Gagn´e (2003) [10] says that the classic 
master slave distribution model was superior to the island-model when exploiting 
Beowulfs and networks of heterogeneous workstations. They identified the key 
features of a good computing system for evolutionary computation- transparency, 
robustness and adaptivity.  

Till then, the PGAs work was concentrated on multiple demes on distributed 
system- Clusters, Grids and MPPs with common fitness function. After year 2003, 
multiple demes concept with one more objectives for diversity in search space. 
The research based on diversity in GAs, as a second objective are as follows -
Yang (2003) proposed Primal-Dual Genetic Algorithm (PDGA) which adopted 
complimentary and dominance mechanism for diversity. PDGA solved complex 
dynamic problems efficiently than traditional SGA. [11], [12]. Park (2006) pro-
posed DPGA improved version binary DPGA which shows that the performance 
of PGA can be improved by having the reserved population with different objec-
tive function than of main population. This DPGA algorithm is also inspired by 
complimentary and dominance mechanism for diversity. The DPGA algorithm of 
T. Park outperforms on stationary optimization problems [13]. Park (2007)  
has proposed DPGA-ED improved version of binary representation based DPGA. 
The reserve population DPGA-ED is different from DPGA by evolving itself. The 
DPGA-ED algorithm outperforms on nonstationary optimization Problems.  [14]. 
Park (2008) has proposed DPGA2 for Nonstationary optimization Problems. The 
improvement in DPGA2 was two reserve populations which provide controlled in-
flow information to main population with survival selection. DPGA2 shows the 
performance without relying on prior knowledge of nonstationary optimization 
problems.  [15]. Junhua (2008) proposed DSGA called Dual Species GA. In this 
algorithm one subpopulation works on local exploitation and other subpopulation 
work for global exploration with migration between them for optimal solution. 
DSGA shows better performance than SGA and 2PMGA [16]. The concept of re-
serve population with objectives as diversity in GAs on distributed systems was 
researched in previous works. A pretty positive attempt to implement a similar 
concept of DPGA on multicore technology with threading has been tried in this 
research paper.  
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3   Algorithms 

DPGA has two distinct populations called main population Mp and reserve popu-
lation Rp. Main population is having same role as that of the population of an  
ordinary GA. Main population aim to evolve to find a good solution with a high 
fitness value. The reserve population provides additional diversity to the main 
population.  The reserve population is employed as a reservoir for keeping chro-
mosomes which are different from those of the main population. DPGA uses mi-
gration as a means of information exchange. DPGA uses crossbreeding as a 
means of information exchange. The two different fitness functions for Mp and Rp 
of DPGA are: 

Fitness Functions for Main Population [17]: The fitness function for main 
population is unimodal or multimodal test functions to check the large scale global 
optimization. The unimodal test functions- Rosenbrock (F1), Ackley (F2) and 
multimodal test functions- Griewangk (F3) and Schwefel (F4) are used in experi-
mental work. 

Rosenbrock Test Function fM(x): Rosenbrock’s valley is a classic optimization 
problem, also known as banana function. The global optimum lies inside a long, 
narrow, parabolic shaped flat valley. Equation (1) is Rosenbrock Test Function.  

∑
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Test area -2.048<= xi <= 2.048; where i=1,…, N; where N: Dimension. 
Its global minimum equal f(x) = 0 is obtainable for xi, where i = 1,…,N.  

Fitness Function for Reserve Population fR(x):  [18] 

∑∑
= =

−=
n

i

l

k
kkiR xm

n
xf

1 1
,

1
)(                                         (2) 

xk  :  k
th gene of chromosome x from Rp. 

mi,k: k
th gene of chromosome mi from  Mp.  

n: Population Size of Mp and Rp 

l : Chromosome length. 
 

The equation (2) compare the kth gene chromosome from Mp with kth gene of 
chromosome x from Rp and assigns the fitness for reserve populating.  

In DPGA, Mp and Rp are randomly generated populations. Each individual of 
Mp and Rp are evaluated by their fitness functions. DPGA generates offspring by 
both inbreeding and crossbreeding. The Mp and Rp  evolves by inbreeding process 
separately. The crossbreeding process migrate information from Rp to Mp. The In-
bred Offsprings process is identical to the standard GA for generating offspring. 
The procedure for generating Crossbred Offspring selects the parents from differ-
ent populations, one from the Mp and the other from the Rp.  
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Fig. 1. Schematic diagram of SDPGA 
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Fig. 2. Schematic diagram of MPDPGA 
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The implementation of DPGA is done with two kinds namely sequential/serial 
and parallel called as SDPGA and MPDPGA respectively. Fig. 1 shows the Sche-
matic diagram of the SDPGA and Fig. 2 shows the Schematic diagram of the 
MPDPGA.  

3.1   SDPGA 

In SDPGA the main population and reserve population along with migration are 
evolving sequentially. SDPGA is single threaded DPGA, so the exploration,  
exploitation, migration etc. are sequential. 

3.2   MPDPGA 

The concept of thread increases the responsiveness, resource shearing, economy in 
utilization of multiprocessor architecture. The multithreaded parallel DPGA is  
implemented using three threads. In MPDPGA the main population, reserve popu-
lation and migration have separate threads for evolving in parallel. Third thread is 
responsible for crossbreeding between Mp and Rp. 

4   Experimental Results 

The SGA, SDPGA and MPDPGA algorithms are implemented in Java language 
on a Personal Computer-Intel Dual Core CPU 2.80 GHz with 1 GB of memory 
and 150 GB hard disk. The profiling of java programs is done using Java Visual 
VM. It gives the analysis of CPU usage, Garbage Collection (GC) activity, heap 
and permanent generation memory, number of loaded classes and running threads 
etc.  

Thread level profiling gives the clear impact threaded implantation of algo-
rithms on CPU usage, heap use, loaded class and threads running for algorithms. 
The tracking of thread activity and uncovered inefficient patterns, like blocked 
event dispatch threads or unused worker threads will help to optimize algorithm. 
The memory allocation, objectswise, thread dump also gives a very clear view 
about the memory consumption for algorithm implementation. The Fig. 3 and 4 
shows that, the SDPGA uses more CPU (~90 %) with single thread of execution, 
the MPDPGA uses CPU (~55 %) with multithreaded execution.  This reduction in 
CPU usage is because of threaded implementation of DPGA by 35%, hence the 
utilization of CPU is optimal in case of MPDPGA over SDPGA. It is observed 
that, the usage of heap for SPDPGA is 2.28 Gigabytes and for MPDPGA is 2.93 
Gigabytes out of maximum heap size of 64 Gigabytes. The MPDPGA usage of 
heap in percentage is 78% more than the heap utilization of SPDPGA. The 
MPDPGA usage is 0.65 Gigabytes more heap than SPDPGA, which means 4.57 
% of maximum heap size.  
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Fig. 3. CPU usage, Heap usage, Classes loaeded and live threads of SDPGA 

It is observed that, MPDPGA uses heap more symmetric and systematic in 
comparision with SDPGA. Whereas the classes loaded in Java for SDPGA and 
MPDPGA are same. The thread plot shows that MPDPGA uses two more extra 
threads than SDPGA, which are for crossbreeding and reserve population.  
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Fig. 4. CPU usage, Heap usage, Classes loaeded and live threads of MPDPGA 

Table 1 gives the Parameter setting for SGA, SDPGA and MPDPGA. Table 2 
gives comparison of MPDPGA, SDSGA, SGA and DPGA-ED1 of T. Park. The 
results show that the MPDPGA is performing better than SDPGA, SGA and 
DPGA-ED1. It is seen that MPDPGA requires less number of generation and 
computational time on experimented hardware. The MPDPGA algorithm is im-
plemented using Java threading, the utilization of multicore system to solve  
optimization problems increases.  
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Table 1. Parameter setting for SGA, SDPGA and MPDPGA 

Initial Parameters SGA SDPGA MPDPGA 

Main Population size (Mp) 100 100 100 

Reserve Population size (Rp) - 100 100 

Crossover Method K-point K-point K-point 

Crossover point K 5 5 5 

Mutation Method Flip-bit Flip-bit Flip-bit 

Crossover Probability (Pc) 0.7 0.7 0.7 

Mutation Probability (Pm) 0.03 0.03 0.03 

Dimension (D) 5 5 5 

 

Table 2. Comparison of Best Solution Found of SGA, SDPGA and MPDPGA with DPGA-
ED1 of T Park [18] 

Test 

function  (F) 
Algorithm Best Solution Found No. of Generations 

F1 

MPDPGA 0.00612658 1002 

SDPGA 0.48340664 33,139 

SGA 0.94597337 1,54,462 

DPGA-ED1 0.9921 500000 

 

F2 

MPDPGA 0.49586544 175 

SDPGA 0.49528813 22,035 

SGA 0.49930387 60,676 

DPGA-ED1 0 16081 

F3 

MPDPGA 0.15830217 150 

SDPGA 0.12492430 3,96,121 

SGA 0.32442724 4,01,512 

DPGA-ED1 0.0680 483255 

F4 

MPDPGA 0.004589554 2053 

SDPGA 0.00232797 1,23,549 

SGA -0.07381499 1,57,294 

DPGA-ED1 0.0014 89007 
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Table 3 is the comparison of MPDPGA, SDPGA and SGA with DPGA1, 
DPGA-ED1 of T. Park.  Table 2 and 3 are comparative performance measures with 
algorithms of [18]. The differences MPDPGA, SDPGA, SGA with DPGA1, 
DPGA-ED1 are given with better, worse or not significant.  

• A plus sign (+): the performance of algorithm is better than the one of the 
corresponding algorithm.  

• A minus sign (-): the performance of algorithm is worse than the one of 
the corresponding algorithm.  

• An approximate sign (≈): not statistically significant differences. 

Table 3. Comparison of Best Solution Found of SGA, SDPGA and MPDPGA with DPGA-
ED1 of T Park [18] 

Test 

function  (F) 
Algorithm MPDPGA Versus 

DPGA1 Versus 

 

DPGA-ED1 Versus 

 

F1 

MPDPGA --- + + 

SDPGA - + + 

SGA - + • 

 

F2 

MPDPGA -- • - 

SDPGA • • - 

SGA • - - 

F3 

MPDPGA ---  - 

SDPGA • - - 

SGA + - - 

F4 

MPDPGA --- + • 

SDPGA • + + 

SGA + + - 

5   Conclusion 

In this research paper, the Binary encoded MPDPGA is implemented using two 
populations – Reserve and Main with different objective functions. The algorithm 
provides additional diversity to the search space while optimizing a test functions. 
The thread level parallelism between reserve and main populations gives better  
results in terms of less execution time and less number of generations. While 
comparing the performance of MPDPGA with DPGA1, it is better in terms of ac-
curacy, number of generations and execution time on multicore system. Compar-
ing the performance of MPDPGA with DPGA-ED1 it is found that, MPDPGA  
is better than DPGA-ED1 for F1and F4, where as worse for F2and F3. From the 
profiling results of SGA, SDPGA and MPDPGA algorithms, it is observed that 
minimum three threads should be use in MPDPGA to speed up the process  
of solving optimization problems.  It is also observed that the CPU utilization is 
optimized because of threading.  
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Abstract. In the forthcoming time where the coverage area of the Wi-Fi net-
works would increase drastically, the transfer of call between two users present in 
a Wi-Fi network can be achieved thus reducing the effective cost of call rates 
significantly. The following article presents a view of how people in any Wi-Fi 
network can call each other via the network. Once the user is registered as a  
genuine user using any authentication methodology, the ASTERISK SERVER 
which has DHCP server configured provides an IP to any user requesting having 
a Wi-Fi enabled cell phone. Now, this user can talk to any other user in a Wi-Fi 
network by sending and receiving speech signals as data packets over the net-
work. Since the dependence over the service provider is removed, overall cost is 
drastically reduced. 

Keywords: Asterisk, VoIP, SIP, IAX, cellphone, call. 

1   Introduction 

Asterisk is a Private Branch Exchange (PBX). A PBX is a private phone switch-
board, connecting to one or more telephones on one side to one or more telephone 
lines on the other. This is usually more cost effective than leasing a telephone line 
for each telephone needed in a business. Asterisk is an Open Source LINUX based 
server that can function as a PBX.  

Asterisk is a framework that allows customization of   modules, allowing us  
to create a phone system as per our own choice. Since Asterisk has a flexible  
architecture, it can be modified according to the requirements of a user or any or-
ganization. The call is achieved using Voice over Internet Protocol (VoIP) which 
costs far less than using the traditional telephony networks. 

Till now, the use of asterisk has been restricted to Computers or special hard-
ware devices manufactured by DIGIUM Inc. The aim of the paper is to elaborate a 
technique to develop an application for any Wi-Fi enabled cell phone to commu-
nicate to another such device using services of an Asterisk server through Wi-Fi 
“Fig. 1” rather than traditional telephony “Fig. 2”.  
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In this technique, a user in a Wi-Fi network who has a Wi-Fi enabled cell 
phone first tries to locate an asterisk server in the network to make a call. If the 
server is found and destined user is also reachable through the server, then the call 
is put through via the asterisk server using VoIP else the call is forwarded through 
GSM cloud. 

 

 

Fig. 1. Two cell phones communicating through asterisk server 

 

Fig. 2. Two phones communicating through traditional GSM 

2   Functions of Asterisk 

Asterisk has a whole range of features. Mentioned below are some of these  
features [1]. 
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2.1   Station to Station Calls 

Asterisk offers station-to-station calls. This means that users can dial from one 
phone to another phone, whether it is a hardphone or a softphone like Zoiper.  
Using Asterisk, we can call any particular phone registered with it. 

2.2   Telephony 

Asterisk supports all the basic features that a telephone company can provide like 
dialing, call waiting, call forwarding, caller ID. 

2.3   Call Records 

Asterisk can also receive a phone call and can make decisions based on the 
attributes of the call. Decisions like how to route calls, sending to multiple exten-
sions, recording etc. can be made. 

2.4   Call Detail Records 

Asterisk keeps the record of all calls that go through it. We can store and use this 
information in our database for statistical and purposes. 

2.5   Interactive Voice Record System 

Asterisk has another powerful use that it can be used as an IVR through which we 
can take user responses for certain conditions and then we can issue commands on 
the basis of user input. 

3   Asterisk and VoIP 

Voice over Internet Protocol (VoIP) is a telephony network which allows tele-
phone conversations to take place over a data packet switched network like the In-
ternet. VoIP brings together both telecommunication and data services that are not 
only cheaper but also more versatile and can provide improved voice quality as 
compared to traditional telephony. This requires guaranteed bandwidth so as to 
enable data communication also. 

In VoIP, the voice is digitized using an analog to digital converter (ADC) and 
the signal is sent through a data network which is reassembled to form the original 
analog signal using a digital to analog converter (DAC)[3]. 

Asterisk server depends on VoIP for transfer of data packets. It receives the 
packets from the respective users, analyses it and sends it to respective user or  
relays it to another asterisk server which may then transfer it further until the des-
tined user gets the packet. All this is done using VoIP. There are various protocols 
for VOIP like SIP, IAX, H.323, MGCP etc [3]. Out of these, two prominent ones 
are SIP and IAX. 
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3.1   Need for VOIP Protocols 

Since the basic idea of VOIP is the packetization of audio streams which have to 
be transported to long distances over IP based networks, there are certain chal-
lenges. Not only the packets are required to arrive in the same order but also this 
has to be achieved in a very short interval of time like less than 150 milliseconds. 
Out of order packets or lost packets will mean degradation in the quality of user 
level communication experience.  

The original design of the internet protocols was not meant for real time media 
streaming. Endpoints were supposed to make up for the missing packets by re-
questing for them again and wait for all the packets to form a single coherent data. 
But we cannot do this for our audio signals where lost packets and reordering will 
have no significance at all. Also, the IP based protocols just divide the bits into 
desired packets size and send them but this is not always right for voice based 
packets as we require a sequential continuous data flow for sound quality. Hence, 
VOIP protocols were born. 

3.2   VOIP Protocols 

The basic mechanism of VOIP protocols is to have a set of transactions between 
the endpoints and thus resulting in twp persistent data streams that carry the  
conversation. This is achieved using a VOIP protocol some of them are discussed 
below [1]. 

3.2.1   IAX 

The IAX protocol was developed by Digium designed for communicating with 
other Asterisk servers. IAX is a transport protocol that uses a single UDP port 
(4569) for both the channel signaling and media streams. Use of IAX can be large 
bandwidth advantages as it can trunk multiple sessions into one dataflow when 
sending a lot of simultaneous channels to a remote box. A single datagram can 
thus represent multiple media multiple media streams which can lower the over-
head associated with individual channels. This helps to lower latency and reduce 
the processing power and bandwidth required, allowing the protocol to scale much 
more easily with a large number of active channels between endpoints. Hence, if 
large quantities of IP calls have to be passed between two endpoints one can go 
for IAX. As IAX is an open protocol, it can carry any future media streams that 
may be desired at that moment by bringing changes in the IAX as the need may 
be. Plain text, MD5 hashing, and RSA key exchange are the three authenticating 
ways of IAX. Media path is not encrypted between endpoints. To achieve this, we 
can switch for several existing solutions including using a Virtual Private Network 
(VPN) appliance or software to encrypt the stream in another layer of technology. 
But with dynamic key exchange at call setup IAX is now also able to encrypt the 
streams between endpoints. 
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3.2.2   SIP  

The technique used in SIP is that each end of a connection is a peer and the proto-
col negotiates capabilities between them. SIP has grown in popularity as it is a rel-
atively simple protocol, with syntax similar to that of other familiar protocols such 
as HTTP and SMTP. SIP is supported in Asterisk with the chan_sip.so module. 
SIP is an application-layer signaling protocol and uses the port 5060 for commu-
nications. SIP can be transported with either the UDP or TCP transport-layer pro-
tocols. Asterisk does not currently have a TCP implementation for transporting 
SIP messages, but it is possible that future versions may support it. SIP is used to 
“establish, modify, and terminate multimedia sessions such as Internet telephony 
calls”. Since SIP does not transport media between endpoints, RTP is used to 
transmit media “Fig. 3” between endpoints. RTP uses high-numbered, unprivi-
leged ports in Asterisk (10,000 through 20,000, by default). [1] 

 

Fig. 3. The SIP trapezoid [1] 

SIP trapezoid as a common topology to illustrate SIP and RTF. When user A 
wants to call another user B, A’s phone contacts the B’s proxy server and the 
proxy tries to find B (often connecting through his proxy). Once the phones have 
started the call, they communicate directly with each other (if possible), so that the 
data doesn’t have to tie up the resources of the proxy. 

The advantages of the SIP protocol lie in its wide acceptance and architectural 
flexibility. SIP is widely expected to deliver far more than VoIP capabilities, in-
cluding the ability to transmit video, music, and any type of real-time multimedia. 
SIP is considered to deliver the majority of new voice applications but IAX ap-
pears to perform better in comparison with the established SIP protocol [5]. 

A challenge/response system is used to authenticate users. An initial INVITE is 
sent to the proxy whom the end device wishes to communicate. The proxy then 
sends back a 407 Proxy Authorization Request message, which contains a random 
set of characters referred to as a nonce. This once is used along with the password 
to generate an MD5 hash, which is then sent back in the subsequent INVITE.  
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Assuming the MD5 hash matches the one that the proxy generated, the client is 
then authenticated. Denial of service (DoS) attacks are probably the most common 
type of attack on VoIP communications. A DoS attack can occur when a large 
number of invalid INVITE requests are sent to a proxy server in an attempt to 
overwhelm the system. These attacks are relatively simple to implement, and their 
effects on the users of the system are immediate. SIP has several methods of mi-
nimizing the effects of DoS attacks, but ultimately they are impossible to prevent. 
SIP implements a scheme to guarantee that a secure, encrypted transport mechan-
ism is used to establish communication between the caller and the domain of the 
callee. Beyond that, the request is sent securely to the end device, based upon the 
local security policies of the network. 

4   Functions of the Mobile Application 

The application will be installed on a Wi-Fi enabled cell phone. When a user 
wants to make a call to some other phone in the organization, the application will 
force the call to be through a Wi-Fi network via an Asterisk server, if available. 

The application will perform following actions: 

4.1   Register 

When the user will enter the asterisk zone of an organization, i.e. a Wi-Fi network 
with an asterisk server, the application will try to register the cell phone along 
with the user profile on the phone. The caller-id number of the user will be same 
as the user’s phone number. If the phone gets registered successfully, it will be 
provided with an IP from the DHCP server. The user’s caller-id number and its IP 
address will be added in the Asterisk server’s database. 

4.2   Make a Call through Asterisk Server 

When the user wants to make a call to another phone and dials the phone number, 
the application will request the asterisk server to find the dialed number in its da-
tabase or to search for some other asterisk server in the organization having that 
number in its database. If the number is found then the corresponding IP address 
will be used to make the call through the asterisk server over VoIP. However if the 
requested number is not found, that means that phone is currently not registered to 
any asterisk server and/or is not in any asterisk zone, and the call will be through 
the GSM cloud “Fig. 3”. 

4.3   Receive a Call 

The phone registered on an asterisk server can receive calls either through VoIP or 
the GSM cloud, depending upon the registration status of the caller, whether it has 
been registered on any asterisk server or not. 
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4.4   Unregister 

When the phone leaves the area of the asterisk server, it will get unregistered. Its 
phone number and the IP assigned to it are deleted from the database of the aste-
risk server. This can also happen if the user deliberately severs the connection 
with the server. 

5   Problems 

There are some problems to be faced when making a call such as: 

 

Fig. 4. Two cell phones on the same Wi-Fi network 

 

Fig. 5. Two cell phones communicating when one user is not registered on asterisk 
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5.1   Finding the IP of the Dialed Number 

If both the phones between which communication is sought are in the same Aste-
risk zone then there is no problem with finding the final IP. The problem arises 
when both the phones are in different asterisk zones. IP’s of both the phones will 
be added in databases of different asterisk servers. The caller’s asterisk server will 
have to find the IP of the callee by requesting a large number of other asterisk 
servers to find the IP until the IP is found or it is found that the dialed number is 
not registered on any asterisk sever.  

One solution may be, when a phone registers on an asterisk server, that server 
will broadcast that information to all other asterisk servers to update the database 
of all the asterisk servers. This method is feasible only when the number of aste-
risk servers is low, number of phones registered is low, and the frequency of regis-
tering and unregistering of phones is low. But in the case of large number of 
phones registered under a large number of different asterisk servers, this method 
becomes cumbersome and space & time demanding. 

6   More Services 

Asterisk has a well-through-out architecture which can be configured as our need, 
to give the maximum flexibility. Apart from the functions that the application will 
perform as discussed above, there are more services that the application can per-
form after creating custom modules.  

6.1   Short Message Service 

We can create a custom module so that the asterisk server may also be used for 
short message services as well. The user can send and receive messages just like 
any other service. 

 

 

Fig. 6. PC to PC call on a LAN through Asterisk servers 
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6.2   Social Networking 

Another future work can be social networking where several users can create and 
view profiles and exchange information.  

7   Our Testbeds 

There are three kinds of testbeds on which Asterisk server can be used to send a 
call through. These are explained below. 

7.1   PC to PC Call on a LAN 

We can make a call between two or more PCs through Asterisk Server on a LAN 
using a Softphone “Fig 7”. The two PCs may be registered on the same server or 
different Asterisk Servers as long as the servers are connected through LAN. The 
configurations of various asterisk users who are supposed to interact have to be 
entered on the servers. When a user wishes to make a call to another user who is 
also registered on any connected server, the user can simply dial the other user’s 
number and the call gets completed when the other user accepts the call. The vari-
ous status messages on the server are shown in the “Fig. 8”. 
 

 

Fig. 7. PC to PC call on a LAN through Asterisk servers 

7.2    Call between Wireless Computing Devices 

Asterisk can also be used to make a call between several wireless users who may 
be registered on same or different Asterisk servers and are connected through 
Wireless LANs. This service may help the users to remain connected as they move 
around in an office or an institution “Fig 9”.  
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Fig. 8. Console showing call setup status 

 

Fig. 9. Call between Laptops on Wi-Fi through Asterisk servers 

7.3    Call between Wi-Fi Cell Phones 

The call rates between several users through their cell phones can be drastically 
reduced if the users are able to call through VoIP using Asterisk. As soon as the 
users enter an Asterisk enabled Wi-Fi area, they get connected to the Asterisk 
server. When a user registered on the Server calls another user, then first the call is 
forwarded to the local Asterisk server. If the user is found, then the call is sent 
through the server, else the call is sent through the GSM network. This will make 
calls much cheaper as compared to normal GSM telephony. 



Dynamic Call Transfer through Wi-Fi Networks Using Asterisk 61
 

7.4   A Typical Office Scenario 

In this scenario, we have different kinds of devices like PCs, Laptops and Cell 
Phones. The above mentioned techniques of call transfer can be implemented in 
an institution or office as depicted in the “Fig 10”.  

 

Fig. 10. Typical Office Scenario 
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Abstract. Multi-objective optimization (MOO) using evolutionary algorithms has 
gained popularity in the recent past due to its ability of producing number of solu-
tions in a single run and handling multiple objectives simultaneously. In this ef-
fort, several MOO algorithms are developed. In this manuscript several strategies 
of multi-objective differential evolution algorithm (namely, MODE-I, MODE-III, 
elitist MODE and hybrid MODE) are briefly discussed. Three important uncon-
strained test problems are considered for validating the performance (in terms of 
Pareto front and convergence & diversity metrics) of strategies of MODE algo-
rithm with other popular algorithms from literature. It is observed that the strate-
gies of MODE algorithm are in general able to produce Pareto front with good 
convergence to the true Pareto front.  

Keywords: Differential Evolution, Multi-objective Differential Evolution 
(MODE), Evolutionary Algorithms (EAs), Pareto front, Multi-objective optimiza-
tion (MOO). 

1   Introduction 

An optimization problem involving more than one objective to be optimized is re-
ferred as multi-objective optimization (MOO) problem. The optimum solution 
corresponding to a single objective optimization problem refers to the optimal ba-
sic feasible solution (satisfying bounds of variables and the constraints). However, 
in case of multi-objective optimization, the optimum solution refers to a compro-
mised (not necessarily the optimum with respect to any objective) set of multiple 
feasible solutions. In case of MOO problems, the decision maker is always inter-
ested in obtaining a solution suitable to his/her design requirements, i.e., a single 
solution. But due to the associated trade-off and multiple objectives nature  
of problem, the desired solution may vary as per the decision makers need  
and the choice. Evolutionary Algorithms (EAs) often results in set of solutions. 
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The specialty of such solutions is that as we move from one solution to the other 
we gain in terms of one objective at the cost of loss in another objective involved 
in the study. Such a set of solutions are referred as the Pareto optimal set and the 
solutions in this set are non-dominated with respect to each other.  

The multi-objective optimization algorithms can be broadly classified into clas-
sical or traditional methods (deterministic) and nontraditional or population based 
search algorithms. Since last two decades, evolutionary population based search 
algorithms have captured more attention due to their ability of giving number of 
population points in a single simulation run. Classical methods also have their 
own place in the research of multi-objective optimization due to their simple tran-
sition rules as compared to evolutionary algorithms. The population based search 
algorithms have specific characteristics that they start with multiple population 
points and all points usually converge towards the Pareto optimal front after re-
quired number of simulation runs. The detailed survey on some of the evolutio-
nary algorithms (population based search algorithms) is given in the literature  
[1 – 9]. In the following section several strategies of MODE algorithm are briefly 
discussed. 

1.1   Strategies of Differential Evolution for MOO 

Differential evolution (DE) [10 – 13] is an improved version of Genetic Algo-
rithms (GA) [14]. Multi-objective differential evolution (MODE) [15 – 16] is an 
extension of differential evolution for multi-objective optimization study. MODE 
algorithm has been successfully used for multi-objective optimization real world 
industrial problems and many complex test problems.  
 
MODE Algorithm. The simplified flowchart of the original MODE algorithm 
(MODE-1) is presented in Fig. 1a. The pseudo-code for MODE algorithm can be 
found in literature [15 - 16]. In MODE-1 algorithm, in each generation, the domi-
nated solutions are removed from the list and only the non-dominated solutions 
are allowed to undergo DE operations. The scaling factor is generated from a ran-
dom number generator between 0 and 1. The off springs are placed into population 
if they dominate the main parent.  
 
MODE-III Algorithm. The recombination operation in DE is proved to be a power-
ful technique [10, 17]. In recombination, a competition is made between trial 
(child) and target (Parent) vectors. The non-dominated vector among the trial and 
target is sent to the next generations (using survival of the fittest principle). The 
domination check alone can give the Pareto optimal front. Therefore the non-
dominated sorting before the DE loop is removed from original MODE algorithm. 
At the end of the maximum generations a non-dominated sorting check is kept to 
remove the individuals which are not on the Pareto optimal front. The simplified 
flowchart of the MODE-III algorithm is presented in Fig. 1b. Detailed working 
principle of MODE-III algorithm is given in our earlier publication [18]. 
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Fig. 1. Schematic diagrams of MODE (Fig. a) and MODE-III (Fig. b) algorithms 

Elitist MODE Algorithm. There are three major steps in elitist MODE algorithm: 
(1) Processing of initial population of size NP using differential evolution, (2) 
Combining the solutions obtained from DE (NP) and those obtained from non-
dominated sorting (Q) to get a total of (NP+Q) solutions ensuring elitism, and (3) 
Maintaining NP number of population points in the next generation by using a 
crowding distance sorting. The simplified flowchart of the elitist MODE algorithm  
is presented in Fig. 2. The detailed working principle and schematic diagram of 
elitist MODE is available in our publication [19]. Industrial applications of Elitist 
MODE algorithms and its performance with respect to other algorithms is availa-
ble in the literature [20 - 21]. 

Hybrid MODE Algorithm. The deterministic sequential simplex method [22, 11] 
is used for local search, whereas one of the evolutionary multi-objective differen-
tial evolution strategy is used for global search. The deterministic method is used 
as an accelerator, which finds new superior points to converge to the Pareto front 
at a faster rate. The simplified flowchart of the hybrid MODE algorithm is pre-
sented in Fig. 3. Detailed working principle of hybrid multi-objective differential 
evolution algorithm along with its performance on industrial applications is avail-
able in our recent publications [18, 23]. The population set is initialized randomly 
within the specified bounds of the variables and the corresponding costs (objective 
function value) are evaluated. Entire population points are preserved for recombi-
nation operation. Three vectors from the initial population are selected at random 
in order to create a noisy random vector. Then the trial (child) vector is generated 
by cross over between the target and noisy random vectors (parents).  
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Fig. 2. Schematic diagram of elitist MODE algorithm [19 – 21] 

 
The cost of the trial vector is compared with that of the target vector for domi-

nance. The winner vector is then used for local search to obtain a better popula-
tion point in the neighbourhood using sequential simplex algorithm. If the point 
obtained using sequential simplex method dominates any point in the current 
population, the dominated point gets replaced by the new point, and otherwise a 
new selection procedure takes place. As a local search method is applied on each 
point, not only convergence becomes faster, but diversity of solutions is also 
maintained. 
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2   Results and Discussion 

Two important and widely used metrics are employed to calculate the conver-
gence and divergence extents of algorithm to assess the quality of the Pareto front. 
Three different test problems are considered. The unconstrained test problems (1) 
SCH [24] has a convex search space and a convex Pareto front, (2) FON [25] has 
a non-convex search space and a non-convex Pareto front, (3) KUR [26] has a 
non-convex search pace and a non-convex and discontinuous (or disconnected) 
Pareto front. The values of performance metrics (convergence and diversity me-
trics) obtained using different algorithms are shown in Table 1. The average (γ for 
convergence and Δ for divergence)  and the variance (σ2

γ for convergence and σ2
Δ 

for divergence) of 10 individual runs are used [as given in the literature [3]] to 
judge the performance of algorithms for both the metrics.  

For the SCH test function, all the strategies of MODE and NSGA-II algorithms 
are able to converge to the true Pareto optimal solutions (Fig. 4a). However, a 
smooth and well diverse Pareto front is observed in case of Hybrid MODE, and  
 

 

Fig. 3. Schematic diagram of hybrid MODE algorithm [18] 
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NSGA-II (both real- and binary coded versions). The number of non-dominated 
solutions obtained using hybrid MODE, and Real- coded NSGA-II is 100 against 
40 obtained using MODE III algorithm. The lesser number of non-dominated so-
lutions resulted in a scattered Pareto front using MODE and MODE III. Table 1 
shows that hybrid MODE, elitist MODE, and PAES are equally good in terms of 
average of convergence metric. However, the variance for all the strategies of 
MODE algorithm is 0 as against 0.000003 obtained in case of PAES. The variance 
value of 0 also indicates that the algorithm is able to give consistent results. Real 
coded NSGA-II algorithm performed better in terms of diversity metric achieving 
the lowest value of 0.449265. 

Table 1. Performance metrics (convergence and divergence) comparison of several algo-
rithms on selected test problems 

Algorithm Metric SCH FON KUR 
Real coded  
NSGA-II~ 

γ 
σ2

γ

0.003391
0 

0.001931
0 

0.028964
0.000018

 Δ 
σ2

Δ
 

0.477899
0.003471

0.378065
0.000639

0.411477
0.000992

NSGA-II 
Binary~ 

γ 
σ2

γ 
0.002833
0.000001

0.002571
0 

0.028951
0.000016

Δ 
σ2

Δ 
0.449265
0.002062

0.395131
0.001314

0.442195
0.001498

SPEA~ γ 
σ2

γ
 

0.003465
0 

0.010611
0.000005

0.049077
0.000081

Δ 
σ2

Δ 
0.818346
0.004497

0.804113
0.002961

0.880424
0.009066

PAES~ γ 
σ2

γ 
0.001313
0.000003

0.151263
0.000905

0.057323
0.011989

Δ 
σ2

Δ 
1.063288
0.002868

1.162528
0.008945

1.079838
0.013772

MODE* γ 
σ2

γ 
0.0021 

0 
0.02554 
0.00063 

0.03837 
0.00057 

Δ 
σ2

Δ 
0.67099 
0.01332 

0.70069 
0.03397 

0.82097 
0.0053 

MODE III* γ 
σ2

γ 
0.002236

0 
0.003381

0 
0.003028

0 
Δ 

σ2
Δ 

0.59953 
0.00155 

0.620052
0.00095 

0.671036
0.00192 

Hybrid  
MODE* 

γ 
σ2

γ 
0.001967

0 
0.002807

0 
0.003723

0 
Δ 

σ2
Δ 

0.597286
0.001238

0.538185
0.000891

0.675896
0.002681

Elitist  
MODE* 

γ 
σ2

γ 
0.001948

0 
0.002119

0 
0.002921

0 
Δ 

σ2
Δ 

0.571475
0.006496

0.700227
0.018964

0.714344
0.003301

* Results obtained in the present study; ~Results reported in Ref  [3] 
   First Best: Bold Font; Second Best: Italic font. 
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The Pareto front for the test problem FON obtained using several algorithms is 

shown in Fig. 4b. The Pareto optimal solutions correspond to 31* −=
i

x . 

MODE algorithm resulted in only 3 numbers of points on the Pareto front (out of 
initial population of 100) after a specified numbers of generations.  
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Fig. 4. Pareto fronts of SCH (Fig. a), FON (Fig b) and KUR (Fig. c) obtained using strate-
gies of multi-objective differential algorithm 

All the algorithms are able to cover the entire range of solutions on the Pareto 
front except MODE algorithm. Comparison of Pareto fronts show that the non-
dominated solutions obtained with MODE III are slightly scattered and are away 
from the global Pareto front. However, the Pareto fronts obtained using other 
strategies of MODE and NSGA-II algorithms are converged to the true Pareto 
fronts. In terms of convergence, both the versions of NSGA (i.e., binary and real 
coded) and strategies of MODE (i.e., MODE III, Elitist MODE, and hybrid 
MODE) attained good accuracy as compared to other algorithms such as SPEA 
and PAES. However, diversity metric of NSGA-II (Binary) is better as compared 
to other algorithms. Elitist MODE algorithm resulted in first best values in terms 
of convergence metric (as shown in Table 1). 

KUR test problem has multiple disconnected non-convex Pareto fronts as 
shown in Fig. 4c. The special feature of KUR test problem is to obtain the unique 
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point (such as point P) in Fig. 4c. Point P is a non-dominated solution with 0* =ix  

for all the variables. Region y and region z (as shown in Fig 4c) have a good dis-
tribution of solutions as compared to region x. Region x and point P appear with a 
value of decision variable (DV) x1 = 0, while region x and region y correspond to 
x1< 0. Hybrid MODE and MODE III algorithms approached the Pareto front to  
the closest accuracy as compared to other algorithms. However, diversity of solu-
tions corresponding to real coded NSGA-II is better than that obtained with other 
studied algorithms. 

3   Conclusions 

Brief working principles of four different strategies of multi-objective differential 
evolution algorithm (namely, MODE-I, MODE-III, elitist MODE and hybrid 
MODE) are discussed. Three widely used unconstrained test problems are used 
(namely, SCH, POL and KUR). Important performance metrics (such as conver-
gence and diversity metrics) are calculated for each test problems using the differ-
ent strategies of MODE algorithm. The Pareto front obtained using each strategy 
of MODE and real coded NSGA-II algorithms are reported. The results obtained 
using strategies of MODE are compared with the results reported in the literature. 
It is observed that strategies of MODE algorithms are in general able to converge 
to the true Pareto front. However, there is a scope for improvement in the diversity 
issue.  
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Abstract. Differential evolution (DE) is a well known and simple population
based probabilistic approach used to solve nonlinear and complex problems.
It has reportedly outperformed a few evolutionary algorithms when tested
over both benchmark and real world problems. DE, like other probabilistic
optimization algorithms, has inherent drawback of premature convergence
and stagnation. Therefore, in order to find a trade-off between exploration
and exploitation capability of DE algorithm, scaling factor in mutation pro-
cess is modified. In mutation process, trial vector is calculated by perturbing
the target vector. In this paper, a dynamic scale factor is proposed which
controls the perturbation rate in mutation process. The proposed strategy
is named as Dynamic Scaling Factor based Differential Evolution Algorithm
(DSFDE). To prove efficiency of DSFDE, it is tested over 10 benchmark
problems.

Keywords: Optimization, Differential Evolution Algorithm, Scale Factor,
Mutation Process, Meta-heuristics.

1 Introduction

Differential Evolution (DE) scheme is relatively a simple, fast and population
based stochastic search technique, proposed by Storn and Price [15] . DE falls
under the category of Evolutionary Algorithms (EAs). But in some sense it
differs significantly from EAs, e.g. trial vector generation process (explained
in section 2 ) uses the information of distance and direction from current
population to generate a new trial vector. Furthermore,in EAs, crossover is
applied first to generate a trial vector, which is then used within the mutation
operation to produce one offspring while, in DE, Mutation is applied first and
then crossover.
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Researchers are continuously working to improve the performance of DE.
Some of the recently developed versions of DE with appropriate applications
can be found in [2]. Experiments over several numerical benchmarks [19]
show that DE performs better than the genetic algorithm (GA) [8] or the
particle swarm optimization (PSO) [9]. DE has successfully been applied
to various areas of science and technology, such as intrusion detection [14],
chemical engineering [11], signal processing [4], mechanical engineering design
[17], machine intelligence, and pattern recognition [13]. Recently, machine
intelligence and cybernetics are most well-liked field in which DE algorithm
has become a popular strategy.

There are two fundamental processes which drive the evolution of a DE
population: the variation process, which enables exploring different areas of
the search space, and the selection process, which ensures the exploitation of
the previous experience. However, it has been shown that DE may occasion-
ally stop proceeding toward the global optimum even though the population
has not converged to a local optimum [10]. Therefore, to maintain the proper
balance between exploration and exploitation behavior of DE, a concept of
dynamic scaling factor is introduced in DE and DE with this concept is
named as Dynamic Scaling Factor based Differential Evolution Algorithm
(DSFDE). Furthermore, to show the efficiency of the proposed strategy, it
is tested over 10 well-known benchmark optimization problems.

Rest of the paper is organized as follows: Section 2 describes brief overview
of basic Differential Evolution Algorithm. Dynamic Scaling Factor based Dif-
ferential Evolution (DSFDE) is proposed in Section 3. In section 4, experi-
ments has been carried out. Finally, in section 5, paper is concluded.

2 Brief Overview of Differential Evolution Algorithm

DE has several strategies based on method of selecting the target vector, num-
ber of difference vectors used and the type of crossover [15]. In this paper
DE/rand/1/bin scheme is used where DE stands for differential evolution,
‘rand’ specifies that the target vector is selected randomly, ‘1’ is for number
of differential vectors and ‘bin’ notation is for binomial crossover. The pop-
ularity of Differential Evolution is due to its applicability to a wider class
of problems and ease of implementation. Differential Evolution consists of
the properties of both evolutionary algorithms and swarm intelligence. The
detailed description of DE is as follows:

Like other population based search algorithms, in DE a population of po-
tential solutions (individuals) searches the solution. In a D-dimensional search
space, an individual is represented by a D-dimensional vector (xi1,xi2, ...,xiD),
i = 1, 2, ..., NP where NP is the population size (number of individuals).
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In DE, there are three operators: mutation, crossover and selection. Ini-
tially, a population is generated randomly with uniform distribution then the
mutation, crossover and selection operators are applied to generate a new
population. Trial vector generation is a crucial step in DE process. The two
operators mutation and crossover are used to generate the trial vectors. The
selection operator is used to select the best trial vector for the next genera-
tion. DE operators are explained briefly in following subsections.

2.1 Mutation

A trial vector is generated by the DE mutation operator for each individual of
the current population. For generating the trial vector, a target vector is mu-
tated with a weighted differential. An offspring is produced in the crossover
operation using the newly generated trial vector. If G is the index for gener-
ation counter, the mutation operator for generating a trial vector ui(G) from
the parent vector xi(G) is defined as follows:

• Select a target vector, xi1(G), from the population, such that i �= i1.
• Again, randomly select two individuals, xi2 and xi3, from the population

such that i �= i1 �= i2 �= i3.
• Then the target vector is mutated for calculating the trial vector as

follows:
ui(G) = xi(G) + F (xi2(G)− xi3(G)) (1)

where F ∈ (0,∞) is the mutation scale factor which is used in controlling
the amplication of the differential variation [6].

2.2 Crossover

Offspring x′
i(G) is generated using the crossover of parent vector, xi(G) and

the trial vector, ui(G) as follows:

x′
ij(G) =

{
uij(G), if j ∈ J

xij(G), otherwise.

J is the set of cross over points or the points that will go under perturbation,
xij(G) is the jth element of the vector xi(G).

2.3 Selection

There are two functions of the selection operator: First it selects the indi-
vidual for the mutation operation to generate the trial vector and second, it
selects the best, between the parent and the offspring based on their fitness
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value for the next generation. If fitness of parent is greater then the offspring
than parent is selected otherwise offspring is selected:

xi(G+ 1) =

{
x′
i(G), if f(x′

i(G)) > f(xi(G)).

xi(G), otherwise.

This ensures that the population’s average fitness does not deteriorate.

The Pseudo-code for Differential Evolutionary strategy, is described as
follows [6]:

Differential Evolution Algorithm:
Initialize the control parameters, F and CR;
Create and initialize the population, P (0), of NP individuals;
while stopping condition(s) not true do
for each individual, xi(G) ∈ P (G) do
Evaluate the fitness, f(xi(G));
Create the trial vector, ui(G) by applying the mutation operator;
Create an offspring, x′

i(G), by applying the crossover operator;
if f(x′

i(G) is better than f(xi(G)) then
Add x′

i(G) to P (G+ 1);
else
Add xi(G) to P (G+ 1);

end if
end for

end while
Return the individual with the best fitness as the solution;

space

Here, F , scale factor and CR, crossover probability are the control parameters
and influence the performance of the DE. P is the population vector.

3 Dynamic Scaling Factor Based Differential Evolution

3.1 A Few Drawbacks of DE

The inherent drawback with most of the population based stochastic algo-
rithms is premature convergence. DE is not an exception. Any population
based algorithm is regarded as an efficient algorithm if it is fast in conver-
gence and able to explore the maximum area of the search space. In other
words, if a population based algorithm is capable of balancing between ex-
ploration and exploitation of the search space, then the algorithm is regarded
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an efficient algorithm. From this point of view, basic DE is not an efficient
algorithm [12]. Also some studies proved that stagnation is another inherent
drawback with DE i.e. DE sometimes stop proceeding toward the global
optima even though the population has not converged to local optima or any
other point [10]. Mezura-Montes et al. [12] compared the different variants of
DE for global optimization and found that DE shows a poor performance and
remains inefficient in exploring the search space, especially for multimodal
functions. Price et al. [16] also drawn the same conclusions. The problems of
premature convergence and stagnation is a matter of serious consideration
for designing a comparatively efficient1 DE algorithm.

3.2 Motivation for Modification in Scale Factor

This paper proposes a modification in scale factor to balance the perturbation
rate in mutation process of Differential Evolution algorithm (DSFDE).

3.2.1 Dynamic Scale Factor

Exploration of the whole search space and exploitation of the near optimal
solution region may be balanced by maintaining the diversity in early and
later iterations of any random number based search algorithm. Mutation
equation in DE which is shown as follows:

ui(G) = xi(G) + F × (xi2(G)− xi3(G)) (2)

i.e., the trial vector ui(G) is the weighted sum of target vector xi(G) and the
difference (xi2(G)− xi3(G)) of two random vectors. Here, F is the weight to
the difference of random vectors which controls the amplication of the differ-
ential variation. In basic DE, F is the scaling factor F ∈ (0,∞). Many studies
have been carried out with varying scaling factor F [1] for better exploration
and exploitation mechanism. Generally, the value of F is vary from (0, 1).
The perturbation rate in ordinary DE remain uniform because scale factor
which controls the amplication of the differential variation is suggested to be
constant from (0,∞). However, the studies on Bio-Inspired algorithms sug-
gest that these algorithms should explore more in early iterations and exploit
more in latter iterations.

In this paper, we introduce the concept of Dynamic Scale Factor (DSF )
which dynamically changes the step size with balanced expulsion and attrac-
tion of the differential variation for generating trial vector. For this purpose,
initially we assign DSF , randomly a value in the range of [-0.8, 0.8] and
then it decreases linearly till [-0.4, 0.4]. Now, It is clear from equation (2)

1 As it is not possible to design a fully efficient population based stochastic
algorithm
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that for early iteration exploration capability of DE increases and later on
exploitation capability increases. Hence, we can say that the use of DSF
helps to maintain a proper balance of diversity and convergence in DE. DSF
controls the production of neighbour potential solutions around xi and rep-
resents the comparison of positions of two solutions. As can be seen from
equation (2), as the difference between the parameters of the xi2 and xi3 de-
creases, the perturbation on the position xi gets decreased, too. Thus, as the
search approaches the optimum solution in the search space, the step length
is adaptively reduced.

The Dynamic Scaling Factor based Differential Evolution (DSFDE) al-
gorithm is similar to the basic DE algorithm except the range of scale factor
in mutation operation. DSFDE is a simple algorithm which, despite its sim-
plicity, can be a very efficient possibility for optimization of various real world
optimization problems.

3.3 Control Parameters in DSFDE

As stated by Storn et al. [15, 18], DE is very sensitive to the choice of F and
CR. Some settings of control parameters are suggested by Stron in [15, 18]:

• F = [0.5, 1];
• CR ∈ [0.8, 1];
• NP = [5D, 10D], where D is the number of decision variables in the

problem.

DSFDE introduces a dynamic scale factor (DSF ) whose value varies ran-
domly from range [-0.8 0.8] to [-0.4 0.4]. It provides more amplication of the
differential variation in early iteration and less in letter iterations (as step
size reduces gradually as number of iterations increases), for generating trial
vector.

4 Experimental Results and Discussion

4.1 Test Problems under Consideration

In order to see the effect of Dynamic Scale Factor on DE, 10 scalable (the
number of decision variables may be varied as per user’s choice) test problems
of optimization are selected (Listed in Table 1). These problems are of con-
tinuous variables and have different degree of complexity and multimodality.
For this study, number of decision variables is set to 30.
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Table 1. Test problems

S.
No.

Test
Problem

Objective function Search
Space

Dime
nsion

1 Sphere f(x) =
∑n

i=1 x
2
i [-5.12

5.12]
30

2 De Jong f4 f(x) =
∑n

i=1 i.(xi))
4 [-5.12

5.12]
30

3 Griewank f(x) = 1 + 1
4000

∑n
i=1 x

2
i −

∏n
i=1 cos(

xi√
i
) [-600

600]
30

4 Rosenbrock f(x) =
∑n

i=1(100(xi+1 − x2)2 + (xi − 1)2) [-30 30] 30

5 Rastrigin f(x) = 10n +
∑n

i=1[x
2
i − 10 cos(2πxi)] [-5.12

5.12]
30

6 Ackley
f(x) = −20 + e+ exp(− 0.2

n

√∑n
i=1 xi

3)
[-1 1]

30

−exp( 1
n

∑n
i=1 cos (2π.xi)xi)

7 DropWave f(x) = − 1+cos( 12
√∑n

i=1 xi
2)

1
2

∑n
i=1 xi

2+2
[-5.12
5.12]

30

8 Alpine f(x) =
∑n

i=1 |xisin xi + 0.1xi| [-10 10] 30

9 Michalewiczf(x) = −∑n
i=1 sin xi(sin ( i.xi

2

π
)) [0 π] 30

10 Cosine
Mixture

f(x) =
∑n

i=1 xi
2 − 0.1(

∑n
i=1 cos 5.π.xi) + 0.1n [-1 1] 30

4.2 Experimental Setting for DSFDE

To test DE and DSFDE over test problems following experimental setting
is adopted:

• The crossover probability CR=0.33[7],
• The scale factor which controls the implication of the differential variation

F=0.5; [15] and DSF=rand[-0.8, 0.8] to rand[-0.4, 0.4],
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• Population size NP=100,
• The stopping criteria is either maximum number of generation which is

set to be 2000 is reached or the objective function value ≤ 0.01; 0.01 is
the minimum error criteria,

• The number of simulations =100,
• The number of decision variables in scalable test problems D = 30.

4.3 Comparison of DSFDE with DE

Numerical results with experimental setting of subsection 4.2 are tabulated
in Table 2. In Table 2, success rate (SR) (a simulation is said to be successful
if the objective function value is ≤ 0.01 in maximum 2000 generations), mean
objective function value (MOFV ), average function evaluations (AFE) and
standard deviation (SD) is reported. Table 2 shows that most of the time use
of dynamic scale factor in DE improves the reliability, efficiency and accuracy.
Except for Rosenbrock problem DSFDE improves the results over DE. Some
more intensive statistical analysis based on t test, performance index and
boxplots has been carried out for results of basic DE and DSFDE.

Table 2. Comparison of the results of test problems

Test Algorithm SR AFE MOFV SD

Problem

Sphere
DE 45 28200 0.00616 0.001101

DSFDE 100 21693 0.005331 0.001355

De Jong
DE 97 29112.37109 0.003383 0.001476

DSFDE 100 21673 0.003859 0.001888

Griewank
DE 47 50700 0.006073 0.001162

DSFDE 100 36901 0.005265 0.001319

Rosenbrock
DE 0 200000 23.63907 0.378742

DSFDE 0 200000 29.581992 14.708954

Rastrigin
DE 0 200000 69.516951 6.304635

DSFDE 99 85755.55469 0.015099 0.098487

Ackley
DE 0 200000 0.014171 0.002078

DSFDE 100 36811 0.007205 0.000871
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Table 2. (continued)

Test Algorithm SR AFE MOFV SD

Problem

DropWave
DE 100 270 0.000001 0.000002

DSFDE 100 243 0.000001 0.000002

Alpine
DE 0 200000 0.017717 0.002948

DSFDE 100 54401 0.00686 0.001071

Michalewicz
DE 100 25219 0.000312 0.000517

DSFDE 100 23356 0.000332 0.000691

Cosine Mixture
DE 60 28325 0.006254 0.001346

DSFDE 100 20059 0.005194 0.001104

4.3.1 Statistical Analysis

In this section, statistical comparison is carried out between DE and
DSFDE, using t-test, boxplots and performance index [5].

The t-test is quite popular among researchers in the field of evolutionary
computing. In this paper students t-test is applied according to the descrip-
tion given in [3] for a confidence level of 0.95. Table 3 shows the results of the
t-test for the null hypothesis that there is no difference in the mean number
of function evaluations of 100 runs using DE and DSFDE. Note that here
‘+’ indicates the significant difference (or the null hypothesis is rejected) at
a 0.05 level of significance, ‘-’ implies that there is no significant difference
while ‘=’ indicates that comparison is not possible. It is observed from Table
3 that significant differences observed in 7 comparisons out of 10 comparisons.
Therefore, it can be concluded that results of DSFDE is significantly differ-
ent from the basic DE algorithm. For the purpose of comparison in terms of
performance, Boxplot analysis is carried out for all the considered algorithms.
The empirical distribution of data is efficiently represented graphically by
the boxplot analysis tool [20]. The Boxplots for average function evaluation
of DE and DSFDE are shown in Figure 1. It is clear from this figure that
DSFDE is better than DE as Interquartile range and Median are low for it.
In order to compare the consolidated performance of DE with DSFDE, the
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Table 3. Results of the Students t test with DSFDE

S. No. Test Problem DE S. No. Test Problem DE

1 Sphere + 6 Ackley +

2 De Jong f4 + 7 DropWave -

3 Griewank + 8 Alpine +

4 Rosenbrock = 9 Michalewicz -

5 Rastrigin + 10 Cosine Mixture +
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Fig. 1. Boxplot graph for Average Function Evaluation: (1) DE (2) DSFDE

value of a performance index PI [5] is computed. This index gives a weighted
importance to following parameters.

1. Success rate,
2. Average number of function evaluations,
3. Mean objective function value.

The graphs corresponding to each of the cases (1), (2) and (3) are shown in
Figures 2(a), 2(b), and 2(c) respectively. In these figures the horizontal axis
represents the weight W and the vertical axis represents the performance
index PI. In case (1), average number of function evaluations of successful
runs and the average objective function value are given equal weights. PIs of
both the algorithms (DSFDE,DE) are superimposed in the Figure 2(a) for
comparison and to get a ranking of the performance of both the algorithms.
It is observed that PI value of (DSFDE) is more than DE and perform in the
order DSFDE > DE. In case (2), equal weights are assigned to the success
rate and average function evaluations of successful runs. From Figure 2(b),
same conclusion is drawn as in case (1). In case (3), equal weights are assigned
to the success rate and average objective function value. Again the same
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Fig. 2. Performance index; (a) for case (1), (b) for case (2) and (c) for case (3).

results are found through Figure 2(c) as in 2(a) and 2(b). Therefore, it can
be stated that the DSFDE is perform better than the basic DE.

5 Conclusion

In this paper, basic differential evolution algorithm is improved by intro-
ducing Dynamic Scaling Factor in DE search procedure and the proposed
strategy is named as Dynamic Scaling Factor based Differential Evolution
(DSFDE) Algorithm. With the help of experiments over test problems it is
showed that the reliability (due to success rate), efficiency (due to average
number of function evaluations) and accuracy (due to mean objective func-
tion value) of DSFDE algorithm with this modified scaling factor is higher
than that of its original versions. Based on this study, it is concluded that
DSFDE is a better candidate in the field of nature inspired algorithms for
function optimization.

The future scope of this work is the implementation of dynamic scaling
factor to other biologically inspired algorithms.
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Abstract. This paper presents an intelligent speed control system based on fuzzy 
logic for a voltage source PWM inverter-fed indirect vector controlled induction 
motor drive. Traditional indirect vector control system of induction motor intro-
duces conventional PI regulator in outer speed loop; it is proved that the low pre-
cision of the speed regulator debases the performance of the whole system. To 
overcome this problem, replacement of PI controller by an intelligent controller 
based on fuzzy set theory is proposed. The performance of the intelligent control-
ler has been investigated through digital simulation using MATLAB-SIMULINK 
package for different operating conditions such as sudden change in reference 
speed and load torque. The simulation results demonstrate that the performance of 
the proposed controller is better than that of the conventional PI controller. 

Keywords: Fuzzy Logic, Intelligent controllers, Conventional PI controller,  
Induction motor drives, indirect vector control, Speed control. 

1   Introduction 

For electrical drives good dynamic performance is mandatory so as to respond to 
the changes in command speed and torques. These requirements of AC drives can 
be fulfilled by the vector control system. With the advent of the vector control me-
thod, an induction motor has been controlled like a separately excited DC motor 
for high performance applications. This method enables the control of field and 
torque of induction motor independently (decoupling) by manipulating corres-
ponding field oriented quantities [1], [2]. 

The traditional indirect vector control system uses conventional PI controller in 
the outer speed loop because of the simplicity and stability. However, unexpected 
change in load conditions or environmental factors would produce overshoot, os-
cillation of motor speed, oscillation of the torque, long settling time and thus  



88 P. Tripura and Y. Srinivasa Kishore Babu 
 

causes deterioration of drive performance. To overcome this, an intelligent con-
troller based on Fuzzy Logic can be used in the place of PI regulator [4]. The 
fuzzy logic has certain advantages compared to classical controllers such as sim-
plicity of control, low cost, and the possibility to design without knowing the ex-
act mathematical model of plant [3]. 

In this paper application of fuzzy logic to the intelligent speed control of indi-
rect vector controlled induction motor drive is investigated. The analysis, design 
and simulation of controller have been carried out based on the fuzzy set theory.   

When a new control strategy of a converter or a drive system is formulated, it is 
often convenient to study the system performance by simulation before building 
the breadboard or prototype. The simulation not only validates the systems opera-
tion, but also permits optimization of the systems performance by iteration of its 
parameters. Besides the control and circuit parameters, the plant parameter varia-
tion effect can be studied. Valuable time is thus saved in the development and de-
sign of the product, and the failure of components of poorly designed systems can 
be avoided.  The simulation program also helps to generate real time controller 
software codes for downloading to a microprocessor or digital signal processor.  

Many circuit simulators like PSPICE, EMTP, MATLAB/ SIMULINK incorpo-
rated these features. The advantages of SIMULINK over the other circuit simula-
tor are the ease in modeling the transients of electrical machines and drives and to 
include controls in the simulation. To solve the objective of this paper MATLAB/ 
SIMULINK software is used. The superior control performance of the proposed 
controller is demonstrated at SIMULINK platform using the fuzzy logic tool box 
[5] for different operating conditions.  

The complete paper is organized as follows: Section 2 describes the indirect 
vector control system. The design and description of intelligent controller is  
provided in section 3. The simulation results, comparison and discussion are  
presented in Section 4. Section 5 concludes the work.  

2   Indirect Vector Control System 

For the high performance drives, the indirect method of vector control is preferred 
choice [1], [2]. The indirect vector control method is essentially same as the direct 
vector control, except that the rotor angle eθ is generated in an indirect manner 

(estimation) using the measured speed rω and the slip speed slω . To implement 

the indirect vector control strategy, it is necessary to take the following dynamic 
equations into consideration. 

                                
( )e e r sl r sldt dtθ ω ω ω θ θ= = + = +∫ ∫                              

(1) 

For decoupling control, the stator flux component of current dsi should be aligned 

on the ed axis, and the torque component of current qsi should be on eq  axis, that 

leads to 0qrψ =  and dr rψ ψ= then: 
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R dt
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(2) 

As well, the slip frequency can be calculated as: 

                                            

qsm r r
sl qs

r r r ds

iL R R
i

L L i
ω

ψ
= =                                            (3) 

It is found that the ideal decoupling can be achieved if the above slip angular 
speed command is used for making field-orientation. The constant rotor flux rψ  

and 0rd

dt

ψ
=  can be substituted in equation (2), so that the rotor flux sets as 

                                                             r m dsL iψ =
                                                (4) 

The Simulink model for such an indirect vector control system is shown in the 
Fig. 3. This control technique operates the induction motor as separately excited 
DC motor so as to achieve high dynamic performance [1], [2]. 

3   Design and Description of Intelligent Controller 

Since the implementation of off-line tuning of PI controller is difficult in dealing 
with continuous parametric variation in the induction motor as well as the non-
linearity present in the entire system, it becomes of interest to go for intelligent 
controller. It is known that the stator and rotor resistances of induction motor may 
change with the temperature up to 50% and motor inductance varies with the 
magnetic operating point. Furthermore, the load torque may change due to me-
chanical disturbances. 

The problem can be solved by several adaptive control techniques such as 
model reference adaptive control, sliding-mode control, variable structure control, 
and self-tuning PI controllers, etc. The theory and survey on model reference 
adaptive system has been reported by H. Sugimoto et.al [6]. Secondary resistance 
identification of an IM applied with MRAS and its characteristics has been pre-
sented in their study. The improved version of sliding mode control for an IM has 
been proposed by C. Y. Won et.al [7]. The design of integral variable structure 
control system for servo systems has been proposed by T. L. Chern et.al [8]. The 
self tuning controllers are described by J. C. Hung [9]. However, in all these 
works, exact mathematical model of the system is mandatory to design the  
adaptive control algorithm. Thus they increase the complexity of design and  
implementation. 

When fuzzy logic bases intelligent controller is used instead of the PI control-
ler, excellent control performance can be achieved even in the presence of para-
meter variation and drive non-linearity [1], [3]. 

The vector control of IM with fuzzy PI controller has been proposed by I. Miki 
et. al [10] and W. P. Hew et.al [11]. As they reported, the FLC automatically  
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updates the proportional and integral gains on-line and thus help in achieving fast 
dynamic response. However, this technique does not fully utilize the capabilities 
of the fuzzy logic. Moreover, the inherent disadvantages associated with the PI 
controller cannot be avoided. The fuzzy PI controllers are less useful in industrial 
applications.  

The performances of the fuzzy logic based indirect vector control for induction 
motor drive has been proposed by M. N. Uddin et.al [12], E. Cerruto et.al [13], B. 
Heber et.al [14], and G. C. D. Sousa et.al [15]. The novel speed control for current 
regulated VSI-fed IM has been discussed by them. The fuzzy logic based control-
ler for IM drives has been proposed by Minh Ta-Cao et.al [16]. The performance 
of the proposed system is compared with the conventional vector control on the 
basis of Integral of time by Absolute Time Error (IATE).  

The Simulink implementation of current regulated VSI-fed IM is proposed by 
Norman Mariun et.al [17] and Vinod Kumar et.al [18]. They proposed a fuzzy log-
ic controller in place of PI controller in the vector control system. However, the 
power system block set used by them makes use of S-functions and it is not as 
easy to work with as the rest of the Simulink blocks. 

The work presented in [12]-[18] uses a fuzzy logic controller to set the torque 
component of reference current based on speed error and change of speed error. 
The inverter is then switched to follow the reference current within hysteresis 
band. However, the constant hysteresis band of the current regulated PWM inver-
ter of the fuzzy logic based indirect vector control system possesses problem in 
achieving superior dynamic performance, even the drive control system includes 
the efficient fuzzy logic controller. This paper discusses the fuzzy logic speed con-
trol for VSI fed indirect vector controlled induction motor drives. 

Fig. 1 shows the block diagram of fuzzy logic based speed control system. Such 
a fuzzy logic controller consists of four basic blocks viz., Fuzzification, Fuzzy In-
ference Engine, Knowledge base and defuzzification. 

 

Fig. 1. Block diagram of Fuzzy logic speed control system for indirect vector controlled in-
duction motor drive 

3.1   Input/ Output Variables 

The design of the fuzzy logic controller starts with assigning the input and output 
variables. The most significant variables entering the fuzzy logic speed controller 
has been selected as the speed error and its time variation. Two input variables 

( )e kω  and ( )ce kω , are calculated at every sampling instant as: 

( )*
r kω

 

( )r kω  

( )*
qsi k

( )*
qsci k( )ce kω

( )e kω   
IVC + 

PWM In-
verter + IM

 
Fuzzy 

Controller
∫

d/dt 
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                                                  ( ) ( ) ( )*
r re k k kω ω ω= −

                                      
(5)

 

                                                ( ) ( ) ( )1ce k e k e kω ω ω= − −
                                 

(6)
 

Where ( )*
r kω  is the reference speed, ( )r kω is the actual rotor speed and 

( )1e kω −
 
is the value of error at previous sampling time. 

The output variable of the fuzzy logic speed controller is the variation of com-

mand current, ( )*
qsci k  which is integrated to get the reference command current, 

( )*
qsi k  as shown in the following equation. 

                                                
( ) ( ) ( )* * *1qs qs qsi k i k ci k= − +

                                  (7) 

3.2   Fuzzification 

The success of this work, and the like, depends on how good this stage is con-
ducted. In this stage, the crisp variables ( )e kω  and ( )ce kω  are converted in to 

fuzzy variables eω  and ceω  respectively. The membership functions associated 
to the control variables have been chosen with triangular shapes as shown in  
Fig. 2.  

The universe of discourse of all the input and output variables are established as 
(-0.8, 0.8). The suitable scaling factors are chosen to brought the input and output 
variables to this universe of discourse. Each universe of discourse is divided into 
seven overlapping fuzzy sets: NL (Negative Large), NM (Negative Medium), NS 
(Negative Small), ZE (Zero), PS (Positive Small), PM (positive Medium), and PL  
 

                         
 

                                                             (a) 

Fig. 2. Membership functions for (a) speed error (b) change of speed error (c) Change of 
command current 
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(b) 

 
(c) 

Fig. 2. (continued) 

(Positive Large). Each fuzzy variable is a member of the subsets with a degree of 
membership μ  varying between 0 (non-member) and 1 (full-member). All the 

membership functions have asymmetrical shape with more crowding near the ori-
gin (steady state). This permits higher precision at steady state [3]. 

3.3    Knowledge Base and Inference Stage 

Knowledge base involves defining the rules represented as IF-THEN statements 
governing the relationship between input and output variables in terms of  
membership functions. In this stage, the variables eω  and ceω  are processed by 
an inference engine that executes 49 rules (7x7) as shown in Table I. These rules  
 
 

0 

0.5 

1.0 
  NL          NM NS ZE PS  PM             PL 

-0.8   -0.6  -0.4  -0.2       0     0.2   0.4    0.6   0.8 

( )*
qsciμ  

0 

0.5 

1.0 
   NL          NM NS ZE PS  PM             PL 

-0.8   -0.6  -0.4  -0.2       0     0.2   0.4    0.6   0.8 

( )ceμ ω  



Performance Improvement in Vector Control of Induction Motor Drive 93
 

are established using the knowledge of the system behavior and the experience of 
the control engineers. Each rule is expressed in the form as in the following exam-

ple: IF ( eω  is Negative Large) AND ( ceω  is Positive Large) THEN ( *
qsci is  

Zero). Different inference engines can be used to produce the fuzzy set values for 

the output fuzzy variable *
qsci . In this paper, the Max-product inference method [3] 

is used. 

Table 1. Fuzzy Control Rules 

     e 
ce 

NL NM NS ZE PS PM PL 

NL NL NL NL NL NM NS ZE 
NM NL NL NL NM NS ZE PS 
NS NL NL NM NS ZE PS PM 
ZE NL NM NS ZE PS PM PL 
PS NM NS ZE PS PM PL PL 
PM NS ZE PS PM PL PL PL 
PL ZE PS PM PL PL PL PL 

 

3.4   Defuzzification 

In this stage a crisp value of the output variable ( )*
qsci k  is obtained by using 

height defuzzufication method, in which the centroid of each output membership 
function for each rule is first evaluated. The final output is then calculated as the 
average of the individual centroid, weighted by their heights (degree of member-
ship) as follows: 
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( ) ( )
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=

⎡ ⎤
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⎡ ⎤
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∑

∑
                                   

(8) 

The reference value of command current ( )*
qsi k  that is applied to vector control 

system is computed by the equation (7).  
The overall model for fuzzy logic based speed control system for indirect  

vector controlled induction motor drive is shown in Fig. 3. The parameters of the 
motor are given in appendix. 
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Fig. 3. Indirect vector controlled induction motor diagram with the Fuzzy Logic Controller 

4   Simulation Results and Discussion 

A series of simulation tests were carried out on indirect vector controlled induc-
tion motor drive using both the PI controller and fuzzy logic based intelligent con-
troller for various operating conditions. The time response and steady state errors 
were analyzed and compared.  

Figures 4 and 5 shows speed response with both the PI and FL based controller. 
The FL controller performed better performance with respect to rise time and 
steady state error.  

Figure 6 shows the load disturbance rejection capabilities of each controller 
when using a step load from 0 to 20 N-m at 0.8 seconds. The FL controller at that 
moment returns quickly to command speed, where as the PI controller maintains a 
steady state error.  
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Fig. 4. Speed response comparison at no-load 
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Fig. 5. Enlarged speed response comparison at no-load 
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Fig. 6. Speed response comparison during sudden load change 
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Fig. 7. Speed tracking response comparison 

Figure 7 shows the speed tracking performance test, when sudden change in 
speed reference is applied in the form of look-up table. The intelligent controller 
exhibited better speed tracking compared to PI controller. 
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5   Conclusions 

The performance of fuzzy logic based intelligent controller for the speed control 
of indirect vector controlled, PWM voltage source inverter fed induction motor 
drive has been verified and compared with that of conventional PI controller per-
formance. The simulation results obtained have confirmed the very good dynamic 
performance and robustness of the fuzzy logic controller during the transient  
period and during the sudden loads. It is concluded that the proposed intelligent 
controller has shown superior performance than that of the parameter fixed PI con-
troller and earlier proposed system [4]. 

Appendix 

3-Phase Induction Motor Parameters 
Rotor type: Squirrel cage,  
Reference frame: Synchronous 
10 hp, 314 rad/sec, 4 Poles, Rs = 0.19 Ω, Rr = 0.39 Ω, Lls = 0.21e-3 H, Llr = 0.6e-3 H, 
Lm = 4e-3 H, J = 0.0226 Kg-m2.  
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Abstract. This paper presents a fuzzy particle swarm optimizer to solve the 
economic load dispatch (ELD) problem of thermal generators of a power system. 
Several factors such as quadratic cost functions with valve point loading is 
considered in the computation models. The Fuzzy particle swarm optimization 
(FPSO) provides a new mechanism to avoid premature convergence problem with 
optimum solution. The proposed method has been applied to 3 and 40 generator 
power system whose cost functions are non-convex in nature. Results obtained by 
this method have been compared with those obtained by PSO method. The 
experimental results show that proposed FPSO method is capable of obtaining 
optimum solution in fewer numbers of iterations. 

1   Introduction 

Economic Load Dispatch (ELD) seeks "the best" generation schedule for the 
generating plants to supply the required demand plus transmission losses with the 
minimum production cost. Economic load dispatch is a method to schedule power 
generator outputs with respect to the load demands and to operate a power system 
economically, so as to minimize the operation cost of the power system. 

Previously a number of conventional approaches [1] – [15] such as gradient 
method, linear programming algorithm, lambda iteration method, quadratic 
programming, non-linear programming algorithm, Lagrange relaxation algorithm 
etc have been applied for solving the ELD problems [1]. These traditional 
classical dispatch algorithm require incremental cost curves that are monotonically 
increasing/ piece-wise linear in nature. But normally the input output 
characteristics of modern generating units are highly non-linear in nature due to 
valve-point effects, ramp-rate limits etc having multiple local minimum points in 
the cost function. Thus the characteristics of ELD problems are multimodal, 
discontinuous and highly nonlinear. Due to such approximation the solution is 
subnormal and hence a huge amount of revenue loss occurs over the time. To 
overcome these problem soft computing techniques came in existence. The soft 
computing techniques are super set of fuzzy, artificial neural network [16]-[20], 
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evolutionary technique, genetic algorithm [21]-[26], particle swarm optimization 
[27]-[42], simulated annealing [43] and other hybrid techniques. 

2   Problem Description 

The objective of economic dispatch is to minimize the total generation cost of a 
power system over some appropriate period while satisfying various constraints. 

The most simplified cost function of each generator can be represented as a 
quadratic function as given below: 
Minimize fuel cost  
                                                             = ( )                                                         (1) 

 

                                        ( ) =  + +                                      (2) 

 

Inequality constraint 

                                                                                                (3) 

Equality Constraint 
                                                 =       ( = 1, 2, 3, … … )                              (4) 

 

After including equality constraint fuel cost function become  
                                       = ( ) +                              (5) 

 

Where  
Pi = Generated power of ith plant (MW) 
Pd = Total power demand (MW) 
Pl = power loss (MW) 
Pi min = Minimum power of ith plant (MW)   
Pi max = Maximum power of ith plant (MW)   
PF = Penalty Factor 
NG = Total number of generators 
ai, bi, ci, = generator constant 

The generator with multi-valve steam turbines has very different input-output 
curve compared with the smooth cost function.   
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Fuel cost function with valve point loading 

            ( ) =  + + + (  )                  (6) 

Where 
ei and fi are valve point constant. 

3   Particle Swarm Optimization 

PSO is invented by Eberhart and Kennedy in 1995. It is inspired by natural 
concepts such as bird flocking and fish schooling. The basic PSO algorithm 
consists of three steps: 

1. Generating particle’ positions and velocities 
2. Velocity update 
3. Position update. 

First, the position,  and velocities,  of the initial swarm of particles are 
randomly generated using upper and lower bounds on the design variables values, 

 and . The positions and velocities are given in the vector format with 
the subscript and superscript denoting ith particle at the kth time instant.  

The second step is to update the velocities of all the particles at (k+1)th time 
instant using particle objective or fitness values which are functions of the 
particles current positions in the design space at time k. Description of velocity 
updates and positions are given in Figure 1. The fitness function value of a 
particles determines which particle has the best global value in the current swarm, 

 and also determines the best position of each particle over time, , i.e. in 
current and all previous moves. The velocity update formula uses these two pieces 
of information for each particle in the swarm along with the effect of current 
motion, , to provide a search direction, , for the next iteration. 

                                                    = + +                                          (7) 

where  
Current motion  

                                                             =                                               (8) 

Particle memory influence 

                                                        = ∆                                      (9) 

Swarm influence 

                                                       = ∆                                    (10) 
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The three values that effect the new search direction, namely, current motion, 
particle memory influence and swarm influence, are incorporated via a summation 
approach as shown in above equation with three factor, namely, inertia factor (ω), 
self confidence factor ( ) and swarm confidence factor ( ) respectively.  

Position update is the last step in each iteration. The position of each particle is 
updated using its velocity vector given below 

                                               = +  ∆                                             (11) 

The three steps of velocity update, position update and fitness calculations are 
repeated until a desired convergence criterion is met.  
 

 

Fig. 1. Depiction of the velocity and position update in PSO 

4   Fuzzy Particle Swarm Optimization 

Knowing the fact that, tuning PSO parameters, (c1, c2, ω), can considerably affect 
the algorithm performance. There have been many attempts to adjust the PSO 
inertia weight parameter. In paper [47], authors proposed a new kind of Fuzzy 
PSO which has the better convergence performance accuracy and faster evolution 
velocity by measuring the distance of particle. 

In this paper one input variable and one output variable are taken for Fuzzy 
Logic Controller (FLC). The input variable is iteration and output variable is 
inertia weight. The schematic diagram of FPSO is shown in Figure 2. 

An FLC is composed of knowledge base, that includes the information given by 
fuzzy rules, a fuzzification interface, which has the effect of transforming crisp 
data into fuzzy sets, an inference system, that uses them together with the 
knowledge base to make inference by means of a reasoning method, and the 
Defuzzification interface, that translate the fuzzy control action into crisp output 
[48, 49].  
 

Particle 
memory 

Influence

Swarm Influence

Current motion influence
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5   Simulated Result Analysis 

To access the efficiency and applicability of proposed FPSO for economic load 
dispatch has been tested on two different power system cases. The obtained results 
are compared with PSO and reported results of IEP [45], EPSO [45] methods.  

5.1   Three Unit System 

The system contains three thermal generating units. The total load demand on the 
system is 850 MW. The results of three unit system without valve point loading 
are reported in Table 1. The result of FPSO is better than PSO because the 
convergence is very fast than PSO as given in Figure 3. 

The results of three unit system with valve point loading are reported in  
Table 2. The result of FPSO is better than PSO because the convergence is very 
fast than PSO as given in Figure 4. 
 
 
 
 
 

Fig. 2. Schematic diagram of fuzzy particle swarm optimization 

Start 

Random Initialization of  
Particle’s Positions and Velocities

Evaluate Fitness

If Fitness > Pbest then Pbest = P

Set best of Pbest as gbest

Stop 

Update PSO parameter Fuzzy Logic 
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Table 1. Results for three- unit system for demand of 850 MW without valve point loading 

Generator 
Power Output

Lambda 
Iteration 

PSO FPSO IEP[45] EPSO[45] 

P1 393.17 393.158257 393.188342 393.170 393.16982 

P2 334.60 334.623034 334.581670 334.603 334.60375 

P3 122.23 122.218707 122.229986 122.227 122.22642 

Total power 
generation 

850.00 850.00 850.00 850.00 850.00 

Minimum Fuel 
cost ($/h) 

8194.36 8194.356121 8194.356121 8194.35614 8194.356121 

 

Fig. 3. Convergence plot of three unit system without valve point loading 

Table 2. Results for three- unit system for demand of 850 MW with valve point loading 

Method Lambda 
Iteration 

PSO FPSO GA[45] IEP[45] EPSO[45] 

P1 393.17 349.4830 349.5397 300.00 300.23 300.26449 

P2 334.60 400.5061 400.5759 400.00 400 400.00 

P3 122.23 100.0107 99.8842 150.00 149.77 149.73550 

Total power 
generation 

850.00 850.00 850.00 850.00 850.00 850.00 

Minimum 
Fuel cost ($/h)

8719.87 8220.6361 8220.0599 8237.60 8234.09 8234.0730 
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Fig. 4. Convergence plot of three unit system with valve point loading 

5.2   Forty Unit System 

The system contains forty thermal generating units. The total load demand on the 
system is 10500 MW. The results of three unit system without valve point loading 
are reported in Table 3. The result of FPSO is better than PSO because the 
convergence is very fast than PSO as given in Figure 5. 

Table 3. Results for forty- unit system for demand of 10500 MW with valve point loading 

Unit PSO FPSO EPSO[45] Unit PSO FPSO EPSO[45] 

1 110.87 96.7 114.00 21 450.1 343.77 550.00 

2 111.58 185.6 114.00 22 523.52 433.5 550.00 

3 208.31 172.2 
60.00 

23 434.81 433.52 
550.00 

4 129.88 179.73 190.00 24 345.75 523.28 550.00 

5 171.61 169.38 97.00 25 525.21 343.76 550.00 

6 182.1 142.77 
140.00 

26 434.93 433.52 
550.00 

7 259.65 334.37 300.00 27 9.10 10.00 10.00 

8 211.22 284.6 300.00 28 10.12 9.55 10.00 

9 284.81 284.6 
290.1619 

29 9.78 10.00 
10.00 

10 204.15 273.39 130.00 30 129.13 128.59 97.00 

11 242.17 240.87 94.00 31 159.55 259.47 190.00 

12 244.49 310.28 94.00 32 262.08 159.74 190.00 
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Table 3. (continued) 

13 303.79 394.18 125.00 33 263.88 259.47 190.00 

14 486.35 393.2 125.00 34 240.26 164.79 200.00 

15 396.56 214.76 394.28 35 89.61 164.8 200.00 

16 483.26 394.28 394.28 36 90.94 239.58 200.00 

17 399.55 489.28 500.00 37 155.87 25.00 110.00 

18 490.09 489.28 500.00 38 89.94 7.05 110.00 

19 422.49 511.27 550.00 39 89.91 57.05 110.00 

20 421.51 421.52 550.00 40 421.06 511.28 511.28 

Fuel Cost ($/hour) 124162.64 123860.22   124577.273 

Total power generation 10,500 10,500 10,500 

 

 

Fig. 5. Convergence plot of forty unit system with valve point loading 

6   Conclusions 

This paper presents a fuzzy particle swarm optimization approach to non smooth 
economic load dispatch problem. A new fuzzy technique is incorporated in the 
PSO to increase the fast convergence to provide the minimum fuel cost while 
satisfying the equality and inequality constraints. The FPSO algorithm had been 
successfully applied to ELD problem with and without valve point loading. FPSO 
is an efficient optimization tool for power system problem.   
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Abstract. Soft Computing Technique mainly consisting of ANN, Fuzzy system 
and GA. GA optimization is slow and depending on the number of variables. To 
improve the convergence of GA, a modification in normal GA is proposed in 
which the GA parameters like cross over probability(Pc), mutation probability 
(Pm) and population size (POPSIZE) are modified using fuzzy system 
dynamically during execution. The proposed integrated approach of GA-Fuzzy is 
used for system identification of single machine infinite bus system and the results 
are compared with conventional ARX and ARMAX methods. 

Keywords: System identification, Genetic Algorithms, Fuzzy System, 
Synchronous machine. 

1   Introduction 

The synchronous machine parameter identification problem is very important to 
know the performance condition of single machine infinite bus system. The 
accurate identification of system parameters will help in accurate and better 
control, protection and planning. In this paper, soft computing methodology is 
used for system parameter identification. Soft Computing (SC) is an emerging 
collection of methodologies, which aim to exploit tolerance for imprecision, 
uncertainty, and partial truth to achieve robustness, tractability and total low cost. 
Soft-Computing is defined as a collection of techniques spanning many fields that 
fall under various categories in Computational Intelligence [3]. Soft-Computing 
has three main branches: Fuzzy Systems, Evolutionary Computation [6], Artificial 
Neural Computing, with the latter subsuming Machine Learning (ML) and 
Probabilistic Reasoning (PR), belief networks, chaos theory, parts of learning 
theory and Wisdom based Expert system (WES), etc. It is very good tool for 
system parameter identification because it can handle sensor fuzziness and also 
learn from the past experimentation (parameter calculations). 
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2   Fuzzy Logic 

The logic of fuzzy sets 
was proposed by Prof. 
Lofti A. Zadeh, who 
introduced the concept 
in systems theory, and 
later extended it for 
approximate reasoning 
in expert systems. Fuzzy 
logic is concerned with 
fuzzy sets and logical 
connectives for 
modeling the human-
like reasoning problems 
of the real world [4]. 

A fuzzy expert 
system consists of a 
fuzzy rule base, a 
fuzzification module, an 
inference engine, and a 
defuzzification module 
as shown in Fig. 1. 

Input 

output 

Fuzzy Inference 

Defuzzification Fuzzification  

Pre-Processing  Post-
Processing

Fuzzy Knowledge Base 
 

Data base        Rule base 

 

Following are the advantages of the fuzzy systems: 

• Capacity to represent inherent uncertainties of the human knowledge with 
linguistic variables. 

• Simple interaction of the expert of the domain with the engineer designer of 
the system;  

• Easy interpretation of the results, because of the natural rules representation. 
• Easy extension of the base of knowledge through the addition of new rules. 
• Robustness in relation of the possible disturbances in the system. 

and its disadvantages are:   

• Incapable to generalize, or either, it only answers to what is written in its 
rule base.  

• Not robust in relation the topological changes of the system, such changes 
would demand alterations in the rule base. 

• Depends on the existence of a expert to determine the inference logical 
rules. 

3   Genetic Algorithms 

Prof. John Holland in 1975 proposed Genetic Algorithms (GA) that mimics the 
biological evolution process for solving problems in a wide domain. These 

Fig. 1. Functional Module of a Fuzzy System 
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Genetic Algorithms (GA) work with one large population, i.e. in the re-
combination step, each individual may potentially choose any other individual 
from the population as a mate. Then GA operators are performed to obtain  
the new child offspring. The performance of the strings, often called fitness,  
is then evaluated with the help of some functions, representing the constraints  
of the problem. Depending on the fitness of the chromosomes, they are  
selected for a subsequent genetic manipulation process. The second phase in the 
genetic manipulation process is termed mutation, where the bits at one or more 
randomly selected positions of the chromosomes are altered. The mutation 
process helps to overcome trapping at local maxima. The offsprings produced by 
the genetic manipulation process are the next population to be evaluated as 
shown in Fig.2. 

 

 

Fig. 2. Cycle of Genetic Algorithms 

The GA cycle consists of the following three sequential steps:  

a)  Generation of population. 
b) Genetic evolution through crossover (Ref. Fig. 3) followed by 
mutation (ref. Fig. 4). 
c)  Selection of better candidate states from the generated population 

 
In step (a) of the above cycle, a few initial problem states are first identified. The 
step (b) evolves new chromosomes through the process of crossover and mutation. 
In step (c) a fixed number of better candidate states are selected from the 
generated population. The above steps are repeated a finite number of times for 
obtaining a solution for the given problem. 
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Fig. 3. The Crossover operation 

 

Fig. 4. The Mutation Operation 

4   GA- Fuzzy Approach for System Identification 

It is well known that the GA optimization is slow and depending on the number of 
variables [2, 5].  

To improve the convergence of GA, a modification in normal GA is required in 
which the GA parameters like cross over probability (Pc), mutation probability 
(Pm) and population size (POPSIZE) are modified using some fuzzy rules 
dynamically during execution. 

GA-fuzzy approach of system identification is shown in Fig. 5, in which GA-
Fuzzy approach is used to identify the suitable model parameters to reduce the 
error.   

At the starting stage, high crossover probability and low mutation probability 
yield good results, because a large number of crossover operations produce better 
chromosomes for a finite number of generations, after that the fitness value of 
each chromosome vector becomes almost equal.  Beyond this the effect of 
crossover is insignificant due to little variation in the chromosome vectors in  
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Fig. 5. GA-Fuzzy Approach for system identification 

Table 1. Membership functions and range of variables 

Variable Linguistic Terms Membership Functions 
Crossover  
Probability 
( Pc ) 

Low 
Medium 
High 

 

Mutation  
Probability  
( Pm ) 

Low 
Medium 
High 

 

Best  
Fitness  
( BF ) 

Low 
Medium 
High 

 

Number of generations 
for unchanged BF 
( UN ) 

Low 
Medium 
High 

 

Variance of  
Fitness ( VF ) 

Low 
Medium 
High 

 

 

 

 

0.2 0.14 0.12 0.1 0 

12 9 6 3 0 

1 0.9 0.7 0.5 0 

0.01 0.1 0.03 0.02 0.005

0.95 0.8 0.7 0.6 0.5 
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that particular population. At later stages, increasing the mutation rate of the 
chromosomes inculcates new characteristics in the existing population and 
therefore diversifies the population. 

Therefore, philosophy behind varying Pc and Pm is that the response of the 
optimization procedure depends largely on the stage of optimization, i.e. a high 
fitness value may require relatively low crossover and high mutation probabilities 
for further improvement, alternatively, at low fitness values the response would be 
better with relatively high crossover and low mutation probabilities. 

Schuster [13] proposed heuristics for optimal setting of the mutation probability 
(Pm). Fogarty [7] and Booker [1] investigated time dependencies on the mutation 
and crossover probabilities respectively. Grefenstette [10] and Schaffer [12] found 
optimal settings for all these parameters of the GA by experiment. 

In this research work, a GA-Fuzzy approach is used in which ranges of 
parameters- crossover probability (Pc) and mutation probability (Pm) have been 
divided into LOW, MEDIUM and HIGH membership functions and each is given 
some membership values as shown in Table 1. 

The GA parameters (Pc and Pm) are varied based on the fitness function values 
as per the following logic: 

 
(1) The value of the best fitness for each generation (BF) is expected to change 

over a number of generations, but if it does not change significantly over a 
number of generations (UN) then this information is considered to cause 
changes in both Pc and Pm 

(2) The diversity of a population is one of the factors, which influences the search 
for a true optimum. The variance of the fitness values of objective function 
(VF) of a population is a measure of its diversity. Hence, it is also considered 
as another factor on which both Pc and Pm may be changed. 
 

The membership functions and membership values for these three variables (BF, 
UN and VF) are selected after several trials to get optimum results.   
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Fig. 6. Block diagram of GA-Fuzzy Approach for system identification 
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5   Results and Discussions 

The proposed GA-Fuzzy system identifier is used for identifying the single 
machine infinite bus systems with the following GA parameters:  

Population size (POPSIZE) : 50,                Maximum number of Generations: 200, 
Selection operator: Stochastic Remainder,  Initial crossover probability Pc: 0.9, 
Initial Mutation probability Pm: 0.01. 

 
Fig. 7. Crossover and Mutation Probabilities variations for GA-Fuzzy system identifier 
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Fig. 8. Terminal power (Pt) response curves using GA-Fuzzy Approach 
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Fig. 9. Terminal Voltage (Vt) Response curves using GA-Fuzzy Approach 

The value of Pc and Pm varies during execution as shown in Fig. 7. The system 
model parameters are identified using GA-Fuzzy approach and the results are 
compared with conventional ARX and ARMAX model as shown in Table – 2 and 
Fig. 8-9.  

Table 2. Comparison of RMS, MAX and MIN Errors for different model outputs 

 

6   Conclusions 

In this paper, the problems of simple Genetic Algorithm (GA) like slow 
convergence rate, Random roulette wheel selection etc. are overcome in GA-
Fuzzy approach. In proposed GA-Fuzzy approach the GA - parameters like cross 
over probability (Pc), mutation probability (Pm) are changed dynamically during 
execution through fuzzy rules to get better convergence rate. The proposed GA-
Fuzzy approach is used for system identification of single machine infinite bus  
 

Model Name     ARX ARMAX GA-Fuzzy 
(Power)  

GA-Fuzzy 
(Voltage) 

RMS Error 0.0076 0.0076 0.0068 0.0060 

Max. Error 0.0307 0.0310 0.0316 0.0274 

Min. Error -0.0305 -0.0354 -0.0309 -0.0296 
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system. The results are compared with ARX and ARMAX models and it is found 
that this approach is better than conventional methods and rms error is consistently 
less as compared to other models.  
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Abstract. Wireless sensor networks composed of a large number of micro sensors 
can be an effective tool for gathering data in a variety of environments. Wireless 
sensor network consist of hundreds or thousands of these sensor nodes that are 
capable of sensing the environment and sending them to other sensor nodes or to 
base station through wireless links. The area that can be covered by sensor 
network is called coverage of the sensor network and is dependent to number of 
nodes and their locations. In this paper an evolutionary approach based on voronoi 
diagram is presented. Proposed algorithm divides the field into voronoi cells then 
tries to deploy additional mobile nodes in each cell to heal coverage holes. In this 
work the overlap of nodes in the same voronoi cell and neighbor cells is 
determined. Simulations result show that proposed algorithm has better coverage 
than previous works in literature.  

Keywords: coverage, wireless sensor networks, genetic algorithm, node placement, 
voronoi diagram. 

1   Introduction 

The advancements in technological improvements has lead to the use of small, 
inexpensive, low-power, distributed The category of routing algorithms that 
facilitate the devices for local processing and wireless communication 
establishment of more than one path between the source and [1]. These devices are 
called sensor nodes. Wireless sensor network consist of hundreds or thousands of 
these sensor nodes that are capable of sensing the environment and sending them to 
other sensor nodes or to base station through wireless links [2]. The WSN has many 
advantages, including the miniaturization of sensor nodes, easy deployment, low 
cost, and tolerance to fault conditions. Sensor nodes can be deployed randomly or 
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in predefined locations. Robot assisted deployment can be used in wireless sensor 
networks [3-5]. Wireless sensor networks usually were deployed in remote and 
hostile surroundings, and people cannot attend the sensor nodes and usually a 
random deployment is used [6]. Because of random deployment nodes scatter 
through the field with different densities which means in some regions number of 
deployed nodes are high and in other regions number of deployed nodes are low. 
Different density will lead to coverage holes, uncovered regions inside sensor filed, 
which is not good in wireless sensor networks. Existence of coverage holes means 
that if an event occurs inside the hole there is no sensor node to report it. Many 
researchers studied the coverage problem and many algorithms are presented in 
literature [7-11]. In most of these researches they assume the network to be mobile 
or hybrid. In a hybrid network most of nodes are stationary and there are few 
mobile nodes. The main objective for using mobile sensor nodes is to heal coverage 
holes after the initial network deployment, such that the area coverage can be 
maximized while incurring the least moving cost. In most researches voronoi 
diagram is used to specify coverage holes. Voronoi diagram is partition of sites in 
such a way that points inside a polygon are closer to the site inside the polygon 
than any other sites, thus one of the vertices of the polygon is the farthest point of 
the polygon to the site inside it [12]. Therefore Voronoi diagram can be used as one 
of the sampling method in determining WSN coverage; with the sensors act as the 
sites, if all Voronoi polygons vertices are covered then the field is fully covered 
otherwise coverage holes exist [7]. Figure 1 presents a voronoi diagram for 24 
random points.  

The main idea in our research is to deploy some stationary nodes inside the 
field then the voronoi diagram can be calculated for these stationary nodes. After 
that a genetic algorithm tries to deploy mobile nodes inside each voronoi cell in 

 

 

Fig. 1. Voronoi diagram with 24 random points 
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such a way that deployed mobile nodes have minimum overlap with other nodes 
inside the same voronoi cell and neighbor voronoi cells. In this way coverage can 
be maximized and coverage holes will be healed. The rest of this paper is 
organized as follows: section 2 discusses the related work and section 3 presents 
the proposed algorithm. Simulations and experimental results discussed in section 
4. Section 5 concludes the paper. 

2   Related Works 

In most of coverage researches it is supposed that some stationary nodes scattered 
in a field, and then some mobile nodes try to cover existing coverage holes. In [8], 
an algorithm proposed using a combination of mobile and static sensors to 
construct sensor networks to balance cost and sensor coverage. They identified the 
problem of deploying mobile sensors in a mixed sensor network as an NP-
complete problem and designed bidding protocols to tackle this problem in a 
distributed fashion, in which static sensors act as bidders and mobile sensors act as 
hole-healing servers. In [10] a genetic algorithm for layout optimization of sensor 
nodes is presented that uses a clustering architecture and tries allocating different 
nodes to different cluster heads to achieve the best coverage. Also in [11] cluster 
based architecture is used to determine best places for cluster heads to maximize 
the coverage. In this research a genetic algorithm is used to relocate cluster heads 
to best possible locations. Also in [8] a used of voronoi diagram for finding best 
places for hole coverage is discussed. They assume that the field is divided into 
voronoi cells and because each voronoi vertex is farthest point form center of it, 
the vertex is best location to deploy mobile node. Figure 2 illustrates this idea. 

 

 

Fig. 2. Deployment of mobile node in voronoi vertex 

The main disadvantage of this approach is that voronoi vertices are very close 
to each other in some places and deployment of nodes in these places will led to 
overlap. Figure 3 shows this problem. 
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Fig. 3. Overlap problem for deployment on voronoi vertices 

3   Proposed Genetic Algorithm 

In our network model we assume that all of sensors are of the same type and are 
deployed randomly in the sensing field. Our proposed algorithm at first stage uses 
voronoi diagram to divide the field in to cells then for each cell it uses genetic 
algorithm to deploy additional mobile nodes to the holes with regard to other 
nodes deployed in neighbor cell to avoid overlap in boundary of cells. Figure 4 
illustrates the overlaps inside the voronoi cell and overlaps of nodes of neighbor 
voronoi cells. 

 

 

Fig. 4. Overlap inside and outside of cell 

Initial population 
A 2×n array is used to represent the solutions in which ith cell is coordination of a 
node inside a cell. Each coordination in each chromosome is random but it must 
be inside the corresponding voronoi cell. 
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Fig. 5. Chromosome representation 

Fitness function 
To calculate the fitness of each cell the Euclidean distance between each two node 
(p1, p2) is calculated then the overlap distance can be calculated via equation 1. 
Figure 6 depicts overlap distance. 

 
                                           X= 2r – distance (p1,p2)                                         (1) 
 

 

Fig. 6. Overlap distance 

Total ideal coverage is equal to area of corresponding voronoi cell which is 
presented in equation 2. 

 
                                  Total_ideal_coverage = polygonarea(v(i))                      (2) 
 

Amount of penalty is equal to half of a circle with radius equal to overlap distance 
that can be calculated via equation 3. Figure 7 demonstrates the amount of penalty 
for two points. 

 
                                            Penalty(i) = ((x^ 2)*3.14)/2                                   (3) 
 
 

 

Fig. 7. Penalty area as a circle with radius equal to penalty distance 
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The overall penalty is calculated through equation 4 as sum of penalty of nodes 
inside the voronoi cell and penalty of nodes in neighbor cells. 

 
                       Total_penalty=Σ Penalty(i) + penalty_neighbors(i)                   (4) 
 

The fitness value is difference of total penalty and total ideal coverage and is 
calculated through equation 5. 

 
                           Fitness=Total_ideal_coverage–Total_penalty                        (5) 
 

Selection mechanism 

Here a tournament selection mechanism is used to select chromosomes to produce 
next generation with k=5. In this selection mechanism,  k chromosomes is selected 
randomly and one of them which has maximum fitness value moves to mating 
pool.  

 
Crossover 
Two point crossover is used to produce new offsprings from selected parents.  
To crossover selected parents two random points is determined and the gens 
between two points in chromosomes exchanged. The crossover probability 
determined 0.7. 

 
Mutation 
Mutation is done through determining a new random point inside chromosome and 
generating new random coordination inside voronoi cell with mutation probability 
equal to 0.4. 

 
Termination criteria 
There are different termination criteria such as constant number of iterations or 
reaching predetermined fitness value or until in few recent iterations no improvement 
could be achieved. Here the third method is used and iterations continued until in 20 
recent iterations no improvement achieved. 

4   Simulations and Experimental Results 

A 10 × 10 field is used to evaluate proposed algorithm and 10 stationary nodes 
scattered in the field. Voronoi diagram calculated for these 10 stationary nodes 
and 4 mobile nodes for each voronoi cell is allocated. After that for each voronoi 
cell genetic algorithm used to optimize their coordination. The resulted voronoi 
diagram is shown in figure 8. Simulation parameters are presented in table 1. 
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Fig. 8. Voronoi diagram for 10 stationary nodes 

Table 1. Simulation Parameters 

parameter value description
n 10 Number of nodes in 

field 
radius 1 Sensing radius of each 

node 
Number of iterations Until no 

improvement 
achived 

Number of iterations 

Population size 100 Number of individuals 
in population 

Number of nodes 4 Number of additional 
nodes to heal holes 

PC 0.7 Percentage of crossover 
PM 0.4 Percentage of mutation 

 
 
Figure 9 depicts performance of EAVD and as can be seen the coverage 

percentage was almost 40 percent at initial deployment and improved through 500 
iterations to 97 percent. We compared EAVD with [13] and simulation result 
show that EAVD has better coverage. Figure 10 shows the deployment of mobile 
nodes inside each voronoi cell and coverage improvement. 
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Fig. 9. Coverage percentage of EAVD 

 

Fig. 10. Deployed mobile nodes, 3 mobile node per cell 

5   Conclusion 

In this paper an evolutionary approach based on voronoi diagram (EAVD) 
proposed which aims to divide sensor field into voronoi cells and optimize the 
location of mobile nodes in a way that coverage be maximized. Simulations done 
to evaluate proposed algorithm and simulation results show that EAVD has better 
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coverage than recent proposed algorithms in the literature. As future work, 
proportional number of mobile nodes will be used to have more mobile nodes in 
bigger voronoi cells and fewer nodes in smaller voronoi cells. 

References 

[1] Bharathidasan, A., Ponduru, V.A.S.: Sensor Networks: An Overview. IEEE Potentials 
22(2), 20–23 (2003) 

[2] Akkaya, K., Younis, M.: A Survey on Routing Protocols for Wireless Sensor 
Networks. Elsevier Ad Hoc Network Journal (2005) 

[3] Howard, A., Matarić, M.J., Sukhatme, G.S.: An Incremental Self-Deployment 
Algorithm for Mobile Sensor Networks. Autonomous Robots 13(2) 

[4] Suzuki, T., Kawabata, K., Hada, Y., Tobe, Y.: Deployment of Wireless Sensor 
Network using Mobile Robots to Construct an Intelligent Environment in a Multi-
Robot Sensor Network. In: Advances in Service Robotics, Austria (July 2008); 
ISBN: 978-953-7619-02-2 

[5] Nematy, F., Rahmani, A.M., Teshnelab, M., Rahmani, N.: Ant Colony Based Node 
Deployment and Search in Wireless Sensor Networks. In: International Conference 
on Computational Intelligence and Communication Networks (CICN), pp. 363–366 
(2010) 

[6] Akyildiz, I.F., Su, W., Sankarasubramaniam, Y., Cayirci, E.: Wireless sensor 
networks: a survey. Computer Networks 38, 393–422 (2002) 

[7] Ghosh, A.: Estimating coverage holes and enhancing coverage in mixed sensor 
networks. In: IEEE International Conference on Local Computer Networks, pp. 68–
76 (2004) 

[8] Wang, G., Cao, G., Berman, P., Porta, T.F.L.: Bidding protocols for deploying 
mobile sensors. IEEE Transactions on Mobile Computing 6(5), 515–528 (2007) 

[9] Wang, P.-C., Hou, T.-W., Yan, R.-H.: Maintaining coverage by progressive 
crystallattice permutation in mobile wireless sensor networks. In: IEEE International 
Conference on Systems and Networks Communication (ICSNC), pp. 1–6 (2006) 

[10] Bhondekar, A.P., Vig, R., Singla, M.L., Ghanshyam, C., Kapur, P.: Genetic 
Algorithm Based Node Placement Methodology for Wireless Sensor Networks. In: 
Proceedings of International Multi Conference of Engineers and Computer 
Scientists (IMECS 2009), Hong Kong, March 18-20, vol. I (2009) 

[11] Nematy, F., Rahmani, N., Yagouti, R.: An Evolutionary Approach for Relocating 
Cluster Heads in Wireless Sensor Networks. In: IEEE International Conference on 
Computattonal Intelligence and Communicafron Networks, Bhopal, India, 
November 26-28 (2010) 

[12] Aurenhammer, F., Klein, R.: Voronoi diagrams. In: Sack, J., Urrutia, G. (eds.) Handbook 
of Computational Geometry, ch. V, pp. 201–290. Elsevier Science Publishing (2000) 

[13] Rahmani, N., Nematy, F., Rahmani, A.M., Hosseinzadeh, M.: Node Placement for 
Maximum Coverage Based on Voronoi Diagram Using Genetic Algorithm in 
Wireless Sensor Networks, Scientific and Research Essay, pp. 456–467 (2011) 



 

K. Deep et al. (Eds.): Proceedings of the International Conference on SocProS 2011, AISC 130, pp. 131–139. 
springerlink.com                                                                                                                © Springer India 2012 

Adiabatic Amplifier and Power Analysis  
of Different Adiabatic Inverters 

Shilpa Katre1, Prachi Palsodkar2, and Minal Ghute1 

1 Department of  Electronics & Telecommunication  
2 Department of Electronics Engineering 

Yeshwantrao Chavan College of Engineering, Nagpur, India 
shilpa.katre@gmail.com, bisen_tejeshwari@yahoo.co.in, 
minal_ghute@rediffmail.com 

Abstract. This paper proposes a new method of reducing the energy dissipation. 
Adiabatic logic style is proving to be an attractive solution for low power digital 
design. Many researchers have introduced different adiabatic logic styles in last 
few years and proved that these are better than CMOS. Adiabatic switching 
technique based on energy recovery principle is one of the  innovative solutions at 
circuit and logic level to achieve reduction in power dissipation This paper mainly 
consist of implementation of Adiabatic amplifier and Basic Adiabatic inverters 
(ECRL,CAL,CPAL).Its comparative power analysis with conventional CMOS 
inverter is carried out.  In this paper, we show that the power dissipation in 
adiabatic inverters is less as compared to CMOS inverter. All circuits are 
implemented using Chartered 0.35μm CMOS technology Tanner EDA 13.0 tool. 

Keywords: CPAL, adiabatic, power dissipation. 

1   Introduction 

Power consumption is an increasing concern in VLSI circuits. Sharply increasing 
need for portable electronic devices has reinforced the need  of  low power design 
methodologies in the recent years .Adiabatic logic  style is proving to be an 
attractive solution for low power digital design. The term Adiabatic comes from 
the fact that an adiabatic process is one in which the total heat or energy in the 
system remains constant. Research in this area has mainly been fueled by the fact 
that as circuits gets smaller and faster, their energy dissipation greatly increases, a 
problem that an adiabatic circuit promises to solve.  In this logic energy is 
recycled back instead of being wasted. Adiabatic circuitry uses a special type of 
power supply instead of constant DC supply as in Conventional CMOS logic. 
These circuits use power-clock voltage in the form of a ramp or sinusoidal signal. 
This paper mainly deals with the implementation of Adiabatic Amplifier and 
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different adiabatic inverters using 0.35 micron technology and Tanner EDA 13.0 
tool.  

1.1   CMOS Logic 

The three contributory factors to the total power dissipation in CMOS are  

a) Static power dissipation due to leakage current flowing through reverse 
biased p-n junctions and sub threshold current. 

b) Dynamic power dissipation due to charging and discharging of load 
capacitor during the time the output is switching and  

c) The short circuit current power dissipation during switching due to  
n-channel and p-channel transistors of the CMOS structure conducting in 
saturation for a short time during switching.  

The contribution due to dynamic power dissipation is the highest and is about 70% 
while that due to static power dissipation is the lowest and is about 10%. The 
remaining contribution to the total power dissipation is due to short circuit current 
dissipation. In Fig.1 it is seen that CL charges to VDD through F while discharges 
to ground through F’. During charging an energy = (1/2) CLVDD

2 is lost in the pull 
up circuit while during discharging energy = (1/2) CLVDD

2 (which was stored in 
the capacitor) is lost to the ground. Thus in one cycle of charge and discharge, 
energy CLVDD

2 is dissipated. If the output is switching at frequency f and the 
switching activity is α, then the dynamic power dissipation is given by, 
 

P dynamic = α CLVDD
2f 

 

A considerable amount of energy saving can be obtained if the energy which is 
generally lost to the ground during discharging period in a conventional CMOS 
logic is returned back to the supply itself. If recycling of the energy drawn from 
the supply is done then the energy efficiency of the logic circuits can be increased. 
Adiabatic logic design offers this possibility. 

 

Fig. 1. Conventional CMOS Logic Gate             Fig. 2. An Adiabatic Logic Gate 
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1.2   Adiabatic Logic 

The Fig.2 shows the general circuit topology of an adiabatic counterpart. To 
convert a conventional CMOS logic gate into an adiabatic gate, the pull-up and 
pull-down networks must be replaced with complementary transmission-gate 
networks. The T-gate network implementing the pull-up function is used to drive 
the true output of the adiabatic gate, while the T-gate network implementing the 
pull-down function drives the complementary output node. Note the all inputs 
should also be available in complementary form. Both networks in the adiabatic 
logic circuit are used to charge-up as well as charge-down the output capacitances, 
which ensure that the energy stored at the output node can be retrieved by the 
power supply, at the end of each cycle. To allow adiabatic operation, the DC 
voltage source of the original circuit must be replaced by a pulsed-power supply 
with ramped voltage output. The reduction of energy dissipation comes at the cost 
of slower switching speed, which is the ultimate trade-off in all adiabatic methods. 

Typical adiabatic switching circuit is as shown in Fig.3 Here, the load 
capacitance is charged by a constant current source, which corresponds to a linear 
voltage ramp. The main difference between the conventional CMOS circuits and 
the adiabatic circuits is that in adiabatic circuit the load capacitor is charged by a 
constant current source while in Conventional CMOS circuit, it is charged by a 
constant voltage source. 

 

 
Fig. 3. Adiabatic Switching 

 
In the Fig. 3, let R be the on-state resistance of pull-up network of the circuit. 
Assuming Vc(t)=0 at t=0 

 

Vc(t) =(1/C) Isource  t 
 

Where, 
 

Isource =C (Vc(t)/t) 
 

Energy dissipated in the resistor R from t=0 to t=T can be found as: 
 

Ediss =R∫ Isource
2dt 

      = Isource
2RT 

             =(RC/T)C Vc
2(t) 
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From this equation it is observed that; 

(1) If charging time is greater than 2RC then the dissipated energy is smaller 
than that for conventional CMOS circuit. 

(2) Dissipated energy is inversely proportional to T, which means that 
dissipated energy can be made arbitrarily smaller by increasing the 
charging time. 

(3) Dissipated energy is proportional to R in contrast to conventional CMOS 
case wherein dissipated energy depends on load capacitor and voltage 
swing. 

(4) As charging resistance decreases, the energy dissipated decreases. 

Fig.2 depicts the charge flow in adiabatic circuit. Pull-up circuit drives the true 
output of the adiabatic gate while pull-down circuit drives the complementary 
output node. Both the networks in adiabatic charge up as well as charge down the 
output capacitor. At the end of the cycle, the energy flows back into the power 
supply. 

2   Adiabatic Amplifier 

A typical adiabatic switching circuit is as shown in Fig. 4. It has two transmission 
gates, two NMOS clamps and power-clock supply VA. The operation of the 
adiabatic circuit is divided into three phases; Evaluation, Hold and Recovery. The 
load capacitor is charged during the Evaluation phase i.e. when VA rises from 
zero to maximum. 

During the Hold time, output voltages are stable and can be used by next logic 
block(s). The load capacitor discharges into VA as it ramps down to zero during 
Recovery phase. The energy-recovery is shown in Fig.5 Approximately, 90% 
energy is recycled back after every input cycle and thus achieving.  

 

 
Fig. 4. Adiabatic Amplifier                                        Fig. 5. Energy Recovery 
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Fig. 6. Circuit Implementation of Adiabatic   Fig. 7. Output Waveforms of Adiabatic 
Amplifier      Amplifier 

3   Adiabatic Inverters 

The different adiabatic families are as follows 

• ECRL (efficient charge recovery logic) 
• PAL-2N (pass-transistor adiabatic logic with NMOS pull-down 

configuration) 
• CPAL (complementary pass-transistor adiabatic logic) 
• CAL(Clocked CMOS adiabatic logic) 

3.1   ECRL Adiabatic Inverter 

ECRL performs precharge and evaluation simultaneously. It dissipates less energy 
as it does not use any precharge diode. ECRL has the same circuit structure as 
cascade voltage switch logic with differential switching. The circuit schematic of a 
simple ECRL inverter is shown in Figure 8. The signals are dual rail type. Let us 
assume that ‘in’ is at high and ‘inbar’ is at low. When the power-clock signal ‘pc’ 
rises from zero to Vdd, the ‘out’ is grounded through PMOS1. During the hold 
phase the pc signal is fixed at Vdd and the valid output voltage level is used as 
input for the next state. After the hold phase, the pc voltage ramps down to zero, 
‘out’ node recycles its energy back to power-clock supply. The input applied is a 
pulse type signal. If the inverters are to be cascaded then multi-phase clock supply 
needs to be applied. This will allow the next stage to evaluate logic values in the 
precharge and evaluation phase when the present stage is in the hold state. A chain 
of four inverters would require four-phase clocking to efficiently recover the 
charge [2].  Actual input and output waveforms are shown in Figure 9. 
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Fig. 8. Circuit Implementation of ECRL      Fig. 9. Input and Output Waveforms of ECRL 
Inverter                                                         Inverter 

3.2   CAL Inverter 

CAL logic circuits can be implemented with integrated single-phase power-clock 
supply and thus eliminates high complexity of both the logic and the required 
power-clock generator. The basic circuit structure of CAL inverter is shown in 
Figure 10 and uses across coupled CMOS inverters made up of PMOS2, NMOS1, 
PMOS1, and NMOS2. An auxiliary timing control signal ‘CX’ controls transistors 
NMOS5 and NMOS3 those are in series with the logic blocks; for inverters the 
logic blocks are NMOS transistors NMOS6and NMOS4. The CX-enabled 
transistors allow the use of single power-clock. Actual waveforms are shown in 
Figure 11. The auxiliary signal CX is a pulse type signal whereas input ‘F0’ and 
power-clock supply ‘PC’ are ramp-type signals. When the CX signal is logic high  
 
 

   

Fig. 10. Circuit Implementation of CAL         Fig. 11. Input and Output Waveforms of CAL 
inverter                                                               inverter 
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it allows NMOS6 to invert the input signal and therefore the output signal high i.e. 
ramp.[1-2] 

3.3   CPAL Inverter 

The basic structure of the CPAL buffer is composed of two main parts: the logic 
function circuit and the load driven circuit. The logic circuit consists of four 
NMOS transistors with complementary pass transistor logic (CPL) function block. 
The load driven circuit consists of a pair of transmission gates (N1, P1 and N2, 
P2). The clamp transistors (N3 and N4) ensure stable operation by preventing 
from loating of the output nodes. Cascaded CPAL gates are driven by the two-
phase non-overlap power-clocks. The detailed description on the CPAL circuits 
can be found in [1,2]. 

 

   

Fig. 12. Circuit Implementation of CPAL    Fig. 13. Input and Output Waveforms of CPAL 
Inverter                                                           Inverter 

4   Power Analysis and Comparison 

Power analysis of different adiabatic inverters with Conventional CMOS inverter 
was carried out. It was seen that the power dissipation of CAL inverter was the 
minimum and that of CMOS inverter was the maximum. So the conclusion is that, 
digital circuits implemented using Adiabatic Logic consumes less energy as 
compared to that of Conventional CMOS logic. 

Power dissipation at 10Mhz of different adiabatic inverters was carried out and 
comparative analysis with CMOS inverter was done. The power dissipation of 
CAL, ECRL, CPAL, CMOS inverter is as given below: 

Average Power Dissipated of CAL inverter =1.806e-005 w 
Average Power Dissipated of CPAL inverter =2.5206e-005w 
Average Power Dissipated of ECRL inverter =3.7606-005w 
Average Power Dissipated of CMOS inverter =4.5714-005w 
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Fig. 14. Power Analysis of Different Adiabatic Inverters with CMOS Inverter 

5   Conclusion 

Power analysis of different adiabatic inverters with Conventional CMOS inverter 
was carried out. It was seen that the power dissipation of CAL inverter was the 
minimum and that of CMOS inverter was the maximum. So the conclusion is that, 
digital circuits implemented using Adiabatic Logic consumes less energy as 
compared to that of Conventional CMOS logic. 
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Abstract. Nature Inspired algorithms have been so far proved as some of the best 
problem solvers. The Artificial Fish Schooling Algorithm (AFSA) which falls 
under this category has been deployed to solve the classic Economic Load 
Dispatch problem. A modified implementation has been illustrated in this paper to 
enhance the precision and speed of the algorithm. 

Keywords: Artificial fish, Optimization, Economic load dispatch, Cost, Swarm, 
IAFSA (Improvised Artificial Fish Swarm Algorithm). 

1   Introduction 

Nature has always inspired man with its intuitive and unconquerable design. Our 
nature has one of the best designs which man has always tried to implement them 
to his problems. The result was ease along better design and efficiency. Nature 
inspired algorithms fall under this category. These algorithms have found 
applications in widely varying domains from tracking of missiles to load dispatch 
problems. In the present work, efforts have been focused on applying a latest 
entrant into the field ‘Artificial Fish Schooling Algorithm’ (AFSA) to a classic 
power systems problem. The work also focused on tuning the algorithm to the 
problem’s requirements and thus a novel implementation technique has been 
proposed. Implementation is done in two ways by us. In one way we have 
considered the search space to be constant (Basic algorithm) and in the other we 
gradually reduced (Improvised one) the search space with iterations. The results 
obtained from both ways of implementations are compared and are found to be 
impressive in case of improvised. 
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2   State of Art 

2.1   AFSA 

The Artificial Fish Swarm Algorithm was first introduced in [1] 2002, the authors 
designed an optimizing algorithm grounded on self-governing animal, fish. The 
convergence speed, good global convergence and ease of computation for several 
standard functions have been illustrated. Later a new algorithm was developed 
using AFSA and hybridizing cellular learning automata for optimization in 
continuous and static environments [2], each dimension of search space is 
assigned to one cell of cellular learning automata and in each cell a swarm of 
artificial fishes are located which have the optimization duty of that specific 
dimension. Also irrigation zone water optimization allocation problem is checked 
with AFSA approach [3].It demonstrated the efficiency of the algorithm in 
handling complex mathematical problems as well as non-convex water resource 
management problems. Further an AFSA based on chaos search is proposed [4], 
which has not only overcome disadvantage of easily getting into the local 
optimum in the later evolution period, but also kept the rapidity of the previous 
period. 

To deal with the problem of low optimizing precision and low speed of 
convergence a paper [5] proposed an improved algorithm based on meta 
cognition, which could make self-study by using its knowledge of the surrounding 
environment. To advance the precision, it changed parameters adaptively resulting 
better convergence. In [6], an artificial fish algorithm approach for TSP which 
depicted a precise result and good convergence. An approach using AFSA to solve 
the multi objective optimization problem with the concept of pareto dominance is 
proposed in [7].  

3   The Basic AFSA Algorithm 

Artificial fish schooling algorithm is a nature inspired heuristic technique which 
simulates the behavior pattern of a fish searching for food in its habitat. Although 
the behavioral patterns of fishes widely vary for different type of fish, a 
generalized approach has been proposed in the basic algorithm. It essentially has 
certain behaviors attributed for all artificial fish simulated in a certain 
environment. As many as 20 behaviors have been proposed so far. Prominent 
among them are Swarming, preying, grouping.  

3.1   Swarming 

It is the behavior of a fish to move in groups. The fish tends to move in groups for 
it provides protection from a sudden predator attack and also for efficient food 
searching. A group of fish can better search and survive than individual ones.  
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Similarly the Artificial Fish (AF) also exhibits the tendency to get into nearby 
group so that it can get better food along with the group. 

For instance, Xi be the current status of a AF. The centroid for the present fish 
neighborhood is defined as the weighted mean of the fish location in the visibility 
of the present fish. Once the centroid is calculated, the fish observes the food at 
particular location and if the food availability is better at centroid (Xc), then it 
moves to the centroid. As a result of this behavior, all the fish in a selected region 
gets around a best point nearby. 
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3.2   Following / Forwarding 

In a practical scenario, some fish tend to behave in a follow fashion i.e. they 
follow a nearby fish when it understands that the other fish has best food in its 
location. This is similar to preying and this behavior also results in grouping of 
fish at a better location. 

Let Xi be the location of a current fish. It searches for a best location in its 
region of visibility and once it finds a best location, it moves a step ahead in that 
direction. Xb be the best point in region bounded by Xi-v/2 and Xi+v/2. Then  

 

np = np – 1 &                                                                  (2) 
np-S = np-S +1   ( b<c)                                                     (3) 
np+S  = np+S +1   ( b>c)                                                    (4) 

 

Where ‘b’ is the Best location of the AF. ‘p’ is the present location. np is the 
number of fish at ‘p’ and S is the step for the fish. 

3.3   Preying 

It is the most basic behavior of a Artificial Fish (AF). A fish always watches its 
surroundings and moves to a place where food is in plenty than the current 
position. Similarly a AF too looks into its surroundings and moves a step ahead 
towards a position where objective function is least (minimization problem).  

Suppose Xi be the current position of the fish. It randomly selects a position in 
its visible range Xr (Xi – V < Xr  < Xi + V ). The objective function Fr is evaluated 
and if Fi < Fr then the fish moves a step towards Xi +S. Here V is the visibility of 
the fish which is a predefined parameter for a specific problem. S is a step 
predefined for a problem as if V. It should be noted that S<<V so that the behavior 
of fish is alike the natural ones. 
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Fig. 1. Basic AFSA Flowchart 

4   Economic Load Dispatch Problem 

Static Economic Dispatch primarily contemplates on the optimal and economic 
production of power to satisfy the load demand from time to time and at the same 
time respecting all the system and security constraints.  The Dynamic Economic 
Dispatch is an extension of the Static Economic dispatch, where an inclusion of 
the dynamic constraints. The lives of the generating units are mostly guarded by 
the Thermal and Mechanical gradients/limitations on the turbine, which is turn is 
formulated as Ramp Rate Limits and Prohibited Zones of operation for each unit. 
The Generalized problem statement can be formulated as follows,  
 

                               
(5)

 
 

Where ai, bi and ci are the cost coefficients of the particular generator and derived 
from the generator characteristics. ‘i’ represents the generator number among the 
available ‘Ng’ generators, Pi represents the power of ith generator and ‘F’ is the 
fuel cost.  The optimality of the fuel and operating cost need to in concurrence 
with the essential conditions viz.,  
 

                                                             (6) 

            Minimize      
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Together satisfying the demand and the transmission losses, i.e., 
 

                                              (7) 
 

Where Pd and Pl are the demand and losses in the system. 

5   Basic Implementation 

Basically, AFSA has many parameters to be set by the programmer like number of 
fish, visibility, step, choice of behaviors, size of search space etc. The search space 
factor affects the convergence characteristics, accuracy and speed to a great 
extent. For ELD, we considered that search space comprised of lambda values 
between 2.53,2.54,2.55….5.45 randomly placed. A programmer needs to fine tune 
the algorithm such that the best solution is obtained in least time. The swarm 
algorithm is discrete in nature i.e. the fish need to be placed at a particular location 
which is well defined. In our algorithm, the user has the provision to choose 
number of places after decimal which is symbolized by n. For instance, if n=3 then 
whole of the calculation in the algorithm takes numbers with three decimal points 
example: search space contains 2.526,2.527,2.528… 5.450. 

 
PSEUDO CODE for Basic Implementation: 
     pmin=[70 25 19 15 13 14]; 

pmax=[200 63 49 30 28 35]; 
 for i=1:6 
 lmin(i)=abc(i,2)+2*abc(i,3)*pmin(i); 
 lmax(i)=abc(i,2)+2*abc(i,3)*pmax(i); 
 end 
 lamin=min(lmin);lamax=max(lmax); 
%pool creation 
 n=2; 
 pomin=round(lamin*10^n)/10^n; 
 pomax=round(lamax*10^n)/10^n; 
 for i=1:(pomax-pomin)*10^n 
 pp(i,1)=(i*10^-n+pomin);  
 pp(i,2)=0;pp(i,3)=0; 
 end 
 for i=1:(length(pp)/10)  %  fish placement approx 1 per 10 
 k=round(rand(1)* (length(pp)-1))+1; 
 pp(k,2)=pp(k,2)+1; 
 end 
 for iteration=1:50   
for i=1:length(pp) 
 % In this loop three behaviours are defined based on the  fish position % 
end 
end 
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6   IAFSA and its Implementation 

The basic implementation of AFSA if applied directly takes a very long time to 
converge. For accuracy of up to 3 digits after decimal, for 6 generator system 
ELD, the solution converges after 150- 200 seconds and >10 minutes for 4 digits 
which is a very long time for problem like ELD. Hence a new implementation 
methodology has been adopted wherein the search starts with very low precision 
(small search space: 1 digit after decimal). Once the convergence occurs at a 
precision level, then the search space is updated to neighborhood of the obtained 
solution with more precision (i.e. 2 digits after decimal). The following table 
illustrates the implementation. 
 
 

Iterations Search space 
Convergence 

point 
Precision 

1-w1 2.54-5.45 3.38 n=2 

w1-w2 3.340-3.420 3.373 n=3 

w2-w3 3.3690-3.3770 3.376 n=4 

 
 

In the above table, w1,w2, w3 are the iteration numbers where the convergence 
is achieved for particular precision. In the next iteration, precision level is 
increased and also the search space is narrowed down. The scale of narrowing 
down is a parameter and problem specific. It must be carefully evaluated to fine 
tune the algorithm. Here we have taken four points below and above the 
convergence point and precision is increased i.e. n=n+1. As the fish number is 
dependent on search space, it is also updated while updating search space. If more 
than half number of fish in entire space is at a single point, then the solution is said 
to be converged at that point. Thus the process is repeated till the required 
precision is obtained.  

IAFSA version avoids searching a lot of search space while not compromising 
on quality of solution and improving the precision. This version also paves the 
way for finding a solution with varying precision which no algorithm can offer. A 
solution with 3 digit precision after decimal can be obtained as well as a solution 
with precision 8 digits after decimal can be obtained with the same algorithm.  

7   Results and Discussions 

The simulation of ELD with basic AFSA and IAFSA has been done on a standard 
6 generator system. The work has been focused on improving the performance of 
the algorithm. The simulations were done in MATLAB 7.10.0. Tables 1-3 
illustrate the results based on basic implementation of AFSA with three different 
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cases i.e. n=1,2,3 , where n is the number of digits after the decimal point of the 
solution i.e. lambda. Later the IAFSA has been applied to obtain a precision of 4 
digits after the decimal point in solution (Illustrated by Table- IV. Also all other 
performance parameters are also noted. Both ways of implementations are 
compared as well as the performance of the IAFSA is compared with other 
algorithms [8] and is found to be better. 

Table 1. n=1; Total Fishes= 3; Search Space: 29 locations; Iterations: 200 

Time(seconds) 
Fishes 
converged  

Lambda(n=1) Cost ($/hr) 

0.1972 2 3.4 822.8769 
0.2103 2 3.4 822.8769 
0.1949 2 3.4 822.8769 
0.1984 2 3.4 822.8769 
0.2231 2 3.4 822.8769 

Table 2. n=2; Total Fishes =29; Search Space: 292 locations; Iterations: 200 

Time (seconds) Fishes Lambda(n=2) Cost ($/hr) 
2.62 27 3.38 811.3814 
2.17 28 3.38 811.3814 
2.75 27 3.38 811.3814 
2.72 27 3.38 811.3814 
2.38 27 3.38 811.3814 

Table 3. n=3; Total Fishes =292; Search Space:2924 locations ; Iterations : 200 

Time(seconds) Fishes Lambda(n=3) Cost ($/hr) 
163.51 108 3.376 809.0904 
174.03 109 3.376 809.0904 
168.39 107 3.376 809.0904 
179.30 105 3.376 809.0904 
183.09 103 3.376 809.0904 

Table 4. IAFSA Results 

Time(seconds) Iterations Lambda Cost ($/hr) 
1.25 55 3.3760 809.0904 
0.75 42 3.3752 808.6362 
1.12 65 3.3755 808.8043 
1.14 64 3.3756 808.8615 
1.03 77 3.3753 808.6898 
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Table 5. Improved AFSA Results comparison 

 EP [8] 
(Lahouari et al, 2008)

ISFLA [8] IAFSA 

Fuel Cost ($/hr) 840.21 808.775 808.63 

Lambda 
($/MWh) 

- 3.001903 3.3752 

Losses 14.1 10.5465 10.8346 

Iterations - 1 42 

 

Fig. 2. Converged MATLAB Figure of IAFSA 

8   Conclusion 

The basic AFSA has been implemented to ELD. It has taken very long time to 
converge for higher levels of precision hence a new technique deploying dynamic 
search space reduction technique was implemented. The improved version has 
yielded better results and the time taken has reduced drastically. 
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Abstract. In recent years there has been a growing interest in wireless sensor 
networks (WSN) applications. Such sensor networks can be used to control 
temperature, humidity, contamination, pollution etc. Energy consumption and 
reliability are two critical issues in WSNs. Faults occurring to sensor nodes are 
common due to lack of power or environmental interference. In this paper 
recovery of faults in cluster head studied and genetic algorithm is used to recover 
cluster members to other cluster heads. Simulation results show that proposed 
genetic algorithm can recover nodes efficiently.  

Keywords: wireless sensor network, recovery, clustering, cluster head recovery, 
genetic algorithm. 

1   Introduction 

In recent years, the rapid technology development accelerates the prosperity of 
wireless sensor networks (WSN) [1]. Wireless sensor networks composed of a 
large number of micro sensors can be an effective tool for gathering data in a 
variety of environments [2]. These sensor networks usually comprise small, low-
power devices that integrate sensors and actuators with limited on-board 
processing and wireless communication capabilities [3]. Sensor nodes in a WSN 
may be deployed deterministically or randomly [4]. Also deployment of nodes 
could be done by robot assistance [5].  Typically WSNs follow the model of a sink 
node, where sensors relay sensor data streams to the sink node either periodically 
or based on events [6]. Also a clustering architecture may be used [7, 8, 9]. One of 
important issues in WSN is energy consumption, so every operation, computation, 
or interaction becomes important as they inevitably drain the battery. It is critical 
for designers to take energy preservation into account when designing protocols 
for wireless sensor networks [10]. Faults may occur in WSN as energy level of 
nodes decreases and if energy level of a node becomes law it could not send and 
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receive data and is called a dead node. Death of an ordinary node does not affect 
the work of whole network but if a cluster head dies, all members of that cluster 
can’t send and receive their data to sink. To solve this problem, re-clustering must 
be done or members of cluster must be recovered by using other cluster heads. 
Genetic algorithm has many applications in WSNs [4, 11-14]. In this paper a 
genetic algorithm is presented to recover nodes of faulty cluster to other clusters. 
The rest of this paper organized as follows: section ii discussed related works and 
in section iii the proposed genetic algorithm is demonstrated. Section iv presents 
simulation and experimental results and section v concludes the paper. 

2   Related Work 

Many researchers studied fault recovery in wireless sensor networks. In [16] 
FTPASC (Fault Tolerant Power Aware protocol with Static Clustering), a static 
clustering based protocol, which engages high power sensor nodes for power 
consuming tasks and as a result extends the network lifetime is presented. 
Furthermore, another node in each cluster is considered as the organizer. One of 
the organizer node duties is to setup the network before normal operation. Also, it 
establishes new connections with mobile nodes, monitors the operation of the 
cluster-head, and briefly speaking forms a fault tolerant framework for correct 
functioning of the sensor nodes. In [15], Gupta et al. proposed a fault-tolerant 
mechanism based on inter-cluster monitoring. When a gateway, say I in Figure 1, 
cannot communicate with some gateway E, I would consult to its neighboring 
gateways F and H whether E is failed. If both F and H confirm its broken link 
with E, gateway I would declare the failure of E. Then the neighboring cluster 
heads would further negotiate with each other to transfer the nodes of E into their 
clusters. The main drawback of this approach is that it cannot deal with the 
failures of multiple gateways because of the mutual inter-cluster-head consulting 
mechanism. Moreover, the nodes would have to transmit the control messages in a 
large distance when running the cluster-head based mechanism.  

 

 

Fig. 1. Illustration of Gupta algorithm 
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3   Proposed Genetic Algorithm 

The proposed genetic algorithm is discussed here and different parts of it 
illustrated. Every genetic algorithm is composed of few part such as specifying 
presentation and initial population, fitness function for evaluation each individual 
in population which is the most important part of genetic algorithm, selection 
mechanism which tries to select individuals with more fitness value for mating, 
crossover operation which combines two parents to produce two offsprings and 
mutation operator that changes an individual to produce a better solution. All of 
these parts of genetic algorithm are done in genetic algorithm process and iterated 
until the termination criteria satisfied. Here all of these parts will be discussed. 

a. Presentation and initial population 

A vector with size of n is used to show recovery process in which n is number of 
nodes of faulty cluster. Each cell of this vector is number of a cluster head and 
means that the ith node must be recovered to that cluster head. Population size is 
set to 200. An instance for representation of solutions is presented in figure 2. 
 

 

Fig. 2. A representation for solution 

b. Fitness function 

Fitness function is used to evaluate each solution by considering distance of node 
and cluster head, residue energy of cluster head, number of members of cluster 
head and traffic in cluster head. Equation 1 illustrates presented fitness function. 

Fitness (I) = α × (1/distance (I, Ch)) + β × (energy (Ch)) + γ × (1/members (Ch))  
+ ŋ × (1/traffic(ch))                                                                                                (1) 

c. Selection mechanism 

For selecting individuals to transfer to mating pool a tournament selection mechanism 
is used. K individual is selected randomly and the individual with greater value is 
selected to transfer to mating pool and this process continues 200 times. 

d. Crossover operation 

Different kind of crossover exists and here two point crossover is used with 
crossover probability equal to 0.8. Two random numbers is generated that shows 
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Fig. 3. Crossover process 

the points for crossover. After that, the gens between these two points exchanges. 
The process of crossover is depicted in figure 3. 

e. Mutation operation 

For mutating each chromosome a random point is selected and after that a random 
number between 1 and number of cluster heads is generated. Mutation probability 
set to 0.5. Figure 4 depicts mutation process. 
 

 

Fig. 4. Mutation process 

f. Termination criteria 

The process of genetic algorithm will continue until the termination criteria 
satisfied.  Here constant number of iterations is selected and number of iterations 
set 200. 
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4   Simulation 

MATLAB 7 is used to simulate the proposed algorithm. 400 nodes distributed in a 
200m * 200m field randomly. Each node has 1 joule initial energy and 20 cluster 
heads are responsible to gather information and send them to sink. Clustering is 
done considering distance of each node from cluster head. Fault injection done by 
marking a cluster head as faulty at a random time. After that genetic algorithm is 
used to recover the nodes. Population size is set to 200 and number of iterations 
considered 200. Other simulation parameters are presented in table 1. 

Table 1. Simulation parameters 

value parameter
50nj ETX

50nj ERX

10pj Efs 
0.013pj Eamp

5nj EDA

6400 Packet size 
200 Control Packet size 
2m Sensing range 

 
Different experiments done using different combination of parameters. Figure 5 

shows the recovery of nodes using all 3 parameters. Comparison of all 
combinations of parameters with considering number of cluster heads is shown in 
figure 6. blue line shows using only distance from cluster head(α=1,β=0,γ=0, 
ŋ=0),  Green line shows using  only energy(α=0,β=1,γ=0,ŋ=0), black line shows 
using only number of members (α=0,β=0,γ=1,ŋ=0) and red line shows using all 
four parameters. Comparison show that using all of parameters can result in load 
balancing and proper assign of nodes to cluster heads. 

 

 

Fig. 5. Recovery of nodes using 3 parameters 
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Fig. 6. Comparison of number of cluster heads, using different parameters 

The evolution process of genetic algorithm presented in figure 7. 
 

 

Fig. 7. Evolution of fitness value 

 

Fig. 8. Comparison of energy consumption 
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The proposed algorithm compared to Gupta [15] and results show that proposed 
algorithm can reduce energy consumption for node recovery and because it uses 
three parameters to recover, the overall energy consumption of network reduces. 
Figure 8 shows this comparison. 

5   Conclusion 

In this paper a genetic algorithm for recovering nodes of faulty cluster proposed 
that tries to assign nodes to other cluster heads by considering distance, residue 
energy and number of members. Simulations done to evaluate the proposed 
algorithm and results shows that it can outperform all previous works. As future 
work, adding more parameters like traffic and message delivery can be considered. 
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Abstract. A distributed processing System is a collection of heterogeneous 
processors which requires systematic assignment of a set of “m” tasks T = {t1, 
t2….tm} of a program to a set of “n” processors P = {p1, p2….pn}, (where, m >> n) 
to achieve the efficient utilization of available processor’s capacity. If this step is 
not performed properly, an increase in the number of processors may actually 
result in a decrease in the total system throughput. The Inter-Task Communication 
(ITC) time is always the most costly and the least reliable factor in distributed 
processing environment. This paper deals a heuristic task allocation model which 
performs the proper allocation of task to most suitable processor to get an optimal 
solution. A fuzzy membership functions is developed for making the clusters of 
tasks with the constraints to maximize the throughput and minimize the parallel 
execution time of the system.  

 
Keywords: Inter Task Communication Time, Execution Time, Distributed Real 
Time System, Fuzzy Membership. 

1   Introduction 

Although computer speed has been increased by several order of magnitude in 
recent decades the demand for processing capacity increases at an even faster pace. 
The required processing efficiency for many real time applications cannot be 
achieved with single processor system. One approach to solve this problem is to 
use Distributed processing System (DPS) so that an application program can 
process on multiple processors to achieve the real time computation. Task 
partitioning and task allocation are two major steps in the designing of DPS. If 
these steps are not properly implemented and an increase the number of processors 
in the system may resulted in a decrease of the total throughput of the system [1]. 
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Meanwhile, the traditional notions of best-effort and real-time processing have 
fractured into a spectrum of processing classes with different timeliness 
requirements [2], [3], [4], [5]. Many systems are hard and missing deadline is 
catastrophic [6], [7], [8], whereas in soft real-time system occasional violation of 
deadline constraints may not result in a useless execution of the application or 
calamitous consequences, but decreases utilization [9]. 

Dar-Tzen Peng et al [10] have derived optimal task assignments to minimize 
the sum of task execution and communication costs with the branch-and-bound 
method and evaluated the computational complexity of this method using 
simulation techniques. Tzu-Chiang Chiang et al [11] has been reported the 
traditional methods for optimization and give exact answers but often tends to get 
stuck on local optima [11]. The dynamic task scheduling considering the load 
balancing issue is an NP-Hard problem has also been discussed by Hans-Ulrich 
Heiss et al and Yadav et al  [12] [21]. Consequently, another approach is needed 
when the traditional methods cannot be applied. Modern heuristics are general 
purpose optimization algorithms discussed by Page, A.J et al [13]. Their efficiency 
or applicability is not tied to any specific problem-domain. Multiprocessor 
scheduling methods can be divided into list heuristics and Meta heuristics. Some 
of the Meta heuristics include Simulated Annealing algorithms, Genetic 
Algorithms have been reported by [14] [15] [16] [17][18] [19] [20]. Particle 
Swarm Optimization PSO yields faster convergence when compared to GA, 
because of the balance between exploration and exploitation in the search space 
and reported by Chunming Yang et al and Van Den Bergh et al [22] [23]. Recently 
Yadav et.al [24] discussed a task allocation model for reliability and cost 
optimization in distributed computing system. In the present study we have 
considered two important parameters such as Execution Time (ET) and Inter task 
Communication (ITC) time for task allocation and also present a combinational 
approach of fuzzy logic for making the clusters of heavily communicated tasks to 
minimizing ITC time and developed a heuristic model for systematic allocation of 
tasks to maximize the throughput and minimize the Parallel Execution Time 
(PET) of the system. 

2   Objective Function for Task Allocation 

In this section we shall first describe two important parameters ET and ITC 
minimizes the Parallel Execution Time (PET) of the system. An allocation of tasks 
to processors is defined by a function Aalloc from the set T of tasks to the set P of 
processors such that: 
 

Aalloc:T→P  ,where   Aalloc(i)=j  
if task ti  is assigned to processor pj  , 1≤i≤m,1≤j≤n. 
 

 
For an assignment, the task set (TSj) of a processor can now be defined as the 

set of tasks allocated to the processor [13] 
 

TSj= {i: Aalloc (i) =j,    j=1, 2…n} 
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2.1   Inter Task Communication Time 

Inter Task Communication (ITC), cik which is depends upon the data units 
exchanged between the task ti and tk during the process of execution when they are 
assign to different processors.  If a group of tasks or cluster are assigned to the 
same processor, the ITC between them is zero. The inter-task communication 
times for each processor of a given allocation are calculated as: 
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2.2   Execution Time  

Execution Time (ET) etij where (1 ≤ i ≤ m & 1 ≤ j ≤ n) of each task ti depends on 
the processor pj to which it is assigned. If a task tk is not in position to execute on 
processor pl due to absence of some resources the etkl is as (∞) infinite. The 
execution time of each processor for an allocation is calculated using the 
following equation as: 
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2.3   Parallel Execution Time  

The Parallel Execution Time (PET) is a function of the heaviest aggregate 
computation to be performed by each processor. The PET for a given assignment 
Aalloc is defined conservatively (assuming that computation cannot be overlapped 
with communication) as shown below: 
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3   Proposed Method 

Initially average load must be assigned to each processor pj is calculated by using 
the equation 4 and total load to be assigned on the system has been evaluated  
and 5. 
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Because strictly balanced load distribution may not be possible to achieve, a 
system is considered to be balanced if the load on each processor is equal to the 
average load, within a reasonable tolerance. A tolerance of 20-35% of average 
load is generally chosen. Also, we assume that the number of program tasks is 
much larger than the number of processors, so that no processor remains idle.  

3.1   Processors Clustering 

Processors clustering attempts to identify a group of processors, which can be 
treated as single units. These groups of processors are clustered together. In the 
present study, the attempt has been made to form the cluster of processors based 
on their speed. Usually number of processor clusters should be equal to the 
number of task clusters so that one to one mapping may results. 

Abdelzer and Shin [6] have defined the attraction force (Bij/µi+µj) for the 
clustering of the processors where Bij is the Bandwidth of the link connecting two 
processors Pi and Pj of µi and µj speed respectively. This work considers another 
aspect for the formulations of the processors clusters a fuzzy logic is applied to 
define the membership function of the processors and is sub-sequent used to form 
the processors. The fuzzy functions will try to keep processors of same processing 
speed in the same clusters Membership function is defined as follow. 

 

( ) i

1
 where diff(S )

1 ( )

Si = Sum of communication time of all tasks on the processor Pi

S=it is maximum value in Si     1  i n

i i
i

P S S S
diff S S

μ = − = −
+ −

≤ ≤
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Using the above membership function each processors of the same DRTS will get 
a membership value, which lies between 0 and 1 and will help for formulation the 
processors cluster. We categories processors cluster in four categories according 
to the member value. 
 

1st .Very high speed processor [0.0, 0.4] 
2nd .High speed processors [0.4, 0.7] 
3rd .Slow speed processors [0.7, 0.9] 
4th .Very slow speed processor [0.9, 1.0] 

3.2   Tasks Clustering 

Tasks are clustered based on their communication time. Those tasks are heavily 
communicating are clustered together to reduce communication time and applied 
the same fuzzy membership function to categories the task in four categories. 
Thus each task of will receive a membership value is defined as: 
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The tasks are categorise in following four categories base on the value of 
membership function  

 
1st  Very hard tasks [0.0, 0.4] 
2nd High tasks [0.4, 0.7] 
3rd Easy tasks [0.7, 0.9] 
4th Very easy tasks [0.9, 1.0] 

3.3   The Allocation Algorithm 

The mapping of the tasks clusters to processors cluster takes place according to 
the following algorithm  
 

(1)  AVERAGE_LOAD(:)// to be allocated  to the  processors and System 
 

Determine the Lavg(Pj) to be assigned on processor pj with 20 to 25% 
Tolerance Factor (TF) by using the equation (1) and   Tlod to be assigned to 
the system by using the equation (2). 

 

(2)  PROCESSOR_CLUSTER():// form the clusters of processors of DRTS. 
{ 
 (a)  Estimate the fuzzy membership value for all the processors starting with 
first processor. 

(b) Categories processors in same category which have membership 
function between the   given same ranges. Do it for all processors. 
} 
 

(3)  TASK_CLUSTER()://form the clusters of tasks. 
 

{  
(a)  Estimate the fuzzy membership value for all the tasks in respect to ITCT 

starting with first   task. 
      (b)  Categories tasks in same category which have membership function 
 between the given     same ranges, Do it for all tasks. 

} 
 

(4)  TASK_MAPPING():// Map the task clusters to the processors clusters using  
     the scheduling policies – 

 

Very hard tasks   ←   to very high speed processors 
Hard tasks   ←   to high speed processors 
Easy tasks   ←    to slow processors 
Very easy tasks   ←    to very slow processors 
 

If  ET (Aalloc)j < Lavg(Pj) 
then  

assign the task ti  to processor Pj 
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else 
assign the task ti to processor Pk of same category 

   endif 

4. Results and Discussions 

Let in a DRTS a program consists of a set of eight tasks T={t1,t2,t3,t4,t5,t6,t7,t8} 
and a set of four processes  P={p1,p2,p3,p4} interconnected by communication 
links having different  capabilities and inter- task communication between any 
two tasks are known and it is given in the ETM() and ITCM() respectively. 
 
Input:  m = 8, n = 4     

 p1 p2 p3 p4 

t1 6.00 3.00 5.00 2.00 

t2 4.00 2.00 3.00 2.80 

t3 3.00 1.00 2.00 5.00 

ETM(,) t4 2.00 2.00 1.00 6.00 

t5 3.00 3.00 2.00 3.00 

t6 4.00 3.00 6.00 5.00 

t7 5.00 6.00 7.00 5.00 

t8 3.00 2.00 5.00 2.00 
  

 

  t1 t2 t3 t4 t5 t6 t7 t8 

 t1 0.00 3.00 4.00 2.00 0.00 3.00 2.00 1.00 

 t2 3.00 0.00 2.00 3.00 5.80 2.00 2.00 2.00 

 t3 4.00 2.00 0.00 3.00 2.70 2.00 1.00 5.00 

ITCTM(,) t4 2.00 3.00 3.00 0.00 3.00 3.00 3.00 3.00 

 t5 0.00 5.80 2.70 3.00 0.00 2.50 5.00 1.00 

 t6 3.00 2.00 2.00 3.00 2.50 0.00 2.00 3.00 

 t7 2.00 2.00 1.00 3.00 5.00 2.00 0.00 4.00 

 t8 1.00 2.00 5.00 3.00 1.00 3.00 4.00 0.00 
 

 

Determine the Lavg(Pj) to be assigned on processor pj with 20% TF by using the 
equation (1) and Tlod to be assigned to the system by using the equation (2). 

 
 

Load to be allocated p1 p2 p3 p4 Total Load  
Average Load 10.00 7.33 10.33 10.27 37.93 
20% TF   2.00 1.47   2.07   2.05   7.59 
Average Total Load 12.00 8.80 12.40 12.32 45.52 
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Membership function value for processor clustering are determine for 
categories the processes as follow:  

 
Very High Speed 
Processor 

High Speed 
Processor 

Slow Speed 
Processor 

Very Slow Speed 
Processor 

p2 p1 p4 p3 
0.10 0.50 0.83 1.00 

 
Membership function value for task clustering is computed for making the 

categories the tasks as follow: 

 
Very Hard Task Hard Task Easy Task Very Easy Task 
t1 0.17 t7 0.50 t3 0.77 t4 1.00 
t6 0.29 t8 0.50 t2 0.83 t5 1.00 

 
As per the allocation algorithm, the tasks cluster are mapped onto processor 
cluster as follows: 
 
Very hard tasks  →   very high speed processors. 
Hard tasks   →   high speed processors. 
Easy tasks   →  slow speed processors. 
Very easy tasks  →  very slow processors. 

 
It should be noted that after each assignment of a task to a processor the aggregate 
ITCT associated with that processor usually decreases. Table 1 shows the resulting 
allocation where it indicates the order in which each task is assigned to a 
processor. From the Table 1, it can be seen that maximum busy time of the system 
is 37.00 which associated with the processor p2. Fig 1 show the total allocated and 
calculated load from the figure it is concluded that the load assigned to the 
processor is within the limit. Fig 2 depicted the through put and services rate, of 
the processor from the Fig. It is concluded that both are the ideally linked. 

Table 1 Result of the model 

Task 
Cluster 

Processor ET ITCT PET Services 
Rate 

Throughput of 
the processor 

t1+ t6 p2 8.00 29.00 37.00 0.027 0.054 
t7+ t8 p1 6.00 26.50 32.50 0.031 0.062 
t3+ t2 p4 3.00 33.70 36.70 0.027 0.054 
t4+ t5 p3 5.80 28.20 34.00 0.029 0.059 
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Fig. 1. Total allocated and calculated load 

 

 

Fig. 2. Throughput & Service rate 

Cluster based load partitioning and assignment is used for real time 
applications. A new fuzzy approach is applied to form the clusters. The proposed 
approach has the potential to optimise the use of processors capability and 
supports for system heterogeneity. The approach considers the communication 
aspect in the clusters formations as it incurs more overhead. This is also a realistic 
approach as the other algorithms, based on the on same, uses the prior knowledge 
of the execution time and inters task communication time. 
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Abstract. The present study proposes a novel variant of binary PSO employing 
gompertz function for generating binary numbers with an additional benefit of 
controlling its parametrs so as to induce an combined effect of sigmoid as well as 
linear function. The corresponding variant is termend as Gompertz Binary Particle 
Swarm Optimization (GBPSO). The proposed GBPSO is tested on a a well known 
suite of 5 continuous benchmark fuctions. Numerical results indicate the 
competence of the proposed mechanism. 
 
Keywords: Binary PSO, Gompertz function, Paramters. 

1   Introduction 

Particle Swarm optimization (PSO), since its development by Kennedy and 
Eberhart in 1995 [3], has emerged as a potential global optimizer for solving real 
world complex problems, with an easily implementable and less complicated code. 
Primarily, it was introduced for solving continuous optimization problems, but later 
on a discrete version was proposed by Kennedy and Eberhart [2], to tackle complex 
problems having discrete feasible space. The continuous and binary version share 
the same searching process upto termination of algorithm, except the change of 
position update equation which includes a different strategy to generate required 
binary or discrete numbers. In Standard Binary PSO proposed by [2],binary 
patterns are generated by employing a sigmoid function having a range within [0,1] 
with an input from basic velocity update equations. Researchers have proposed 
several variants of BPSO ([4], [5], [6] etc). Interestingly, in most of the versions 
basic sigmoid function is used for generating the binary numbers. This paper 
proposes a new Binary PSO, where Gompertz function is employed as a binary 
number generator with an additional benefit of controlling its parameters so as to 
induce the effect of a sigmoid function and a linear function into signle one. The 
basic sigmoid function as employed in standard BPSO has the well exploration 
capability in initial stages but  it may get stuck in  a local attractor during the later 
stages due to lack of diversity. The Linear function has fair chances to produce a 
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diversified popoulation even in later stages. Here, in our study we try to combine 
the positive sides of both the function by controlling parameters of Gompertz 
function. The rest of this paper is organized as follows: Section 2 presents a brief 
introduction of Standard Binary PSO. The newly proposed Binary PSO is described 
in Section 3. The computational studies are carried out in Section 4. Discussion of 
results is performed under Section 5. The paper ends with concluding remarks in 
Section 6. 

2   Standard Binary PSO 

Here we briefly introduce continuous version of PSO and then further extend this 
to explain standard Binary PSO.  

2.1   Standard Continuous PSO 

The basic PSO update equations are as:  

))()(())()(()(*)1( 2211 txtprctxtprctvwtv idgbestidbestidid −+−+=+    (1) 

)()()1( txtvtx ididid +=+                                         (2) 

Where d = 1, 2… D stands for the dimension of search space and i = 1, 2… S 
represents the size of the swarm. Parameters “c1” and “c2“ are constants, called 
cognitive and social scaling parameters respectively which quantifies the contribu-
tion of personal and social experiences. The parameters “ r1” and “r2” are used to 
maintain diversity of the population and are uniformly distributed in the range 
[0,1]. )(),( tvtx idid  are defined respectively as the position and velocity of dth 

dimension of ith particle at tth iteration. )(tpbest is the best position of ith particle in 

dth dimension and is evaluated based on particle’s personal experience. )(tp gbest  is 

the best position found by whole swarm so far; w is inertia weight, large values of 
w facilitate exploration, with increased diversity, while a small value promotes  
local exploitation. Also, there is a parameter called Vmax, which bounds the ve-
locities of particles and prevents them from leaving the feasible search space and 
jumping into infeasible space.  

2.2   Standard Binary PSO (BPSO) 

In standard BPSO, the basic searching process of particles is same as in conti-
nuous case, except a change in position update equation which turns to a binary 
number generator in case of  binary PSO [3]. The whole swarm upgrade its moves 
using velocity update eq. (1) as in continuous PSO while the particle’s positions 
are decided based on following process. The Binary PSO needs a function to gen-
erate values 0 and 1 or map all the positions in the range [0,1]. In standard Binary 
PSO the sigmoid function is applied to determine the probability to generate  
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binary numbers. The velocity update equation is fed as input to this function so 
that particles could be benefited with its previous positions and previous memory. 
The binary numbers are generated using sigmoid function as: 

)exp(1

1
)(

id
id V

Vsigm
−+

=  

where idV  is the velocity obtained using basic update equation. Now the position 

update equation turns out as probabilistic update equation  

⎪⎩

⎪
⎨
⎧ <=+

otherwise

tVsigmUiftx id
id

0

))(()1,0(1)1(                            (3) 

)1,0(U is a quasi random number selected from a uniform distribution in the 

range [0,1]. It is evident from equation (3) that idx will remain 0 if 0)( =idVsigm .
 

This happens when either vid < -10 or vid > 10 therefore to overcome this situation, 
it is suggested use velocity clamping with Vmax = 4. 

3   GMPSO: Proposed Binary PSO 

Gompertz Based Binary PSO: The newly proposed Binary PSO is based on the 
novel idea of replacing sigmoid Function(Logistic function) as used in PSO for 
generating binary numbers  by a function named Gompertz Function a sigmoid 
function as well with additional parameters that could be further exploited to im-
prove the performance of Binary PSO. Gompertz function [1] is widely applied in 
bioinformatics for modelling survival phenomenon of individuals with limited re-
sources and restricted environmental conditions where birth rate initially increases 
and then slows down as resource limits are reached. The gompertz function is  
given by: 

         ))exp(*exp(*)( cxbaxGmpz =    (4) 

Where, a is the upper asymptote ; b, c are negative numbers where b sets the x 
displacement and  c sets the growth rate (x scaling) or steepness of graph of 
Gompertz function;  e is euler's Number(e = 2.71828...). The above mathematical 
relation typically represents a type of mathematical model for a time series, where 
growth is slowest at the start and end of a time period. In the present study the up-
per asymptote, a is set to be 1 so that values could be generated within the range 
[0,1]. The other parameters b and c are set to be change dynamically in a specified 
range calculated based on extensive calculations. The change in behaviour of 
gompertz function with the variation of parameters b, c  and a= 1 could be demon-
strated by Fig. 1, Fig. 2 and Fig. 3 as below: 
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Fig. 1. Behaviour of gompertz function with a=1, c= -1 and for different values of  
parameter b 

 

 

Fig. 2. Behaviour of gompertz function with a=1,b= -1 and  for different values of  
parameter c 

 

From the above discourse on change of behaviour of Gompertz function as the 
parameters b and c varies it is observed that the combined effect of changing b and 
c simultaneously could lead to significant amendments in binary PSO. If we 
change both the parameters simultaneously the gompertz function changes its 
shape from sigmoid function to a linear function that will further combine the  
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Fig. 3. Behaviour gompertz function with a=1 and varying values of parameter b and c 

advantages of a linear function and a sigmoid function. The notion of how and 
why to change b and c is discussed in detail as below: 

3.1   Variation of Parameter “b” 

As in the Binary PSO the probability for changing a bit to 0 or 1, at the velocities 
near to zero is 0.5, here in Gompertz function, we could increase or decrease this 
probability in the range (0,1) by manipulating parameter b (as in Fig.1) appro-
priately in a range to be determined after extensive experiments and may also be 
problem dependent. We have observed that for, a= 1and c= -1, as the value of b 
varies it affects the probability of generating bits (0 or 1) in the following way: for 
b = -0.2, gmpz(vid = 0)  = 0.8214 and at b= -2.0, gmpz(vid = 0) = 0.1379. from the 
above discourse, it is observed that by increasing b in the range [-0.2, -2.0], prob-
ability of generating number of 1’s will be greater in initial stages and number of 
0’s in later stages. While decrement of b in the range [-2.0. -0.2] will increase 
probability of generating number of 0’s in initial stages and 1’s in later stages. 
Any of above settings for b could be used based on the problem at hand, the first 
setting is more beneficial in case of  maximization, 0-1 knapsack type problems. 
While the second setting is more suitable for minimization type problems (Binary 
as well as continuous). 

3.2   Variation of Parameter “c”   

The parameter c decides the steepness of gompertz function. It could be observed 
from Fig.2 that as we increase c negatively the steepness of gompertz function in-
creases and for lower values of c the GF is like a linear function while as we  
increase “c” it starts taking shape of alphabet “S”. When function is linear it  
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provides better exploration so our idea is to change c as from to -0.2 to – 1.5 itera-
tion wise, so that better exploration is provided in early iterations that also main-
tains diversity in population. The most noticeable fact is that from doing this we 
will be able to extract the benefit of linear function and sigmoid function as well 
within a single algorithm. The variation of parameters b and c with respect to itera-
tions will help algorithm to produce a more diversified population as the gompertz 
function maintains a prolonged variation of probabilities within a greater range of 
maximum velocities. The pseudo code of gompertz based PSO is given below: 

 

 

 

 

 

 

 

 

 
 
 

4   Experimental Evaluation 

Benchmark Functions: The following benchmark problems are considered in the 
present study. 

4.1   Parameter Setting  

Swarm size(S) is taken as 5* number of variables. Acceleration coefficients c1 and 
c2 are taken as 2.8 and 1.3 respectively. Max Velocity ( maxV ) is fixed as 4 and star 

topology is considered for particle’s interaction. Each algorithm is run 50 times 
and the maximum number of iterations allowed is set to 500. All the algorithms 
are implemented in C++ and the experiments are performed on a DELL System 
with Intel(R) Xeon(R) CPU E5420 with 2.50 GHz speed and 16 GB of RAM  
under WINXP platform.  

Algorithm: New Gompertz Based Binary PSO 
BEGIN:  
Create and Initialize a D-dimensional swarm, S 
  For t= 1 to the maximum number of iterations,  
       For i=1 to S, 
          For d=1 to D,   
             Apply the velocity update equation (1)  
               Update Position using equation as: 
                 Calculate b and c iteration wise 

   Calculate Gmpz(Vid) using equation (5) 
    Calculate particle position as 

      

⎩
⎨
⎧ <

=+
otherwise0

(t))Gmpz(V1)U(0,if1
1)(tx id

id
                       

   End- for-d;  
          Compute fitness of updated position; 
        If needed, update historical information for Pi and Pg; 
     End-for-i; 
  Terminate if Pg meets problem requirements; 
End for t; 

END 
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Table 1. List of Continuous benchmark functions 

 

4.2   Performance Evaluation Criteria  

For all benchmarks with known global optima, the termination criterion for all 
considered PSO variants is set to be as maximum number of iterations or when the 
known optimum is within 99% of accuracy, whichever occurs earlier while 
searching for a global optimal solution. A run in which the algorithm finds a solu-

tion satisfying 01.0min ≤− optff , where minf  is the best solution found when the 

algorithm terminates and optf  is the known global minimum of the problem,  

is considered to be successful. For each method and problem the following are 
recorded: 

• Success Rate (SR) = 50×
runsofnumberTotal

runssuccessfulofNumber  

• Average computational time (ACT) (seconds).  
• Average number of function evaluations (AFE).  

• Average Error (AE) = 
n

ff
n

opt )( min∑ −
 where, n is the total number of 

runs. 
• Standard Deviation of Error (50) over 50 runs. 
• Least Error (LE) over 50 runs. 

5   Results and Discussion 

The computational studies regarding algorithm verification are carried out in this 
section. All the considered PSO variants are tested against a set of five continuous 
benchmark. Table 2 summarizes the testing results for both the PSO variants in 
terms of various performance criteria given in the previous section. From this  
Table it can be easily observed that the proposed variant GBPSO outperforms the 
basic BPSO significantly in terms of various performance criteria and indicating 
the capability of proposed variants for providing a more accurate optimal solution. 
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Table 2. Results for continuous problems 

Fun Method AE LE SD SR AFE ACT 
F1 BPSO 0 0 0 100 79660 4.26812 

GBPSO 0 0 0 100 68020 3.92092 
F2 BPSO 0 0 0 100 123970 6.55374 

GBPSO 0 0 0 100 83090 5.47092 
F3 BPSO 47.66 0 51.004161 55 166250 12.66718 

GBPSO 8.82 0 1.26 65 147430 8.74842 
F4 BPSO 0 0 0 100 92370 5.14842 

GBPSO 0 0 0 100 82920 5.4403 
F5 BPSO 0.8600 0 0.346987 14 247220 13.355 

GBPSO 0.02 0 0.140 98 162030 10.7153 

6   Conclusion 

This paper proposes a new variant of binary PSO called GBPSO which instead of 
basic sigmoid function makes use of Gompertz function for generating the binary 
numbers. GBPSO is tested on a suite of 5 benchmarks. Comparative analysis with 
basic BPSO proves the competence of proposed variant.   
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Abstract. The present paper deal with an unbalanced transportation problem, from 
coal transportation sector, is solved to demonstrate the application of Genetic Al-
gorithm. Genetic Algorithms are unorthodox optimization search algorithms. It is 
a computerized search optimization algorithms based on the mechanics of natural 
genetics and natural selection. Using operations research techniques several feasi-
ble solutions are obtained. An efficient numerical solution has been found to suit 
the objective of the management by using Genetic Algorithm approach. It shows 
that an organization try to supply the commodities to all customers. This demon-
strates the merit of Genetic Algorithm technique over the Transportation Problem, 
which is certainly an improvement in Transport Management. 

Keywords: Genetic Algorithm, Transportation Problem, Demand level, Lexico-
graphic Goal Programming. 

1   Introduction 

Transportation is directly related to industrialization, which is a symbol of devel-
oped country. In balanced/unbalanced Transportation Problem (T.P.), Decision 
Maker has to take a decision. Decision means to choose a better compromising 
course of action out of different available courses of action. The set of different 
actions can be obtained by successful application of OR-techniques. 

One cannot think of industrialization without transportation which includes 
transportation of either public or goods/ores/raw materials etc. The priorities and 
demand may differ quantitatively and/or qualitatively. Apart from carrying per-
sons from one place to other, the transportation problem is mainly concerned  
with the transportation of goods so that total transportation cost/time should be 
minimum. The minimization of transportation cost or transportation time leads to 
maximization of profit, under existing conditions. 
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We are kind aware that India is facing acute power problem which is essential 
for development. Organizations are working in the field of production and distri-
bution of thermal power whose production is based mainly upon coal. At the same 
time a huge amount of coal is required by steel manufacturing companies, bricks 
manufacturing companies, and many others. So demand for coal is very high but 
supply is less or limited due to various reasons. Thus in most of the cases we gen-
erally encounter with unbalanced transportation problems in which total supply 
are less than total demand. 

The present paper deals with a sample problem taken from fourteen coal pro-
duction sites (collieries) and six consumption sites (destinations) situated in Kuju / 
Charhi area of Central Coalfield Limited (A unit of Coal India Limited) in Hazari-
bag district of Jharkhand State. Presently the available methods for Transportation 
Problem did not provide to supply of commodity from every source/production 
site to every customers/consumption site. The purpose of this paper is to present a 
model so that the companies must have a good number of customers and should 
try to supply the commodities to all customers also companies running in loss  
may run in profit by making them a professional profitable public sector. This is 
possible by Genetic Algorithm Technique, a powerful technique to solve  
multi-objective decision-making problems. Genetic Algorithms perform directed 
random search through a given set of alternatives with the aim of finding the  
best alternative with respect to the given criteria of goodness. However the per-
formance of any model will be depending on the availability of fund and local 
conditions. 

2   Genetic Algorithm 

Genetic Algorithm (GA), which focuses on optimizing general combinatorial 
problems; is a search technique used in computing to find true or approximate  
solutions to Optimization problems. GAs are a particular class of evolutionary al-
gorithms that use techniques inspired by evolutionary biology such as (biological) 
inheritance, mutation, selection and crossover (recombination). GA is categorized 
as global optimization as well as global search heuristics. Here a candidate solu-
tion is represented by strings over a finite alphabet. Genetic Algorithm’s are well 
suited for optimizing combinatorial problems [1, 2].  

The development of a GA in the solution of a particular optimization problem 
involves two types of decisions. The first concerns the way in which the problem 
is to be modeled to fit into the GA framework and includes the definition of the 
space of feasible solutions, the form of the fitness function and the way in which 
individuals are to be represented. The second concerns the parameters of the GA 
itself and includes the proportion of the population to be produced as a result of 
reproduction, crossover and mutation; the selection procedure; the population size; 
the number of generations and other related decisions. 

The basic structure and operation of a GA is as follows:- 
GAs operates on a population of structures which are fixed length strings 

representing all possible solutions of a problem domain. Using such a representa-
tion, an initial population is randomly generated. For each structure (trial solution) 
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in the population, a fitness value is assigned. Each structure is then assigned a 
probability measure based on the fitness value which decides the contribution a 
parent solution makes to the new generation. This phase is referred to as the Re-
production Phase. Each of the offspring generated by the reproduction phase is 
then modified using Genetic Operators. The two operators used here are the  
Crossover Operator and the Mutation Operator. In the Crossover Operation, two 
individual strings are selected randomly for the population. A Crossover point is 
randomly selected to lie between the defining lengths of the string. The resulting 
substrings of the two parent strings are swapped resulting in two new strings. The 
Mutation Operator generates a new string by independently modifying the values 
at each loci of an existing string with a probability pm. The parameter pm is re-
ferred to as the probability of mutation. 

3   Transportation Problem 

General Transportation Problem (T.P.) with m Factory/production sites Fi and n 
destination Dj is given by the cost matrix [Cij], i = 1, 2, . . ., m,  and  j = 1, 2, . . ., 
n, together with production capacity (supply) ai at Fi  and demand bj at Dj [3, 4]. 

The problem is said to be balanced if ∑
=

m

i 1

ai =  ∑
=

n

j 1

bj     (i.e. total supply = total 

demand) otherwise unbalanced. 
Let the problem under consideration be unbalanced so that total demand ex-

ceeds total supply. The problem can be expressed mathematically as,  

Minimize Z =  ∑
=

m

i 1

 ∑
=

n

j 1

 cij xij 

Subject to, 

  ∑
=

n

j 1

xij = ai,   i = 1, 2, . . ., m. 

∑
=

m

i 1

xij ≥ bj,   j = 1, 2, . . ., n   

∑
=

m

i 1

ai  ≤  ∑
=

n

j 1

bj,         xij  ≥  0.              ... (i) 

Where, xij is the amount of goods to be transported from source (production site) 
Fi to the destination (consumption site) Dj. 

4    Formulation of Transportation Problem as Goal 
Programming Problem 

Goal Programming (GP) is a highly flexible and practical methodology for model-
ing, solving and analyzing problems with multiple conflicting objectives. The key 
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aim of GP is to minimize deviations from the goal values. Fixing the relevant goal 
values is one of the most important steps of developing a GP model without which 
the formulation of the problem may lead to a wrong solution. Alternate acceptable 
solutions also exist. At different levels Decision Maker (DM) can always change 
the priority to suit the situations. 

The GP formulations ordered the unwanted deviations into a number of priority 
levels, with the minimization of a deviation in a higher priority level being of infi-
nitely more importance than any deviations in lower priority levels [5, 6]. This is 
known as Lexicographic or Pre–emptive GP. Ignizio [7, 8] gives an algorithm 
showing how a Lexicographic GP can be solved as a series of linear programmes. 
Lexicographic GP should be used when there exists a clear ordering amongst the 
decisions. A prioritized version of GP can be expressed as, 

Minimize F(d)= P1( ∑
+

+=

mk

kr 1

dr
++ ∑

+

+=

mk

kr 1

dr
-) +∑

+

=

1

2

k

r

Pr(dr-1
++dr-1

- ) 

Subject to, 

fr(x) + dr
- - dr

+ =  Pr,       r = 1, 2, . . .,  k. 

gi(x) + di
- - di

+ =  Pi,       i = k+1,  . . .,  k+m. dr
+ ,      dr

- ,  di
+ , di

- ,  xj  ≥ 0,   

       j = 1, 2, . . .,  n. 

with the conditions  

dr
+. dr

- =   0  =   di
+ . di

- , V r and i.                          ... (ii) 

fr(x) and gi(x) are linear functions of decision variables, the model (ii) can be 
solved by modified simplex method (Lee [9] and Ignizio [10]). The objective in 
model (ii) can be taken in a number of ways by changing the priority levels of 
goals. 

Using model (ii), the goal programming version of model (i) can be written as, 

Minimize F(d) =  ∑
=

n

j 1

Pj(dj¯ )+dn+1
+ 

Subject to, 
Supply constraints, 

∑
=

n

j 1

xij + dj
- - dj

+ =  ai,   i = 1, 2, . . ., m; j = 1,2, . . ., k. 

Demand goals,  

∑
=

m

i 1

xij + dj¯
 - dj

+
 = bj

*,              j = k+1, k+2, . . ., k+n. 
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and, Budget goal, 

∑
=

m

i 1

 ∑
=

n

j 1

 cij xij + dk+n+1¯  - dk+n+1
+  = B,                 ... (iii) 

where, dj
- . dj

+ = 0,  V j;  xij, dj¯ , dj
+  ≥ 0; and d j¯ , dj

+, (j = 1, 2, . . ., n, n+1) are 
deviational variables, bj

* represents certain percentage of  bj so that bj
* ≤ bj  V j = 

1, 2, . . . , n, and B represents budget aspiration level as fixed by the DM. 

5   Methodology 

Developed tools of GA are used to obtain the optimize solution of Multi-objective 
Optimization Problem from Management and Industrial Engineering for Decision 
Maker. In the proposed technique, known as MI-LX-PM, the issue of exploration 
and exploitation makes a recombination and mutation operator dependent on the 
chosen selection operator for successful GA run [10, 11, 12]. 

MI-LX-PM (Laplace Crossover – LX and Power Mutation – PM are extended 
for integer decision variables) is efficient to solve integer and mixed integer con-
strained optimization problems. Here, a special truncation procedure for satisfac-
tion of integer restriction on decision variables and a ‘parameter free’ penalty  
approach for constraint handling are used. The proposed steps and techniques are 
as follows: 

Step 1st   Real Coded Genetic Algorithm 
The way the variables are coded is clearly essential for GAs efficiency. Here real 
– encoding of chromosomes is used in which decision variables are encoded as 
real numbers. GAs which make use of the real-encoding of chromosomes are 
termed as Real Coded Genetic Algorithms (RCGA). This representation seems 
quite natural to deal with problems having continuous search space. The use of 
real-parameter makes it possible to use large domains for variables. 

Step 2nd Tournament Selection Technique 
Genetic Algorithms use a selection technique to select individuals from the popu-
lation to insert individual into mating pool. Individuals from the mating pool are 
used to generate new offspring, with the resulting offspring forming the basis of 
the next generation.  

Goldberg and Deb ([13]) have shown that the Tournament Selection has better 
or equivalent convergence and computational time complexity properties when 
compared to any other reproduction operator that exists in the literature. So, in this 
algorithm, Tournament Selection operator is used as Reproduction Operator. In 
the Tournament Selection, tournaments are played between k solutions (k is tour-
nament size) and the better solution is chosen and placed in the mating pool. k 
other solutions are picked again and another slot in the mating pool is filled with 
the better solution. If carried out systematically, each solution can be made to par-
ticipate in exactly k tournaments. The best solution in a population will win all  
the k-tournaments, thereby making k copies of it in the new population. Using a 
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similar argument the worst solution will lose in all the k-tournaments and will be 
eliminated from the population. The user specifies the size of the tournament set 
as a percentage of the total population. Here, Tournament Selection Operator with 
tournament size three is used. 

Step 3rd    Laplace Crossover 
In RCGAs, crossover has always been considered to be the fundamental search 
operator. Deep and Thakur ([14]) introduce a new parent centric real coded cros-
sover operator, based on Laplace Distribution, known as Laplace Crossover (LX) 
to improve the performances of Real Coded Genetic Algorithms for function op-

timization. Using Laplace Crossover, two off springs ( )
 = (

( )
,

( )
, …, ( )

) and ( )
 = (

( )
,

( )
, …, 

( )
) are generated from a pair of parents ( )

 = (
( )

,
( )

, …, 
( )

) and  ( )
 = (

( )
,

( )
, …, 

( )
) in the fol-

lowing way. 

First, two uniformly distributed random numbers, , ∈[0,1] are generated. 
Then, a random number βi is generated which follows the Laplace distribution by 
simply inverting the distribution function of Laplace distribution as follows: 

                   βi =
 log ( ) ,+  log ( ) , >  . 

The offsprings are given by the equation, ( )
 = 

( )
 + 

( )  ( )
 , 

                                
( )

 = 
( )

 + 
( )  ( )

 . 

This way the Laplace Crossover operator exhibits self adaptive behavior. If Lap-

lace Crossover produces an offsprings which violates a box-constraint, i.e.   < 

  or   >  for some i, then  is assigned a random value in the interval 

[  , ]. 

Step 4th Power Mutation 
A mutation operator known as Power Mutation (PM), which is based on power 
distribution, is introduced for RCGA s ([15]). Its distribution function is given by, 
f(x)= pxp-1, 0 ≤ x ≤1, and the density function is given by F(x) = xp, 0 ≤ x ≤1, 
where p is the index of the distribution. 

The PM is used to create a solution y in the vicinity of a parent solution  in 
the following manner. First a uniform random number t between 0 and 1 is created  
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and a random number s is created which follows the above mentioned distribution. 
Then following formula is used to create the muted solution, = ( ),   < ,+ ( ),  , where t = 

 
 and  x land  xu 

are lower and upper bounds of the decision variable and r is a uniformly distri-
buted random number between 0 and 1. The strength of mutation is governed by 
the index of the mutation (p). For small values of p less perturbance in the solution 
is expected and for large values of p more diversity is achieved. The probability of 

producing a mutated solution y on left (right) side of  is proportional to distance 

of   from x l ( xu) and the muted solution is always feasible. 

Algorithm of Genetic Algorithm:- 
1) Input 

a. A population of a set of solutions (P), 
b. Population size (m), 
c. Number of iterations (N). 

2) Output: Best possible solution (SB), and Cost of SB. 
3) Repeat. 
4) Sort solutions in P according to their costs. 
5) Reproduction (P, s1, s2) selects two solutions s1 and s2 from P random-

ly. For exponential chance of selecting fittest solution generate a ran-
dom number n1 between [0, n-1] and then generate another random 
number n2 between [0, n1]. 

6) Perform S = Crossover (s1, s2). For this select randomly a number n* 
between [2, n-1]. Construct a solution s1* by taking first n* blocks of s1 
and last (n-n*) blocks of s2. Construct one another solution s2* by tak-
ing first n* blocks of s2 and the last (n-n*) blocks of s1.   

7) Find cost of two solutions. 
8) Take the best from these two solutions from Crossover in P 
9) Perform Mutation (e.g. after every five iteration). This is done by allo-

cating an unallocated job for each solution in P. 
10) Until (P converges or N iterations performed). 
11) Set SB as first solution of P. 

End Algorithm of Genetic Algorithm. 

6   Sample Problem 

Fourteen coal production sites with six user sites situated in C.C.L. Area (Unit of 
Coal India Ltd.) in Hazaribag of Jharkhand has been considered for our sample 
problem [16]. Let, Xij = Amount of coal (lac metric ton) required to transport from 
ith production site to jth consumption site, i = 1, 2,..., 14 and j = 1, 2, ...,6. As per 
the data collected approximately, the information can be tabulated as Table 1: 
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Table 1. 

Destination 
        Source

Source-point    

01. 

KW 

02. 

Giddi W 

03. 

Rajrappa

04. 

NRS 

05. 

TTPS

06. 

PTPS 

Supply 

01. 
Kuju 

 

088 

 

128 

 

180 

 

056 

 

128 

 

200 

 

10 

02. 
Ghato 

 

032 

 

220 

 

280 

 

128 

 

208 

 

300 

 

05 

03. 
Tapin N 
 

 

048 

 

272 

 

300 

 

180 

 

280 

 

340 

 

07 

04. 
Tapin S 
 

 

064 

 

172 

 

272 

 

152 

 

240 

 

312 

 

08 

05. 
KOGP 
 

 

032 

 

280 

 

320 

 

220 

 

300 

 

340 

 

05 

06. 
KOCP 
 

 

032 

 

320 

 

320 

 

208 

 

288 

 

360 

 

09 

07. 
Jh. New 
 

 

040 

 

300 

 

340 

 

208 

 

312 

 

368 

 

06 

08. 
Parej 
 

 

024 

 

260 

 

348 

 

208 

 

388 

 

340 

 

07 

09. 
Sayal 
 

 

220 

 

220 

 

300 

 

272 

 

320 

 

180 

 

08 

10. 
Pundi 
 

 

088 

 

192 

 

200 

 

080 

 

192 

 

288 

 

07 

11. 
Saunda D 
 

 

220 

 

216 

 

268 

 

208 

 

300 

 

060 

 

10 

12. 
Urimari 
 

 

260 

 

060 

 

208 

 

180 

 

240 

 

128 

 

09 

13. 
Giddi A 
 

 

309 

 

002 

 

240 

 

180 

 

260 

 

120 

 

08 

14. 
Sounda 
 

 

240 

 

040 

 

260 

 

192 

 

280 

 

064 

 

06 

Demand 
 

 
15 

 
15 

  
12 

 
25 

 
20 

 
20 

    105 
107 

 
Here we find that total supply = Σai = 105 lac metric ton and total demand =  

Σbj  = 107 lac metric ton, that is supply is less than demand. The problem is thus 
unbalanced. 
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Solution obtained by different methods (using software) for Transportation 
Problems e.g. North–West corner method, Least-Cost method, Vogel’s method are 
summarized as follows: 

 
North–West corner method:- 

a. Value of variables xij:  x1,5 = 10, x2,5 = 5, x3,4 = 7, x4,4 = 5, x4,5 = 3, 
x5,1=1, x5,3 = 4, x6,1=7, x6,5 = 2, x7,4 = 6, x8,1 = 7, x9,3 = 4, x9,6 = 4, x10,4 = 7, 
x11,6= 10, x12,2= 7, x12,3= 2 x13,2= 8, x14,6= 6; {Dummy variable, x15,3= 2}. 

b. Objective Value: Rs.12, 904.00. 

Least-Cost method:- 
a) Value of variables xij:  x1,5 = 10, x2,5=5, x3,4=7, x4,4=8, x5,1= 5, x6,3 = 4, 

x6,5 = 5, x7,1 = 3, x7,4 = 3, x8,1 = 7, x9,3 = 4, x9,6 = 4, x10,4 = 7, x11,6 = 10, 
x12,2 = 7, x12,3 = 2 x13,2 = 8, x14,6 = 6; {Dummy variable, x15,3 = 2}. 

b) Objective Value: Rs.12, 904.00. 

Vogel’s method:- 
(a) Value of variables xij: x1,5 = 10, x2,5 = 5, x3,4=7, x4,3= 3,x4,4 = 5, x5,1 = 4, 

x5,3 =1, x6,1 =4, x6,5 =5, x7,4 =6, x7,4 =3, x8,1 =7, x9,3 =4, x9,6 =4, x10,4 =7, 
x11,6 =10, x12,2=7, x12,3=2, x13,2=8, x14,6=6; {Dummy variable, x15,3 = 2}. 

(b) Objective Value:  Rs.12, 904.00. 

Mathematical formulation of T.P. and solution obtained by using GA 
Technique:- 

Mathematical formulation of above problem may be written as, 
Min Z = 088x1,1 + 128x1,2 + 180x1,3 + 056x1,4 + 128x1,5 + 200x1,6 + 032x2,1 + 

220x2,2 + 280x2,3 + 128x2,4 + 208x2,5 + 300x2,6 + 048x3,1 + 272x3,2 + 
300x3,3 + 180x3,4 + 280x3,5 + 340x3,6 + 064x4,1 + 172x4,2 + 272x4,3 + 
152x4,4 + 240x4,5 + 312x4,6 + 032x5,1 + 280x5,2 + 320x5,3 + 220x5,4 + 
300x5,5 + 340x5,6 + 032x6,1 + 320x6,2 + 320x6,3 + 208x6,4 + 288x6,5 + 
360x6,6 + 040x7,1 + 300x7,2 + 340x7,3 + 208x7,4 + 312x7,5 + 368x7,6 + 
024x8,1 + 260x8,2 + 348x8,3 + 208x8,4 + 388x8,5 + 340x8,6 + 220x9,1 + 
220x9,2 + 300x9,3 + 272x9,4 + 320x9,5 + 180x9,6 + 088x10,1 + 192x10,2+ 
200x10,3 + 080x10,4 + 192x10,5 + 288x10,6 + 220x11,1 + 216x11,2 + 268x11,3 + 
208x11,4 + 300x11,5 + 060x11,6 + 260x12,1 + 060x12,2 + 208x12,3 + 180x12,4 + 
240x12,5 + 128x12,6 + 300x13,1 + 002x13,2 + 240x13,3 + 180x13,4 + 260x13,5 + 
120x13,6 + 240x14,1 + 040x14,2 + 260x14,3 + 192x14,4 + 280x14,5 + 064x14,6. 

Subject to, 
x1,1 + x1,2 + x1,3 + x1,4 + x1,5 + x1,6 ≤ 10 
x2,1 + x2,2 + x2,3 + x2,4 + x2,5 + x2,6 ≤ 05 
x3,1 + x3,2 + x3,3 + x3,4 + x3,5 + x3,6 ≤ 07 
x4,1 + x4,2 + x4,3 + x4,4 + x4,5 + x4,6 ≤ 08 
x5,1 + x5,2 + x5,3 + x5,4 + x5,5 + x5,6 ≤ 05 
x6,1 + x6,2 + x6,3 + x6,4 + x6,5 + x6,6 ≤ 09 
x7,1 + x7,2 + x7,3 + x7,4 + x7,5 + x7,6 ≤ 06 
x8,1 + x8,2 + x8,3 + x8,4 + x8,5 + x8,6 ≤ 07 
x9,1 + x9,2 + x9,3 + x9,4 + x9,5 + x9,6 ≤ 08 
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x10,1 + x10,2 + x10,3 + x10,4 + x10,5 + x10,6 ≤ 07 
          x11,1 + x11,2 + x11,3 + x11,4 + x11,5 + x11,6 ≤ 10 
          x12,1 + x12,2 + x12,3 + x12,4 + x12,5 + x12,6 ≤ 09 
          x13,1 + x13,2 + x13,3 + x13,4 + x13,5 + x13,6 ≤ 08 

x14,1 + x14,2 + x14,3 + x14,4 + x14,5 + x14,6 ≤ 06 
x1,1 + x2,1 + x3,1 + x4,1 + x5,1 + x6,1 + x7,1 + x8,1 + x9,1 + x10,1 + x11,1 + x12,1 + 

x13,1 + x14,1 ≥ 15 
x1,2 + x2,2 + x3,2 + x4,2 + x5,2 + x6,2 + x7,2 + x8,2 + x9,2 + x10,2 + x11,2 + 

x12,2 + x13,2 + x14,2 ≥ 15 
x1,3 + x2,3 + x3,3 + x4,3 + x5,3 + x6,3 + x7,3 + x8,3 + x9,3 + x10,3 + x11,3 + 

x12,3 + x13,3 + x14,3 ≥ 12 
x1,4 + x2,4 + x3,4 + x4,4 + x5,4 + x6,4 + x7,4 + x8,4 + x9,4 + x10,4 + x11,4 

+ x12,4 + x13,4 + x14,4 ≥ 25 
x1,5 + x2,5 + x3,5 + x4,5 + x5,5 + x6,5 + x7,5 + x8,5 + x9,5 + x10,5 + x11,5 + 

x12,5 + x13,5 + x14,5 ≥ 20 
x1,6 + x2,6 + x3,6 + x4,6 + x5,6 + x6,6 + x7,6 + x8,6 + x9,6 + x10,6 + x11,6 + 

x12,6 + x13,6 + x14,6 ≥ 20 
where, xij ≥ 0, i = 1, 2, ..., 14; j = 1, 2, ..., 6.        ... (iv) 

Solution obtained by using Genetic Algorithm Technique- 

a) Objective Value: Rs.18,618.909981667013. ≈ Rs.18,618.91. 
b) Crossover Probability: 0.8000. 
c) Mutation Probability: 0.0001. 
d) Value of variables xij:  
x1,1=1.41869556,      x1,2=2.79938128,   x1,3=1.13873383, x1,4=0.29284409, 
x1,5=1.71501670,  x1,6=0.36057845, x2,1=0.65297580, x2,2=0.04127890, 
x2,3=0.16830337,     x2,4=1.74936827,     x2,5=0.53944459,     x2,6=1.56243490, 
x3,1=1.86437378, x3,2=0.76069579, x3,3=0.50853819, x3,4=0.49110544, 
x3,5=0.79155924, x3,6=2.12695992, x4,1=0.88075749, x4,2=1.30623048, 
x4,3=1.38844905,    x4,4=1.60940541,      x4,5=0.80115520,     x4,6=0.52960272, 
x5,1=0.63596981,  x5,2=0.54760036,    x5,3=1.01021899,       x5,4=1.05992640, 
x5,5=0.98395596, x5,6=0.60837914, x6,1=0.55077030, x6,2=0.80658721, 
x6,3=1.23412565,  x6,4=0.87411499,      x6,5=3.18037858,     x6,6=1.14503750, 
x7,1=0.86110934, x7,2=0.83897026, x7,3=0.29825203, x7,4=1.44305360, 
x7,5=1.50034035, x7,6=0.94028400, x8,1=0.74105452, x8,2=1.66950575, 
x8,3=0.69507665,  x8,4=0.46996134,      x8,5=0.63062440,     x8,6=1.60154761, 
x9,1=0.56770727, x9,2=3.61812218, x9,3=1.02692210, x9,4=0.34264968, 
x9,5=0.62657657, x9,6=0.89068298, x10,1=2.12830442, x10,2=0.30014077, 
x10,3=1.01699623, x10,4=1.22829430, x10,5=1.04816440, x10,6=0.68735710, 
x11,1=1.62318497, x11,2=0.98722849, x11,3=1.38888093, x11,4=0.75560671, 
x11,5=1.28758097, x11,6=3.68513199, x12,1=1.72430851, x12,2=0.30087553, 
x12,3=1.58016175, x12,4=0.63180436, x12,5=2.00487897, x12,6=0.67077166, 
x13,1=0.68765705, x13,2=2.26123113, x13,3=0.69052304, x13,4=1.93433436, 
x13,5=0.40767783, x13,6=0.88888020, x14,1=0.66317503, x14,2=0.45467059, 
x14,3=1.08529863, x14,4=0.40475719,    x14,5=2.09144415,   x14,6=0.38914215.  
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The graph of maximum fitness vs. number of generation shows the favorable qual-
ity of the results as effect of number of generation on the optimal solution- 

 

Fig. 1. Maximum fitness value vs. Number of Generation 

Mathematical formulation as G.P. of T.P.:- 
The GP version of the above model (iv) may be obtained as,  
    Minimize F(d)   
       Subject to, 

 supply goal, 
x1,1 + x1,2 + x1,3 + x1,4 + x1,5 + x1,6 ≤ 10 
x2,1 + x2,2 + x2,3 + x2,4 + x2,5 + x2,6 ≤ 05 
x3,1 + x3,2 + x3,3 + x3,4 + x3,5 + x3,6 ≤ 07 
x4,1 + x4,2 + x4,3 + x4,4 + x4,5 + x4,6 ≤ 08 
x5,1 + x5,2 + x5,3 + x5,4 + x5,5 + x5,6 ≤ 05 
x6,1 + x6,2 + x6,3 + x6,4 + x6,5 + x6,6 ≤ 09 
x7,1 + x7,2 + x7,3 + x7,4 + x7,5 + x7,6 ≤ 06 
x8,1 + x8,2 + x8,3 + x8,4 + x8,5 + x8,6 ≤ 07 
x9,1 + x9,2 + x9,3 + x9,4 + x9,5 + x9,6 ≤ 08 
x10,1 + x10,2 + x10,3 + x10,4 + x10,5 + x10,6 ≤ 07 
x11,1 + x11,2 + x11,3 + x11,4 + x11,5 + x11,6 ≤ 10 
x12,1 + x12,2 + x12,3 + x12,4 + x12,5 + x12,6 ≤ 09 
x13,1 + x13,2 + x13,3 + x13,4 + x13,5 + x13,6 ≤ 08 
x14,1 + x14,2 + x14,3 + x14,4 + x14,5 + x14,6 ≤ 06 

    demand goal, 
x1,1 + x2,1 + x3,1 + x4,1 + x5,1 + x6,1 + x7,1 + x8,1 + x9,1 + x10,1 + x11,1 + x12,1 + 

x13,1 + x14,1 ≥ 15 
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x1,2 + x2,2 + x3,2 + x4,2 + x5,2 + x6,2 + x7,2 + x8,2 + x9,2 + x10,2 + x11,2 + x12,2 + 
x13,2 + x14,2 ≥ 15 

x1,3 + x2,3 + x3,3 + x4,3 + x5,3 + x6,3 + x7,3 + x8,3 + x9,3 + x10,3 + x11,3 + x12,3 + 
x13,3 + x14,3 ≥ 12 

x1,4 + x2,4 + x3,4 + x4,4 + x5,4 + x6,4 + x7,4 + x8,4 + x9,4 + x10,4 + x11,4 + x12,4 + 
x13,4 + x14,4 ≥ 25 

x1,5 + x2,5 + x3,5 + x4,5 + x5,5 + x6,5 + x7,5 + x8,5 + x9,5 + x10,5 + x11,5 + x12,5 + 
x13,5 + x14,5 ≥ 20 

x1,6 + x2,6 + x3,6 + x4,6 + x5,6 + x6,6 + x7,6 + x8,6 + x9,6 + x10,6 + x11,6 + x12,6 + 
x13,6 + x14,6 ≥ 20  

    budget goal, 

088x1,1 + 128x1,2 + 180x1,3 + 056x1,4 + 128x1,5 + 200x1,6 + 032x2,1 + 
220x2,2 + 280x2,3 + 128x2,4 + 208x2,5 + 300x2,6 + 048x3,1 + 272x3,2 + 300x3,3 
+ 180x3,4 + 280x3,5 + 340x3,6 + 064x4,1 + 172x4,2 + 272x4,3 + 152x4,4 
+240x4,5 + 312x4,6 + 032x5,1 + 280x5,2 + 320x5,3 + 220x5,4 + 300x5,5 + 
340x5,6 + 032x6,1 + 320x6,2 + 320x6,3 + 208x6,4 + 288x6,5 + 360x6,6 + 040x7,1 
+ 300x7,2 + 340x7,3 + 208x7,4 + 312x7,5 + 368x7,6 + 024x8,1 + 260x8,2 + 
348x8,3 + 208x8,4 + 388x8,5 + 340x8,6 + 220x9,1 + 220x9,2 + 300x9,3 + 272x9,4 
+ 320x9,5 + 180x9,6 + 088x10,1 + 192x10,2+ 200x10,3 + 080x10,4 + 192x10,5 + 
288x10,6 + 220x11,1 + 216x11,2 + 268x11,3 + 208x11,4 + 300x11,5 + 060x11,6 + 
260x12,1 + 060x12,2 + 208x12,3 + 180x12,4 + 240x12,5 + 128x12,6 + 300x13,1 + 
002x13,2 + 240x13,3 + 180x13,4 + 260x13,5 + 120x13,6 + 240x14,1 + 040x14,2 + 
260x14,3 + 192x14,4 + 280x14,5 + 064x14,6 ≤ 100.  

absolute objective,                   

xij ≥ 0, i = 1, 2, ..., 14; j = 1, 2, ..., 6.                ... (v) 

Where F(d) is a function of prioritized goal deviations. 
Here, an aspiration level of 100 lac rupees has been assigned to the budget goal. 

A number of alternate solutions may be obtained by changing priorities of goals. 
Other negotiable solutions in different conditions for the model (v) can be ob-

tained by reducing the demands by 75% and/or 50% that is with demand goals. 

x1,1+ x2,1+ x3,1+ x4,1+ x5,1+ x6,1+ x7,1+ x8,1+ x9,1+ 
   x10,1+ x11,1+ x12,1+ x13,1+ x14,1 ≥11.25 or 7.5.  

x1,2+ x2,2+ x3,2+ x4,2+ x5,2+ x6,2+ x7,2+ x8,2+ x9,2+ 
 x10,2+ x11,2+ x12,2+ x13,2+ x14,2 ≥ 11.25 or 7.5. 

x1,3+ x2,3+ x3,3+ x4,3+ x5,3+ x6,3+ x7,3+ x8,3+ x9,3+ 
   x10,3+ x11,3+ x12,3+ x13,3+ x14,3 ≥ 09  or  06. 
x1,4+ x2,4+ x3,4+ x4,4+ x5,4+ x6,4+ x7,4+ x8,4+ x9,4+ 
   x10,4+ x11,4+ x12,4+ x13,4+ x14,4 ≥18.75 or 12.5. 
x1,5+ x2,5+ x3,5+ x4,5+ x5,5+ x6,5+ x7,5+ x8,5+ x9,5+ 

 x10,5+ x11,5+ x12,5+ x13,5+ x14,5 ≥15  or  10. 
x1,6+ x2,6+ x3,6+ x4,6+ x5,6+ x6,6+ x7,6+ x8,6+ x9,6+ 
                 x10,6+ x11,6+ x12,6+ x13,6+ x14,6 ≥15  or  10                             ... (vi) 
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Taking demand levels at 100% (total demand = 107.00), 75% (total demand = 
80.25), 50% (total demand = 53.50) and different priority levels of all supply de-
mand and budget goals, altogether six different situations occurred in each case in 
which a number of alternate solutions were found, which satisfy absolute objec-
tives xij. Let S, B, D stand for supply, demand and budget goals respectively. The 
solutions obtained by solving (v) and (vi) can be tabulated as follows: 

Table 2. Solution Table 

Sr
  No

Demand
Level 

Priority
Order 

N0. of 
alternate
solution

Best solution obtained Total demand 
fulfilled out of 
107/80.25/53.5 units 

      
1 100%S D

B 
11 X1,5=10.000, X2,5=5.000,

X3,4=7.000, X4,4=5.000,
X4,5=3.000, X5,1=1.000,
X5,3=4.000,  X6,1=7.000,
X6,5=2.000, X7,4=6.000,
X8,1=7.000, X9,3=4.000,
X9,6=4.000, X10,4=7.000,
X11,6=10.000, X12,2=7.000,
X12,3=2.000,         X13,2=8.000, 
X14,6 = 6.000. 

105.0000 

  S B D 01 X8,1 = 3.500, X13,2 = 8.000. 11.5000 
  D S  B 11 X1,5=10.000, X2,5=5.000,

X3,4=7.000, X4,4=5.000,
X4,5=3.000, X5,1=1.000,
X5,3=4.000, X6,1=7.000,
X6,5=2.000, X7,4=6.000,
X8,1=7.000, X9,3=4.000,
X9,6=4.000, X10,4=7.000,
X11,6=10.000, X12,2=5.000,
X12,3=4.000, X13,2=10.000,
X14,6 =6.000. 

107.0000 
(Acceptable) 

BudgetRs.13,204.00 

  D  B S 01 X1,3=12.000, X1,4=25.000,
X1,5=20.000,  X8,1=15.000,
X11,6=20.000, X13,2=15.000. 

107.0000 
(Acceptable) 

Budget-Rs. 6,710.00 
  B S  D 01 X8,1=3.500, X13,2 = 8.000. 11.5000 
  B D  S 01 X8,1 = 2.9167, X13,2 = 15.000. 17.9167 
      
2 75%B D  S 01 X8,1 = 3.2292, X13,2 = 11.2500. 14.4792 
  B S  D 01 X8,1 = 3.500,   X13,2 = 8.000. 11.5000 
  D B  S 01 X1,3=9.000, X1,4=18.750,

X1,5=15.000, X8,1=11.250,
X11,6=15.000,   X13,2=11.250. 

80.2500 
(Acceptable) 

Budget-Rs. 5,782.50 
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Table 2. (continued) 

  D S  B 09 X1,5=10.000, X2,5=5.000,
X3,4=3.750, X4,4=8.000,
X5,1=4.250, X8,1=7.000,
X9,3=2.250, X10,4=7.000,
X11,6=10.000, X12,2=2.250,
X12,3=6.750, X13,2=8.000,
X14,2=1.000,       X14,6 = 5.000.

80.2500(Acceptable)
Budget-Rs. 8,265.00 

  S B  D 01 X8,1 = 3.500,    X13,2 = 8.000. 11.5000 
  S D  B 09 X1,5=10.000, X2,5=5.000,

X3,4=3.750, X4,4=8.000,
X5,1=4.250, X8,1=7.000,
X9,3=2.250, X10,4=7.000,
X11,6=10.000, X12,2=2.250,
X12,3=6.750, X13,2=8.000,
X14,2=1.000,       X14,6 = 5.000.

80.2500 
(Acceptable) 

Budget-Rs. 8,265.00 

      
3 50%B D  S 01 X8,1 = 3.5417, X13,2 = 7.5000. 11.0417 

  B S  D 01 X8,1 = 3.5417, X13,2 = 7.5000. 11.0417 
  D B  S 01 X1,3=6.0000, X1,4=12.5000,

X1,5=10.0000, X8,1=7.5000,
X11,6=10.0000, X13,2=7.5000. 

53.5000 
(Acceptable) 

Budget-Rs. 3,855.00 
  D S  B 03 X1,5=10.0000, X2,4=5.0000,

X4,4=0.5000, X6,1=0.5000,
X8,1=7.0000, X10,4=7.0000,
X11,6=10.0000, X12,3=6.0000,
X13,2=7.5000. 

53.5000 
(Acceptable) 

Budget-Rs. 4,603.00 

  S B  D 01 X8,1 = 3.5417,   X13,2 = 7.5000. 11.0417 
  S D  B 03 X1,5=10.000, X2,4=5.000,

X4,4=0.500,  X6,1=0.500,
X8,1=7.000, X10,4=7.000,
X11,6=10.000, X12,3=6.000,
X13,2=7.500. 

53.5000 
(Acceptable) 

Budget-Rs. 4,603.00 

7   Discussion and Implication for Management 

In general methods of Transportation Problem, one should concern mainly for its 
budget. After converting the problem in GP model, options explored for DM to 
provide preference in either demand or supply or budget as he wishes to fulfill the 
preferences specified by the management. It is observed from the obtained  
solution table that the solution with 100% demand level dominates over other two 
solutions from decision point of view. More interactive solutions can also be  
provided by changing demand goals and their priority levels. The solution ob-
tained by GP formulation of TP is good over general methods and having open 
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opportunity for DM with budget, demand and supply. But, none of these methods 
supply the commodities to all customers. 

In multiple objective decision problems we can not take a decision randomly 
because it may hamper the future prospects. That’s why we required prioritiza-
tion/ranking of the objectives according to their importance. Suppose, according to 
priority, the objectives (for supply as per demand) at first two priorities are satis-
fied but others are less or poorly satisfied.  Then a question arises – Is this solution 
the best one? Of course not, from the management point of view, because so far 
supply of commodity to a number of customers is concerned, it is certainly not fair 
to satisfy one or two customers only leaving others waiting. Thus in the present 
scenario it is advisable that a company must have a good number of customers and 
should try to supply the commodities to all customers up to a justified level. The 
same idea is the outcome of the present paper, which follows the solution obtained 
on mathematical formulation of transportation problem using the GA technique. 

8   Conclusion 

Decision taken by DM is the best compromise one; even it requires support from 
the managerial team. And to get a good decision support we generally need 
help/advice of professionals. The used GA technique permits the DM to supply 
the every different type of commodities to all customers up to a justified level. 
This is certainly a development over transportation problems, which helps DM of 
a company as well as customers. 

9   Future Prospect 

Incorporating any developed learning strategy in the Genetic Algorithm Tech-
nique may be helpful for the improvement in the result. 
 
Acknowledgment. The authors acknowledge to Prof. Darogi Singh, (Retd.), B.I.T., Sindri, 
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A New Real Coded Genetic Algorithm 
Operator: Log Logistic Mutation 
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Abstract. In this study, a new mutation operator for real coded genetic algorithms 
called the Log Logistic Mutation (LLM) is proposed. The performance of LLM is 
compared with existing real coded mutation operator namely Power Mutation 
(PM). LLM is used in conjunction with a well known crossover operator; Laplace 
Crossover (LX), to obtain a new generational real coded genetic algorithm called 
LX-LLM. LX-LLM is compared with the existing LX-PM. The performance of 
both the genetic algorithms is compared on the basis of success rate, average func-
tion evaluation, average error and computational time, and the supremacy of the 
proposed mutation operator is established.  

Keywords: Real Coded Genetic Algorithm, Mutation Operator, Crossover  
Operator.  

1   Introduction 

A number of real life complex problems arising in the field of Engineering, 
Science, Industry and Finance turn out to be nonlinear optimization problems 
which may have constraints associated with them. For this reason, the demand for 
designing efficient, reliable and robust numerical optimization techniques is very 
high. There are a number of stochastic optimization techniques which are being 
used to solve complex optimization problems. Among these Genetic Algorithms 
(GA) are found to be very promising global optimizers. GAs are population based 
heuristics which mimic the Darwin’s principal of “survival of fittest”. The concept 
of GA was given by Holland [4]. A detailed implementation of GA could be found 
in Goldberg [1]. Although initial versions of GA uses binary numbers for encod-
ing of chromosomes but their major drawbacks such as lack of precision and exis-
tence of “Hamming-cliff” problem impel to look for another type of encoding 
scheme.  

To overcome these difficulties related to binary encoding of continuous para-
meter optimization problems, real-encoding of chromosomes is used. GAs which 
make use of real encoding of chromosomes are termed as Real Coded GA 
(RCGA). 
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Although a lot of effort has been put into the development of sophisticated real 
coded crossover operators to improve the performances of RCGAs for function 
optimization. But relatively less effort has been put into designing new mutation 
operators for RCGAs. 

The most important aspect of mutation operator is that it prevents premature 
convergence of an algorithm. Mutation operator provides random diversity in the 
population as described in [10]. There are two issues which are of utmost impor-
tance for application of mutation operators. The first is the probability of mutation 
and the second is the strength of mutation. Detailed study about these can be 
found in [2,5,6]. For brief review of mutation operators see [7]. A novel mutation 
mechanism is also suggested, which is inspired by velocity update equation of 
PSO [3]. In [9] the effectiveness of a novel mutation operator based on immunity 
operation is demonstrated.  

In an endeavor to define new operators for real coded genetic algorithms, in 
this paper, a new mutation operator called Log Logistic Mutation (LLM) is pre-
sented. Combining LLM with Laplace Crossover (LX) [8], a new generational 
RCGA called LX-LLM is designed. It is compared with existing RCGA, LX-PM. 
In order to establish the strength of Log Logistic mutation computational analysis 
is performed and discussed. 

The paper is organized as follows: the proposed Log Logistic Mutation is de-
fined in Section 2. In Section 3, new RCGAs based on Log Logistic Mutation is 
discussed. In Section 4, the experimental setup of all the GAs is explained. The 
computational results and discussion is given in Section 5. Finally in Section 6, 
the conclusions are drawn. 

2   The Proposed Mutation Operator  

The proposed mutation operator is based on Log-Logistic distribution and is 
represented as Log-Logistic mutation (LLM). Its density function is given by 
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where 0>α is shape parameter and 0>β  is scale parameter.  

A mutated solution M is created in the vicinity of the solution P as follows: 
Generate a uniformly distributed random number ∈r [0, 1], 
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  if  Tr < ; then  

  )( LPPM −λ−=          (3) 

 else 

  )( PUPM −λ+=          (4) 

where L and U are the lower and upper bounds of decision variable, 

)()( PULPT −−=  and λ  is a random number following Log-Logistic dis-

tribution and is given by:  

α−β=λ /1)1/( hh             (5) 

where )1,0(∈h is a uniformly distributed random number. The density function 

of Log-Logistic distribution for 2/1=α  and 4/1=α  is shown in Fig. 1. It is 
clear from the figure that for small values of α  less disturbance in the solution is 
expected where as for large values of α  more diversity is achieved. The parame-
ter α  is termed as mutation index as it controls the strength of mutation.  

 
Result: The mutated solution obtained from Log Logistic Mutation (LLM) will al-
ways be feasible. 

The proof of the result is given below: 
Given: M is the mutated solution obtained from the parent P and UPL ≤≤ . 

)1,0(∈λ  is a random number following Log-Logistic distribution. Also either 

)( LPPM −λ−= or )( PUPM −λ+= . 

To Show: UML ≤≤ . 

Since 10 <λ< . 

01 >λ−⇒  and 0≥− LP  
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from equations (6) and (7) we get UML ≤≤ .  
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Fig. 1. Density function of Log Logistic distribution for 1 1/ 2, 1 / 4andβ α α= = =  

3   The Proposed New RCGA  

In this section a new RCGA namely LX-LLM is proposed, which combines the 
use of Laplace crossover with Log Logistic mutation. LX-LLM is compared with 
the existing LX-PM. Both the algorithms use tournament selection with tourna-
ment size three. In addition both the RCGAs are elite preserving with elitism size 
one. The elitism operator is put into effect to maintain fitness stability helping to 
increase the search performance of the proposed algorithm. 

Table 1. List of Nonscalable benchmark functions 

S.No Function  Mathematical formula                Range          Min 

  1 Easom 2D            )2)
2

(2)
1

(exp()
2

cos()
1

cos( π−−π−−− xxxxxfMin [-10, 10]        -1 

  2 Becker and Lago 
2)5

2
(2)5

1
( −− xxxfMin          [-10, 10]         0 

  3 Bohachevsky 1    7.0
2

4cos4.0
1

3cos3.02
2

22
1

)( π−π− xxxxxfMin    [-50, 50]         0

     4 Eggcrate              2
2sin

1
2sin252

2
2
1

)( xxxxxfMin          [-2 π , 2 π ]   0 

    5 Periodic              )2
2

2
1

exp(1.0
2

2sin
1

2sin1)( xxxxxf −−−Min                         [-10, 10]         0.9 
 

 
 
Both the RCGAs are terminated if: either the prespecified maximum number of 

generations (3000) is reached or the best solution obtained by the algorithm lies 
within specified accuracy (0.01) of known optimum, whichever occurs earlier. 
The algorithm is tested on standard benchmark problems taken from literature  
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which includes: 5 nonscalable test problems (Table 1) and 5 scalable test problems 
of size 30 (Table 2) of different levels of complexity and multimodality. The 
pseudo code of LX-LLM is given below: 

 
Algorithm 

Step 1 (Initialization): 
• Initialize population;  
• Set Generation=0; 

Step 2(Evaluation): Evaluate the fitness for each individual 
Step 3(Termination check): Check the termination criteria If satisfied stop; else goto 
4. 
Step 4 (GA Operations) 

• Select individuals according to selection algorithm to build a mating pool  
• Crossover the population in mating pool with given crossover probability  
• Mutate the current population with given mutation probability 

Step 5 (Replacement): Replace the old population with new population while retaining 
the best individual for next generation i.e. apply elitism with size 1 
Step 6 

• Evaluate the best fitness and find optimal individual 
• Increment generation; go to step 3. 

Table 2. List of Scalable benchmark functions 

S.No  Function   Mathematical formula          Range              Min 

1 Paviani   

2.0

11

]2))10(ln(2))2[(ln()(min ∏−∑ −−
n

i
ix

n

i
ixixxf

x
[2, 10]30      -997807.705158

 2 Rastrigin   ∑ π−
n

i ixixnxf
x 1

]2cos102[10)(min [-5.12, 5.12]30
 0 

 3 Schwefel   ∑−
n

i ixixxf
x 1

)sin()(min    [-500, 500]30     -12569.48

   4 Sinusoidal  
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
∏ ∏

π
−

π
−−

n

i

n

i
ixixxf

x 1 1 6
5sin

6
sin5.2)(min [0, π ]30                -3.5 

  5 Zakharov’s  
4

12

2

121

2)(min ∑∑∑
n

i
ix

in

i
ix

in

i
ixxf

x
[-10, 10]30 0 

 

4   Experimental Setup 

The experimental setup used for both the RCGAs viz. LX-LLM and LX-PM is 
given in this section. 

Parameter Setting: Population size is taken as 10 times the number of variables. 
The mutation index for LLM is fixed at 2. The final parameter setting is presented 
in Table 3 where pc and pm represents the probabilities of crossover and mutation  
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respectively. Each GA is run 100 times with same initial populations while each 
run is initiated using a different set of initial population.  

All the algorithms are implemented in C++ and the experiments are done on  
a Core Duo Processor with 1.66GHz speed and 1 GB RAM under WINXP  
platform. 

Table 3. Parameter Setting for LX-LLM and LX-PM 

Algorithm                 Nonscalable               Scalable 
                                pc                pm               pc           pm
        

LX-LLM         0.70        0.020          0.60     0.008

LX-PM            0.70        0.007          0.60     0.005  

 
Performance Evaluation Criteria: A run in which the algorithm finds a solution 

satisfying 01.0min ≤− optff , where minf  is the best solution found when the al-

gorithm terminates and optf  is the known global minimum of the problem, is 

considered to be successful.  
For each method and problem the following are recorded: 

• Success Rate (SR) = 100×
runsofnumberTotal

runssuccessfulofNumber  

• Average computational time (ACT) (in seconds).  
• Average number of function evaluations (AFE).  

• Average Error (AE) = 
n

ff
n

opt )( min∑ −
 where, n is the total number of 

runs. 

5   Results and Discussion 

The computational results of both the RCGAs are presented in this section. Ta-
ble 4 summarizes the computational results for both the algorithms. As the ex-
ecution time for nonscalable problems is very less and hence insignificant in 
most of the cases, so it is not included in the Table 4. From Table 4 it can be 
easily observed that the proposed mutation operator LLM outperforms PM in 
terms of various performance criteria and thus indicates the efficiency of pro-
posed mutation operator for providing suitable diversity for obtaining the global 
optimal solution. 
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Table 4. Computational Results for Nonscalable and Scalable problems 

                                  Nonscalable Problems                          Scalable Problems 

Fun   Method      AE            SR          AFE       Fun       AE           SR        AFE          ACT 

LX-PM 0.00625 100 378 0.00865 100 139364 3.43 1

LX-LLM 0.00531 100 325 

1

0.00601 83 117735 2.38 

LX-PM 0.00612 100 4059 0.01154 77 883517 31.35 2

LX-LLM 0.00556 100 282 

2

0.00621 100 170659    4.51 

LX-PM 0.00884 94 649 0.00756 100 128034    2.82 3

LX-LLM 0.00521 100 528 

3

0.00682 100 125105    2.73 

LX-PM 0.01102 66 12718 0.00805 100 46486    1.06 4

LX-LLM 0.00583 100 452 

4

0.00741 100 41981    0.89 

LX-PM 0.02115 44 1394 0.00874 100 336236    6.82 5

LX-LLM 0.01331 64 883 

5

0.00532 100 279067    6.47  

6   Conclusion 

In this paper a new real coded mutation operator called Log Logistic Mutation 
(LLM) is introduced. By combining LLM with already existing operator, namely 
LX a new generational RCGA called LX-LLM is proposed. For an analogical 
comparison it is compared with the existing RCGA based on Laplace crossover 
and Power mutation called LX-PM. Based on the numerical results it is clear that 
with respect to reliability, efficiency and accuracy measured in terms of success 
rate, function evaluation and average error respectively, LX-LLM performed bet-
ter than LX-PM, though they both use same crossover operator, which clearly sig-
nifies the importance of mutation operators in the search process.  

Thus LLM proved to be an efficient mutation operator when used with Laplace 
crossover. But will it work equally well with other crossover operators for RCGAs 
is the question whose answer is to be looked in future studies.  
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Abstract. Wireless ad hoc networks consist of a set of nodes equipped with 
wireless interfaces. The mobile / static nodes dynamically create a wireless 
network without using any infrastructure. In the absence of infrastructure 
authentication and trust management is an issue for nodes in wireless ad hoc 
networks. The proposed trust management model allows nodes to evaluate the 
trust by taking into account certificate of other node(s) to overcome 
vulnerabilities. In this paper, we have addressed the trust management using 
certificate based approach. Simulation results show that the time taken by the 
scheme is significantly less and transmission over the shared wireless channel is in 
the order of milliseconds for different traffic conditions in wireless ad hoc 
networks. This proves the efficacy of the scheme and makes it attractive for 
MANET and VANET. 

Keywords: MANET, Certificates, VANET. 

1   Introduction 

Wireless ad hoc network is a group of mobile/ static nodes. These nodes may 
dynamically create a wireless network without using any infrastructure. Wireless 
ad hoc networks can be categorized into infrastructure aided networks such as 
cellular networks, infrastructure less networks as mobile ad hoc networks, sensor 
ad hoc networks and hybrid networks such as vehicular ad hoc networks 
(VANET), worldwide interoperability for microwave access network. In wireless 
ad hoc networks, node includes laptop, computers, PDAs and wireless phones etc, 
have a limited transmission range. In trust management model, trust is a belief 
level that one entity can put on another entity for a specific action based on 
previous direct or indirect observations on behaviors of this entity [1], [2]. 
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In mobile ad hoc networks (MANET) entities are mobile nodes. In MANETs, 
each node can communicate directly with only few nodes within the 
communication range and has to forward messages using the neighboring nodes 
until the messages arrive at the destination nodes. MANETs are especially useful 
in military and other applications such as emergency rescues [1]. However, due to 
nature of transmission in the shared wireless medium reaches all the nodes in the 
communication range, the nodes may misbehave selfishly for individual interests 
[3]. Authentication, privacy and trust management of entities are main issues of 
mobile ad hoc networks. In this paper, we propose trust management model to 
support evaluation of information sent by peer nodes and immediately detect and 
control false information or misbehaving nodes.  

In vehicular ad hoc network, entity can be vehicles and road side units. In 
wireless networks, trust avoids the usage of central trusted authority and used to 
record feedback about the security evaluations of other entities in those networks 
[4]. In VANET, trust is a relationship between two vehicles such that one vehicle 
believes, expects, and accepts that the other trusted vehicle will act or intend to act 
beneficially [5], [6]. Existing trust management frameworks are categorized in two 
categories: trust management [3],[7],[8],[9] and repudiation based [10], [11]. 
Another classification of trust models are evidence based model and 
recommendation based model [12]. In evidence based model entities make a trust 
relationship based on evidence such as keys, certificate, timestamp etc. while 
recommendation based model establish a trust relationship based on unknown 
entities. The proposed model is used evidence based approach for trust 
management in wireless networks. 

2   Proposed Trust Management Model 

In this section, trust management protocol model is presented for wireless ad hoc 
networks i.e. MANET and VANET. 

In VANET, a base station ( ) continuously broadcasts its identity  in 
its area. As a node ( ) enters the area of a base station, it receives base 
station broadcast and determines the needs to associate itself and initiate 
certificate process. The base station confirms the authentication of the node itself 
or using any trusted authority. In case of VANET, central trusted authority ( ) 
will issue a certificate after authentication through base station [13]. After 
receiving certificate, a node can establish trust on another node in the absence of 
infrastructure. Certification distribution in case of MANET can be in similar 
manner or by using base station. In the proposed trust management model [14], 
[15], the properties to the formation of trust in MANET are: subjective, context 
dependent, dynamic, asymmetric and time dependent. The main exchanges 
between node and base station are shown in Fig. 1. The whole process needs only 
one request and reply between node ( ) and base station ( ). 
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Fig. 1. Certificate Process- Main Messages 

After receiving certificate, a node can establish trust on another node the basis 
of seeing the certificate. The structure of certificate is depicted by Fig.2. In trust 
management model, a node first sees the certificate identity of issuer authority and 
the time stamp. After certain threshold (validity), certificate will be expired. On 
the basis of fields of certificate structure, a node can establish the trust. The trust 
can be also established on the basis of signal strength, time of receiving the 
packets. In case of VANET it is easier as compared in MANET due to predictable 
topology. Certificate structure consists the three fields in proposed trust 
management model. Certificate identity is one byte and two byte other field is 
allocated for subject / context, which will depend on wireless ad hoc network 
application and requirement. Last two byte field is assigned for validity of 
certificate or time stamp. This certificate length is very small as compared of other 
existing trust model approaches. Packet transmission delay is presented in next 
section.  

 
 

 
Certificate ID 

 
Subject 

 
Time stamp 
(Validity) 

     1 byte        2 byte 2 byte

Fig. 2. Certificate Structure 

3   Simulation and Results 

In this section, the efficiency of the proposed trust model is verified through 
simulation using NCTUns [16] for VANET and NS-2 [17] for MANET.  
The computation platform was a desktop (CPU speed - 2.50 GHz, RAM - 2 GB 
RAM). 
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3.1   Simulation Setup and Results for VANET 

Data packets were generated at a constant bit rate at  and the vehicle. Fig. 3 
shows the average and maximum communication delay when number of vehicles 
in the  region varies from 5-40. The speed of vehicles was varied between 10- 
30 ms-1 with acceleration / deceleration = 3 ms-2 . Maximum delay time of 
certificate received is 70.4882 ms. and 104.0115 ms. at the speed of 10 m/s and 30 
m/s respectively. 

3.2   Simulation Setup and Results for MANET 

The MANET topology is simulated in NS-2. It consists of a rectangular plane 
(1500m x 1500m) and 50 nodes are uniformly distributed over this plane. Data is 
uniform constant bit rate traffic with packet size of 512 bytes was used for the data 
traffic. The average speed of each of the nodes varies from 0- 20 ms-1. Each 
simulation was run for a period of 300 seconds. Fig. 4 shows the packet delivery 
delay in MANET scenario using AODV and DSR protocol. Maximum time delay 
of certificate received is 570 ms. and 500 ms. using AODV and DSR routing 
protocol respectively. The proposed model takes very less time in terms of 
milliseconds in VANET as well as MANET. 
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Fig. 3. Delays of Certificate distribution in VANET 
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Fig. 4. Delays of Certificate distribution in MANET 

4   Conclusion 

In this paper, a trust management model is presented to establish trust for MANET 
and VANET. We design an evidence based trust model using certificate approach 
to handle ad hoc messages. Network simulation experiments shown that 
significant performance gains in terms of time delay using certificate based trust 
model is presented. The current approaches are not very sufficient for trust 
management of wireless mobile nodes. This research work also plans to contribute 
with location aware privacy preserving protocol implementing the trust model in 
the absence of infrastructure.  
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Abstract. The Ad Hoc set up of networked nodes has become a useful concept for 
setting up a temporary communication system among the participating 
communicating nodes. Such systems are variedly deployed in areas where there is 
no feasibility for establishing regular communication lines and wireless 
networking solutions. The effective routing among these systems becomes a 
challenge since reaching from one node to another may be achieved through the 
involvement of various intermediate nodes. The routing protocol should minimize 
the route calculation delay and provide best possible path from source to 
destination. The assistance from GPS receivers is used to calculate of best route 
and selects the most promising node at each step which can get the route to the 
final receiving node using its latitude and longitude as heuristics. 

Keywords: MANET, GPS assisted, routing, angle, backtrack. 

1   Introduction 

There has been an increasing application of the MANETs in the geographical 
areas where the deployment of regular telecommunication networks have proved 
to be non-feasible. The areas include the drought and flood affected areas where 
the entire communication links and the wireless hot spots are damaged and needs 
a huge capital in terms of money and time to be restored the working state. Such 
situations need to be addressed with ad hoc setting up of the communication links 
especially for the rescue personnel team for coordination in their work process and 
for interfacing with the outside world to request assistance in terms of basic rescue 
goods like food packets, medical attention for the affected as well as media 
assistance. Hence such needs to be addressed on time effectively need a strong  
and reliable communication links to be established with high stability and less 
down time.  

In the above mentioned situations, the most effective way to set up a 
communication system is to set up an ad hoc MANET. The MANET consists of 
number of nodes and each of these nodes has its own power supply and processing 
power. In such devices, there may not be a direct link between the main sending 
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node and the receiving node. In most of the cases, there may be a need for route 
calculation with multiple nodes acting as carriers of message between the main 
sending node and the receiver node. The need to select the next best node among 
those in the range of sender is an important decision to be made after processing 
its routing algorithms and assisting heuristics.  

The routing algorithms should be highly efficient enough so as to avoid 
bottlenecks at any node in terms of traffic density and should succeed in selecting 
the best route to minimize delay and unwanted hoping around of packets infinitely 
among the nodes. 

In this case we consider the situation where each node is assisted with a GPS 
[1][2] receiver on board which is capable of calculating the position of the device 
with respect to its Latitude and Longitude. The accuracy of the GPS devices in the 
current era has been extremely improvised by extensive research and optimized 
hardware specifications. Today’s GPS devices have achieved the accuracy levels 
by limiting error margins to less than 3 meters. 

2   Existing Approaches of Routing in MANETS 

The current approaches of routing used in MANETS can be classified into couple 
of major categories. They include Reactive, Pro-Active and Hybrid Routing 
protocols. 

Proactive approach can be considered to be one of the most straight forward 
approaches adopted in the simpler and less complex MANETS where the number 
of mobile node in network are less. The routing algorithm takes into consideration 
the pre-determined route or next hope attribute for each packet coming to it 
carrying the address of the destination node in a different network. The node 
decides upon the next hop address with the pre available information fed by the 
network administrator or generated best route details from the previous 
experiences and systems which has been imported into the current machine and 
stored in form of tables. The random nature of an ad hoc network and the 
prerequisite of quick response of nodes make the idea of proactive protocol more 
appropriate. As soon as any request arrives, the control layer checks whether the 
pre computed optimal route can fulfill such a request or not and if this pre 
computed optimal path suits well then waste of network resources when 
attempting to discover infeasible routes can be avoided. The main issue with this 
routing mechanism is the data communication delay if any of the pre-defined 
paths ends in a temporary or permanent failure. Though the protocol ensure the 
fast delivery of the packets to the destination without much overhead on the 
intelligent nodes, it does not place a provision for the service fault tolerance if a 
link is broken or a better promising route is found. 

Flooding [3] plays a major role in this approach as all the nodes have a set of 
predefine connecting routes with them in form of table and they refer this table as 
and when communication required. Flooding is a strategy which floods each and 
every data packets into the network without doing any calculation for the 
destination ensuring the guaranteed transfer of data packet to destination node  
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from source but on the other hand, some overhead is associated with it namely 
network congestion, extra processing by each node and security. It is not advisable 
to give low priority to security part as data can be confidential; network 
congestion may lead to delay in data packet transfer and in such routing protocol 
each node needs to do some extra calculations. Hence, in such ad hoc network, 
flooding must be avoided as far as possible. 

A very popular and commercially used table driven routing protocol is 
Destination Sequenced Distance Vector (DSDV) routing protocol [4]. The routing 
table information of every node is broadcasted periodically as well as when any 
node changes its position. The Time complexity [5] is O(d) and Communication 
complexity becomes O(n) as every node knows the route to all the other nodes in 
the system. DSDV needs effective methods to check upon network congestion 
arising out of the need for periodic updates and transmission regardless of the rate 
of change of network topology. This calls for need to limit the number of nodes 
that can connect to the network as the overhead complexity becomes O(n2). In 
DSDV the network size is preferably designed to be small otherwise which the 
overhead will be too large.[15] 

Optimized Link State Routing (OLSR) [18] protocol inherits the stability of 
link state algorithm. OLSR protocol performs hop-by-hop routing in which each 
node in the network uses its most recent information to send a packet. So, even 
though a node is travelling, its packets can be successfully delivered to it, if its 
speed is such that its path could be traced by its neighbors. The optimization in the 
routing can be done mainly in two ways: Firstly, OLSR reduces the size of the 
control packet for a particular node by declaring only the subset of links with the 
node’s neighbors who are its multipoint relay selectors, instead of all links in the 
network. Secondly, it reduces flooding of control traffic by using only the selected 
nodes, called multipoint relays to disseminate information in the network. Since 
only multipoint relays of a node can retransmit its broadcast messages, this 
protocol significantly reduces the number of retransmissions in the flooding 
procedure. 

The Reactive routing [6] was designed to overcome the issue in the proactive 
routing. The routing algorithm works on the principle of ON-DEMAND service. 
The major difference between the previously discussed pro-active routing and 
reactive routing the dynamic policy adopted in reactive routing. The route is 
neither pre-defined nor stored in any of the internal routing tables. The node which 
has to deliver a packet to any destination node calls for a route request packet to 
be generated and circulated across the network. This creates the problem of 
flooding across the network leading to extra cost involved in processing the route 
in terms of time and power consumption of the nodes. In MANETS, the power 
conservation of any node is a major cause of concern since there is least 
infrastructure involved in the Ad Hoc systems and everything is set up on the 
requirement on a temporary basis. This involves the participation by highly 
sophisticated and intelligent nodes. The major constraints on any nodes of the 
MANET are the limited availability of the power which has to be traded off with 
the performance in terms of making complex calculation and data activity.  
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Considering widely used Reactive protocols, Ad-Hoc On demand Distance 
Vector (AODV) routing protocol and Dynamic Source Routing (DSR) protocol 
have proved to be efficient in routing packets in MANETs. A notable concern in 
DSR is the overhead due to potentially large route request packets which carry a 
bulk of routing information. The route reply of DSR is also large since they 
contain the address of every node in addition to the route. The memory overhead 
in DSR is also a concern as it needs to remember all the valid routes. 

AODV requires symmetric links between nodes to communicate and fails to do 
so in the presence of asymmetric links. For both the routing protocols the Time 
complexity is O (2d) and the Communication complexity is of O (2n). [15] 

Cluster-Based Routing Protocol (CBRP) [16] is another popular on-demand 
routing protocol, where the nodes are divided into clusters. When a node comes to 
in the network, it is in the undecided state. The first task of this node is starting the 
timer and to broadcast a HELLO message and when a cluster-head receives the 
HELLO message, it replies with triggered HELLO message. Then when the node 
receives the answer, it changes its current state to the member state, but if the node 
receives no message from any cluster-head, it makes itself a cluster-head, if and 
only if it has bidirectional link to one or more neighbor nodes else, when it has no 
link to any other node, it stays in the undecided state and repeats the procedure 
with sending a HELLO message again. Each node has a neighbor table where the 
node keeps the status of the link and current state of each neighbor in the neighbor 
table. A cluster head keeps information about its every member in the same cluster 
and it also has a cluster adjacency table, which provides information about the 
neighboring clusters. 

The hybrid routing [7] [8] [9] is a good blend of the advantages of pro-active 
and reactive routing strategies. The technique was developed to overcome the 
disadvantages of the above discussed protocols. The new protocol incorporated 
the advantages of proactive and reactive routing techniques and minimized effects 
of the overhead arising in the calculation and processing of the unwanted packets 
avoiding the arrival of duplicate packets at each node. 

Zone Routing Protocol (ZRP) [10][11] is a hybrid Ad-Hoc routing protocol 
which uses proactive procedure for each node’s local neighbor and reactive 
procedure for the node’s global communication. ZRP utilizes the IntrAzone 
Routing Protocol (IARP), IntErzone Routing Protocol (IERP) and Bordercast 
Resolution Protocol (BRP) [12] with a query control mechanism. The scope of 
IARP is limited by the routing zone radius: the hop counts that the IARP route 
updates are relayed. A subset of the routing zone nodes is the group of nodes 
whose distance to the central node is less than or equal to the zone radius. These 
nodes are known as Peripheral nodes. Larger the radius, more nodes it can hold 
but again resulting in large network traffic as every node in the zone maintains a 
routing table containing routes to every other nodes in the zone. The routing tables 
are updated periodically. IERP is the global reactive routing protocol of ZRP. 
Instead of broadcasting ZRP bordercasts and the query spreads throughout the 
network. Bordercasting can be achieved in two ways: “root directed bordercast”  
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and “distributed bordercast”. In the former, the source node and the peripheral 
node form a multicast tree and append the forwarding message in the routing 
packet query. This results in routing overhead and this overhead increases when 
the zone radius increases, thus resulting in a noticeable performance lag in ZRP. 
In distributed broadcast each node is required to maintain an extended routing 
zone. This results in increasing the local routing information exchange [3]. One 
major limitation of ZRP is the maintenance of uniform zone radius. Each node 
participating in the Zone Routing Protocol needs to have the same zone radius 
value. Thus ZRP seems inappropriate in heterogeneous scenarios where each node 
have different radius value and different rate of mobility. [4] 

Neighbor-Aware Multicast Routing Protocol (NAMP) [19] is a tree-based 
hybrid routing protocol, that uses neighborhood information. The routes in the 
network are built and maintained using the traditional request and reply messages 
or on-demand basis. This protocol uses neighbor information that is two-hops 
away for sending the packets to the receiver. If the receiver node is not within the 
range, it searches the receiver node using dominant pruning flooding method [20] 
and thus forms a multicast tree using the replies received along the reverse path. 
As NAMP targets to achieve minimized end-to-end delay of packets, it uses the 
tree based structure. There are mainly three operations in NAMP: Multicast tree 
creation, Multicast tree maintenance and Joining and leaving of nodes from the 
multicast group. All the nodes in the network keep neighborhood information of 
nodes upto two-hops away. This neighborhood information is maintained using a 
proactive mechanism. Periodic hello packet is used for this process. For the 
creation of the multicast tree, the source node sends a flood request packet to the 
destination node with data payload attached. This packet is flooded in the network 
using dominant pruning flooding method, which actually reduces the number of 
transmissions in the network for a particular flood request packet. During the 
forwarding process of the packet, each node selects a forwarder and creates a 
secondary forwarder list (SFL) which contains information about the nodes that 
were primarily considered as possible forwarders but ultimately were not selected 
for that purpose. Each intermediate node uses the chosen forwarder to forward the 
packet, but keeps the knowledge about other possible forwarders in SFL. The link 
failure recovery is one of the greatest advantages of NAMP. 

3   Proposed Method 

After studying the various existing protocols and current methodologies used in 
the state of the art, there arises a need for a routing mechanism in which the each 
nodes have less dependency on its predecessor nodes for making any decisions on 
the next hop node. The node having the packet to be forwarded is assumed that it 
knows the geographical location details of the destination node.  
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By using the details of the latitude and longitude of the destination node, the 
quick calculation of the distance to the target and the relative angle to any 
reference line can be easily determined by simple calculations involving the 
geographical coordinates of the current node, the destination node and the nodes 
which lie in the direct vicinity of the current decision making node.The main 
principle behind the working of this proposed protocol is based on the effective 
use of target vectors calculated with the help of the GPS coordinates combined 
with the effective use of back tracking algorithm to use the advantages of BFS 
searching technique. The inefficiency of the pro-active routing algorithm used in 
the many conventional MANET routing systems which often led to the failure of 
message delivery was taken into consideration in the current proposed method. 

In case the selected node fails to deliver the message to the desired recipient, 
the backtracking is adopted in the worst case situation to take a step back to the 
previous node and select the next promising node available among the list of 
known neighbors. The policy of simple Breadth-First-Search technique is adopted 
at this step of routing. 

The working of proposed routing protocol can be illustrated in the following 
section. Consider the following scenario given in the figure (fig 1) below. 

 

Fig. 1. A Scenario of Mobile Ad-Hoc network 

 

Fig. 2. Stage 2 where the minimum angle is selected and packet is passed 

 

Fig. 3. Stage 3 where need for backtracking aroused 
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Fig. 4. Delivered after backtracking and choosing next option 

4   Pseudo Code for Proposed Concepts 

Begin 
Set source node = S and destination node=D. 
Initialize ConnectingTable[] with nodes direct connected to S. 
Generate a direction vector between S and D to identify location of target node. 
Calculate TargetAngle[] for all the nodes from ConnectingTable[] w.r.t.  

      this direction vector. 
Find the minimum angle from TargetAngle[]. 
Transfer data packet from S to node at least angle. 
If transmission is successful then 

S= node at least angle. 
Else 

Source = current node and choose next minimum angle from  
      TargetAngle[]. 

End 
If S=D then 

End search 
Else 

Go to step 2. 
End 

End 

The scenario has got 3 main components namely the source node denoted by S, 
the destination node denoted by D and the intermediate nodes lying on the path 
en-route the destination. Here we consider one node among the intermediate nodes 
represented by B. 

The working of the proposed strategies takes place in the following steps. 

a. The Source node (S) initially calculates the direction and distance vector to 
each adjacent nodes  as well as the destination node using the knowledge of 
its GPS coordinates (assumed that the nodes are updated with the  
GPS coordinates of all other nodes in the ad hoc network  using pre-existing 
algorithms used for sharing data among nodes in networks). The vectors  
Si-Ai, Si-Bi, Si-Ci and Si-Di are generated in this step where i range from 1 to 
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k where k is the number of nodes through which the packet travels to get 
delivered to the final destination. 

Now the node calculates the angle between the vectors which represents 
the location of the destination node and vectors connecting each of its 
adjacent nodes. In the above diagram, the calculation of the angles are done 
measuring the angle joining nodes Bi->Si->Di as ά, similarly Ai->Si->Di as β 

and Ci->Si->Di as γ. 
 
 
 
 
 
 
 
 

Fig. 5. Calculation of the Angle 

 
The angle can be calculated by using the trigonometric Law of Cosine 

[17] formula c2 = a2 + b2 - 2ab cos(C) 
On rearranging, cos(C) = (a2+b2-c2)/2ab 
Where a, b and c are distance between the Geographical locations under 

consideration which is calculated using the Haversine Formula[13] and C is 
the angle which has to be calculated. 

b. Now each of these angles calculated are sorted in the ascending order and the 
angle with the minimum value is selected and checked to get the 
corresponding immediate node with respect to which the angle was made. In 
the above scenario, the angle ά is considered and it’s observed that the angle 
was formed by the destination vector S-D and the vector joining S and B. 

c. The packet is immediately transferred to the node B and the source node is 
freed of any more calculations or tracking of the packet unless any delivery 
failure arises by all the successors of node B. In such situation, backtracking 
is performed.  

d. Backtracking: Once the delivery attempt by all successors of node B is 
confirmed, the packet is now back tracked or returned to the source node S 
and in such case, it selects the next minimum angle greater than the angle ἀ 
which eventually led to a delivery failure state. From the figure (Fig 1) and 
calculation performed in step b, we chose the next node viz node A forming 
an angle β and which seems to be next available promising node. 

The above steps are followed at the every intermediate node when the packet 
reaches each of them for next hop calculation. This protocol ensures that the 
overhead of calculation lies only with those nodes that currently hold the packet 
for the next relay. All other nodes are free to work upon the next incoming packet 
once its passes on its old packet to its successor. 

C 

c 

Destination vector (b) 
Si D 

Si+1 
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5   Advantages of the New Approach 

The main advantages of the proposed concepts can be studied thoroughly in 
comparison to the conventional protocols used in the systems which do not use the 
geographical location based information for decision making. The advantages of 
this protocol can be enlisted as follows: 

5.1 The overhead is reduced to a considerable extend in terms of traffic, time and 
calculations at each nodes since there is no route request packets circulated at 
any point of time in the entire routing systems. This ensures faster delivery of 
the packets with considerable economy in terms of network latency. 

5.2 Since there is no processing of the packets at other nodes outside the path of 
the packet route, a good amount of power conservation is achieved in the 
system. Only the nodes which appear to be the most promising ones and 
which seem to help in avoiding delivery failures are given the possession of 
the packets or bears the overhead of any calculation costs associated with the 
handling of packets. 

5.3 Robustness and self-recovering capabilities of the MANET is highly 
enhanced using the proposed protocol. The processing logic at each node 
performs the back tracking of the packet routing control to the next 
promising available next-hop options at the previous node ensuring that the 
system itself derives the solution in case a dead end is reached or landing up 
in a state where the further processing of the forward path does not seem to 
be leading to any fruitful results.   

5.4 At each step, the routing logic assures that the packet goes in the right 
direction where the destination node is situated. In majority of the 
situations, apart from the hop distance, at every hop the packet gets closer to 
the destination node in terms of its physical distance from the destination 
node. 

5.5 The magnitude of the destination vector (distance between the line 
connecting source and destination) calculated from the source node can be 
optionally used to set a hop limit of the packets to limit or controlled the 
further unwanted processing by the nodes which seem to be leading to the 
destination but drifts far away from the destination after a fixed number of 
trials. This is very effective in situations where time is critical for packet 
delivery and the time costs involved in backtracking process can prove to be 
very expensive. The Haversine formula can be used to calculate the great-
circle distance between two points when their GPS coordinates are available. 
The shortest distance over the earth’s surface between the points (ignoring 
any hills, ridges, cliffs and other physical barriers) is given as 

 

 
a = sin²(Δlat/2) + cos(lat1).cos(lat2).sin²(Δlong/2)
c = 2.a.tan2(√a, √(1−a))
distance (d) = R.c 

 
Where R denotes the radius of the earth (approx 6371 kilometers) [13]. 
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The following table shows the major comparative study of the existing protocol 
with the currently used protocols in Ad Hoc network routing [14]. 

Table 1. Comparison with other existing protocols 

 DSDV AODV DSR ZPR Proposed 

Time Complexity O(d) O(2d) O(2d) O(I)O(2d) O(I)O(2d) 
Communication 
Complexity 

O(n) O(2n) O(2n) O(Zn)O(V+n
) 

O(V+n) 

Routing Structure Flat Flat Flat Flat Flat 
Routing Metric SP SP SP SP SP 
Flood for Route 
Discovery 

Yes Yes Yes Partially Partially 

Multipath possibilities No No Yes No No 
Periodic Message Yes No No Yes May be 
Loop Free Yes Yes Yes Yes Yes 
Multicast Capability No Yes No No Yes 
Source Routing No No Yes No No 
Functioning pro-actively Yes No No Yes (Locally) Yes  

(Locally) 
Functioning reactively No Yes Yes Yes 

(Globally) 
Yes  
(Globally) 

 
I: periodic update interval  
n: Number of nodes in the network  
SP: Shortest path  
V: Number of nodes on the route reply path  
ZN: Number of nodes in a zone  
d: diameter of the network 

6   Future Works 

The proposed algorithm works on the assumed fact that each node in the system 
has the GPS coordinates of every other node it may need to communicate with. It 
should include a very effect technique which floods the GPS coordinates of each 
node across the ad hoc network keeping the network congestion to minimum 
possible levels. An effective algorithm to share the GPS coordinates among the 
participating node is currently under research. 

The concept of tracking the moving node when the packet is already en-route 
from the source node is the inspiration taken from the guided missile technology 
which tracks the moving target by a set of predictive calculation based on its speed 
and sensing its heat signature. Similarly consider a situation when the packet 
which has already been sent from the source needs to be delivered. But if the 
mobile destination node has moved from its initial GPS coordinates, then the path 
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by which the packet should be sent should can be effectively calculated and 
predicted by the feed from other nodes which senses the moving node as it came 
near each of these nodes. A highly complex algorithm which can sense these 
inputs from the nodes which sensed the moving target during the course of its 
movement can be used to derive the equation of the trajectory of the moving target 
if it can be represented as a regular mathematical equation and hence the early 
calculation of the best path and next hop selection of nodes can be done in early 
stages to get the packet delivered to the destination with less hop counts during the 
course of movement of the target mobile node. This demands for a system wide 
distributed computing algorithms to be implemented with speed and accuracy in 
calculations. 
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Abstract. All practical real-time scheduling algorithms in distributed systems 
present a trade-off between their computational complexity and performance. In 
real-time distributed systems, tasks have to be performed correctly, timely and 
most importantly in reliable manner. The research till date on task scheduling has 
primarily focused upon computation time, laxity, priority etc. Reliability of a task 
or task cluster is normally not considered, when it comes to task scheduling in 
distributed environment. Finding a reliable schedule in distributed systems with 
real-time constraints is shown to be NP-hard. The practical scheduling algorithms 
in real-time systems have not deterministic reliability. Deterministic reliable 
behavior is an important parameter for system robustness analysis. The intrinsic 
uncertainty in dynamic real-time systems increases the difficulties of scheduling 
problem.  To alleviate these deficiencies, i have proposed a fuzzy scheduling 
approach to arrange real-time periodic and non-periodic tasks in systems 
considering reliability as the parameter for decision. In contrast, the approach 
balances task loads of the processors successfully while consider starvation 
prevention and fairness, which cause higher reliability tasks, have higher running 
probability. A simulation is conducted to evaluate the performance of the 
proposed approach. Experimental results have shown that the proposed fuzzy 
scheduler creates feasible schedules for homogeneous and heterogeneous tasks. 

Keywords: Reliability, Failure rate, Failure density, Real-time distributed 
systems, Fuzzy Scheduling. 

1   Introduction 

Many applications namely avionics, traffic control, automated factory, and 
military systems require real-time communication and computation. In real-time 
systems, all tasks have specific parameters such as deadline, reliability, priority, 
etc. Modern embedded computing systems are becoming increasingly complex 
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[1]. Meanwhile, the traditional notions of best-effort and real-time processing have 
fractured into a spectrum of processing classes with different timeliness 
requirements including desktop multimedia, soft real-time, firm real-time, 
adaptive soft real-time, rate-based, and traditional hard real-time[2]. Many real-
time systems are hard and missing deadline is catastrophic [3], whereas in soft 
real-time system occasional violation of deadline constraints may not result in a 
useless execution of the application or calamitous consequences, but decreases 
utilization [4]. A schedule, which is executing all real-time tasks within their 
deadlines and all the other constraints are met, is called a feasible schedule. Real-
time scheduling can be classified in two categories, static and dynamic scheduling. 
A static real-time scheduling algorithm such as Rate Monotonic schedules all real-
time tasks off-line using static parameters and requires complete knowledge about 
tasks and system parameters [5], while dynamic task scheduler calculates the 
feasible schedule on-line and allows tasks to be invoked dynamically. These 
algorithms use dynamic parameters such as deadline and laxity [6-8]. Scheduling 
in real-time system involves allocation of CPU and other resources to run 
corresponding tasks to meet certain timing constraints. Nonetheless, scheduling is 
more significant in real-time systems than non-real-time systems [9]. In real-time 
systems, tasks have to be performed correctly and in a timely fashion as well [10]. 
Tasks are classified as periodic and non-periodic [11]. The execution requests of a 
periodic task repeatedly occur at regular intervals. On the contrary, execution 
requests of a non-periodic task are unpredictable.  

Nowadays, usage of real-time distributed systems is dramatically increasing, 
unfortunately, less is known about how to schedule them. Optimal scheduling of 
real-time tasks on distributed systems is known to be computationally intractable 
for large task sets. Any practical scheduling algorithm in distributed systems 
presents a trade-off between performance and computational complexity. The 
performance of a scheduling algorithm is measured in terms of additional 
processor required to be added at a schedule without deadline violations as 
compared to optimal algorithm.  

In the presented paper, we focus on a real-time distributed system with different 
tasks reliability, failure rate and failure density attributes, and computes the 
performance & complexity of our proposed fuzzy scheduler with different input 
combinations and their effect on the system.  

2   Fuzzy Inference Engine 

Fuzzy logic[12], [13] is a superset of conventional Boolean logic and extends it to 
deal with new aspects such as partial truth and uncertainty. Fuzzy inference is the 
process of formulating the mapping from a given input set to an output using 
fuzzy logic. The basic elements of fuzzy logic are linguistic variables, fuzzy sets, 
and fuzzy rules [14]. The linguistic variables’ values are words, specifically 
adjectives like “small,” “little,” “medium,” “high,” and so on. A fuzzy set is a 
collection of couples of elements. It generalizes the concept of a classical set,  
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allowing its elements to have a partial membership. The degree to which the 
generic element “x” belongs to the fuzzy set A (expressed by the linguistic 
statement x is A) is characterized by a membership function (MF), fA(x). The 
membership function of a fuzzy set corresponds to the indicator function of the 
classical sets. It can be expressed in the form of a curve that defines how each 
point in the input space is mapped to a membership value or a degree of truth 
between 0 and 1. The most common shape of a membership function is triangular, 
although trapezoidal and bell curves are also used. This operation normalizes all 
inputs to the same range and has a direct effect on system performance and 
accuracy. 

A fuzzy set “A” defined within a finite interval called universe of discourse U 
as follows: 

 
A = {(x, fA (x)), fA (x): U → [0,1]} 

 
U is the completely input range allowed for a given fuzzy linguistic variable. All 
fuzzy sets related to a given variable make up the term set, the set of labels within 
the linguistic variable described or, more properly, granulated. Fuzzy rules form 
the basis of fuzzy reasoning. They describe relationships among imprecise, 
qualitative, linguistic expressions of the system’s input and output. Generally, 
these rules are natural language representations of human or expert knowledge and 
provide an easily understood knowledge representation scheme.  There are two 
types of fuzzy inference models: 

 
1.  MAMDANI [15],  
2.  TSK OR SUGENO [16]. 
 

Interpreting an if-then rule involves two distinct parts: first evaluating the 
antecedent and then applying results to the consequent (known as implication) 
[17]. In the case of two-valued or binary logic, if-then rules do not present much 
difficulty. If the premise is true, then the conclusion is true, whereas with fuzzy 
approach, if the antecedent is true to some degree of membership, then the 
consequent is also true to that same degree. 

Mamdani-type [15] inference expects the output membership functions to be 
fuzzy sets. After the aggregation process, there is a fuzzy set for each output 
variable that needs defuzzification. It is possible, and in many cases much more 
efficient, to use a single spike as the output’s membership function rather than a 
distributed fuzzy set. This is sometimes known as a singleton output membership 
function, and it can be thought of as a pre-defuzzified fuzzy set. It enhances the 
efficiency of the defuzzification process because it greatly simplifies the 
computation required by the more general Mamdani method, which finds the 
centroid of a two-dimensional function. Rather than integrating across the two-
dimensional function to find the centroid, Sugeno-type systems use weighted sum 
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of a few data points. In general, Sugeno-type systems can be used to model any 
inference system in which the output membership functions are either linear or 
constant.  

3   The Proposed Model  

As shown in Fig. 1, the major factors considered in our approach to determine the 
scheduling are failure density (FD), failure rate (FR) and reliability. The notion of 
failure density is used in the proposed approach to facilitate the number of failures 
during a given unit interval of time to the total number of processors in operation 
at the beginning. 

 

Fig. 1. Inference system Block Diagram 

A task’s reliability shows how reliable the task is! The inputs of these 
parameters are justified and represented as linguistic variables and fuzzy rules are 
then applied to those linguistic variables to compute the level value for deciding 
which task to select to schedule next. 

Failure rate is another parameter, which could help in the judgment of 
scheduling fairness. We considered three triangular membership functions for 
task’s reliability. “Good”, “Medium” and “Poor” are these membership functions. 
The triangular membership functions for failure rate are “Low”, “Medium” and 
“High”, however failure density membership function considered three trapezoids. 
“High”, “Medium” and “Low” are the name of these functions. For the fA(x) as 
the membership function, a large class of functions can be taken such as 
triangular, trapezoidal, Gaussian and bell function, however we selected 
trapezoidal and triangular for its usability in fuzzy dedicated hardware [18].The 
used membership functions for this model illustrated in Fig. 2 and 3. 
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Fig. 2. Fuzzy set corresponding to 
Reliability 

 
 

 
Fig. 3. Fuzzy set corresponding to Failure 
density

 
Fuzzy rules try to combine these parameters as they are connected in real 

worlds. Some of these rules are mentioned here: 
 

● If (reliability is good) and (failure rate is low), then (RELIABILITY is 
optimal). 

● If (failure rate is low) and (failure density is high), then (RELIABILITY 
is good). 

● If (failure density is medium) and (reliability is good), then 
(RELIABILITY is average). 

 

In fuzzy inference systems, the number of rules has a direct effect on its time 
complexity. Therefore, having fewer rules may result in a better system 
performance. 

In our proposed algorithm as shown below, a newly arrived task will be added 
to the input queue. This queue consists of the remaining tasks from last cycle that 
has not yet been assigned. 

 
Loop 

For each processor in the distributed system, do the following: 
 

1. For each ready task, feed its reliability, failure rate and failure density 
into the inference engine. Consider the output of inference module as 
RELIABILITY of the task T. 

 
2. Execute the task with highest RELIABILITY until a scheduling event 

occurs. (a running task finishes, a new task arrives) 
 

3. Update the system states. 
End Loop 
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4   Results and Discussions 

The methodology applied in the presented research gives the output as follows. 

 

Fig. 4. Optimal Reliable solution corresponding to fuzzy sets 

 

Fig. 5. The decision surface corresponding to inference rules 
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The proposed method is different from all the research methods presented in 
the past by various researchers as it is the very first time the scheduling policy has 
considered reliability as the parameter of judgment.  

The decision surface corresponding to rules and membership functions is 
illustrated in Fig. 5 

5   Conclusion and Future Work 

The scheduler, which is proposed in this paper, has low complexity due to the 
simplicity of fuzzy inference engine. Consequently, its computation complexity 
and response time is constant and by increasing, the number of processors will not 
increase. This model is efficient when system has heterogeneous tasks with 
different constraints. In the future, I will conduct a deeper simulation and compare 
the results of fuzzy approach with the other algorithms. 
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Abstract. Often real world provides some complex optimization problems
that can not be easily dealt with available mathematical optimization meth-
ods. If the user is not very conscious about the exact solution of the problem
in hand then intelligence emerged from social behavior of social colony mem-
bers may be used to solve these kind of problems. Based on this concept,
Passino proposed an optimization technique known as the bacterial foraging
optimization algorithm (BFOA). The foraging behavior of bacteria produces
an intelligent social behavior, called as swarm intelligence. Social foraging
behavior of Escherichia coli is studied by researchers and developed a new
algorithm named Bacterial foraging optimization algorithm (BFOA). BFOA
is a widely accepted optimization algorithm and currently it is a growing field
of research for distributed optimization and control. Since its inception, a lot
of research has been carried out to make BFOA more and more efficient and
to apply BFOA for different types of problems. This paper presents a review
of BFOA modifications and it application areas.

Keywords: Optimization, Escherichia coli Bacteria, Bacterial Foraging
Optimization Algorithm, Swarm intelligence, Meta-heuristics.

1 Introduction

Nature inspired algorithms are based on social behaviour of various social
insects to find near-optimal solutions to the difficult optimization problems.
The common thing of all the population-based algorithms is that the pos-
sible solutions are modified by using the fitness of the objective function
value. Therefore, the population is moved towards better solution areas of
the search space. Two important classes of population-based optimization
algorithms are evolutionary algorithms (11) and swarm intelligence-based al-
gorithms (10). Swarm Intelligence is a meta-heuristic method in the field of
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artificial intelligence that is used to solve optimization problems. It is based
on the collective behavior of social insects, flocks of birds, or schools of fish.
However, a swarm can be considered as any collection of interacting agents
or individuals. These animals can solve complex tasks without centralized
control. Researchers have analyzed such behaviors and designed algorithms
that can be used to solve combinatorial and numerical optimization problems
in many science and engineering domains. Previous research (42; 16; 32) has
shown that algorithms based on Swarm Intelligence have great potential.
The algorithms that have emerged in recent years include Ant Colony Op-
timization (ACO) (42) based on the foraging behavior of ants, and Particle
Swarm Optimization (PSO) (16) based on the behaviors of bird flocks and
fish schools.

Bacteria Foraging Optimization Algorithm (BFOA), proposed by Passino
(30), is a new algorithm in the category of swarm intelligence. The group
foraging behaviour of E.coli bacteria in multi-optimal function optimization
is the basis of the new algorithm. Bacteria search for nutrients in a manner
to maximize energy obtained per unit time. The communication of Individ-
ual bacteria is done by sending various signals. The foraging decisions of a
bacteria are based on two factors one is called chemotaxis and another is
mimicking chemotactic movement. The process, in which a bacterium moves
by taking small steps while searching for nutrients, is called chemotaxis and
key idea of BFOA is mimicking chemotactic movement of virtual bacteria in
the problem search space. After invention of the BFOA, it has been applied to
various Engineering and Science related optimization problems. Researchers
are continuously modifying the BFOA by hybridization, inserting new phase
and new control parameters to improve the performance. This algorithm has
been already compared with GA, PSO and ABC algorithms for solving real
world optimization problems.

Fig. 1 shows the top ten countries which are working on BFO. Fig. 2
shows the year wise publication details on BFO. The graph is plotted in

Fig. 1. World map showing BFO publication countries. (Source: Scopus Dated: 18
Sept. 2011)



Bacterial Foraging Optimization: A Survey 229

2002 2005 2006 2007 2008 2009 2010 2011
0

5

10

15

20

25

30

Year

P
ub

lic
at

io
n

 

 

Journal
Conference
Book Edited

Fig. 2. Graph showing year wise publication details of BFO. (Source: Scopus Dated:
18 Sept. 2011)

stack way in which first part of stack shows the publication in journal,second
part shows the publication in conference and third part shows publication in
edited books. It is clear from this figure that in last three years publications
of BFO research are highly increased. It shows the research on BFO is a very
liked area now a days. Rest of the paper is organized as follows: Section 2
describes brief overview of behavior of bacteria foraging. In section 3, Bacte-
rial Foraging Algorithm is explained. Some basic Improvements on Bacteria
Foraging Optimization Algorithm are briefly reviewed in section 4. In section
5, applications of BFO is described. Finally, in section 6, paper is concluded.

2 Behavior of Bacteria

Escherichia coli is a single celled organism that lives in our gut. It is equipped
with a set of rotary motors and diameter is 45 nm. Each motor drives a thin,
helical, long filament. This filament extends several cell body lengths out into
the external medium. The assemblage of motor and filament is named a flag-
ellum. The motion of several flagella facilitates a cell to swim. The two basic
operations performed by a bacterium at the time of foraging (8; 2) are tumble
or swim, which are performed with the help of flagella. When the flagella is
rotated in the clockwise direction, each flagellum pulls on the cell, so each
flagella moves independently and finally the bacterium tumbles with lesser
number of tumbling whereas in a harmful place in search of nutrient gradient
it tumbles frequently. When the flagella is rotated in the counterclockwise
direction the bacterium swims at a very fast rate. In the above-mentioned
algorithm bacteria search for nutrients in a manner to maximize energy, and
the process in which bacteria moves by taking small steps while searching for
nutrients is called CHEMOTAXIS. Bacteria also communicates with others
by sending signals. In a friendly environment generally the bacteria moves
for a longer distance. Fig. 3 depicts how clockwise and counter clockwise
movement of a bacterium take place in a nutrient solution. E.coli bacteria
is cylindrical organism with hemispherical endcaps. The cell which weighs
only 1 picogram , is about 70% water. Some strains are flagellated while
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Fig. 3. Swim and tumble of a bacterium (8)

others are not. When E. coli grows, it first gets longer in length and then
divides himself from the middle. In sense it is immortal, because the mother
cell is replaced by two daughters, essentially identical to the daughters of
the previous generation.If well fed and held at the temperature of the hu-
man gut (37oC), E. coli can replicate and synthesize everything it needs to
make a new replica of itself in about 20-22 minutes. Thus, if we start at
noon today with one cell (and lots of food), by noon tomorrow there will be
272 = 4.7×1021 cells enough to pack a cube 17 meters on a side. Researchers
analyzed the social behaviour of bacteria and simulates it to develop a new
nature inspired algorithm named Bacteria Foraging Optimization algorithm.
Following are the basic steps of bacteria foraging that are used in simulating
the algorithm.

Chemotaxis: This simulates the movement of E.coli through swimming
and tumbling via flagella.The bacteria alternate between these two modes
of operation for the entire lifetime. Movement of bacteria is represented by

θi(j + 1, k, l) = θi(j, k, l) + c(i) Δ(i)√
ΔT (i)Δ(i)

.

Swarming: A group of E.coli cells arrange themselves in a riding ring by
moving up the nutrient gradient. The cells when stimulated by high level of
succinate, release an attractant aspertate, which helps them to aggregate into
groups and thus move as concentric patterns of swarm.

Jcc(θ, P (j, k, l)) =

S∑
i=1

Jcc(θ, θ
i(j, k, l))

=

S∑
i=1

[−dattractantexp(−wattractant

p∑
m=1

(θm − θim)2)]

+

S∑
i=1

[hrepellantexp(−wrepellant

p∑
m=1

(θm − θim)2)]
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where θ = [θ1, θ2, .....θp]
T is a point in the p-dimensional search domain.

dattractant, wattractant, hrepellant, wrepellant are different coefficients that
should be chosen properly.

Reproduction: If well fed and held at a temperature of human body(37 de-
gree celsius), E.coli can replicate and synthesize everythingtomake a new clone
of itself in about 20-22 minutes. Starting with one cell, in 24 hours there will
be 272 cells. Which is enough to pack a cube 17 metres on side.

Elimination and dispersal: If there is a sudden rise in temperature then
all the bacteria in a region are killed or a group is dispersed in a new
location.

3 Bacteria Foraging Optimization Algorithm

BFOA is based on the four principal mechanisms observed in a real bacterial
system: chemotaxis, swarming, reproduction, and elimination-dispersal. In
this section, a pseudo-code for BFOA is explained step by step.

Following are the various abbreviation used in the pseudo-code.

j: index for the chemotactic step,
k: index for the reproduction step,
l: index of the elimination-dispersal event,
p: Dimension of the search space,
S: Total number of bacteria in the population,
Nc : The number of chemotactic steps,
Ns: The swimming length,
Nre : The number of reproduction steps,
Ned : The number of elimination-dispersal events,
Ped : Elimination-dispersal probability,
C(i): The size of the step taken in the random direction specified by the
tumble.
P (j, k, l) = θi(j, k, l)|i = 1, 2, ..., S represent the position of each member in
the population of the S bacteria at the jth chemotactic step, kth reproduction
step, and lth elimination-dispersal event.
J(i, j, k, l) denote the cost at the location of the ith bacterium θi(j, k, l) ∈ 
p.

BFOA ALGORITHM(8)
[1] Initialize parameters p, S,Nc, Ns, Nre, Ned, Ped, C(i), (i = 1, 2, ...S),θi.
[2] Elimination-dispersal loop: l = l+ 1
[3] Reproduction loop: k = k + 1
[4] Chemotaxis loop: j = j + 1
(a) For i = 1, 2, ...S
take a chemotactic step for bacterium i as follows.
(b) Compute fitness function, J(i, j, k, l).



232 V. Agrawal, H. Sharma, and J.C. Bansal

Let, J(i, j, k, l) = J(i, j, k, l)+Jcc(θ
i(j, k, l), P (j, k, l)) (i.e. add on the cell-

to cell attractant - repellant profile to simulate the swarming behavior).
(c) Let Jlast = J(i, j, k, l) to save this value since we may find a better cost
via a run.
(d) Tumble: generate a random vector�(i) ∈ 
p with each element �m(i),
m = 1, 2, ...p, a random number on [-1, 1].

(e) Move: Let θi(j + 1, k, l) = θi(j, k, l) + c(i) Δ(i)√
ΔT (i)Δ(i)

.

This results in a step of size C(i) in the direction of the tumble for bac-
terium i.
(f) Compute J(i, j + 1, k, l) and let

J(i, j + 1, k, l) = J(i, j, k, l) + Jcc(θ
i(j + 1, k, l), P (j + 1, k, l))

(g) Swim
Let m = 0 (counter for swim length).
while (m < Ns) (if have not climbed down too long). do
Letm = m+ 1.
if J(i, j + 1, k, l) < Jlast(if doing better) then
let Jlast = J(i, j + 1, k, l) and let

θi(j + 1, k, l) = θi(j, k, l) + c(i) Δ(i)√
ΔT (i)Δ(i)

And use this θi(j + 1, k, l) to compute the new J(i, j + 1, k, l) as we
did in [f]

else
let m = Ns

end if
end while
(h) Go to next bacterium (i+1) if i �= S (i.e., go to [b] to process the next
bacterium).
[5] IFj < Nc , go to step 4. In this case continue chemotaxis since the life
of the bacteria is not over.
[6] Reproduction:

(a) For the given k and l, and for each i = 1, 2, ..., S , let

J i
health =

∑Nc+1
j=1 J(i, j, k, l)

be the health of bacterium i (a measure of how many nutrients it got
over its lifetime and how successful it was at avoiding noxious sub-
stances). Sort bacteria and chemotactic parameters C(i) in order of
ascending cost Jhealth (higher cost means lower health).

(b) The Sr bacteria with the highest Jhealth values die and the remaining
Sr bacteria with the best values split (this process is performed by the
copies that are made are placed at the same location as their parent).

[7] If k < Nre , go to step 3. In this case, we have not reached the num-
ber of specified reproduction steps, so we start the next generation of the
chemotactic loop.
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[8] Elimination-dispersal:
for i = 1, 2..., S with probability Ped do
Eliminate and disperse each bacterium (this keeps the number of bacteria
in the population constant). To do this, if a bacterium is eliminated,
simply disperse another one to a random location on the optimization
domain.
if l < Ned then
go to step 2;

else
end.

end if
end for

Flow chart of the BFOA algorithm is shown in Fig. 4. This flow diagram
presents working of BFOA step by step.

Fig. 4. Flow chart of BFO Algorithm (8)
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4 Brief Review of Modifications in BFO

Often real world provides some complex optimization problems that can not
be easily dealt with available mathematical optimization methods. If the
user is not very conscious about the exact solution of the problem in hand
then intelligence emerged from social behavior of social colony members may
be used to solve these kind of problems. Bacteria are in the category of
social insects. The foraging behavior of bacteria produces an intelligent social
behavior, called as swarm intelligence. This swarm intelligence is simulated
and an intelligent search algorithm namely, Bacteria Foraging Optimization
(BFO) algorithm. Since its inception, a lot of research has been carried out
to make BFO more and more efficient and to apply BFO for different types of
problems. In order to get rid of the drawbacks of basic BFO, researchers have
improved BFO in many ways. Following subsections contains a brief review
of modification on BFOA.

4.1 Hybridization of BFO with Other Population
Based Algorithms

In 2010 Panikhom, S. et al. (29) hybridized Tabu search with BFO and
applied it to analyze stability of linear and nonlinear systems. In 2010
Manuaba, I.B.G. et al. (25) used combination of bacterial foraging tech-
nique with Particle swarm optimization. The proposed method was applied
to PID controller tuning and was compared to another method. In same
year Praveena, P. et al. (31) combined the Particle swarm optimization
and varying chemotactic step-size bacterial foraging optimization algorithms
for dynamic economic dispatch with non-smooth fuel cost functions. Fur-
ther Liu, X. et al. (41) generated a bacterial foraging global optimization
algorithm based on the particle swarm optimization. The aim of new hy-
brid algorithm was to improve the efficiency, accuracy and overcome the
drawbacks of weak ability to perceive the environment and vulnerable to
perception of local extreme in the optimization process of bacterial forag-
ing optimization (BFO) algorithm. In 2010 Zang, T. et al. (43) hybridized
Bacterial foraging optimization algorithm with particle swarm optimization
to generate distribution network reconfiguration. Distribution network re-
configuration for loss minimization is a complex, large-scale combinatorial
optimization problem. In 2010 Hooshmand, R.A. and Ezatabadipour, M.
used bacterial foraging oriented by particle swarm optimization algorithm
Corrective action planning considering FACTS allocation and optimal load
shedding.

In 2009 Shao, L. and Chen, Y. (35) hybridized Bacterial foraging optimiza-
tion algorithm and tabu search for motif discovery. Extracting motifs in the
sea of DNA sequences is an intricate task but have great significance. In the
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same year Bakwad, K.M. et al. (1) cascaded Bacterial foraging optimization
technique with adaptive filter to enhance peak signal to noise ratio from single
image. They proposed a new approach to enhance peak signal to noise ratio
of highly corrupted image affected by impulse noise. The proposed technique
is implemented using an adaptive median filter and the bacterial foraging
optimization (BFO) technique. In 2009 Olesen, J.R. et al. (27) used particle
swarm optimization and bacterial foraging for Auto-clustering. Further, Kou,
P.G. et al. (28) generated Optimal PID governor tuning of hydraulic turbine
generators with bacterial foraging particle swarm optimization algorithm. To
improve the quality of PID parameters of the turbine governor, bacterial for-
aging optimization (BFO) algorithm was introduced. Considering the slow
convergence of BFO algorithm and the good convergence of particle swarm
optimization (PSO) algorithm, a novel method named BFO- PSO algorithm
was proposed. In 2009 Majhi, R. et al. (24) hybridized adaptive bacterial for-
aging optimization (ABFO) and BFO based techniques for Efficient predic-
tion of stock market indices. The structure used in these forecasting models
is a simple linear combiner. The connecting weights of the adaptive linear
combiner based models were optimized using ABFO and BFO by minimizing
its mean square error (MSE).

In 2007 Kim, D.H. et al. (19) hybridized genetic algorithm and bacterial
foraging approach for global optimization. It used four test functions and the
performance of the algorithm was studied with an emphasis on mutation,
crossover, variation of step sizes, chemotactic steps, and the lifetime of the
bacteria. The proposed algorithm was then used to tune a PID controller of
an automatic voltage regulator (AVR). Simulation results clearly illustrated
that the proposed approach was very efficient and could easily be extended for
other global optimization problems. In the same year Kim, D.H. et al. (17) hy-
bridized genetic algorithm and bacterial foraging approach for robust tuning
of PID controller with disturbance rejection. To design disturbance rejection
tuning, disturbance rejection conditions based on H∞ are illustrated and the
performance of response is computed for the designed PID controller as the
integral of time weighted squared error.

4.2 Inserting New Control Parameters/Phase in BFO

Yanhai Chen and Weixing Lin (6) proposed modification in the chemotactic
step C(i) of BFOA. In BFOA, the size of the chemotactic step C(i) has re-
mained constant, although it is a random number for each bacterium when
initialize the population. At the early stage of BFO algorithm, in order to
get close to the optima as soon as possible,it takes sufficiently large step,
and slows down to find global optima more precisely at the later period of
algorithm. Usually, the former way is course search and the latter is con-
sidered as elaborate search which can acquire a much better effect in both
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convergence rate and precision. Hence, an adaptive step-size method is pro-
posed described as follows:

C(i) = Cmax(i)− Cmax(i)− Cmin(i)

Nc
· j

Where Cmax(i) andCmin(i) are maximum and minimum of the step size of the
ith bacterium, respectively. Nc denotes the lifetime of bacterium, namely the
total chemotaxis steps, and j is index of current chemotaxis step. They also
proposed modification in the algorithmsś search scope. It is well known that
algorithm efficiency is affected by search scope. They introduced a method to
narrow the search scope dynamically in order to provide a large range at the
early stage of the algorithm and decreasing scope at the late stage of the algo-
rithm, which will help to speed up the convergence and improve the algorithm
accuracy. Concrete work is as follows:

θmax(j) = θgbest +
R

2j

θmin(j) = θgbest − R

2j

where [θmin(j), θmax(j)] is the current searching scope at the jth chemotaxis
step, and R is the sphere of activity of the bacteria swarm. After the updation
of θgbest and chemotaxis step j, the searching scope decreases gradually so
that there is coarse search at the early period of the algorithm and the fine
search at the late phase.

Hanning et al. (4) introduced Self-Adaptation in Bacterial Foraging Opti-
mization (SA - BFO) Algorithm. In the SA-BFO algorithm, they introduced
an individual run-length unit to the ith bacterium of the colony and each bac-
terium by using the current status of its own can only modify the search be-
havior of itself . In this way, the position as well as the run-length unit of each
bacterium undergoes evolution. In SA-BFO evolution process, each bacterium
displays alternatively two distinct search states:

(1) Exploration state, during which the bacterium employs a large run-
length unit to explore the previously unscanned regions in the search space
as fast as possible.
(2) Exploitation state, in this state the bacterium uses a small movement-
length unit to exploit the promising regions slowly in nearby locations.

Each bacterium in the colony permanently maintains an appropriate bal-
ance between Exploration and Exploitation states by varying its own run-
length unit adaptively. This balance is achieved with the help of two decision
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indicators: first is fitness improvement and second is no improvement regis-
tered lately.

The criteria that determine the adjustment of individual run-length unit
and the entrance into one of the states are the following:

Criterion-1: if a new promising domain is discovered by the bacterium ,
the run-length unit of this bacterium is adapted to another smaller one. Here
discovers a new promising domain means this bacterium register a fitness
improvement from the last generation to the current beyond a certain pre-
cision . Following Criterion-1, the bacteriums behavior will self-adapt into
Exploitation state.

Criterion-2: if the bacteriums current fitness is unchanged for some con-
secutive generations then this bacteriums run-length unit is augment and
it enters into Exploration state. This situation means that the bacterium
searches on an un-promising domain or the domain has nothing new where
this bacterium can focuses its search.

In 2006, (9) dos Santos Coelho, L. and da Costa Silveira, C. modified BFOA
for present speed variable using uniform, Gaussian, and Cauchy probability
distribution functions for the movement of bacteria.

In 2009, Chen, H. et al. (5) presented a variation on the original BFO al-
gorithm, namely the Cooperative Bacterial Foraging Optimization (CBFO),
which significantly improve the original BFO in solving complex optimiza-
tion problems. This significant improvement was achieved by applying two
cooperative approaches to the original BFO, namely the serial heterogeneous
cooperation on the implicit space decomposition level and the serial hetero-
geneous cooperation on the hybrid space decomposition level. In 2010, Niu,
B. et al. (26) introduced a linear variation of chemotaxis step in the basic
BFO for finding the optimal portfolios.

5 Applications of BFO

BFO is a newly developed algorithm in the field of Bio-Inspired comput-
ing. It has been successfully applied in the fields of computers, science,
maths as well as medicine. Fig. 5 shows various fields categorize by sub-
ject on which ABC has been successfully applied. In this Figure CS stands
for Computer Science, ENG for Engineering, MT for Mathematics, DS
for Decision Sciences, BGM for Biochemistry Genetics and Molecular Bi-
ology, PA for Physics and Astronomy, MS for Materials Science, MD for
Medicine, SS for Social Sciences and CM for Chemistry. Table 1 shows a
brief review of BFOA application in various filed of engineering optimization
problems.
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Fig. 5. Graph showing subject area wise publication of BFO. (Source: Scopus
Dated: 18 Sept. 2011)

Table 1. Summary of Applications of BFO to Engineering Optimization Problems

Year Application and Reference Year Application and Reference

Computer Engineering Optimization Problems

2011 Bus scheduling(12) 2011 Image segmentation (34)

2011 Data clustering (39) 2010 The Cooperative Optimization
(15)

Electrical Engineering Optimization Problems

2010 Global function Optimization
(41)

2010 Fuzzy PID controller design us-
ing self adaptive bacterial forag-
ing optimization (36)

2010 Constrained optimization (40) 2010 Neural network for short-term
load forecasting (43)

2009 Fractional order PID (22) 2009 Auto-clustering (27)

2009 Prediction of stock market (24) 2009 Non-linear model identification
(21)

2008 Economic load dispatch (33) 2007 Robotic manipulator system (9)

2006 Adaptive channel equalizer (23) 2005 Robust tuning (18)

2005 Adaptive tuning of PID con-
troller (20)

Electrical and Electronics Engineering Optimization Problems

2009 Dynamic economic dispatch (38) 2009 Motif discovery (35)

2009 Enhance peak signal (1) 2008 Economic load dispatch (34)

2008 Resonant frequency (13)

Miscellaneous Optimization Problems

2011 Placement of capacitors and dis-
persed generators (14)

2010 Dynamic economic dispatch (31)

2010 Adaptive Channel Equalizer (37) 2010 Second-generation current con-
veyors (3)

2010 Distribution network reconfigu-
ration (43)

2008 Option model calibration (7)
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6 Conclusion

This paper attempted to provide an overall survey of Bacterial Foraging Opti-
mization algorithm and its variants. First, the social behaviour of Bacteria is
explained step by step and next the simulation of behaviour for Bacterial For-
aging Optimization algorithms is shown. Next it provided an extensive review
of the modifications of Bacterial Foraging Optimization based on hybridiza-
tion, fine tuning of control parameters and induction of new phase/control
parameter. After it, a brief overview of various most significant engineering
and science applications of Bacterial Foraging Optimization and its modified
variants are tabulated. The content of the paper indicates the fact that Bac-
terial Foraging Optimization algorithm will continue to remain a vibrant and
active field of multi-disciplinary research in the years to come.
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Abstract. This paper presents design of Fuzzy Logic Controller (FLC) and Neural 
Network Controller (NNC) as a Regulator for effective voltage control over a 
Simple and a Stabilized regulator in order to maintain stability and enhance the 
closed-loop performance of a power system using a fast computing user friendly 
Graphical User Interface(GUI). The gains and tuning parameters are kept almost 
same in Simple, Stabilized, Fuzzy Logic and Neural Network Regulator.  The step 
responses are interfaced on a common GUI page, the performance of Fuzzy Logic 
Regulator in comparison to the conventional fixed gain regulators proves better 
but Neural Network Controller has the best results. 

Keywords: Fuzzy Logic, Neural Network, Voltage Regulator, Steady state error, 
GUI. 

1   Introduction 

In the power system, the excitation system maintains the effective voltage control 
for reactive power flow and enhancement of the system stability. It must be able to 
respond quickly to a disturbance enhancing the transient stability and the small 
signal stability. Three principal control systems directly affect a synchronous 
generator: the amplifier, exciter and generator control. The voltage regulator is the 
intelligence of the system and controls the output of the exciter so that the 
generated voltage and reactive power change in the desired way. In most modern 
systems the automatic voltage regulator is to hold the terminal voltage magnitude 
of a synchronous generator at a specified level. Low –frequency oscillations are a 
common problem in large power systems. A power system regulator can provide a 
supplementary control signal to the excitation system and/or the speed governor 
system of the electric generating unit to damp these oscillations. Because power 
systems are highly nonlinear systems, with configurations and parameters that 
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change with time, the power system stabilizer design based on the linearized 
model of the power systems cannot guarantee its performance in a practical 
operating environment. To improve the performance of a nonlinear system 
numerous techniques have been proposed for their design, such as genetic 
algorithms, neural networks, fuzzy and many other nonlinear control techniques. 
The application of fuzzy logic control appears to be most suitable one whenever a 
well-defined control objective cannot be specified, the system to be controlled is a 
complex one, or its exact mathematical model is not available. In this paper the 
fuzzy logic regulator simulation results clearly demonstrate the superiority of the 
Fuzzy Logic Regulator in comparison to the Simple Regulator and the Stabilizer. 
But neural network proves good even when the exact input-output relations are not 
known, here best results are obtained with the Neural Network Regulator. 

2   Model of Power System Selected for Analysis 

Amplifier model: The amplifier model is represented by a gain KA and a time 
constant AT  ; the transfer function is, 
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Typical values of KA are in the range of 10 to 400. The Amplifier time constant 
AT  is very small ranging from 0.02 to 0.1 s. 

Exciter model: The transfer function of a modern exciter may be represented by a 
gain KE and a single time constant ET  
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Typical values of KE are in the range of 10 to 400. The time constant ET is in the 
range of 0.5 to 1.0 s. 

Generator model: In the linearized model, the transfer function relating the 
generator terminal voltage field voltage can be represented by a gain KG and a 

time constant GT . 
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Sensor/Stabilizer model: The sensor is modelled by a simple first-order transfer 
function, given by 
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Block diagram of power system regulator 

 

Fig. 1. 

The gains and time constants selected for all the regulating systems are shown 
below: 

Table 1. Gains and Time constants 

Specifications Linearized Stabilized FLC NNC 
KA 10 10 1 1 
TA 0.05 0.05 0.05 0.05 
KE 1 1 1 1 
TE 0.5 0.5 0.5 0.5 
KG 1 1 1 1 
TG 1 1 1 1 
KR - 0.1 - - 
TR - 0.02 - - 

 
The Matlab simulation obtained from FLCGUI for linearized and stabilized 

regulators are shown in Fig. 2 & Fig. 3. 

 

Fig. 2. 
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Fig. 3. 

3   FLC Structure 

Expressing some systems in the form of a mathematical model is very difficult. 
Fuzzy logic is a logical system, which is an extension of multi valued logic. Fuzzy 
Logic is almost synonymous with the theory of fuzzy sets, a theory which relates 
to classes of objects with un sharp boundaries in which membership is a matter of 
degree. In effect, much of FL may be viewed as a methodology for computing 
with words rather than numbers. Fuzzy logic provides a simple tool to interpret 
this experience into reality. Fuzzy logic controllers are rule-based controllers. The 
structure of the FLC resembles that of a knowledge based controller except that 
the FLC utilizes the principles of fuzzy set theory in its data representation and its 
logic.  

-Fuzzification – the function is to read, measure, and scale the control variable 
and to transform the measured      numerical values to the corresponding 
linguistic fuzzy variables with appropriate membership values 
-Knowledge base - this includes the definitions of the fuzzy membership 
functions defined for each control      variables and the necessary rules that 
specify the control goals using linguistic variables of a fuzzy if-then rule 
-Inference mechanism – it should be capable of simulating human decision 
making and influencing the control actions based on fuzzy logic; 
-Defuzzification module – which converts the inferred decision from the 
linguistic variables back into the numerical values. 

4   FLC Design 

The design process of an FLC may split into the five steps described as: 
a. Selection of the control variables 
The selection of control variables depends on the nature of the controlled system 
and the desired output. Here the output error (e) and the rate of derivative of the 
output (de) are used as controller inputs.  
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b. Membership function definition 

Each of the FLC input signal and output signal, fuzzy variables (Xj={e, de,u}), has 
the real line R as the universe of discourse. In practice, the universe of discourse is 
restricted to a comparatively small interval [Xminj, Xmaxj]. The universe of 
discourse of each fuzzy variables can be quantized into a number of overlapping 
fuzzy sets .The number of fuzzy sets for each fuzzy variables varies according to 
the application. The reasonable number is an odd number (3,5,7…). Increasing the 
number of fuzzy sets results in a corresponding increase in the number of rules. 
Membership functions can be of a variety of shapes, the most usual being 
triangular, trapezoidal, singleton or an exponential. The development of the 
control system based on fuzzy logic involves the following steps: 

• Fuzzification  
• Data base building; 
• Rule base formation 
• Inference machine elaboration; 
• Deffuzification strategy. 

 
Fig. 4. 

The inputs of FL Regulator are defined as the voltage error e (k) and change of 
error de (k)  . The fuzzy controller ran with the input and output normalized 
universe [-1, 1]. Fuzzy sets are defined for each input and output variable. There 
are three fuzzy levels (N - negative, Z - zero, P –positive). The membership 
functions for input and output variables are triangular. The min - max method 
inference engine is used; the defuzzify method used in this FLC is centroid. The 
complete set of control rules is shown in table 2. 

Table 2. Fuzzy Rule Base 

e/de N Z P 

N N Z Z 

Z Z Z P 

P Z P P 
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The fuzzy logic input and output variables with triangular membership 
functions are shown in Fig.5, Fig. 6 & Fig.7. 

 
 

 
Fig. 5. 

 
 

Fig. 6.

 
 

Fig. 7. 
 
 
Each of the 9 control rules shown in fig. 8 represents the desired controller 

response to a particular situation. The block diagram presented in fig. 9 shows a 
FL Regulator in the Matlab simulation (ANFIS edit) and in fig. 10 the simulation 
of the surface control is presented. 

 

 

Fig. 8. 
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Fig. 9. 

 

Fig. 10. 

The simulation of FL regulator driving the linearized regulator is shown in Fig.11. 

 
Fig. 11. 
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5   Neural Networks 

Artificial Neural Network is a system loosely modelled on the human brain. It is a 
parallel distributed processing neuro computing natural intelligent system based 
on machine learning algorithms. It is a module that simulates the connection of 
multiple layers of simple processing elements called neurons in a sophisticated 
software. Each neuron is linked to certain of its neighbours with varying 
coefficients of connectivity that represents the strength of these connections. 
Learning is accomplished by adjusting these strengths to the overall network to 
output the appropriate results. 

Backpropogation algorithm 

Standard back propagation is a gradient descent algorithm, as is the Widrow - 
Hoff learning rule, in which the network weights are moved along the negative of 
the gradient of the performance function. In its first phase the input data is sent 
from input to output layer and in second phase the calculated error is propagated 
backwardly to input layer in order to change the weights of hidden layers. One 
iteration of this algorithm can be written as: 

nnn gXX n ×+=+ α1 ……………            … (11) 

nX :  Vector of current weights and biases, ng  :  current gradient, nα  :   Learning rate 

The neural network training data is obtained by running the simple PID 
Controller shown in Fig. 12. The variables p3 and t3 are stored in work space that 
are called back by neural network programme through the GUI. The network uses 
back propagation algorithm. The feed forward neural network is initialized with a 
performance goal of 0.00001 and 1,00,0000 epochs with the ‘tansig ‘ transfer 
functions and ‘trainlm’ back propagation with ‘learngdm’ gradient descent 
algorithm. The performance plot and the validation check of the trained neural 
network is shown by Fig. 13. For the input value of 0.1212, the NNC gives an 
output of 0.9971.Thus it is trained for the improved step response. The trained NN 
is utilized as a Controller to Lineralized Regulator as shown in Fig.14. 

 
Fig. 12. 
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Fig. 13. 

 

Fig. 14. 
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6   Graphical User Interface 

GUIDE is the MATLAB Graphical User Interface, provides a set of tools for 
creating graphical user interfaces (GUIs). These tools greatly simplify the process 
of designing and building GUIs. We can use the GUIDE tools to 

-Lay out the GUI 

Using the GUIDE Layout Editor, we can lay out a GUI easily by clicking and 
dragging GUI components -- such as panels, buttons, text fields, sliders, menus, 
and so on -- into the layout area. 

-Program the GUI 

GUIDE automatically generates an M-file that controls how the GUI operates. The 
M-file initializes the GUI and contains a framework for all the GUI call backs -- 
the commands that are executed when a user clicks a GUI component. Using the 
M-file editor, we can add code to the call backs to perform the functions we want 
them to. 

7   Matlab Implementation  

The GUI is created to simulate the liberalized regulator and stabilized regulator. 
The GUI uses the control rules shown in Table2. And it simulates the response of 
Fuzzy Logic Regulator. The trained neural network is called back in GUI and the 
neural network response is simulated. The GUI also enables us to view the block 
diagram of fig.1 (named block diagram), simulation models by selecting model1, 
model2, model3 and model4 pushbuttons. Also step responses of all the 4 
regulators cab be selected from popup menu. Thus the entire work can be 
controlled and monitored by FLCNNGUI shown in Fig.11.Following call backs 
are generated for the execution of FLCNNGUI: 
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Fig. 15 Final GUI 

8   Conclusion  

The simulation results show that the linearized model has many oscillations, peak 
overshoot is high and steady state error is large. By using the stabilized regulator 
the overshoot can be controlled but still a large steady state error appears. The 
fuzzy logic Regulator requires exact input-output relations for the formation of 
appropriate rule base. The FLC regulator with approximated rule base has no 
overshoot and has zero steady state error. But the settling time is little bit higher. 
While the neural network works even with the partial information. The Neural 
Network Regulator has zero overshoot and zero steady state error with least 
settling time. So for the fast acting systems that can’t tolerate oscillations, the FLC 
and NNC are the best regulators. 
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Table 3. Comparisons of Controllers 

Specifications Linearized Stabilized FLC NNC 

Tp High Lower 
Much 
Lower 

Lowest 

Tr High Lower 
Much 
Lower 

Lowest 

Ts - - 
Much 
Lower 

Zero 

Ess - - Zero Zero 

9   Results 

 

Fig. 16. Lineralized Regulator   
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Fig. 17. Stabilized Regulator   

 

Fig. 18. Fuzzy Logic Regulator   
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Fig. 19. Neural Network Regulator 
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Abstract. Distributed generator (DG) is now commonly used in distribution sys-
tem to reduce total power loss and to improve the power quality of the network. 
The major task of connecting DG units is to identify their optimal placement in the 
system and to evaluate the amount of power to be generated in the DG. By consi-
dering this objective, a hybrid technique using Genetic algorithm and Neural-
network is proposed in this paper. By placing DGs at optimal locations and by 
evaluating generating power based on the load requirement, the total power loss in 
the system can be minimized without affecting the voltage stability of the buses. 
Due to reduction of total power loss in the system and improvement of bus voltag-
es, the power quality of the system increases. The results show the improved  
performance of proposed method for different number of DGs connected in the 
system. 

Keywords: Distributed generator (DG), Genetic algorithm (GA), Neural network 
(NN), Newton-Raphson method. 

1   Introduction 

In the field of electric power system infrastructure and market, the need and im-
portance of Distributed Generation has grown to a large extent in the recent years. 
DG is a small-scale power generation that is normally connected to the distribu-
tion system. In order to reduce the cost of service, the DGs use several modular 
technologies that are located throughout a utility’s service area [1]. Distributed 
generation is an approach, which minimizes the amount of power loss that occur 
during transmission by generating the power very close to load centre.  
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Some of the major advantages of accommodating DG units in distribution level 
are peak load shaving, enhanced system security and reliability, improved voltage 
stability, grid strengthening, reduction in the on-peak operating cost, reduction of 
network loss etc [2]. The main motive of applying DGs is to increase rational use 
of energy, deregulation or competition policy, diversification of energy sources, 
availability of modular  generating plant, ease of finding locations for smaller ge-
nerators, shorter   construction time and lower capital costs for smaller plants, and 
proximity of the generation plant to heavy loads, which reduces the transmission 
costs [3].  

Several technologies are used for DG sources such as photo voltaic cells, wind 
generation, combustion engines, fuel cells and other types of generation from the 
resources that are available in the geographical area [4]. Generally, DG units are 
integrated in the existing distribution system and studies have been done for find-
ing the best location and size of DGs to produce utmost benefits [5]. The main 
goals that are considered while identifying the optimal DG location and size are 
the minimization of transmission loss, maximization of supply reliability, maximi-
zation of profit of the distribution companies etc [6]. Due to substantial costs, the 
DGs should be allocated properly with optimal size for enhancing the system per-
formance in order to minimize the system loss as well as to improve the voltage 
profile while maintaining the system stability [7]. The effect of placing DG on 
network indices will differ based on its type and location and load at the connec-
tion point [8]. 

In this paper, the optimal placement of DG units and amount of power generat-
ed by these units are computed using two Genetic algorithms and Neural-network 
in three stages. In the first and third stages, GA is used and in the second stage NN 
is used. By using this method, the total power loss in the system can be reduced 
and thus the quality and reliability of the system can be increased. The rest of the 
paper is organized as follows: Section 2 describes the proposed technique with 
sufficient mathematical models and illustrations; Section 3 discusses the imple-
mentation and results and Section 4 concludes the paper. Some of the recent re-
search related to optimal location and size of distributed generator are as follows. 

Amanifar et al. [9] have proposed a Particle Swarm Optimization (PSO) algo-
rithm for finding the optimal placement and size of DGs and the proposed method 
was tested on a 15- bus test system. Their aim was to reduce the total cost of the 
system, real power loss and the number of DGs to be connected. Jahani et al. [10] 
have presented a comparison between combination of heuristic search and PSO 
optimization methods and Modified Shuffled Frog Leaping Algorithm (MSFLA) 
for optimal placement and sizing of distributed generation in a distribution net-
work. The objective function contains modified voltage profile and power losses 
and the proposed method was tested on the IEEE 33-bus system.  Injeti et al. [11] 
have proposed a methodology for optimal planning and operation of active distri-
bution networks regarding the location and sizing of DG units on 12-bus, 33-bus 
and 69-bus radial distribution networks. In order to reduce the real power losses 
and to enhance the voltage profile, Lalitha et al. [12] have presented a Fuzzy and 
PSO technique for the installation of Distributed Generators in radial distribution 
systems.  
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2   Optimal Placement of DG Units Using GA and NN 

The optimal placement of DG units on the buses of distribution network at   min-
imum power loss and the amount of power to be generated by these units is the 
main objective. By fixing DGs at suitable locations and generating power based 
on the load requirement, the quality of power of the system can be increased. By 
considering the above problem, a new method is proposed for optimal placement 
of DGs and computing the amount of power to be generated by DGs using Genetic 
algorithm and Neural-network. The proposed method consists of three stages. In 
the first stage, Genetic algorithm is used to generate the training dataset for vari-
ous number of DGs to be connected in the system; in the second stage Neural 
network is used to identify the best location for the given number of DGs to be 
connected in the system and in the third stage Genetic algorithm is used to com-
pute the amount of power to be generated by the DGs to reduce the power losses. 
Initial step for identification of optimal locations of DGs is computation of  power 
flow between the buses.  

Power flow between the buses is calculated using Newton-Raphson method. It 
is the commonly used method for load flow calculation because it has the advan-
tage of lesser number of iterations, when compared to other methods. The real and 
reactive power flow in the buses mainly depend on voltage and angle   values and 
are computed using the Eq. (1) and Eq. (2). 
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where, N  is the total number of buses, Vi &  Vk are the voltage at ith bus and kth bus 
respectively, θik is the angle between ith bus and kth bus and Gik  & Bik  are the    
values of conductance and susceptance respectively. After calculating the real and 
reactive power flow between the buses, the total power losses in the system can be 
computed using Eq. (3). 
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where, Vm is the voltage magnitude, Yij is the Y-bus matrix and B  is the base MVA. 
The Y-bus matrix mainly depends on the values of resistance and reactance. 

After computing the total power loss in the system, the suitable locations needed 
to be identified for fixing the DGs is obtained using GA and NN and the amount 
of power to be generated by DG is computed by GA. The initial process of identi-
fying the buses which satisfy the active and reactive power constraints is discussed 
using the following Genetic algorithm. The process that takes place in the pro-
posed method consists of: (i) Generating training dataset using GA. 

(ii) Neural-network to identify optimal placement of DGs (iii) Computing pow-
er to be generated by DG. This process is discussed in the following sections. 
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2.1   First Stage: Generating Training Dataset Using GA 

The various possible optimal placements of DGs in the system is identified   using 
Genetic algorithm which consists of five sub-stages, namely, generation of initial 
chromosomes, fitness function, crossover operation, mutation operation and ter-
mination.  

The first step in Genetic algorithm operation is initializing the chromosome.   
Initially the number of input and output variables and the range of each variable 
are identified. In the present method, there are one input and three output genes. 
The input gene is the total number of DGs to be connected in the system and the 
output gene is the possible locations of connecting DGs and their corresponding 
real and reactive powers. The real and reactive powers are randomly generated 
within a certain power limits. The constraints of active & reactive powers of DG 
units are shown in Table 1.   

Table 1 Active and Reactive Power Constraints 

Constraints Maximum Minimum 
Active Power 10.0 MW 0.0 MW 
Reactive Power 5.0 MVAR 0.0 MVAR 

 
Fitness function used in the proposed method is total power loss. The fitness 

function is calculated for the entire chromosomes generated in the above stage and 
the initial chromosome is ordered based on reduction of total power loss.  

The crossover operation is done based on the crossover rate. By applying cros-
sover between two parent chromosomes, a new chromosome is generated which is 
the combination of two parent chromosomes. This crossover operation is applied 
for all the chromosomes, so that one can obtain a new set of chromosomes. Then 
the fitness function using Eq. 3 is applied for these chromosomes and arranged 
based on lowest total power loss. 

The mutation is done based on the mutation rate by randomly selecting the 
genes in the chromosome to obtain a new set of chromosomes. In this stage, the 
best chromosome is selected based on the fitness function. The above process is 
repeated until it reaches the maximum number of iterations.  

After completing the process, a best set of chromosome is obtained based on 
reduction in power loss. The best set of chromosome obtained is the optimal 
placement for connecting one DG to the system.  

The above process is repeated by increasing the total number of DGs to be con-
nected as two & three so the output genes become six & nine respectively. From 
this Genetic algorithm, best set of chromosomes for placing one, two and three 
number of DGs in the system can be obtained. After generating training dataset, 
the next step is to train the Neural-network using the above generated training  
dataset.  
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2.2   Second Stage: NN to Identify Optimal Placement of DGs 

The Neural-network is used for identifying the optimal placement of DGs for the 
given number of DGs to be connected. NN is used to select the best location from 
the few locations computed in the first stage, which satisfy the active and reactive 
power constraints. Usually, Neural-network consists of two stages,  namely rain-
ing stage and testing stage. In the training stage, the network is trained based on 
the training dataset and in the testing stage, if the number of DGs to be connected 
as input, it gives the best location of installation of DGs in the system.  

Neural network training consists of three layers, namely input layer, hidden 
layer and output layer. Here input layer consists of x layers, hidden layer consist of 
n layers and output layer consists of 3x layers. The configuration of Neural-
network used in the proposed method is shown in Fig 1. In the proposed method, 
the network is trained based on back propagation algorithm.  

 

Fig. 1. Neural Network 

The steps for training the Neural-network are: (i) Initialize the input weight of 
each neuron (ii) Apply the training dataset to the network. Here, x is the input to 
the network and Y1, Y2……Y3x are the outputs of the network. Eq. (4), Eq. (5) and 
Eq. (6) represent the activation functions performed in the input and output layers.  

(iii) Adjust the weights of all neurons. (iv) Determine the optimal placement of 
DGs to be connected. 
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In the testing stage, if the total number of DGs to be connected in the system is 
given as input, it gives the output as optimal placement of DGs and their real and 
reactive powers. The next process is to identify the power to be generated by the  
corresponding generator to reduce the total power loss in the system. 

2.3   Third Stage: Computing DG Power generation Using GA 

The amount of power to be generated by each generator is computed using GA in 
this stage, after obtaining optimal location of DGs in the second stage. The initial 
chromosome is taken from the output of neural network and  the real and reactive 
power variables are changed. The real and   reactive power values are randomly 
generated within a certain power limit for N chromosomes. Then for this power 
values, the total power loss in the system is computed in the evaluation stage and 
the chromosomes are ordered based on the total power loss. 

Then crossover operation is applied to the above set of chromosomes with a 
crossover rate and so a new set of chromosomes are obtained and for that newly 
generated chromosome, fitness function is computed and arranged based on the  
total power loss. After applying crossover operation, then mutation operation is   
applied with a mutation rate. After completion of mutation, the termination 
process is executed. In the termination process, the real and reactive power with 
lowest total power loss is taken as the best power values to be generated by the 
DGs. By fixing DGs in the load bus with power generation, the total power loss 
reduces and the bus voltages remain stable, indicating improvement of power 
quality of the system.  

3    Results and Discussion 

The proposed method is implemented in MATLAB 7.11 for IEEE 30 bus system 
[13] and is shown in Fig 2. In the test system, bus 1 is considered as the slack bus 
and the base MVA of the system is 100 MVA. Buses 2, 13, 22, 23 and 27 are  ge-
nerator buses and remaining all other buses are load buses [13]. Table 2 shows  
the active & reactive powers, power factor and power loss after the installation of 
DG units. 
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Fig. 2. IEEE 30 Bus System 

Table 2. Power Loss with Installation of DG Sets 

No. 
of    
DGs 

DG   
Bus  
No. 

Active     
Power 
of  DG 
(MW) 

Reactive    
Power       
of  DG 
(MVAR) 

Power 
Factor 
of DG 

Total       
Power            
Loss (MW) 

% Reduction 
of Power  
Loss 

Zero - - - - 10.809 - 
One 5 9.9505 1.4230 0.990 9.3717 13.3% 
Two 7 

21 
9.8020 
9.6635 

1.1669 
4.1939 

0.993 
0.922 

8.6876 19.6% 

Three 18 
26 
30 

9.1255 
8.4990 
9.9800 

3.2840 
0.5604 
3.1268 

0.950 
0.998 
0.954 

8.2197 24.0% 
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From Table 2, it is clear that the power loss in the system reduces after connect-
ing DGs in the system. The power loss in the system without connecting DG is 
10.809 MW. But after connecting one DG, the total power loss is reduced by 
13.3%. In this case, the best location obtained from the present method is bus 
number 5 and power generated by that DG is 9.9505 MW. After connecting two 
DGs in the system, the optimal locations obtained are bus numbers 7 & 21 and the 
power generated by those DGs are 9.802 MW & 9.6635 MW respectively. The  
total power loss in the system is reduced to 8.6876 MW i.e., reduced by 19.6%. 
When three DGs are connected in the system, the best placement obtained  are bus 
numbers 18, 26 & 30 and the power generated by DGs are 9.1255 MW, 8.499 
MW & 9.98 MW respectively, and  the total power loss is reduced to 8.2197 MW. 
Thus, there is 24% reduction of power loss with three DGs when compared to 
without DG in the system. All the DGs are found to be operating at good power 
factors between 0.922 and 0.998. Table 3 shows the per unit voltage profiles at 
different buses for without DG connection and with three different cases of DG 
connections. 

Table 3. Per Unit Voltage Profiles at Different Buses 

Bus 
No. 

No   
DG 

One      
DG 

Two   
DGs 

Three 
DGs 

Bus 
No. 

No 
DG 

One 
DG 

Two     
DGs 

Three 
DGs 

1 1.0600 1.0600 1.0600 1.0600 16 1.0485 1.0486 1.0524 1.0526 

2 1.0400 1.0430 1.0430 1.0430 17 1.0421 1.0422 1.0473 1.0470 

3 1.0284 1.0285 1.0301 1.0310 18 1.0322 1.0323 1.0375 1.0497 
4 1.0204 1.0260 1.0225 1.0236 19 1.0290 1.0291 1.0345 1.0426 

5 1.0100 1.0100 1.0100 1.0100 20 1.0327 1.0328 1.0382 1.0442 

6 1.0170 1.0178 1.0196 1.0206 21 1.0334 1.0335 1.0434 1.0410 

7 1.0068 1.0069 1.0102 1.0085 22 1.0453 1.0455 1.0515 1.0530 

8 1.0100 1.0100 1.0100 1.0100 23 1.0336 1.0337 1.0428 1.0408 
9 1.0541 1.0542 1.0575 1.0576 24 1.0315 1.0316 1.0383 1.0430 

10 1.0469 1.0471 1.0527 1.0522 25 1.0292 1.0293 1.0335 1.0533 

11 1.0820 1.0820 1.0820 1.0820 26 1.0174 1.0119 1.0161 1.0589 

12 1.0625 1.0625 1.0647 1.0654 27 1.0362 1.0363 1.0389 1.0578 

13 1.0710 1.0710 1.0710 1.0710 28 1.0174 1.0174 1.0191 1.0230 
14 1.0478 1.0478 1.0512 1.0526 29 1.0160 1.0167 1.0194 1.0531 

15 1.0429 1.0430 1.0478 1.0507 30 1.0053 1.0054 1.0081 1.0573 

 
From Table 3, it can be seen that after connecting DGs in the system, the vol-

tages in the buses remained stable well within the margins. The maximum and 
minimum voltages are 1.082 per unit and 1.01 per unit respectively. Compared 
with the voltage of the slack bus (1.06 per unit), the upper and lower percentage 
variations of bus voltages are 5.1% and -2.1% respectively for all the three cases 
of DG installations. These variations are shown in Fig. 3. Also there are no 
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changes in the voltages at the buses 1, 5, 8, 11 and 13. Hence,   after connecting 
DG units in the system, the total power loss is reduced considerably and bus      
voltages remained stable within permissible limits.  

 

Fig. 3. Percentage Variations of Bus Voltages Compared with Slack Bus Voltage 

In this method, 50 iterations have been performed to identify the amount of 
power to be generated by DGs and also to evaluate the total power loss. The varia-
tion of power loss reduction with number of iterations for the installation of one 
DG, two DGs & three DGs are shown in Fig. 4. 

4   Conclusion 

In this paper, optimal locations of DG units were computed for IEEE 30 bus sys-
tem using GA and NN methods at minimum power loss. In the first stage GA is 
used to find the locations which satisfy the active and reactive power constraints. 
In the second stage NN is used to obtain the best location of DGs at minimum 
power loss and in the third stage generation capacities of DGs were evaluated  us-
ing GA. The optimal locations for DG installations are bus 5 for one DG, buses 7 
& 21 for two DGs and buses 18, 26 & 30 for three DGs.  The total power loss 
without   connecting a DG was 10.809 MW. When one DG is connected in bus 5 
with 9.9505 MW power generation, the total power loss was 9.3717 MW. With 
two DG installations connected to buses 7 & 21 generating 9.802 MW and 9.6635 
MW respectively; the total power loss was reduced to 8.6876 MW.  After connect-
ing three DGs in buses 18, 26 & 30 with respective power generations of 9.1255 
MW, 8.499 MW & 9.98 MW, the   total power loss was reduced further to 8.2197 
MW. Thus there is a considerable reduction of power loss from 13% to 24% (from 
1.4373 MW to 2.5893 MW) with the installation of DG units when compared with 
the system without DG.  In all the above three cases, the voltage profile of the 
buses remained stable within tolerable limits and the power factor of the DGs  
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is maintained at more than 0.92.  From the results, it can be concluded that the 
proposed method can be used effectively to find the optimal location of buses for 
installing DG sets in the system network to minimize total power loss maintaining 
the bus voltages within permissible margins. Thus there is considerable improve-
ment in power quality and reliability.  

 

Fig. 4. Loss reduction vs. Iterations 
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Abstract. The modern world is VANET world where speed and Quality of Ser-
vice (QoS) are the real characteristics. In VANET so many functions like gaming, 
internet etc. has been added leading to fast CPU clock speed hence more battery 
consumption. There is an increase in demand for wireless sensors and portable 
electronic devices in VANET. Hence wireless devices are becoming ubiquitous; 
batteries are used to power these devices. However, batteries are not durable and 
have to be replaced periodically. Choosing a right battery model is the key of 
above problem up to certain extent. In this paper we studied proactive Fisheye 
source Ad hoc routing protocol taking in to consideration various VANET para-
meters like speed, altitude etc. in real traffic scenario. The Proactive Fisheye 
source routing protocol is compared for battery models Duracell AA(MX-1500), 
Duracell AAA(MN-2400), Duracell AAA(MX-2400), Duracell C-MN(MN-1400) 
standard using Qualnet as a Simulation tool. Since Energy conservation is main 
focus area now days. Hence performance of the protocols with various battery 
models along with FIFO and residual  battery parameters counts and helps to 
make a right selection of battery model.  Varying parameters of VANET shows 
that in the real traffic scenarios Duracell AA (MX-1500) and Duracell AAA (MN-
2400) performs more efficiently for energy conservation. 

Keywords: VANET, Ad hoc Routing, FIFO, battery models, Qualnet.  

1   Introduction 

Vehicular Ad hoc Network (VANET) is a new communication paradigm that 
enables the communication between vehicles moving at high speeds. There is an 
increase in demand for wireless sensors and portable electronic devices in 
VANET. Hence wireless devices are becoming ubiquitous; batteries are used to 
power these devices. However, batteries are not durable and have to be replaced 
periodically .It has been found  in the last decade so many functions like gaming, 
internet etc has been added leading to fast CPU clock speed hence more battery 
consumption. It is known that power consumption is proportional to frequency of 
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operation. In order to improve QoS and energy conservation in fast moving ve-
hicles various light weight routing protocols needed to be studied in Physical and 
data link layer. So that Right selection of the protocol can be made. There are 
mainly three types of routing protocols, Proactive [1], Reactive [2], Hybrid 
[3].The fisheye state routing protocol studied here is proactive in nature. Proactive 
routing protocol continuously updates the routing table, thus generating sustained 
routing overhead. These protocols are having different criteria for designing and 
classifying routing protocols for wireless ad hoc network. The Mobile Ad hoc 
Network (MANET) working group of the Internet Engineering Task Force (IETF) 
[4] develops standards for routing in dynamic networks of both mobile and static 
nodes. The protocols in focus now days are Hybrid protocols and others [7]. Its 
use in the context of VANET’s along with reactive and proactive has always been 
area under investigation. Routing protocols are always challenging in the fast 
moving nodes as their performance degrades and such type of network is difficult 
to manage as fast handoff, signal quality, Interference maximizes along with other 
geographical factors. It must be noted that the battery capacity is tripled only in 
the last few years whereas amount of data transfer is increased from few Kbps to 
Several tens of Mbps. Hence designing of right scenario, Choosing energy effi-
cient protocol and selection of right battery model is the need of the hour. 

In this work, the feasibility, the performance, and the limits of ad hoc commu-
nication using the Fisheye routing protocol is evaluated as per battery models 
Duracell AA (MX-1500), DuracellAAA (MN-2400), DuracellAAA (MX-2400), 
Duracell C-MN(MN-1400)[11],and Potentials for optimizing the deployed trans-
port and routing Protocols is investigated. Special care is taken in to provide Real-
istic scenarios of both road traffic and network usage. This is accomplished by 
simulating a scenario with the help of simulation tool Qualnet [6]. A micro simu-
lation environment for road traffic supplied vehicle movement information, which 
was then fed in to an event-driven network simulation that configured and man-
aged a VANET model based on this mobility data. The protocols and their various 
parameters of the transport, network, data link, and physical layers were provided 
by well-tested implementations for the networks simulation tool, while VANET 
mobility is performed by our own implementation. The Qualnet(6) is used as a 
simulation tool because of its wide applications and potential to give results nearly 
similar to that of  real world. 

2   Ad Hoc Routing Protocols 

Routing protocol is a standard that controls how nodes decide how to route the in-
coming packets between devices in a wireless domain & further Distinguished in 
many types. There are mainly three types of routing protocols. Ad-hoc on demand 
vector distance vector (AODV), Dynamic MANET On demand (DYMO) and Dy-
namic source routing (DSR) are the examples of reactive routing protocols whe-
reas Optimized Link State Routing (OLSR) and Fisheye state routing (FSR)  are 
the examples of proactive routing protocols. Hybrid routing protocols is the com-
bination of both proactive and reactive routing protocols, Temporary Ordered 
Routing Algorithm (TORA), Zone Routing Protocol (ZRP), Hazy Sighted Link 
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State (HSLS) and Orderone Routing Protocol (OOPR) are its examples. In our 
work the chosen protocol is Fisheye State routing Protocol and its Queuing para-
meter is also considered. 

2.1   Fisheye State Routing 

Fisheye State Routing (FSR)[1] is built on top of GSR. The novelty of FSR is that 
it uses a special structure of the network called the ‘‘fisheye.’ ’This protocol reduc-
es the amount of traffic for transmitting the update messages. The basic Idea is that 
each update message does not contain information about all nodes. Instead, it con-
tains update information about the nearer nodes more frequently than that of the 
farther nodes. Hence, each node can have accurate and exact Information about its 
own neighboring nodes. The following example explains the fish eye state routing 
protocol. In FSR, the network is viewed as a fish eye by each participating node. 
An example of this special structure is shown in Fig.1 Here; the scope of fish eye is 
defined as the set of nodes that can be reached within a given number of hops from 
a particular centre node. In the figure, we have shown three scopes with one, two, 
and three hops. The centre node has the Most accurate information about all nodes 
in the white circle and soon. Each Circle contains the nodes of a particular hop 
from a centre node. The advantage Of FSR is that, even if a node does not have ac-
curate information about a destination, as the packet moves closer to the destina-
tion, more correct information about the route to the destination becomes available. 

 

Fig. 1. Fisheye Structure 

2.2   FIFO (First-In-First-Out) 

A queue in which the first item in is the first item out is called FIFO [5]. In this a 
packet waits in a buffer (queue) until the node (router or switch) is ready to 
process them. If the average arrival rate is higher than average processing rate, the 
queue will up and new packets will be discarded. Note that a FIFO queue holds 
the packet .if the traffic consists of fixed size packet (e.g. cells in ATM networks) 
,the process removes a fixed number of packets from the queue at each tick of the 
clock. If the traffic consists of variable-length packets, the fixed output rate must 
be based on the number of bytes or Bits. 
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3   Battery Models 

Since batteries continue to power an increasing number of electronic systems, 
their life becomes a primary design consideration. Figure 2 illustrates a widening 
battery gap between trends in processor power consumption [11] and improve-
ments in battery capacity [12]. Bridging this gap is a challenge that system design-
ers must face for the foreseeable future. The need to improve battery life is in 
large part has driven the research and development of low power design tech-
niques for electronic circuits and systems [13, 14]. Low power design techniques 
were successful in reducing the energy drawn from the battery and improving  
battery life. By understanding both the source of energy and the system that con-
sumes it, the battery life can be maximized.  Basically the zinc/potassium hydrox-
ide/manganese dioxide cells, commonly called alkaline[15] or alkaline-manganese 
dioxide cells, have a higher energy output than zinc-carbon (Leclanche) cells. 
Other significant advantages are longer shelf life, better leakage resistance, and 
superior low temperature performance. In comparison to the zinc-carbon cell, the 
alkaline cell delivers up to ten times the ampere-hour capacity at high and conti-
nuous drain conditions, with its performance at low temperatures also being supe-
rior to other conventional aqueous electrolyte primary cells. Its more effective,  
secure seal provides excellent resistance to leakage and corrosion. 
 

 

Fig. 2. A widening battery gap between trends in processor power consumption 
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The use of an alkaline electrolyte, electrolytic ally prepared manganese dioxide, 
and a more reactive zinc powder contributes to a higher initial cost than zinc-
carbon cells. However, due to the longer service life, the alkaline cell is actually 
more cost-effective based upon cost-per-hour usage, particularly with high drains 
and continuous discharge. The high-grade, energy-rich materials composing the 
anode and cathode, in conjunction with the more conductive alkaline electrolyte, 
produce more energy than could be stored in standard zinc carbon cell sizes The 
product information and test data included in this section represent Duracell's 
newest alkaline battery products. Note that these battery models  have some com-
mon battery parameters. 

3.1   Duracell AA(MX-1500) 

Table 1. Parameters of Duracell AA (MX-1500) 

                           Parameters                                                            Values 

Nominal Voltage 1.5  V 
Operating Voltage 1.6 - 0.75V 

Impedance 
Typical Weight 

81  m-ohm @ 1kHz 
 24 gm (0.8 oz.) 

Typical Volume 
 Storage Temperature Range  

Operating Temperature Range  
Terminals 

ANSI 
IEC                                             

8.4 cm 3  (0.5 in.3) 
 -20

o
C to 35

o
C 

-20
o
C to 54

o
C 

Flat 
15 A 
LR6 

3.2    Duracell AAA (MN-2400)     

Table 2. Parameters of Duracell AAA (MN-2400) 

                   Parameters                                                             Values 

Nominal Voltage 1.5  V 
Operating Voltage 1.6 - 0.75V 

Impedance 
Typical Weight 

114  m-ohm @ 1kHz 
                    11 gm (0.4 oz.) 

Typical Volume 
Storage Temperature Range 

Operating Temperature Range 
Terminals 

ANSI 
IEC 

3.5 cm 3  (0.2 in.3) 
-20

o
C to 35

o
C 

-20
o
C to 54

o
C 

Flat 
24 A 
LR03 
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3.3   Duracell AAA (MX-2400) 

Table 3. Parameters of Duracell AAA (MX-2400) 

                   Parameters                                                             Values 

Nominal Voltage 1.5  V 
Operating Voltage 1.6 - 0.75V 

Impedance 
Typical Weight 

114  m-ohm @ 1kHz 
                 11 gm (0.4 oz.) 

Typical Volume 
Storage Temperature Range 

Operating Temperature Range 
Terminals 

ANSI 
IEC 

3.5 cm 3  (0.2 in.3) 
-20

o
C to 35

o
C 

-20
o
C to 54

o
C 

Flat 
24 A 
LR03 

3.4 Duracell C-MN (MN-1400) 

Table 4. Parameters of Duracell C-MN (MN-1400) 

       Parameters                                                             Values 

Nominal Voltage 1.5  V 
Operating Voltage 1.6 - 0.75V 

Impedance 
Typical Weight 

136  m-ohm @ 1kHz 
                  139 gm (0.4 oz.) 

Typical Volume 
Storage Temperature Range 

Operating Temperature Range 
Terminals 

ANSI 
IEC 

3.5 cm 3  (0.2 in.3) 
-20

o
C to 35

o
C 

-20
o
C to 54

o
C 

Flat 
13 A 

                         LR20 

4   Simulation Tool 

The adopted methodology for the results of this research work is based on simula-
tions near to the real time packages before any actual implementation. Hence 
many parameters of VANET are taken. 

Qualnet(6) is a fast, scalable and hi-fidelity network modelling software. It 
enables very efficient and cost-effective development of new network technolo-
gies. Qualnet is network modeling software that predicts performance of network-
ing protocols and networks through simulation and emulation. Using emulation 
and simulation allows to reproduce the unfavourable conditions of networks in a 
controllable and repeatable lab setting. Qualnet enables users to Design new  
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protocol models, Optimize new and existing models, Design large wired and wire-
less networks using pre-configured or user-designed models, Analyze the perfor-
mance of networks and perform what-if analysis to optimize them. Qualet (6) is 
the preferable simulator for ease of operation. So, we found Qualet be the best 
choice to implement our scenarios as we do not need every feature possible, just 
those for the token passing and message routing. Qualet is a commercial simulator 
that grew out of GloMoSim, which was developed at the University of California, 
Los Angeles, UCLA, and is distributed by Scalable Network Technologies [6]. 
The Qualet simulator is C++ based. All protocols are implemented in a series of 
C++ files and are called by the simulation kernel. QualNet comes with a java 
based graphical user interface (GUI). 

Table 5. Simulation Parameters 

 Parameters                                                            Values 

Simulator                                                        Qualnet Version 5.o.1 
Terrain Size                                                    1500 x 1500 
Simulation time                                              3000s 
No. Of Nodes                                                  20 
Mobility                                                          Random Way Point, 
                                                                        Pause time= 0s 
Speed of Vehicles                                           Min.=5m/s Max.=20m/s 
Routing Protocols                                           Fisheye Source Routing 
Medium Access protocol                               802.11b 
Tx Power                                                        150dbm 
Data size                                                         512 bytes 
Data Interval                                                   250ms 
No. of sessions                                                5 
Altitude                                                           1500m 
Weather mobility                                           100ms 
Battery models                                     Duracell AA(MX-1500), 
                                                              Duracell AAA(MN-2400), 
                                                              Duracell AAA(MX-2400), 
                                                              Duracell C-MN(MN-1400). 

5   Designing of Scenario 

The scenario is designed in such a way that it undertakes the real traffic conditions 
using high speed mobility. We have chosen 20 fast moving vehicles in the region 
of 1500X1500 with the random way point mobility model. There is also well de-
fined path for some of the vehicles, so that real traffic conditions can also be taken 
care of. It also shows wireless node connectivity of few vehicles using CBR appli-
cation. The area for simulation is Hilly area with altitude of 1500 meters. Weather  
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mobility intervals is 100ms.Pathloss model is two ray with max prop distance of 
100m.Here the data size is 512 bytes and transmission power is 150dbm. The 
speed of the vehicles varies from 5m/s to 20m/s. The data intervals choosen here 
is 250ms and the number of sessions is five.  

 

Fig. 3. Qualnet VANET Scenario 

6   Results and Discussions 

The simulation results as shown in Fig. 4 and 5  brings out some important charac-
teristic differences between the various Battery models. It has been found that the 
residual battery capacity for Duracell AA (MX-1500) and Duracell AAA (MN-
2400) is quite high as compared to other two. This is because they offers low im-
pedance of   81 m-ohm @ 1kHz and 250  m-ohm @ 1kHz as  compared to 114 m-
ohm @ 1kHz and 136 m-ohm @ 1 kHz for Duracell AAA (MX-2400) and C-
MN(MN-1400).Moreover ANSI values are 15A and 24A for Duracell  AA(MX-
1500) and Duracell AAA (MN-2400)  as compared to 13A and 24 A for both 
Duracell C-MN (MN-1400), Duracell AAA (MX-2400).The Typical weight val-
ues also mend for consideration. The FIFO Peak Queue size also shows the better 
performance of Duracell AA(MX-1500) and Duracell AAA (MN-2400).Moreover 
the weight differences are also considerable for performances. 
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Fig. 4. Residual Battery Capacity for Fisheye Routing 

 
 

Fig. 5. FIFO Peak Queue Size for Fisheye Routing 

7   Conclusions 

Evaluation of the feasibility and the expected quality of VANETs operated as per 
various battery models, shows significant results. It has been found that the battery 
models depending upon their impedance, volume, weight, various temperature  
operating range shows significant variations in performance. Since energy conser-
vations is most required now days. Hence its study leads to solutions to many 
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problems. As we know battery capacity has been increased three times only as 
compared to data transfer rate from few kbps to several tens of mbps. In future 
many parameters like longitude, latitude, geographical location, traffic, can also be 
considered for the exact results to real world. 
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Abstract. Personalized recommendation systems have gained an increasing 
importance with the rapid development of Internet technologies. Collaborative 
filtering (CF) is the most promising technique in recommender systems, providing 
personalized recommendations to users based on their previously expressed 
preferences and those of other similar users. However, data sparsity and prediction 
accuracy are still major concerns related to CF techniques. Generally, the user-
item matrix is quite sparse, which directly leads to the poor quality of predictions. 
In order to handle these problems, this paper proposes a novel approach to CF 
employing fuzzy case-based reasoning (FCBR), called CF-FCBR technique. 
Using fuzzy set theory for the computation of similarity between users and items, 
the proposed approach is twofold: offline and online. The offline processing is 
used to predict the missing values of user-item matrix and the online processing is 
employed for the process of recommendations generation. Our proposed approach 
helps in alleviating sparsity problem thereby improving recommendation 
accuracy. The experimental results clearly reveal that the proposed scheme, CF-
FCBR is better than other traditional methods. 

Keywords: Recommender systems, Collaborative filtering, Fuzzy sets, Case-
based reasoning. 

1   Introduction 

Collaborative filtering (CF) [1] automatically predicts the interest of an active user 
by collecting rating information from other similar users or items. These 
techniques have been widely adopted in some large, renowned commercial 
systems, such as Amazon [2], AdaptiveInfo.com [3]. The research of CF is based 
on two types of approaches: model-based approaches and memory-based 
approaches [1]. The main problem of memory-based approaches is the data 
sparsity of the user-item matrix. There are several algorithms that have been 
proposed to alleviate the data sparsity problem [4], [5], [6]. In this article a novel 
approach is developed to deal with the problem of sparsity in the framework of 
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CF. The proposed approach works by first filling missing values through the 
methodology of fuzzy case based reasoning (CBR) and then generating 
recommendations via CF.  

The remainder of this paper is organized as follows. In Section 2, we provide 
an overview of CBR in the framework of CF and a brief introduction of fuzzy 
CBR called FCBR. Section 3 explains the architecture of proposed CF-FCBR 
method. The results of an empirical analysis are presented in Section 4, followed 
by a conclusion in Section 5. 

2   Related Work 

2.1   CBR in the Framework of CF 

The classic definition of CBR was coined by Reisbeck and Schank [7] in 1989. 
They described CBR as a problem solving technique which solves new problems 
by adapting previously successful solutions to similar problems. At a later stage, 
Watson [8], illustrated that CBR describes a methodology for problem solving but 
does not prescribe any specific technology. His research described four applications 
of CBR that variously use: nearest neighbor, induction, fuzzy logic and SQL. Some 
researchers used the application of CBR in the context of CF to tackle the problems 
of CF [5], [6], [9]. In the present work, we are employing CBR concepts and 
techniques in the framework of CF to handle the problem of sparsity.  

The CF algorithm predicts a user’s preferences for items based on the recorded 
preferences of other similar users or items. In a simpler manner, we can say that 
the CF works based on the assumption that the active user will prefer those items 
which the similar users prefer. On the other hand, CBR makes direct use of past 
cases to solve a new problem by adapting previously successful solutions of the 
past similar problems. The main steps of CBR process are: Retrieve the most 
similar case or cases, Reuse and Revise the solution suggested by these matching 
cases, Retain the solution to the problem [8].  

According to, Guo et al [5], the steps of CF are much same as the steps of CBR 
and therefore the CF algorithm can be combined with CBR naturally.  

2.2   Fuzzy Set Theory in CBR 

Fuzzy set theory has proven to be very useful in addressing the problems of CBR 
[10, 11]. The most basic problems in CBR are the retrieval and selection of cases 
since the remaining operations will succeed only if the selected cases are relevant 
ones. Fuzzy Logic (FL) can be used in case representation to provide a 
characterization of imprecise and uncertain information. Moreover, in the phase of 
case retrieval, FL can be used to evaluate partial matches by means of fuzzy 
matching techniques [10]. Furthermore, FL can be utilized in case adaptation to 
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modify the selected case by using the concept of gradual rules [11]. In the 
proposed work, the fuzzy set theory is employed at the case representation level 
and also at the level of retrieval of appropriate cases.  

3   Proposed Framework 

The proposed work incorporates fuzzy set theory with CBR; called FCBR, in the 
framework of CF. Fig. 1 clearly delineates the architecture of proposed CF-FCBR 
model.  
 
 

 

Fig. 1. Architecture of proposed CF-FCBR model 

The proposed FCBR model deals with fuzzy similarity based CBR models 
stating that "similar problems lead (or may lead) to similar solutions". Using 
FCBR, the proposed work is twofold: offline and online. In offline processing, the 
FCBR model is employed to predict the missing values in user-item matrix. 
Whereas, online processing uses CF in order to make recommendations for the 
active user. 

3.1   Offline Processing 

Case Representation. The success of CBR system heavily depends on the 
structure or representation and content of its collection of cases. In this work, a 
case represents the user’s rating vector and his profile vector. Table 1 shows the 
representation of cases in the case base. Here each user is represented as a case in 
the case base. In the user rating vector (URV), , , , , … , , , the value ,  represents the rating of th item by th user . Moreover, in the user profile 
vector (UPV) of th user , age, gender, and occupation are denoted by , 

, and  respectively and genre interestingness measure (GIM) [12] of 
th genre is represented by , . 

 

Offline processing 

Sparse user-item matrix 

FCBR predictor

Modified user-item matrix 

List of recommendations

CF recommender  Online processing 
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Table 1. Case Representation 

Cases User Profile Vector ( ) User Rating Vector ( ) 

 , , , , , , , … , , , , , , … , ,  

 , , , , , , , … , , , , , , … , ,  

… … … 

… … … 

… … … 

 , , , , , , , … , , , , , , … , ,  

Fuzzification. The crisp description of features does not reflect the actual case for 
human decisions. For example, two users of age 14 and 18 have the age difference 
of 4 years, while both users belong to the same age group, i.e. teenager. Therefore, 
a great advantage can be gained by fuzzifying the features of the cases in order to 
retrieve most similar cases. The fuzzy set concept provides a smooth transition 
between members and nonmembers of a set. The members of fuzzy sets have 
degrees of membership between 0 and 1. This value is assigned by the 
membership function (MF) associated with each fuzzy set.  

 

Fig. 2. Membership functions for (a) Rating, (b) Genre interestingness measure, and (c) Age 

Distinct fuzzy sets are used to fuzzify the various features of a case. First of all 
numeric ratings of items are fuzzified into three fuzzy sets, Like (L), Neutral (N) 
and Dislike (D) as shown in Fig. 2(a). The GIM is fuzzified into six fuzzy sets, 
very bad (VB), bad (B), average (AV), good (G), very good (VG), and excellent  
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(E). Fig. 2(b) shows the membership value of GIM in different fuzzy sets. 
Furthermore, age is fuzzified into three fuzzy sets, young, middle-aged, and old as 
shown in Fig. 2(c). The values of other features, gender and occupation, are 
considered as fuzzy points with membership value of one. 

Similarity Measure. The most important issue in the CBR system is to define the 
similarity measure. Basically, the similarity between two cases is computed based 
on the similarity between attributes of the cases. In our model, the attributes are 
fuzzified by using various fuzzy sets. Therefore, to compute the similarity 
between two cases (users)  and , the fuzzy distance between each attribute is 
determined. The fuzzy distance between attributes of the cases is called the local 
fuzzy distance (LFD). In order to calculate the LFD between th attribute values  
and  of respective cases  and , the Euclidean distance function is used. ( , ) = ∑ , , , (1) 

where ,  is the membership value of the feature  in its th fuzzy set and  is the 
number of fuzzy sets. Consequently, the LFD between attributes is employed to 
obtain the fuzzy distance between the cases. This fuzzy distance between the cases 
is called the global fuzzy distance (GFD). To compute the GFD between two 
cases, we employ an aggregation operator. Therefore the GFD between two cases 

 and , ( , ), can be defined as: ( , ) = ∑ ( , ), (2) 

where  is the number of attributes of cases  and . Using the GFD between two 
cases, the similarity between these cases is computed. ( , ) = 1 ( , ) (3) 

In the proposed FCBR model, the similarity between two cases is computed over 
UPVs as well as URVs. Since, two cases (users) are considered similar if they 
have similar rating patterns as well as similar demographic information and GIM. 
The similarity computed over URV is called  and the similarity computed 
over UPV is called . Finally, the two similarity measures are combined 
together by taking their weighted sum to find the similarity between cases  and . ( , ) = ( , ) + (1 ) ( , ), 

(4) 

where  is a weight factor which can be selected empirically. The parameter  is 
used for determining how the similarity relies on UPVs and URVs.  = 1 states 
that similarity depends completely upon URVs and  = 0 states that similarity 
depends completely upon UPVs. Once, the similarities between the new case and 
the cases in the case base are computed, a set of best matches is retrieved.  
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Missing Rating Prediction. For the prediction of missing rating values, each case 
in the case base with missing rating value is treated as a problem.  Thus a set of 
similar cases that are potentially useful to the current problem are retrieved. The 
solutions to similar cases are adapted in order to retain the solution of current 
problem.  

In the proposed framework, the current problem denotes a user  who has not 
rated an item . Hence, the prediction of missing rating value ,  is generated by 
employing Resnick’s prediction formula [13] as follows: 

, = + ∑ ( , ) ,∈ ( )∑ ( , )∈ ( ) , (5) 

where  denotes the average rating of user  and ( ) denotes the set of similar 
users. The set ( ) is retrieved through the retrieval phase of the proposed model. 
In this way, by filling missing values, a dense user-item matrix is retained through 
FCBR model. 

3.2   Online Processing 

The dense user-item matrix assists the user-based CF algorithm in the process of 
prediction generation for an active user through online processing. The user-based 
CF first looks for users similar to active user. There are several similarity 
algorithms that have been used in user-based CF. In this work, the most widely 
used Pearson correlation is employed to define the similarity between two users  
and .  

After finding a set of similar users, the user-based CF employs the ratings from 
those similar users to predict the ratings for the active user. The well known 
Resnick’s prediction formula [13] is used to predict the rating for an active user.  

4   Experiments and Results 

To perform the experiments, we randomly choose 400 users out of 943 users of 
MovieLens1 dataset. The experiments are conducted under several configurations 
by altering the size of training set to be 300 (ML300), 200 (ML200), and 100 
(ML100) users. The remaining users, out of 400 users, are taken as active users. 
The number of training ratings provided by the active users are varied from 5, 10, 
to 20, and named as Given5, Given10, and Given20 respectively.  

In order to estimate the predictive accuracy of a recommendation list, we rely 
on the metric - mean absolute error (MAE). The metric, MAE, computes the 
average of the difference between actual ratings and predicted ratings of unseen 
items [14], [15]. The coverage is also computed to measure that how many 
actually rated items are covered by the method [12]. 

                                                           
1 http://www.grouplens.org/ 
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4.1   Comparison of Our Framework of CF with Other Methods 

In order to show the performance increase of proposed CF-FCBR method, we 
compare our algorithm with some traditional algorithms: user-based CF [13], 
called UBCF and a new CF metric [16] for UBCF, called NUBCF. For making 
comparisons of various techniques, we kept the same neighborhood size of 35 
users and set the value of parameter  equal to 0.5. We compared the MAE and 
coverage of various competitive schemes as shown in Table 2 and Table 3.  

Table 2. Comparison of MAE of proposed CF-FCBR method with UBCF and NUBCF 
methods on MovieLens 

Training Users Methods Given5 Given10 Given20 
 
ML100 

UBCF 0.8922 0.8723 0.8464  
NUBCF 0.8702 0.8362 0.8249  
CF-FCBR 0.8465 0.8026 0.7917 

 
ML200 

UBCF  0.8783 0.8641 0.8371  
NUBCF 0.8598 0.8343 0.8182  
CF-FCBR 0.8340 0.7903 0.7710 

 
ML300 

UBCF  0.8639 0.8559 0.8404  
NUBCF 0.8407 0.8225 0.8098  
CF-FCBR 0.8174 0.8051 0.7702 

Table 3. Comparison of coverage of proposed CF-FCBR method with UBCF and NUBCF 
methods on MovieLens 

Training Users Methods Given5 Given10 Given20 
 
ML100 

UBCF 91.333 92.221 93.193  
NUBCF 93.779 94.388 94.906  
CF-FCBR 96.361 97.403 98.372  

 
ML200 

UBCF 92.851 93.082 93.752  
NUBCF 93.193 95.030 96.164  
CF-FCBR 96.500 97.483 98.278  

 
ML300 

UBCF 92.936 94.272 94.711  
NUBCF 94.664 95.883 96.830  
CF-FCBR 97.689 98.687 99.386 

 
The results summarized in Table 2 and Table 3, clearly reveal that the CF-

FCBR approach improves the recommendation quality of CF significantly. It is 
also observed from these experiments that the MAE and coverage of the methods 
improves with the increment in the size of training users as well as with the 
increment in the number of training items. However, the MAE and coverage of 
proposed scheme is always better than other competitive schemes for all 
configurations of the dataset.  
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Additionally, in order to analyze the sensitivity of the neighborhood size, we 
carried out an experiment (see Fig. 3). The MAE is computed for all 
configurations by varying the number of neighbors and results for the 
configurations ML100 with Given5 and ML300 with Given20 are shown in Fig. 
3(a) and Fig. 3(b) respectively. We can observe that the accuracy of prediction 
improves with the increment in neighborhood size. Additionally, the proposed 
method outperforms other methods even with variable size of neighborhoods. 

 

Fig. 3. Sensitivity of neighborhood size on MAE for the configurations: (a) ML100 and 
Given5 and (b) ML300 and Given20 

4.2   Impact of  

For missing data prediction, our algorithm computes the fuzzy similarity between 
users by taking a weighted sum of the similarity based on UPVs and the similarity 
based on URVs. The parameter  is used as a weight factor to balance the two 
similarity measures. We varied the value of  and analyzed the impact of  on 
MAE of proposed algorithm. We test the proposed algorithm for all configurations 
of ML100, ML200, and ML300 of training users. The corresponding experimental 
results are reported in Fig. 4(a), Fig. 4(b), and Fig. 4(c) respectively. We observed 
from Fig. 4, that at the extreme values (0 and 1) of , the MAE of proposed 
algorithm is maximum for almost all configurations. This clearly indicates that the 
combination of similarity measures improves the recommendation accuracy. 

 

Fig. 4. Impact of Lambda ( ) on MAE for the configurations: (a) ML100, (b) ML200, and 
(c) ML300 
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5   Conclusion 

In this paper, we propose a CF framework based on fuzzy case based reasoning 
(FCBR). This method first of all predicts the missing values and then generates a 
list of recommendations for the active user. Therefore, the proposed method 
successfully deals with the problem of sparsity and generates high accuracy 
recommendations based on FCBR. Empirical analysis shows that our proposed 
CF-FCBR algorithm outperforms other state-of-the-art CF approaches.  

In the present work, we have considered all the features equally important for 
FCBR. By adding the feature importance factor to similarity measure, the 
accuracy of the recommender system can be further improved. Therefore, one of 
the possible extensions would be to take into consideration the weights of the 
features. Further in the present work, our main focus was to handle sparsity 
problem of CF and therefore trust and reputation [17] concepts have not been 
incorporated. However, one promising direction for future work would be to 
consider trust and reputation mechanisms to improve performance of the proposed 
recommender system.  
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Abstract. As Sensor area network is a vast network with thousands of nodes, the 
workload increases upto a great extent. This increased workload leads to increase 
in packet loss and decrease in network lifetime. Even the rate of message failure 
as well as node failure due to network congestion also increases. In order to avoid 
such problems and enhance the network lifetime, we are introducing a new 
algorithm for the purpose of load balancing i.e. Distributed Load Balancing 
(DisLB). DisLB is a type of load balancing approach in which load has to be 
distributed on neighboring nodes instead of central nodes in which an All to All 
communication mode has been assumed.  

Keywords: Load balancing, routing protocols, shortest path routing, sensor 
network. 

1   Introduction 

Wireless sensor network (WSN) consists of large number of scattered sensing 
devices which monitor physical or environmental conditions such as temperature, 
sound, pressure, motion or pollutants. These sensing devices are responsible for 
data communication. The sensing nodes communicate with each other using low 
power wireless data routing protocols [1]. Sensor network is a subclass of ad hoc 
network and varies with it in terms of number of nodes, deployment strategy, 
failure rate, power etc [2]. 

1.1   Sensor Network Communication Architecture 

The sensor nodes are geographically distributed as shown in Fig. 1. These 
scattered sensor nodes has data collecting and routing capability. Gathered 
information has to be routed back to the sink node through multihop 
communication architecture.  
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Fig. 1. Sensor nodes scattered in a sensor field [2] 

The sink communicates with the task manager node or user through Internet or 
satellite communication [2]. 

2   Load Balancing Strategies 

The three important parameters need to be taken into account in order to select 
best among the different load balancing algorithm: 

a) who is responsible for making the load balancing decision 

b) what information is used to make the load balancing decision 

c) where the decision has been made.  

Let us consider the load balancing strategies in detail. 

2.1   Centralized Load Balancing 

In centralized load balancing [3], central node is responsible for calculation of 
amount of load to be transferred as well as load distribution to other sensor nodes.  

 
Fig. 2. Centralized load balancing 
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In fig.2, red coloured circle represents the central node and yellow coloured 
circles represent the surrounding nodes. As the central node is responsible for task 
distribution, the whole network goes down if this node fails. However, the policy 
involves one-to-all as well as all-to-one communication mode. 

2.2   Local or Global Load Balancing Strategy 

In local load balancing strategy [3], all the sensing devices are divided into 
heterogeneous groups provided that each group has same performance profile i.e. 
same computational power. The decision making node would send polling 
message to each group head which in turn sends the message to its group members 
demanding the information about the amount of load each node can handle. Based 
on this information, the decision making node decides to which node the load has 
to be distributed. In contrast, global load balancing strategy [3] involves the 
exchange of performance profile information globally among each and every 
node. The single point of failure and network latency problems of local load 
balancing technique has been eliminated by this strategy. 

2.3   Static or Dynamic Load Balancing 

In static load balancing strategy, the load has been assigned to all the nodes in the 
beginning and there is no variation in the load in between. This type of strategy 
does not require constant load monitoring and is not well suited for real time 
applications.  

In dynamic load balancing [4][5], load scheduling is done at run time based on 
the current status of the participating nodes. It is an adaptive policy as the frequent 
changes in terms of channel traffic; channel delay etc can be entertained. Dynamic 
methods generally react better to changes in the system state compared to the 
static methods and as a result, have better performance. 

2.4   Sender-Initiated or Receiver –Initiated Load Balancing 

In sender-initiated policies [5], congested nodes attempt to move the work to 
lightly-loaded nodes while in receiver-initiated policies [5], lightly-loaded nodes 
look for heavily-loaded nodes from which work can be received. 

3   Existing System 

3.1   Centralized Load Balancing 

In this approach as the network traffic pass from some central node network 
congestion increases which leads to packet loss at that node. If this central node is 
paralyzed then the whole network gets stuck. Centralized load balancing as shown 
in fig 3, is used when the nodes requires global information about the state of the 
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system [6]. Various centralized load balancing strategies such as Random LB, 
Greedy LB, and Horizontal Vertical Routing etc are available but each has its own 
limitations as explained in section 3.2. Thus, several authors have proposed 
different methods of load balancing. As Servetto recently proposed in [7], a 
routing algorithm which reduces the load on the central node in a single source–
single destination communication. It divides the network into expansion and 
compression phases. Sensor nodes belong to different diagonals of the grid. 
During expansion phase, the load per node decreases with the increase in number 
of nodes on diagonal.  

 

Fig. 3. Grid Wireless Sensor network 

 

During the compression phase, the reverse process is carried out and with the 
decrease in number of nodes on each diagonal, the load per node increases. In [8], 
Stefan analyzes the reliability of the system in the case of node failures. The 
reliability of the system can be increased by providing several paths from source 
to destination and sending the same packet through this paths. In this it analyze the 
mechanism through which the trade off between traffic and reliability can be 
controlled by splitting in K sub packets. 

All the approaches defined by various authors are complex as well as deal with 
central node only. So, there is a great need of a new load balancing strategy which 
helps to decrease the amount of load on the central node thereby ignoring the 
central node. 

3.2   Limitations of Centralized Load Balancing 

Various limitations of centralized load balancing scheme are: 

• The scheme leads to increase in congestion in the whole network. 

• It leads to creation of hot spots. 
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• Number of  failed messages increases in the network 

• It unnecessarily creates heavily loaded nodes. 

• Network lifetime decreases 

• Packet Loss increases 

• Formation of holes 

The existing centralized scheme was implemented using Network Simulator 
version 2 (NS2) [9]. The packet loss as well as packet received rate was taken as a 
parameter for computing the overall performance of the network.  

 

Fig. 4. Packet Loss vs. Packet Received (existing) 

These rates of packet received as well as packet loss are then plotted on a graph 
using Xgraph [9]. In case of existing system i.e. centralized load balancing, packet 
received is more as compared to packet loss as shown in fig 4. However, the 
amount of packet received can be increased at a greater rate using distributed load 
balancing. To overcome the bottleneck due to congestion at central node we are 
proposing an approach to distribute the load on all the neighboring nodes.  

4   Proposed Scheme 

Wireless sensor networks are increasingly gaining importance in various time 
critical applications. Generally, greedy approach is followed by the sensing 
devices for data transmission. As a sensor node has fix power to work on, when 
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the load exceeds its threshold value, it starts behaving abnormally and starts 
packet as well as energy loss while the corner nodes are underutilized. This 
uneven load distribution results in heavily loaded nodes to discharge faster as 
compared to others. This causes few over-utilized nodes which fail and result in 
formation of holes in network, resulting in increase of failed messages in the 
network. Hence, a new load balancing strategy which is termed as Distributed 
Load Balancing (DisLB) has been proposed so that the underutilized nodes can be 
better utilized and the workload on over-utilized nodes can be decreased upto 
some extent.  In this, the load is distributed on all those neighbouring nodes which 
are in coverage area of central node. 

4.1   Basic Idea 

The main objective behind this research is to develop a center-compromised 
routing algorithm for congested grid network as well as to share the load among 
the under-utilized nodes so that inbound internet protocol (IP) traffic can be 
distributed across multiple sensing nodes. 

4.2   Objectives 

The main objectives behind this research are as follows: 

• To increase energy efficiency of whole network. 

• To increase the network lifetime.  

• To Decrease the congestion in whole network. 

• To minimize the formation of holes. 

• To minimize the packet loss at central node. 

• To increase the packet received rate. 

• To Maintain Network Connectivity. 

4.3   Proposed Algorithm 

A grid network has been considered in the algorithm where each sensor node can 
transfer data to any of the other sensor node. The proposed algorithm has been 
divided into two parts namely Node Detection and Load Distribution. The algorithm 
makes use of two data structures namely FIFO queue and list. The queue has been 
used for the purpose of detection of under-utilized nodes while the list has been used 
for the purpose of storing the nodes present in shortest path to designated node.  

Various assumptions for DisLB are as follows: 

• Initially, the workload has been assigned to all the sensing nodes present 

in the network. 

• The amount of data packets to be distributed should be known in 

advance. 

• All the threshold values should be set first. 
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The algorithm requires two threshold values namely Threshold (This is the 

maximum value of load assigned to the particular node and Threshold_value is the 
maximum amount of data to be transmitted over the network 

 

.    
 
 
 
 

/* Node Detection Algorithm*/ 

/*S is the Source Node and D represents the Destination Node */ 

Step 1  Find the Shortest Path between S to D using    

            Dijkstra Algorithm.  

Step 2  Maintain a List1 L1 ( I0,I1…..In)  of all the  routing nodes present on the shortest path. 

Step 3  for each (Node In in L1) 

 { 

If (Load(In)>Threshold) 

Put In in List2 L2 (F1,F2…..Fm) 

 } 

Step 4    X= MAX (F1,F2…..Fm) 

Step 5   Set X as Central Node 

Step 6   Find Compromising Nodes of X and put them in queue called CNQ (C0 to Cq) 

/*Load Distribution Algorithm*/ 

If(Load(Cq)< Threshold)     /*Quick Sort Algorithm*/ 

Put Cq in Light_weight_node_queue LWNQ 

Else 

Put Cq in Heavy_weight_node_queue HWNQ 

If( Amount of data> Threshold_Value) 

Remove the nodes from Light_weight_node_queue and distribute the load on 

these nodes 

Else 

Remove the nodes from Heavy_weight_node_queue 

and distribute the load on these nodes 
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4.4   Proposed Flowchart 

The flowchart of proposed algorithm is as follows: 
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5   Results 

The proposed scheme was implemented using Network Simulator version 2(NS2) 
[10]. The amount of packets  received were recorded for both proposed as well as 
existing scheme and the graph showing the comparison between both schemes 
was plotted using Xgraph as shown in fig 5. 

 

Fig. 5. Packet Received (proposed vs existing) 

 

Fig. 6. Packet Loss (existing vs proposed) 
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In this, yellow coloured line represents proposed system packet received rate 
which is 2100 while pink coloured line represents existing system packet received 
rate which is 605. Thus, the rate of packet reception is higher in case of proposed 
system. Similarly, the rate of loss of packets is also measured for both the schemes 
and the corresponding comparison graph was plotted as shown in fig 6. 

In this, yellow coloured line represents existing system packet loss which is 355 
while pink coloured line represents proposed system packet loss which is 330. 
Therefore, the packet loss in case of proposed algorithm is very less as compared 
to existing centralized algorithm. 

6   Conclusion 

The Distributed load Balancing (DisLB) algorithm has been proposed as well as 
implemented on network simulator. It has overcome the drawbacks of existing 
centralized load balancing strategy. Finally, the workload on central node has been 
decreased by routing the data packets from surrounding nodes or we can say 
neighbouring nodes. Due to reduction in workload of central node, the rate of 
packet reception has increased and the rate of packet loss has decreased as 
compared to existing centralized algorithm. This has lead to the decrease in node 
failure rate as well as in network congestion thereby increasing the network 
lifetime. 
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Abstract. This paper addresses the solution of examination seating arrangement
problem using the metaheuristic music inspired Harmony Search algorithm. The
objective function has been defined keeping the constraints of the problem in mind.
The algorithm has been modified to suit the needs of the problem at hand, keep-
ing the basic structure unchanged. The results obtained show an optimized seating
arrangement, where none of the students appearing for the same subject have been
allotted adjacent seats.

1 Introduction

The problem at hand is the ‘Seating arrangement of students from different depart-
ments in an examination’. The problem involves combinatorial optimization of the
seats of the students so that the seating arrangement is legitimate enough to be used
in examinations. In examinations we intend to design such a seating arrangement
which efficiently decreases the scope of plagiarism among the students which is
only plausible to happen among the students from the same department taking the
exam on the same subject. Now, to generate a feasible seating arrangement, firstly
some specific hard constraints are to be satisfied, most of them being technical and
physical constraints. In addition to that, soft constraints should also be considered
which determine the efficiency of the seating arrangement in reducing plagiarism or
exchange of answers among the students to fit the criterion of being used in exams
effectively. If the soft constraints are satisfied the solution may be reckoned to be an
optimal one. So from the point of view of minimizing the soft constraints-violations
the ‘Seating Arrangement problem’ can be considered as an Optimization problem.

Harmony search (HS) is a metaheuristic optimization algorithm which mimics
the improvisation process of musicians. The advantages of using HS algorithm over
other optimization algorithms are: (a) As the HS algorithm uses stochastic random
searches, derivative information is not necessary unlike in Particle Swarm Optimiza-
tion (PSO) where the velocity of the vectors needs to be initialized by magnitude
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and direction (direction being towards the most fit vector usually). (b) The HS algo-
rithm generates a new vector considering all the vectors in the population (Harmony
Memory) unlike Genetic algorithm (GA) which employs methods (like crossover)
to generate a new vector from only two parent vectors. This algorithm has proved to
be efficient for other optimization problems such as tour planning problem [3], pa-
rameter estimation of the nonlinear Muskingum model [4], vehicle routing problem
[5], timetabling problem [6] and others.

2 Problem Statement

The aim is to design an optimized seating arrangement for examination where the
students appearing for the same subject are to be separated as far as possible us-
ing Harmony Search algorithm. Here certain hard constraints are considered con-
forming to which the possible seating arrangements are to be generated and a soft
constraint which enhances the quality of the seating arrangement to be used in the
examination.

The various parameters used in the problem definition are the set of students
S = {si} with i = 1,2, . . . , |S|, the set of subjects N =

{
n j
}

with j = 1,2, . . . , |N| and
the set of seats P = {prc} with r = 1,2, . . . , |R| , c = 1,2, . . . , |C|, where |S|,|N|,|R|
and |C| are the total number of students, total number of subjects, total number of
rows of seats and total number of columns of seats respectively.

Let a indicate the correspondence between students and different subjects

a(si,n j)

{
1 if student si is enrolled in n j subject

0 otherwise
(1)

and b denote the correspondence between students and different seats.

b
(
si, prc

){1 if student si sits at prc seat

0 otherwise
(2)

The row number and column number of the seat of a particular student si are given

by Row(si) = ∑|R|
r=1 ∑|C|

c=1 b(si, prc)× r and Col(si) = ∑|R|
r=1 ∑|C|

c=1 b(si, prc)× c .
A set of four hard constraints are used in defining the problem as follows:

• H1: Each student must be enrolled in only one subject
i.e. ∀s εS ∑|N|

j=1 a(si,n j) = 1.
• H2: Each subject must have at least one student enrolled in it

i.e. ∀n εN ∑|S|
i=1 a(si,n j)≥ 1.

H1 and H2 imply that |N| ≤ |S| where |N|= |S| when each subject has only one
student enrolled.

• H3: More than one student cannot sit at a particular seat
i.e. ∀p εP ∑|S|

i=1 a(si, prc)≤ 1.
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• H4: More than one student cannot sit at a particular seat

i.e. ∀s εS ∑|R|
r=1 ∑|C|

c=1 b(si, prc) = 1.

Here we define a new set D which contains the square of the distance between all
possible pairs of students enrolled in the same subject.
Now, it is clear that,

|N|
∑
k=1

a(si,nk)a(s j,nk) =

{
1 if si and s j are from the same department

0 otherwise
(3)

The set D is given by, D = {(Row(si)−Row(s j))
2 +(Col(si)−Col(s j))

2∣∣∣∣∣1 ≤ i, j ≤ |S| , {si,s j
} ∈ S, i �= j,

|N|
∑
k=1

a(si,nk)a(s j ,nk) = 1}

(4)

Elements of D are represented as dm where m = 1,2,3, . . . , |D|.
We define dmin as,

dmin = min{D} (5)

The soft constraint to be implemented is given as:

• S1: No two students enrolled in the same subject must be seated adjacent (row
wise or column wise adjacent) to each other i.e. dmin ≥ 2

We define a variable c which indicates the correspondence between pairwise dis-
tance of particular two students from the same department and the overall minimum
distance.

c
(
dm

){1 if dm = dmin

0 otherwise
(6)

Another variable M gives the frequency of occurrence of dmin in set D.

M =
|D|
∑

m=1
c(dm) (7)

The problem can be formulated as a optimization problem, with an objective of
maximizing

f = dmin +
0.9
M

(8)

Hence, the function f is also referred to as the objective or fitness function

N.B.: All the indices i, j, k, m, r, c are natural numbers.
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3 Basic Harmony Search Algorithm

The Harmony Search algorithm mimics the improvisation process of musicians.
When a musician plays a particular tune, he has the option of improvising the tune
by either varying the tune slightly from the original one or by playing a completely
random tone. Else, he can play the exact tune from his memory. The process is given
shape using mathematics to formulate the Harmony Search Algorithm.

The parameters of Harmony Search algorithm are HMS - Harmony Memory Size
(usually 10 to 100), HMCR - Harmony Memory Consideration Rate (usually .7 to
.99), PAR - Pitch Adjustment Rate (usually 0.1 to 0.5), δ - Difference between two
adjacent values in case of discrete variable, FW - Fret Width (in case of continuous
variable).

The steps of the algorithm are as follows:

1. HMS number of random vectors are generated and stored in the ‘Harmony
Memory’.

2. A fitness function is defined suitably with respect to the problem at hand. The
fitness of the vectors in the Harmony Memory are calculated.

3. A new vector is generated considering the following rules for each component
of the vector:
• With probability HMCR, the component is picked from a random vector of

the Harmony Memory.
• With probability 1-HMCR, the component is picked at random within the

allowed range.
4. If the generated component is chosen from the Harmony Memory,

• With probability PAR, the value of the component is changed by a small
amount δ (discrete variable) or a random fraction of FW (continuous
variable).

• With probability (1-PAR), the component is left unchanged.
5. The fitness of the generated vector is calculated.
6. If the generated vector is more fit than the least fit vector of the harmony mem-

ory, then the least fit vector is substituted by the generated vector. Else, the
harmony memory is left unaltered.

7. Steps 3 and 4 are repeated until a fitness criterion is satisfied.

The correspondence between the musical improvisation process and the HS algo-
rithm is as follows: (a) a tune corresponds to a vector (b) different tones of the tune
correspond to the components of the vector (c) the memory of the musician cor-
responds to Harmony Memory (d) the musician playing a tone from his memory is
equivalent harmony memory consideration (e) the musician altering the tone slightly
is equivalent to pitch adjustment (f) the musician playing a completely random tone
is equivalent to random generation within the allowed range (g) the aesthetics of the
listener is equivalent to the fitness function.
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4 Proposed Approach

The equivalence between the Harmony Search algorithm and the problem can be
drawn by setting vectors analogous to seating arrangements and components of vec-
tors analogous to seats of the students. The position of the component in the vector
specifies the student. The harmony memory is given by

HM =

⎡⎢⎢⎣
x1

1 · · · x1
|S| | f (x1)

...
. . .

... | ...
xhms

1 · · · xhms
|S| | f (xhms)

⎤⎥⎥⎦ (9)

xk
i denoting the seat of the ith student in the kth seating arrangement and f (xk) de-

noting the fitness of the kth seating arrangement in harmony memory.
The fitness function (eq. 8) takes into account the square of the minimum dis-

tance between students appearing for the same subject in the examination given by
dmin (from eq. 5) and also the frequency of occurrence of dmin given by M (from
eq.7). Therefore, maximizing the fitness function tends to increase the minimum
distance (dmin) between the students enrolled in the same subject and simultane-
ously tends to decrease the number of pairs of students enrolled in the same subject
with dmin separation. The constant ‘0.9’ ensures that a seating arrangement with a
greater dmin is always favored over a seating arrangement with smaller dmin. The
frequency of occurrence comes into play whenever the dmin of two seating arrange-
ments are equal. Then the one with lesser frequency is favored. Hence maximizing
the objective function primarily minimizes the soft constraint violations and then
enhances the seating arrangement beyond the soft constraint.

The algorithm had to be modified slightly for implementation in this problem.
This is because in harmony search algorithm, the components of the vector are in-
dependent of each other. However, in the problem at hand, the seat of one student
will depend on the seats assigned to the other students for a particular seating ar-
rangement, because two or more students cannot occupy the same seat (hard con-
straint). Hence, (1) during random selection as per the algorithm, the components
already generated are removed from the universal set, i.e. the set of all possible
seats. Also (2) during harmony memory consideration, the seats which have already
been allotted are not taken into consideration. In the case where all the seats in the
harmony memory corresponding to the position of the component being generated
have already been allotted, random selection has been used. Finally (3) during pitch
adjustment, in case the seat after adjustment turns out to be already allotted, then
the unadjusted seat is swapped with the seat of the student who initially occupied
the seat obtained after adjustment.
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Algorithm 1. Pseudo-code for the Harmony Search Algorithm adopted

Generate HMS number of feasible seating arrangements (Initialize HM)
Compute the fitness value of each seating arrangement in HM
Arrange the seating arrangements in descending order of their fitness
A new seating arrangement (xhms+1

1 ,xhms+1
2 , . . . ,xhms+1

|S| ) is created as follows

repeat
for Each student si do

Generate a uniform random number in (0,1)
if Generated random number < HMCR then

if The seats in ith column of HM are pre-occupied in the arrangement
then

Randomly assign a non-occupied seat
else

Randomly choose a non-occupied seat from ith column of HM
end if

else
Randomly assign any non-occupied seat

end if
if Seat is chosen from Harmony Memory then

Generate a uniform random number in (0,1)
if Generated random number < PAR then

The seat is stored in a variable
The seat is randomly adjusted to any of the eight possible adjacent seats
if The adjusted seat coincides with a seat pre-occupied by student s j

then
Replace the seat of s j with the seat of si before adjustment
The adjusted seat is assigned to si

else
The adjusted seat is assigned to si keeping other seats unchanged

end if
end if

end if
end for
Calculate the fitness value of the newly formed seating arrangement
if Fitness of new arrangement > fitness of least-fit arrangement in HM then

Include the new seating arrangement in HM and discard the least-fit one
end if

until Soft constraint is satisfied

5 Simulation Study

The problem has been simulated according to the proposed approach and verified
for generalised cases with seat matrix, number of subjects and number of students
per subject as variables. To cite an example we consider a typical case of 12×8 seat
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Fig. 1. Plot of average fitness value
versus HMCR and PAR for a fixed
number of iterations
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Fig. 2. Plot of average fitness value
versus HMS for a fixed number of it-
erations

0 20 40 60 80 100
1.05

1.1

1.15

1.2

HMS →

F
itn

es
s 

→

matrix and three subjects with equal number of students enrolled in each subject
i.e. 32 students per subject. The optimum values of the parameters HMS, HMCR and
PAR are found out for this particular problem statement by varying the parameter
values and comparing their corresponding fitness values after a fixed number of
iterations.

Fig. 1 shows the fitness values of the parameters HMCR and PAR averaged over
different values of HMS for a fixed number of iterations.

Fig. 2 shows the fitness values of the parameter HMS averaged over different
values of HMCR and PAR for a fixed number of iterations. The optimum values of
HMS, HMCR and PAR for this problem statement are obtained from the peaks of the
plots to be 12, 0.94 and 0.2 respectively.

The optimum values of the parameters found out are employed in simulating the
example case mentioned earlier. Fig. 3 shows the simulation output of the men-
tioned example case i.e. an optimized seating arrangement for a 12×8 seat matrix
with three subjects and 32 number of students for each subject. As expected, no two
students taking the examination on the same subject are seated row wise or column
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wise adjacent to each other. In Fig.
4 the solid line shows the fitness
of the most-fit seating arrangement
in harmony memory and the dot-
ted line shows the fitness of the
least-fit seating arrangement in har-
mony memory. From the definition
of the fitness function it is clear that
it takes discrete values as dmin and
M take only integral values. Hence
the fitness of both the least-fit and
most-fit member of the harmony
memory increase in a discrete fash-
ion to converge into a near optimal
solution.

Subject 1
Subject 2
Subject 3

Fig. 3. Optimized seat matrix in an examina-
tion with 3 different subjects and a (12×8) ma-
trix of seats using the proposed approach
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Fitness of most−fit vector in harmony memory
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Fig. 4. Plot of fitness value versus it-
eration showing the gradual increase
of the fitness

6 Conclusion and Future Scope of Research

This paper introduces the optimization of an examination seating arrangement,
which will be unarguably very useful in practice. The scope of its use may be
extended beyond examinations to room allotment in hostels, seat allotment in class-
rooms, etc. where placing two incompatible persons (in aspects relevant to the prob-
lem) adjacent to each other may render counterproductive results. Here, iteration of
the optimization process was terminated if the soft constraint was satisfied. How-
ever, continuing to iterate the whole process even after the soft constraint is satisfied
will lead to further increase in efficiency of the seating arrangement. Also the prob-
lem can be further generalized through the introduction of more soft constraints
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such as seating restrictions for certain students, customization of the available seat-
ing arrangement options etc. Further scope of research in this area lies in the com-
parison of the proposed approach using Harmony Search with other metaheuristic
algorithms and analyze their performances in terms of computational time, memory
usage, etc.
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Abstract. Differential Evolution (DE) is a versatile technique used for solving a 
wide range of problems occurring in various fields. In the present study, we 
propose a novel application of simple differential evolution (SDE), for data 
envelopment analysis (DEA). The mathematical model of the problem is 
constrained in nature for which Pareto ranking method is embedded in SDE.  

Keywords: Differential Evolution, Data Envelopment Analysis, Constrained 
Optimization Problem. 

1   Introduction 

Data envelopment analysis (DEA) is a decision support tool developed by Charnes 
et al. [1] to assist decision makers in comparing the performance of a group of 
candidate solutions and selecting the best one [2]. It is a linear programming based 
approach used to measure and analyzes efficiency of different entities such as 
productive and non-productive, private and public, profit and non-profit seeking 
firms. It is non-parametric approach to calculate the efficiency of each unit in the 
sample by making a linear program [3]. 

Differential evolution algorithm (DE) was proposed by Stron and Price in 1995 
[9]. It is a population set based evolutionary algorithm to solve global 
optimization problem. DE does not depend on the nature of the objective function 
i.e. no matter that function is continuous or discontinuous, differentiable or non-
differentiable, convex or non-convex etc. During some past years DE has been 
applied in the many real life application of engineering and science field [10], 
chemical engineering [11], engineering design problem [12], neural network [13], 
multi-objective [14], and so on. 

The purpose of the paper is to use Simple Differential Evolution algorithm 
(SDE) in data envelopment analysis (DEA) to measure and analyze the relative 
sales efficiency of 8 hospital and medical research centers of Delhi (India) on the 
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basis of experimental data that is collected from these centers for the period 2009-
2010. 

The rest of the paper is organized as follows: In section 2 brief discussion of 
data envelopment analysis (DEA) is given. Simple Differential evolution (SDE) is 
explained in section 3. In section 4 experimental data, parameter settings for SDE 
and results are given; finally the paper concludes with section 5. 

2   Data Envelopment Analysis (DEA) 

DEA is a linear programming based technique for measuring the efficiency of 
Decision-Making Unit (DMU) on the basis of multiple inputs and outputs [4]. 
DMU can include manufacturing units, departments of big organizations such as 
universities, schools, hospitals, power plants, police stations, tax offices, prisons, a 
set of firms etc [5]. 

Most of the DMU are non-profit organizations, where the measurement of 
performance efficiency is difficult. The performance of DMU is evaluated in DEA 
using the concept of efficiency or productivity, which the ratio of weights sum of 
outputs to the weights sum of inputs [6] i.e 

                               inputsofsumweight

outputsofsumweights
effciency =    (1) 

2.1   Mathematical Formulation of DEA 

The two basic DEA models are the CCR (Charnes, Cooper and Rhodes) model [1] 
and the BCC (Banker, Charnes and Cooper) model [7]. These two models 
differentiate on the returns to scale assumed. The former assumes constant returns-
to-scale whereas the latter assumes variable returns-to-scale [4]. A comprehensive 
text with the DEA model variations and applications can be found in [8]. In the 
present study we use CCR model which is defined below: 

Assume that there are N DMUs and each unit have I input and O outputs then 
the efficiency of mth unit is obtained by solving the following model which is 
proposed by Charnes et al [1]. 
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where 
Em is the efficiency of the mth DMU 
k=1 to O, l=1 to I and n=1 to N. 
outputk,m is the kth output of the mth DMU and wk is weight of output outputk,m 
inputl,m is the lth input of mth DMU and zl is the weight of inputl,m 
outputk,n and inputl,n are the kth output and lth input respectively of the nth DMU, 
where n=1, 2, …m,..., N 
The fractional program shown in Equ-2 can be converted in a linear program 

which is shown in Equ-3 
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  (3) 

To calculate the efficiency score of each DMU we run the above program run N 
times. A DMU is considered efficient if the efficiency score is 1 otherwise it is 
considered as inefficient. 

3   Simple Differential Evolution (SDE) 

Simple DE algorithm is a kind of evolutionary algorithm, used to optimize the 
functions. In this paper SDE refers to the DE/rand/1/bin scheme [15]. SDE starts 
with a randomly generated set of solutions when we have not any preliminary 
knowledge about the solution space. This set of solutions is term as population. 

Let P={Xi
G , i=1,2,...NP}be the population at any generation G where Xi

G 
=(x1,i

G
,, x2,i

G…, xD,i
G) is D-dimensional solution vector and NP is population size. 

For simple DE (DE/rand/1/bin), the mutation, crossover, and selection operators 
are defined as follows: 
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i. Mutation: For each target vector Xi
G select three different vector say 

Xr1
G, Xr2

G and Xr3
G from the population P such that irrr ≠≠≠ 321 then the 

mutant vector Vi
G =(v1,i

G
,, v2,i

G…, vD,i
G)is defined as: 

                                           )( 321
G
r

G
r

G
r

G
i XXFXV −+=    (4) 

Here, F is a real and constant factor having value between [0, 2] and controls 
the amplification of differential variation (Xr2

G – Xr3
G ). 

ii. Crossover: Perform crossover operation to create a trial vector Ui
G 

=(u1,i
G

,, u2,i
G…, uD,i

G) as 
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rand(0, 1) is uniform random number between 0 and 1; Cr is the crossover 
constant takes values in the range [0, 1] and jrand ∈ 1, 2,..., D; is the randomly 
chosen index. 

iii. Selection: During the selection operation we generate a new population 
Q = {Xi

G+1 , i=1,2,...NP}for next generation G+1 by choosing the best vector 
between trial vector and target vector. 
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3.1   Pseudo Code of SDE Algorithm 

1 Begin 
2 Generate uniformly distribution random population P = {Xi

G , 
i=1,2,...NP}. 

 Xi
G = Xlower +(Xupper –Xlower)*rand(0,1), where i =1, 2,..,NP 

3 Evaluate f(Xi
G) 

4 While (Termination criteria is met ) 

5 { 

6     For i=1:NP 
7          { 

8               Select three vectors Xr1
G, Xr2

G and Xr3
G such that 

              irrr ≠≠≠ 321  
9               Perform mutation operation as defined by Equation-4 

10               Perform crossover operation as defined by Equation-5 
11               Evaluate f(Ui

G) 

12                 Select fittest vector from Xi
G and Ui

G to the population of 
               next generation by using Equation-6 
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13           } 

14     Generate new population Q={Xi
G+1 , i=1,2,...NP}

15  } /* end while loop*/ 

16 END 

3.2   Constraint Handling 

For the constraint problems various methods have been suggested in literature. A 
survey of different methods for constraint handling can be found in [16] and [17]. 
In this paper Pareto-Ranking method is used for handling the constraints [18]. 

4   Experimental Setting and Results 

In this section the experimental data for hospitals and medical centers, parameter 
setting for SDE, and simulated results are given.  

4.1   Experimental Data and DEA Model of Hospitals and Medical 
Research Centers  

Table 1. Name of 8 different hospital and medical research institutes of New Delhi, India 

DMU Name  
1 A D S Diagnostic Ltd 
2 Alps Hospital Ltd 
3 Escorts Heart Institute & Research Centre 

Ltd 
4 Escorts Hospital & Research Centre Ltd 
5 Fortis Healthcare (India) Ltd 
6 HSCC (India) Ltd 
7 Indraprastha Medical Corporation Ltd 
8 Max Healthcare Institute Ltd 

Table 2. Financial Data of 8 different Hospital of New Delhi, India that is taken from [19] 

DMUs 
(n) 

Annual 
Earning/ 
Total Sales 
(TS) 

Net Fixed 
Capital 
/Net Block 
(NB) 

Power 
and Fuel 
(PW)l 

Wages  
and  
salaries 
(WS) 

Capital 
Employed 
(CE) 

Total 
Current 
Assets 
(TA) 

1 3.32 1.62 0.04 0.46 3.86 3.22 
2 38.86 39.95 1.39 8.48 24.22 23.18 
3 275.87 59.76 8.47 73.28 255.06 4.27 
4 74.53 92.64 2.15 15.8 48.64 26.35 
5 213.14 72.21 4.35 39.07 2,824.46 1,355.19 
6 21.38 6.32 0.29 12.97 72.39 464.34 
7 424.43 205.87 13.06 81.9 164.99 90.66 
8 339.06 228.24 7.58 82.71 864.97 598.24 
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On the basis of the above data the DEA model of mth DMU will be as follows: 
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4.2   Parameter Setting for Differential Evolution Algorithm 

In this paper we have applied SDE to solve the DEA model. The parameter 
settings for SDE are given in Table-3. 

Table 3. Parameter setting for SDE 

Parameter Setting 
Population Size (NP) 100 

Scaling Factor (F) 0.5 

Crossover Probability 
(Cr) 

0.5 

Max Iteration 3000 

 
The program is implemented is DEV C++ and all the uniform random number 

is generated using the inbuilt function rand ( ) in DEV C++. The fitness value is 
taken as the average fitness value in 30 runs and the program is terminate when 
reach to Max-Iteration. 

4.3   Results and Discussions 

In the Table-4 results of all DMUs are given. From this Table we can see that  for 
hospital no 1, 3, 5, 6 and 7, the efficiency score is 1 so these hospitals are assumed 
to be 100% efficient while efficiency score for hospital no 2, 4 and 8 are 0.8377, 
0.9375 and 0.6656 respectively. So these hospitals are not as efficient and among 
these, hospital no-8 is probably the most inefficient in comparison to all other 
hospitals. 

Figure-1 gives the histogram of efficiency of all hospitals. 
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Table 4. Average efficiency and weighted of all hospitals and medical centres in 30 runs 

 value of input and output weight 
DMU E w z1 z2 z3 z4 z5 
1 1.00 0.3012 0.2291 0.4608 0.8889 0.0198 0.0388 
2 0.8377 0.0215 8.08e-

006 
0.0096 0.0960 0.0068 0.0002 

3 1.00 0.0036 8.28e-
005 

0.0074 0.0003 0.0033 0.0129 

4 0.9375 0.0125 2.65e-
005 

0.3230 0.0026 0.0019 0.0062 

5 1.00 0.0046 0.0059 0.0012 0.0127 1.21e-
005 

2.36e-
005 

6 1.00 0.0469 0.0804 0.9225 0.0007 0.0017 0.0001 
7 1.00 0.0023 0.0001 0.0002 0.0034 0.0023 0.0033 
8 0.6656 0.0019 0.0028 0.0386 0.0005 5.27e-

006 
9.85e-
006 

 

Fig. 1. Histogram of all hospitals and medical centers with their efficiency score 

5   Conclusions 

Differential Evolution has proven its versatility in solving a wide range of real life 
application problems. In the present study, Simple Differential Evolution (SDE), 
the basic version of DE is employed for dealing with the well known problem of 
Data Envelopment Analysis (DEA). Although, efficient softwares are available for 
DEA in the present study we consider the mathematical model as a constrained 
benchmark to which SDE is applied. Numerical results validate the efficiency of 
SDE for dealing with such problems.  
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Abstract. As technology has quickly and relentlessly advanced in the field of 
computer hardware, Distributed Computing System [DCS] has become 
increasingly popular. Performance enhancement is one of the most important 
issues in distributed systems. In this paper we have proposed a dynamic task 
allocation model based on artificial neural network [ANN] scheduling approach to 
arrange the tasks to the processors. Relocating the tasks from one processor to 
another at certain points during the course of execution of the program that 
contributes to the total cost of the running program has been taken into account. 
Phase-wise Execution Cost [EC], Inter Task Communication Cost [ITCC], 
Residence Cost [RC] of each task on different processors and Relocation Cost 
[REC] for each task has been considered while preparing the model. 

Keywords: Distributed Computing System, Artificial Neural Network, Phase-
wise Execution, Inter-Tasks Communication Cost, Execution Cost, Relocation 
Cost 

1   Introduction 

Distributed computing is a form of parallel computing, which is most commonly 
used to describe program parts running simultaneously on multiple processors in 
the same system. In a heterogeneous computing system, the tasks of an application 
program must be assigned to the processors to utilize the computational 
capabilities and resources of the system efficiently. Static & dynamic algorithms 
can be extremely efficient in heterogeneous system. However, in homogeneous 
system, how the tasks are assigned to the processor with the fewest outstanding 
jobs and the optimal assignment of the system for any number of processors 
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constrained into a tree; the shortest algorithm was developed by Bokhari [1,2]. 
While Stone [3] has suggested an efficient optimal algorithm for the problem of 
assigning tasks to two processors by making use of the well known network flow 
algorithm in the related two terminal network graph. Towslay [4] generalized the 
result of Bokhari to the case of series parallel structure. A further generalized 
programme structure is a partial k-tree [5] assuming the system as fully 
interconnected i.e. there exists a communication link between any two machines. 
However, the general n- processors problem (n>3) in a fully interconnected 
system is known to be NP-complete [6-7]. Cho and Park [8] and Lee et al [9] have 
suggested an optimal algorithm for the general structure problems in a linear array 
network with any number of processors. 

All the above assignment models are static because they assume that once a 
task assigned to a processor it remains there during the execution. While in a 
dynamic model each task may have multiple computational characteristics. 
Dynamic algorithms are used more frequently because they offer a better 
efficiency having the flexibility of the tasks migration. Bokhari [10] analyzed the 
problem of dynamic assignment in a two processors system, which permits 
relocation of tasks from one processor to the other at certain points during the 
execution of the program. This relocation incurs a predefined relocation cost that 
contributes to the total cost of running the program and code conversion 
overheads. Yadav et al [11-12] generalized the algorithm of [10] to a number of 
processors. This paper focuses on heterogeneous DCS and addresses dynamic 
scheduling of the tasks.  

2   Definitions 

2.1   Phase 

A phase of a distributed program is a continuous period of time during which n 
number of tasks are executed. A task can complete its execution only in one phase, 
and the number of phases of the executing program is k=ceil (m/n), here m is 
number of tasks. 

2.2   Function Ceil (m/n) 

                                       

⎣ ⎦
)

,/
/(

⎭
⎬
⎫

⎩
⎨
⎧

=
otherwise  ,m/n

n of multiple the is m if nm
nmceil  

2.3   Residing Cost 

Residence cost rij (where 1 ≤ i ≤ m & 1 ≤ j ≤ n) is the amount of time spent by the 
task ti residing on the processor Pj.  
 
 



Dynamic Tasks Scheduling Model for Performance Evaluation 323
 

2.4   Relocation Cost 

REC reljk is the cost of reassigning a from the jth processor to another processor at 
the end of the kth phase. 

2.5   Maxlinkmod Function 

This function finds first maximally linked tasks and remaining in decreasing order 
according to the sum of inter tasks communication costs with other tasks. All tasks 
are stored according to this order in a linear array Torder { }. Neural network of 
maxlinkmod () function is defined as:  

It is a three layers feed forward network using neuron having the uni-polar 
activation function given in figure 1. Output of each layer is described as:  
 
For first layer  
 

Input vector Inp1 { } {c12, c13… cm *(m-1)} (elements of the upper triangular 

matrix of ITCC (,)), Weight matrix Wmax1 (,)  [wij ] m x m*(m-1)/2 (value of each 
weight line is 1) 

Output O1 ( )  Wmax1. Inp1
T  (of order m x 1 ). 

 
For second layer 
 

Input vector Inp2 ( ) O1 ( ) (i.e output of first layer), Weight matrix Wmax2 (,)  
[wij ] (m*(m-1)/2) x m, (Weight of blue lines is 1, for red lines it is sgn(cij – 0.5), and for 
others it is 0),  

Output O2 ( )  Wmax2 . O1   , (O2 ( ) is of order m* (m -1) x 1 elements). , In 
this layer, each element is compared with other (m -1) elements to search the 
maximum linked module. 
 
For third layer  
 

Input vector Inp3 ( )  O2 ( ), Weight matrix Wmax3 (,) = [wij ] n x (m*(m-1)/2) x m, (Each 
line has weight value 1), O3 ( )  Wmax3 (,) O2. Therefore using all these layers, 

Mlink_task (ITCC) gives output O3 i.e. 
 

                                     

⎭
⎬
⎫

⎩
⎨
⎧

=
otherwise 0,

occurs module maxlinked if ,1
)(_ ITCCtaskMlink  

 
If the number of tasks obtained by maximum linked module is not equal to the 

number of processors then we select remaining modules according to maximum 
inter processing communication cost and stored in Mlink_task( ). Thus the module  
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Fig. 1. Network for maximally link module 

 
clusters are to be formed around the maximally linked module and one module is 
assigned to one processor out of these n modules using heap sorting method. 

3   Notations 

ETask{ }k: A linear array  to store n executing tasks during  kth phase. 

NETask{ }k : A linear array to store  (m-n) non executing tasks  during kth  phase. 

ECM_ETask (, ): Represents executing cost matrix for executing tasks of order  
n x n. 

RCM_NETask (,) :Represents residing cost matrix for non executing tasks of 
order (m –n) x n. 

NRECM(,) : New relocation matrix of order m x n. 

NRECM_ETask (,): Represents relocation cost matrix for executing tasks of 
order n x n.  

NRECM_NETask (,): Represents relocation cost matrix for non executing tasks 
of order (m –n) x n. 

SETask(,) :  A matrix of order n x n. 

SNETask(,) : A matrix of order (m –n) x n 
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NITCCM(,): New inter task communication cost matrix of executing tasks with 
non executing tasks of order (m – n) x n. 

AEtask { }k: An array which store the assignment of  executing  tasks with their 
positions  during  kth  phase. 

ANEtask{ }k :  An array which store the assignment of non executing tasks with 
their positions during kth phase. 

4   Assumptions 

i. In each phase, n tasks are executed and remaining tasks are free to reside 
on either of the processors. 

ii. Execution cost matrix of executing tasks   ECM_ETask (,), Residing cost 
matrix of non executing tasks RCM_NETask (,) of non executing tasks, 
inter-task communication cost matrix ITCCM (,) and relocation cost 
matrix RECM (,) for reassigning each task from one processor to others 
at the end of phases are known. 

iii. Some of the tasks have restrictions for being allocated on some particular 
processors because of unavailability of desired facilities which may 
include access to particular peripheral device, access to a particular task, 
and high speed arithmetic capability of the processor. The execution costs 
of such tasks are taken to be infinite on those processors. 

iv.  Relocation Cost in the first phase at each processor is zero. 

5   Scheduling Problem 

Consider a distributed program consisting of a set T= {t1, t2, t3, - - -  tm}  of m 
tasks to be allocated to a set P= {p1, p2, p3, - - - pn} of n processors divided into k 
phases. With each phase the following information are associated: 

i. Program will find the executing tasks during this phase and their 
execution costs on each processor in a heterogeneous system. 

ii. Residing costs of the remaining tasks, except for the executing tasks, on 
each processor. 

iii. Inter task communication cost between the executing tasks and all others 
tasks if they are on different processor. 

iv. Relocation cost for reassigning each task from one processor to the others 
at the end of the phases. 

In general, the objective of tasks assignments is to minimize processing cost of a 
distributed program by proper allocation of the tasks to the processors. The cost of 
an assignment A, i.e. TCOST (A), is the sum of execution, inter task 
communication, residing, and relocation costs.  

                             TCOST (A) = EC (A) + RC (A) +REC (A) + IT CC (A)  
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6   Allocation Technique 

To allocate tasks dynamically, a mathematical model has been developed by using 
artificial neural network. As shown in the flowchart figure 4, first the order of the 
tasks has been decided in which these will execute. In each phase, n tasks are 
assigned and others are resided. After this, the relocation cost of the tasks in each 
phase is added in ECM (,) and RCM (,).  

6.1   Neural Network to Calculate the Effect of Relocation Cost at 
rth Processor during kth phase 

It is a two layers network as shown in figure2. In first layer, weight matrix wrel1(,) 
=RECM( ,k) 

Input vector   x={x1, x2 - - - xn } where   
 

                            

⎭
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⎫

⎩
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⎧ ≤≤≤≤=

=
otherwise 0

njn,1r1 processor, the repersents rr,  j for 1
ix  

 

Output vector O1 = wrel1 x
T is of order mx1.  It represents maximum relocation cost 

on rth processor. In second layer we get the actual relocation cost on the rth 

processor. In second layer the weight matrix Wrel2 is a diagonal matrix of order 
mxm, and defined as: 
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otherwise 1,

mi1 processor, the repersents rr,  j for i th,0
2iiwrel  

 

RECM (1: m, r) = wrel2. O1. It gives actual relocation cost on the rth processor i.e. 
rth column of NRECM (, k). It is an iterative procedure and will execute for 1 ≤  
r ≤ n. 

6.2   Neural Network to Find ITCC of Executing Tasks with Non 
Executing Tasks during kth Phase 

It is a single layer network as shown in figure 3. Here input vector x={x1,x2,..xn} 
where )(,ITCCcxi

jire ∈=  here ei (task’s number of ith executing task) of  ETask  

{ }K,  rj(task’s number of jth non executing task) of  NETask{ }k, 1 ≤ i ≤n, and  1 ≤ 
j ≤ (m-n). 

Weight matrix w is of order nxn and its elements are defined as: 
 

                                        

⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
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=
otherwise 1,

processor k to assign ids place i at task if thth,0
klw  

 

ITCC (j,1:n) = (w xT)T gives jth row of the NITCCM(,)K 
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 Fig. 2. Neural Network to Calculate                  Fig. 3. Neural Network to select ITCC 
 Relocation Cost 

 

6.3   Proposed Method 

Initially the problem for allocating a program dynamically finds number of phases 
i.e. k. The starting of the algorithm decides the order of the tasks in which these 
will execute and divide into the group of n tasks. In each phase a group of 
executing tasks will be assigned and non executing tasks will be resided. In the 
first phase, relocation costs on all processors are zero. Relocation cost for 
assigning the ith task from one processor to another at the end of kth phase is not 
constant. If the number m of tasks is not multiple of the number n of processors 
then to make it multiple dummy tasks are added in last group with all costs zero. 
The executing task ts€ ETask{ }k  must be assigned to processor pr where 1 ≤ r ≤ n 
during kth phase for which the sum of its execution and relocation costs is 
minimum. TECk  represents the total executing cost. When residing task tg € 
NETask{ }kresides on a processor, it has three- type costs, that is residing, 
relocation, and ITCC with the executing task ts. TRCk reprsents the total costs due 
to the residing tasks in the kth phase. 

The Total Cost (TCOST)k for the kth phase is the sum of TECk and TRCk. This 
is represented as: 

 

                                          (TCOST)k= TECk +TRCk 

7   Algorithm 

Step 1: Input m, n, ECM (,), RCM (,), ITCCM (,) 

Step 2: k← ceil (m/n), 

(Add dummy tasks if required with all costs zero and m is modified) 

 m ←k * n 
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Input RECM (, ,), Algorithm modified the matrices ECM(,), RCM(,), 
ITCCM(,)corresponding to dummy tasks 

Step.3:  Torder{ }←maxlinkmod (ITCCM (,), m, n) (It gives the order of tasks in which 
               these will execute)     

Step 4:  for q =1 to k 

 Step 4.1:  ETask{ }q ←Torder{(q-1)*n+1: q*n},  NETask{ }q  Torder 

                  { }\ETask{ }q 

 Step 4.2:  If q=1 then NRECM(,)←0 

else  

NRECM (,)q 

          (Neural network to calculate NRECM (,))    

 Step 4.3:  SETask(,)q← (ECM_Task (,)q + NRECM_ETask(,)q) 

 Step 4.4: AEtask { }q ←
 assign the tasks by using Heap Sorting Algorithm for matrix  

                               SETask{ }q  and store the tasks and their  positions on  the processors. 

 TECq← sum of execution costs for executing tasks. 

 Step 4.5: NITCCM (,)q (Neural network to calculate NITCCM (,)) 

 Step 4.6: SNETask (,)q ←(RCM_NETask (,)q + NRECM_NETask(,)q +  
                                    NITCCM(,)q) 

 Step 4.7:  Store assignment of non executing tasks for matrix SNETask { }q  to that  

    processors for which their residing costs are minimum and their  
                 positions on the   processors  in ANEtask.{ }q. TRCq ← (total residing  
                cost due to residing tasks). 

 Step 4.8:  (TCOST )q  ← TECq + TRCq 

 Step 4.9:  q ←q + 1, If q=k+1, go to step 5 else go to step4. 

Step.5: ( )∑=
=

k

q
qTOCSTTCOST

1
 

Step 6: End. 
 

Input ECM (,), RCM (,) ITCCM (,),  for m=7 and n= 3 are given as: 
 

 
 
 
 

 
 
 
 
 
 
 
 
 

  p1 p2 P3 
 t1 6 4 8 
 t2 2 6 4 
ECM(,)= t3 ∞ 6 8 
 t4 6 3 ∞
 t5 5 4 2 
 t6 8 6 4 
 t7 4 7 8 
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  t1 t2 t3 t4 t5 t6 t7 
 t1 0 2 3 2 4 2 4 
 t2 2 0 2 2 2 0 3 
 t3 3 2 0 4 2 2 3 
ITCCM(,)= t4 2 2 4 0 3 2 1 
 t5 4 2 2 3 0 4 3 
 t6 2 0 2 2 4 0 2 
 t7 4 3 3 1 3 2 0 

 
Here k=ceil (7/3) =3, Here we add two dummy tasks.t8 and t9.  Using the steps 2 to 
6 of the algorithm, we get the total cost of the system 108. The results of the 
problem are shown by figure 5. (The tasks represented by * are executing tasks 
 

 
Fig. 5. Optimal assignment graph (TCOST = 108) 

 
 
 

  p1 p2 P3 
 t1 3 1 2 
 t2 2 1 3 
RCM(,)= t3 3 4 2 
 t4 4 3 1 
 t5 4 3 2 
 t6 2 1 1 
 t7 3 1 2 
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while remaining are residing tasks) costs associated with tasks are their execution 
costs (for executing tasks represented by *) or residing costs. The edges 
connecting the executing task with other residing tasks during the same phase 
represent the communication and weights of these edges represent communication 
costs between the executing task and other residing tasks. The edges connecting 
the task of a phase to the task of next phase represent the relocation of the tasks 
and the weights of these edges represent the costs of relocating the tasks. For 
example the task t7 is relocating from processor p2 to processor p1 between the 
phase 1 and phase 2. The above result shows that the assignment of the tasks is 
changing phase to phase. Optimal cost for this task program is 108. The above 
neural network is valid for any number of processor and tasks. 

8     Conclusions 

We have presented an efficient solution technique for tasks execution dynamically 
in a DCN. Starting with the definitions of the phase of a modular program, we 
have developed an ANN based mathematical model for allocating the tasks of a 
program which is divided into k phases to n ≥ 2 processors. The present model is 
compared with [Yada08]. The algorithm suggested by [Yada08] can execute only 
one task in a phase and others may reside and wait for their execution. It causes 
the increase in total execution cost but in the present algorithm all processors are 
busy for executing the tasks and none of the processor is idle. The present 
algorithm is very fast and efficient while executing the tasks. The total program 
executing cost is very much reduced as compared to others algorithms. The 
suggested algorithm is simple in use and many examples have been tested and it is 
found that the results are better in all the cases. 
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Abstract. Three types of rough equalities were introduced by Novotny and 
Pawlak ([7, 8,9]), which take care of approximate equalities of sets. These sets 
may not be equal in the usual sense. These notions were generalized by Tripathy, 
Mitra and Ojha ([12]), who introduced the concepts of rough equivalences of sets. 
These approximate equalities of sets capture equality of the concerned sets at a 
higher level than their corresponding rough equalities. Some more properties were 
proved in [13]. Two more approximate equalities were introduced by Tripathy 
[11] and comparative analysis of their efficiency was provided. In this paper, we 
generalise these approximate equalities by considering rough fuzzy sets instead of 
only rough sets. A concept of leveled approximate equality is introduced and 
properties are studied. We also provide suitable examples to illustrate the 
applications of the new notions and provide an analysis of their relative efficiency. 

Keywords: Bottom approximate equality, top-approximate equality, leveled 
approximate equality, fuzzy set, rough set, rough fuzzy set. 

1   Introduction 

The observation that most of our traditional tools for formal modeling, reasoning 
and computing are crisp, deterministic and precise in character, which restricts 
their applicability in real life situations, led to the extension of the concept of crisp 
sets so as to model imprecise data and enhance their modeling power. Two of the 
most fruitful efforts in this direction are the notion of fuzzy sets introduced by 
Zadeh [16] and the notion of rough sets introduced by Pawlak [2]. 

The basic notion of equality of two sets is independent of the user or more 
precisely the user knowledge about the universe dealt with. In an attempt to 
incorporate the user knowledge about the structure of the universe in concluding 
about the equality of two sets the notions of approximate equalities were 
introduced by Novotny and Pawlak ([7, 8,9]). This is an important feature as the 
sets considered may not be equal in the normal sense but they have close features 
to assume that they are approximately equal. That is, basing upon our knowledge 
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and requirement we can assume that the two sets are indistinguishable. Even these 
definitions of approximate equalities were found to have limited scope in defining 
approximate equality of sets and the concepts of rough equivalences were 
introduced and studied by Tripathy et al. ([12]). Their notions capture the 
approximate equalities of two sets at a higher level and obviously are more 
general. In [11] two more types of approximate equalities of sets were introduced 
and an analysis of the four kinds of approximate equalities was made regarding 
their applicability and efficiency. It was shown that the notion of approximate 
equivalence seems to be the most natural among these four. 

It is well known that the notions of fuzzy set and rough set complement each 
other. So, in this paper we extend the study of approximate equalities thus far by 
considering the hybrid notion of rough fuzzy set in order to achieve this. In fact, 
we introduce the notion of leveled approximate equality also.  

Properties of approximate equalities established by Novotny and Pawlak [7, 
8,9] were analysed in [12] and it was shown that some of the statements were 
incorrect. In [12] attempts were made to extend these properties to the generalized 
situation of rough equivalences. It was found that the properties failed to hold in 
their full generality and mostly parts were found to hold true. The other parts were 
established under suitable conditions. The validity of some basic algebraic 
properties involving union, intersection and complementation of sets were tested 
for their validity with equality of sets being replaced by rough equivalence in [13]. 
We shall verify the validity of the approximate equalities under the generalised 
circumstances. 

1.1   Basic Rough Sets 

Let U be a universe of discourse and R be an equivalence relation over U. By U/R 
we denote the family of all equivalence class of R, referred to as categories or 
concepts of R and the equivalence class of an element x U∈ , is denoted by [x]R . 
By a knowledge base, we understand a relational system K =  (U, R), where U is as 
above and R is a family of equivalence relations over U. For any subset P 
( ≠ φ ) ⊆ R , the intersection of all equivalence relations in P is denoted by IND (P) 

and is called the indiscernibility relation over P. Given any X ⊆ U and R∈ IND 

(K), we associate two subsets, R X = U{Y U/R : Y X}∈ ⊆ and R X 

= U{Y U/R : Y X }∈ ≠∩ φ , called the R-lower and R-upper approximations of X 

respectively. 
The R-boundary of X is denoted by BNR (X) and is given by BNR (X) = 

RX - RX . The elements of R X are those elements of U, which can certainly be 

classified as elements of X, and the elements of R X are those elements of U, 
which can possibly be classified as elements of X, employing knowledge of R. We 

say that X is rough with respect to R if and only if R X  ≠ R X, equivalently BNR 

(X) ≠ φ . X is said to be R-definable if and only if R X =  R X, or BNR (X) =φ  .  
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1.2   Fuzzy Sets 

As mentioned in the introduction, fuzzy set introduced by Zadeh [16] is one of the 
approaches to capture vagueness in concepts. In the fuzzy set approach every 
member x of a set X U⊆ is associated with a grade of membership, which we 
denote by X(x) and is a real number lying in [0, 1]. The set of all functions from U 
to the unit interval [0, 1], is called the fuzzy power set of U and is denoted by 
F(U). It follows that P(U) ⊆  F(U).  

1.3   Rough Fuzzy Sets 

It was established by Dubois and Prade [1] that instead of being rival theories, the 
two theories of fuzzy sets and rough sets complement each other. In fact they 
combined these two concepts to develop the hybrid models of fuzzy rough sets 
and rough fuzzy sets. Rough fuzzy sets are defined [1] as follows. 

Let (U, R) be an approximation space. Then for any X∈ F(U), the lower and 
upper approximations of X with respect to R are given by 
 
(1.3.1)  y [x]R

(RX)(x) = inf X(y), for all x U∈ ∈ and 

(1.3.2)  y [x]R
(RX)(x) = sup X(y),for all x U.∈ ∈

 

2   Approximate Equalities of Sets 

As described in the introduction, sometimes exact equality (equality in the 
mathematical sense) is too stringent to apply in day to day life. We often talk 
about equality of sets or domains, which can be considered to be equal for the 
purpose or under the circumstances in real life situations. So, approximate 
equalities play a significant role in our reasoning. Also, it is dependent upon the 
knowledge the assessors have about the domain under consideration as a whole 
but mostly not the knowledge about individuals. The following four kinds of 
approximate equalities using rough sets have been introduced and studied so far 
(see [11] for a comparative analysis) 

2.1   The Kinds of Approximate Equalities 

Taking different combinations of the two types of conditions on lower 
approximations and the two types of conditions on upper approximations we get 
four kinds of approximate equalities of sets. This is summarized in the following 
table: 
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Table 1. 

 
 
As noted by Pawlak ([2], p.26 ), all these approximate equalities of sets are of 

relative character, that is things are equal or not equal from our point of view 
depending on what we know about them. So, in a sense the definition of rough 
equality refers to our knowledge about the universe.  

It is worth noting that each of the above four types of approximate equalities 
are defined through three notions called bottom equality, top equality and total 
equality defined in [3]. Several properties of these three approximate equalities 
were established by Novotny and Pawlak [7, 8, 9 and also see 3]. The properties 
obtained from these properties by interchanging bottom and top approximate 
equalities are called replacement properties [3, 10, 11, 12, 13]. It was mentioned in 
[3] that these replacement properties do not hold in general. But, it is established 
in [10] that some of these properties actually hold and others hold under suitable 
conditions. We avoid presenting both these types of properties here. 

The following two properties of lower and upper approximations of rough sets 
are instructive and it has been observed that the inclusions cannot be replaced with 
equalities in general: 

 

(2.1.1)      ( )RX RY R X Y⊆∪ ∪  and 

(2.1.2)      ( )R X Y RX RY⊆∩ ∩  

2.2   Other Rough Equalities 

In order to show the superiority of rough equivalence the following example and 
analysis was provided in [13]. 

2.2.1   Universe of Cattle 

Let us consider the cattle in a locality as our universal set C. We define a relation 
R over C by x R y if and only if x and y are cattle of the same kind. This is an 
equivalence relation and decomposes the universe into disjoint equivalence 
classes. Suppose for example, C = {Cow, Buffalo, Goat, Sheep, Bullock}.  Let X 
and Y be the set of cattle owned by two persons P1 and P2 in the locality. We 
cannot talk about the equality of X and Y in the usual sense as the cattle cannot be 
owned by two different people. Similarly, we cannot talk about the rough equality 
of X and Y except the trivial case when both the persons do not own any cattle. 
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The different possibilities for approximate equality or otherwise of X and Y to 
hold have been discussed in [12 ] and are categorized under six cases as follows: 

Case (i). RX , RY  are not U and RX , RY  areφ . That is P1 and P2 both have some 

kind of cattle but do not have all cattle of any kind in the locality. So, they are 
equivalent. 
Case (ii) RX , RY  are not U and RX , RY  are notφ . That is P1 and P2 both have 

some kind of cattle and have all cattle of some kind in the locality. So, they are 
equivalent. 
Case (iii) RX , RY  are U and RX , RY  areφ . That is P1 and P2 both cattle of all 

kinds but do not have all cattle of any kind in the locality. So, they are equivalent. 
Case (iv) RX , RY  are U and RX , RY  are notφ . That is P1 and P2 both have all 

kinds of cattle and also have all cattle of some kind in the locality. So, they are 
equivalent. 
There are two different cases under which we can talk about the non- equivalence 
of P1 and P2. 
Case (v) one of RX and RY  is U and the other one is not. Then, out of P1 and P2 
one has cattle of all kinds and the other one does not have so. So, they are not 
equivalent. 
Case (vi) Out of RX and RY , one is φ  and the other one is not. Then, out of P1 

and P2 one does not have all cattle of any particular kind, where as the other has 
all cattle of at least one kind. So, they are not equivalent. 

2.2.2   Basic Properties of Rough Equivalence 

Several properties of rough equivalences were obtained in [12]. In order to obtain 
these properties the concepts of different rough inclusions ([5]) and rough 
comparisons ([12]) are needed. 

Definition 2.2.2.1: Let K = (U, ℜ ) be a knowledge base, X, Y ⊆  U and R∈  
IND(K). Then 

(i) We say that X is bottom R-included in Y (X R⊂ Y) if and only if RX RY⊆  

(ii) We say that X is top R-included in Y ( )X YR⊂  if and only if RX RY.⊆  

(iii) We say that X is R-included in Y ( )X YR⊂  if and only if X R⊂ Y  and 

X YR⊂
 

Definition 2.2.2.2: (i) we say X, Y ⊆  U are bottom rough comparable if and only 
if X Y⊂  or Y X⊂  holds. 

(ii) We say X, Y ⊆  U are top rough comparable if and only if  X Y⊂  or 
Y X⊂  holds. 
(iii) We say X, Y ⊆  U are rough comparable if and only if X and Y are both top 
and bottom rough comparable.  
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Property 2.2.2.1: (i) If X Y∩ is b_eqv. to both X and Y then X is b_eqv. to Y .  
(ii) The converse of (i) is not true in general and an additional condition that is 
sufficient but not necessary for the converse to be true is that X and Y are bottom 
rough comparable. 
Property 2.2.2.2: (i) If X Y∪  is t_eqv. to both X and Y then X is t_eqv. to Y.  
(ii)  The converse of (i) is not true in general and an additional condition that is 
sufficient but not necessary for the converse to be true is that X and Y are top 
rough comparable. 
Property 2.2.2.3: (i) If X is t_eqv. to X '  and Y is t_eqv. to Y '  then it may or may 
not be true that X Y∪  is t_eqv. to ' 'X Y∪ . 
(ii) A sufficient but not necessary condition for the result in (i) to be true is that X 
and Y are top rough comparable and X '  and Y '   are top rough comparable. 
Property 2.2.2.4: (i) X is b_eqv. to X '  and Y is b_eqv. to Y '  may or may not 
imply that X Y∩  is b_eqv. to ' 'X Y∩  
(ii) A sufficient but not necessary condition for the result in (i) to be true is that X 
and Y are bottom rough comparable and X '  and Y '   are bottom rough comparable. 
Property 2.2.2.5: (i) X is t_eqv. to Y may or may not imply that ( )X Y−∪  is 

t_eqv. to U. 
(ii) A sufficient but not necessary condition for result in (i) to hold is that X Y− . 
Property 2.2.2.6: (i) X is b_eqv. to Y may not  imply that ( )X Y−∩  is b_eqv. to 

φ . 
(ii) A sufficient but not necessary condition for the result in (i) to hold true is that 
X  Y. 
Property 2.2.2.7: If X Y⊆  and Y is b_eqv. to φ  then X is b_eqv. to φ . 

Property 2.2.2.8: If X Y⊆  and X is t_eqv. to U then Y is t_eqv. to U. 
Property 2.2.2.9: X is t_eqv. to Y if and only if –X  is b_eqv. to –Y. 
Property 2.2.2.10: X is b_eqv. to φ , Y is b_eqv. to φ  X Y⇒ ∩  is b_eqv. to φ . 

Property 2.2.2.11: If X is t_eqv. to U or Y is t_eqv. to U then X Y∪  is t_eqv. to 
U. 

2.2.3   Replacement Properties for Rough Equivalence 

In parallel to the properties of interchange for rough equalities, it was proved in 
[12] that properties (2.2.2.7)  to (2.2.2.11) hold true under replacements. Also, the 
same is true for properties 2.2.2.1(i), 2.2.2.2(i), 2.2.2.3(i), 2.2.2.4(i), 2.2.2.5(i), 
2.2.2.6(i). For the other parts of these properties to be true, additional conditions 
are necessary. 

2.2.4   Other Approximate Equalities 

In [13] the other two types of approximate equalities called the approximately 
rough equivalence and the approximately rough equal were introduced as follows. 
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Definition 2.2.4.1: We say that two sets X and Y are approximately rough 
equivalent if and only if both RX  and RY  are φ or notφ  together and .RX RY=  
Definition 2.2.4.2: We say that two sets X and Y are approximately rough equal if 

and only if RX = RY and both RX and RY are U or not U together.  

2.3   Comparisons of Approximate Equalities 

In [11] the following comparative analysis of the four types of approximate 
equalities was made. 

2.3.1 The condition that two sets are lower approximately equal if and only if the 
two sets have the same lower approximation is satisfied in only rare and restricted 
cases. Since we are using this property in case of both rough equal and 
approximately rough equal definitions, these two cases of rough equalities seem to 
have lesser utility than the corresponding rough equivalences 

2.3.2 The condition that the two upper approximations be equal provides freedom 
to define equality in a very approximate sense and is quite general than these two 
being equal to U or not simultaneously. But, sometimes it seems to be 
unconvincing. 

2.3.3 The concept of approximate rough equivalence is neither unconvincing nor 
unnatural. This is the most natural and best among the four types. 

2.3.4 The fourth type of approximate rough equality happens to be the worst 
among the four types of approximate equalities considered. 

2.4   Properties of Approximate Rough Equivalence and 
Approximate Rough Equality 

The satisfiability of the basic properties by approximate rough equivalence and 
approximate rough equality were deduced by Tripathy [11]. It is shown that some 
of these properties hold true; whereas some other do not hold true in general. 

Also, similar results have been obtained for replacement properties for these 
two types of approximate equalities in [11]. 

3   Approximate Equalities Using Rough Fuzzy Sets 

Following the four types of approximate equalities, we can define four types of 
generalised approximate equalities depending upon rough approximation of fuzzy 
sets as follows. 

Here, we take X and Y to be fuzzy sets. RX  and RY are the lower 

approximations of X and Y. RX  and RY are the upper approximations of X and Y 
respectively. For any fuzzy set A, we denote the cutα − of A by Aα and it 

consists of elements of U having membership value greater than α . When α = 0, 
we obtain the support set of A, denoted by 0A> . Since the cutα − of a fuzzy set is 

a crisp set, the equalities in the table below are crisp set equalities. 
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Table 2. 
 
Upper Approximation 
Lower Approximation 
 

 

( ) ( )RX RYα α=  (RX)  and (RY)  are α α
U or not U together  

( ) ( )RX RYα α=  

 

α − Rough Fuzzy
Equality 

α − Approximate 
Rough Fuzzy Equality 

(RX)  and (RY)  are  or not  α α φ φ  
together  

α − Approximate 
Rough Fuzzy 
Equivalence 

α − Rough Fuzzy 
Equivalence 

 
Let T(i, j) ; i = 1, 2 and j = 1,2 denote the (i, j)th  position in the above table. 

When X and Y are crisp sets, the concepts in table 3.1 reduce to the corresponding 
concepts in table 1. Since α  is a real number lying in [0, 1], we get infinitely 
many levels of equalities under each of the four categories in table 2. 

3.1   Examples 

In this section we provide examples to illustrate the relative efficiencies of the 
four types of approximate equalities of fuzzy sets introduced in the above section. 
 
Example 3.1 
We illustrate here with one example, the applicability and relative efficiency of 
the four approximate equalities of fuzzy sets. Let U = 5 71 2 3 4 6 8{ , , , , , , , }x x x x x x x x . 
R be an equivalence relation on U such that 
 

U/R = 5 71 2 3 4 6 8} } }{{ , ,{ , , , ,{ , }x x x x x x x x , 

5 71 2 3 4 6 8

5 71 2 3 4 6 8

,0.8) ,0) ,0)

,0.7) ,0.2) ,0.8)

{( ,0.2),( ,( ,0.7),( ,0.4),( ,0.6),( ,( ,1),( }

{( ,0),( ,( ,0.9),( ,0.6),( ,0.4),( ,( ,0.8),( }Y

X x x x x x x x x and

x x x x x x x x=

=
 

be two fuzzy sets defined over U. Then we have, 
 

5 71 2 3 4 6 8,0.2) ,0) ,0){( ,0.2),( ,( ,0),( ,0),( ,0),( ,( ,0),( }RX x x x x x x x x= .So, 

0 1 2( ) { , } .RX x x> = ≠ φ  

5 71 2 3 4 6 8,0) ,0.2) ,0.3){( ,0),( ,( ,0.2),( ,0.2),( ,0.2),( ,( ,0.3),( }.RY x x x x x x x x=  
5 70 3 4 6 8( ) ,, { , , , , } .RYSo x x x x x x> = ≠ φ

 5 71 2 3 4 6 8,0.2) ,1) ,1){( ,0.8),( ,( ,0.3),( ,0.6),( ,0.4),( ,( ,0),( }CX x x x x x x x x=  

5 71 2 3 4 6 8

5 71 2 3 4 6 8

5 70 1 2 3 4 6 8

,0.2) ,0.3) ,0)

,0.8) ,0.7) ,1)

( ) , ,

{( ,0.2),( ,( ,0.3),( ,0.3),( ,0.3),( ,( ,0),( }

{( ,0.8),( ,( ,0.7),( ,0.7),( ,0.7),( ,( ,1),( }

{ , , , , , } .

CRX

RX

RX

x x x x x x x x

x x x x x x x x

x x x x x x x x U>

=

=

= =
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5 71 2 3 4 6 8

5 71 2 3 4 6 8

51 2 3 4

{ ,0.3) ,0.8) ,0.7)}

,0.3) ,0.1) ,0.2)

,0.7)

( ,1),( ,( ,0.1),( ,0.4),( ,0.6),( ,( ,0.2),(

{( ,0.3),( ,( ,0.1),( ,0.1),( ,0.1),( ,( ,0.2),( }

{( ,0.7),( ,( ,0.9),( ,0.9),( ,0.9),

C

C

Y

RY

RY

x x x x x x x x

x x x x x x x x

x x x x x

=

=

= 76 8

5 70 1 2 3 4 6 8

,0.9) ,0.8)

( ) , ,

( ,( ,0.8),( }

{ , , , , , } .RY

x x x

x x x x x x x x U> = =
 

 
We find that the two fuzzy sets are similar to each other in the sense that the 
membership values of the elements in the two sets differ by very small numbers. 
Still these are neither rough fuzzy equal nor approximately rough fuzzy equal. But 
these two are approximately rough fuzzy equivalent and rough fuzzy equivalent. 
So, the last two notions are more realistic than the earlier two. 
 
Example 3.2 

            Let us modify example 3.1 slightly by taking 

 5 71 2 3 4 6 8

5 71 2 3 4 6 8

,0) ,0.2) ,0)

,0.2) ,1) ,0)

{( ,0),( ,( ,0.7),( ,0.4),( ,0.6),( ,( ,1),( }

{( ,0.2),( ,( ,0.9),( ,0.6),( ,0.2),( ,( ,0),( }Y

X x x x x x x x x and

x x x x x x x x=

=
 

 Then we have, 

5 71 2 3 4 6 8,0) ,0.2) ,0){( ,0),( ,( ,0.2),( ,0.2),( ,0.2),( ,( ,0),( }RX x x x x x x x x= .So, 

50 3 4 6( ) , ,{ , } .RX x x x x> = ≠ φ  

5 71 2 3 4 6 8,0.2) ,0.2) ,0){( ,0.2),( ,( ,0.2),( ,0.2),( ,0.2),( ,( ,0),( }.RY x x x x x x x x=  
50 1 2 3 4 6( ) ,, { , , , , } .RYSo x x x x x x> = ≠ φ  

5 71 2 3 4 6 8,1) ,0.8) ,1){( ,1),( ,( ,0.3),( ,0.6),( ,0.4),( ,( ,0),( }CX x x x x x x x x=  

5 71 2 3 4 6 8

5 71 2 3 4 6 8

5 70 3 4 6 8

,1) ,0.3) ,0)

,0) ,0.7) ,1)

( ) ,

{( ,1),( ,( ,0.3),( ,0.3),( ,0.3),( ,( ,0),( }

{( ,0),( ,( ,0.7),( ,0.7),( ,0.7),( ,( ,1),( }

{ , , , , } .

CRX

RX

RX

x x x x x x x x

x x x x x x x x

x x x x x x U>

=

=

= ≠

 

5 71 2 3 4 6 8

5 71 2 3 4 6 8

5 71 2 3 4 6 8

{ ,0.8) ,0) ,1)}

,0.8) ,0) ,1)

,0.2) ,1) ,0)

(

( ,0.8),( ,( ,0.1),( ,0.4),( ,0.2),( ,( ,1),(

{( ,0.8),( ,( ,0),( ,0),( ,0),( ,( ,1),( }

{( ,0.2),( ,( ,1),( ,1),( ,1),( ,( ,0),( }

C

C

Y

RY

RY

x x x x x x x x

x x x x x x x x

x x x x x x x x

=

=

=

50 1 2 3 4 6) ,{ , , , , } .RY x x x x x x U> = ≠

 

 
We find that the two fuzzy sets differ much in the membership values of their 
elements, particularly for the elements 76x  and x . Still the two sets are rough 

fuzzy equivalent as per definition. This is the flexibility provided by this 
characterization in the upper approximation. But, as RX RY≠ , the two fuzzy sets 
are not approximately rough fuzzy equivalent. So, once again we conclude that 
approximate rough fuzzy equivalence is more realistic than the other three types of 
approximate equivalences. 
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3.2   Comparison of Approximate Rough Fuzzy Equalities 

3.2.1 The condition that two fuzzy sets are lower approximately equal if and only 
if the two sets have the same α − support set of lower approximation is satisfied in 
only those rare and restricted cases where the members have same membership 
values from and after α . Since we are using this property in case of both rough 
fuzzy equal and approximately rough fuzzy equal definitions, these two cases of 
rough fuzzy equalities seem to have lesser utility than the corresponding rough 
fuzzy equivalences 

3.2.2 The condition that the two upper approximations be equal provides freedom 
to define equality in a very approximate sense and is quite general than these two 
being equal to U or not simultaneously. As illustrated in the above examples, the 
later restriction sometimes seems to be less unconvincing. 

3.2.3 The concept of approximate rough fuzzy equivalence is neither 
unconvincing nor unnatural. This is the most natural and best among the four 
types as provided through examples 3.1 and 3.2 above. 

3.2.4 The fourth type of approximate rough fuzzy equality happens to be the worst 
among the four types of approximate equalities considered. 

3.3   Properties of Approximate Equalities of Fuzzy Sets 

Properties similar to the basic properties rough sets hold true for fuzzy rough sets. 
The following four of these properties are to be used by us in establishing the 
properties of approximate equalities of fuzzy sets. 

Let R be an equivalence relation defined over U and X,Y F(U).∈ Then  

(3.2.1) ( ) ( ) ( )

(3.2.2) ( ) ( ) ( )

(3.2.3) ( ) ( ) ( )

(3.2.4) ( ) ( ) ( )

R X Y R X R Y

R X Y R X R Y

R X Y R X R Y

R X Y R X R Y

=
⊇

⊆

=

∩ ∩
∪ ∪

∩ ∩

∪ ∪

 

3.3.1   General Properties 

The definitions of bottom-inclusion, top R-inclusion and R-inclusion for crisp sets 
can be extended in a natural way to fuzzy sets as follows. 

Definition 3.3.1.1: Let R be an equivalence relation defined on U and X, Y ∈  
F(U). Then 

(i) We say that X is bottom (R, α )-included in Y (X ,R⊂ α Y) if and only if 

(RX) (RY)α α⊆  

(ii) We say that X is top (R, α )-included in Y ( ),RX Y⊂ α  if and only if 

(RX) (RY) .⊆α α  
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(iii) We say that X is (R, α )-included in Y ( ),X YR⊂ α  if and only if X ,R⊂ α Y  

and ,RX Y⊂ α  

Definition 3.3.1.2: (i) we say X, Y ∈  F(U) are α − bottom rough comparable if 

and only if 
,R

X Y⊂ α  or 
,

Y X
R

⊂ α  holds. 

(ii) We say X, Y ∈  F(U) are α − top rough comparable if and only if  ,R
X Y⊂ α  

or ,R
Y X⊂ α  holds. 

(iii) We say X, Y ∈  F(U) are α − rough comparable if and only if X and Y are 
both top and bottom rough α − comparable. 

Definition 3.3.1.3: We say that two fuzzy sets X and Y are α − bottom  
(rough equal/approximately rough equal, rough equivalent/approximately  
rough equivalent) if and only if ( (RX) (RY)α α= , (RX) and (RY)α α  
are equal to φ or not equal to φ together ). 

Definition 3.3.1.4: We say that two fuzzy sets X and Y are α − top  
(rough equal/approximately rough equal, rough equivalent/approximately  
rough equivalent) if and only if ( (R RX) ( Y)α α= , (RX) and (RY)α α  
are equal to U or not equal to U together ).  

We state below the properties of some of the four types of approximate 
α − rough fuzzy equalities below with out proof. The proofs are similar to the 
approximate rough equality cases [12]. 

Property 3.3.1.1: (i) If X Y∩ is α − b_eqv. to both X and Y then X is α − b_eqv. 
to Y  
(ii) The converse of (i) is not true in general and an additional condition that is 
sufficient but not necessary for the converse to be true is that X and Y are 
α − bottom rough comparable. 

Property 3.3.1.2: (i) If X Y∪  is α − t_eqv. to both X and Y then X is α − t_eqv. 
to Y.  
(ii)  The converse of (i) is not true in general and an additional condition that is 
sufficient but not necessary for the converse to be true is that X and Y are top 
α − rough comparable. 

Property 3.3.1.3: (i) If X is α − t_eqv. to X '  and Y is α − t_eqv. to Y '  then it may 
or may not be true that X Y∪  is α − t_eqv. to ' 'X Y∪ . 
(ii) A sufficient but not necessary condition for the result in (i) to be true is that X 
and Y are α − top rough comparable and X '  and Y '   are α − top rough comparable. 

Property 3.3.1.4: (i) X is α − b_eqv. to X '  and Y is α − b_eqv. to Y '  may or 
may not imply that X Y∩  is α − b_eqv. to ' 'X Y∩  
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(ii) A sufficient but not necessary condition for the result in (i) to be true is that X 
and Y are α − bottom rough comparable and X '  and Y '   are α − bottom rough 
comparable. 

Property 3.3.1.5: (i) X is α −  t_eqv. to Y may or may not imply that ( )X Y−∪  is 

α − t_eqv. to U. 
(ii) A sufficient but not necessary condition for result in (i) to hold is that X Y− . 

Property 3.3.1.6: (i) X is α − b_eqv. to Y may not  imply that ( )X Y−∩  is 

α − b_eqv. to φ . 
(ii) A sufficient but not necessary condition for the result in (i) to hold true is that 
X  Y. 

Property 3.3.1.7: If X Y⊆  and Y is α − b_eqv. to φ  then X is α −  b_eqv. to 

φ . 

Property 3.3.1.8: If X Y⊆  and X is t_eqv. to U then Y is t_eqv. to U. 

Property 3.3.1.9: X is α −  t_eqv. to Y if and only if –X  is α − b_eqv. to –Y. 

Property 3.3.1.10: X is α − b_eqv. to φ , Y is b_eqv. to φ  X Y⇒ ∩  is 

α − b_eqv. to φ . 

Property 3.3.1.11: If X is α − t_eqv. to U or Y is t_eqv. to U then X Y∪  
is α − t_eqv. to U. 

3.3.2   Replacement Properties for Fuzzy Rough Equivalence 

In parallel to the properties of interchange for rough equalities, the following 
properties were proved in [12]. 

Property 3.3.2.1: (i) If X Y∩  is α − t_eqv. to both X and Y then X is α − t_eqv. 
.Y  

(ii)  The converse of (i) is not true in general and an additional condition that is 
sufficient but not necessary for the converse to be true is that equality holds in 
(3.2.3). 

Property 3.3.2.2: (i) X Y∪  is α − b_eqv. to  X  and X Y∪  is α − b_eqv. to Y  
then X is α − b_eqv. to Y   
(ii) The converse of (i) is not true in general and an additional condition that is 
sufficient but not necessary for the converse to be true is that equality holds in 
(3.2.2). 

Property 3.3.2.3: (i) X  is α − b_eqv. to 'X  and Y is α − b_eqv. to 'Y  may not 
imply X Y∪ is α − b_eqv. to ' ' .X Y∪  
(ii) A sufficient but not necessary condition for the conclusion of (i) to hold is that 
equality holds in (3.2.3). 
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Property 3.3.2.4: (i) X  is α − t_eqv. to 'X and Y is α − t_eqv. to 'Y  may not 
necessarily imply that X Y∩  is α − t_eqv. to ' ' .X Y∩  
(ii) A sufficient but not necessary condition for the conclusion in (i) to hold is that 
equality holds in (3.2.2). 

Property 3.3.2.5: X is α − b_eqv. to Y  may or may not imply X Y−∪  is 
α − b_eqv. to .U  

Property 3.3.2.6: X is α − t_eqv. to Y  may or may not imply X Y−∩  is 

α − t_eqv. to .φ  

Properties (3.2.2.7) to (3.2.2.11) hold true under replacements. 

4   Conclusions 

In this paper we introduced the concept of leveled approximate equality by taking 
rough fuzzy sets instead of rough sets alone in defining approximate equality. This 
notion has two advantages. First, it considers the approximate equality of fuzzy 
sets instead of crisp sets. Second, we introduce the notion of leveled approximate 
equality, which provides a threshold value for the approximate equality. This 
provides a control with the user to specify the desired level equality needed. So 
that, according to the requirement this value can be adjusted to get the desired 
results. These notions are more realistic than those considered earlier by Novotny 
and Pawlak [7, 8, 9] and Tripathy [10, 11, 12]. 
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Abstract. In the present paper, a pair of Wolfe type nondifferentiable mutiobjec-
tive second-order programm involving two kernel function is formulated. We prove
Weak, Strong and Converse duality theorem for the second-order symmetric dual
programs under Invexity conditions.

Keywords: Nondifferentiable Multiobjective programming, Second-order symmet-
ric duality, Proper efficiency, Invexity.

1 Introduction

Symmetric duality in nonlinear programming, in which dual of the dual is the primal
problems, was first introduced by Dorn [4]. He introduced the concept of symmetric
duality for quadratic problems. Later on Dantzig et al. [3] formulated a pair of sym-
metric dual nonlinear programs involving convex/concave functions. These results
were extended by Bazaraa and Goode [2] over arbitrary cones.

Mangasarian [7] introduced the concept of second-order duality for nonlin-
ear problems. Suneja et al. [9] studied a pair of Mond-Weir type second-order
multiobjective symmetric dual programs and proved the duality results under η-
bonvexity/η-pseudobonvexity assumptions. Yang et al. [10] extended the results of
Suneja et al. [9] to the nondifferentiable case. Second order symmetric duality for
Mond-Weir type duals involving nondifferentiable function has been discussed by
Hou and Yang [6] and by Ahmad and Husain [1].

The symmetric dual problems in the above papers involve only one kernel func-
tion. Recently, Wolfe and Mond-Weir type second-order differentiable symmetric
dual models involving two kernel functions have been studied in [5]. In this paper,
we present nondifferentiable symmetric dual multiobjective problems involving two
kernel functions.
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2 Prerequisites

We consider the following multiobjective programming problem :
(P) Minimize

K(x) = {K1(x),K2(x), ...,Kk(x)}

subject to : x ∈ X ={x ∈ Rn | G j(x)� 0, j = 1,2, ...,m},

where G : Rn → Rm and K : Rn → Rk.

All vectors shall be considered as column vectors. For a function f : Rn ×Rm → Rk,
let ∇x f (∇y f ) denote the n× k (m× k) matrix of first order derivative and ∇xy fi de-
note the n×m matrix of second order derivative.

For a, b ∈ Rn,
a � b ⇔ ai � bi, i = 1,2, ...,n,
a � b ⇔ a � b and a �= b,
a > b ⇔ ai > bi, i = 1,2, ...,n.

Definition 2.1. A point x̄ ∈ X is said to be an efficient solution of (P) if there exists
no x ∈ X such that K(x)≤ K(x̄).

Definition 2.2 [5]. The function K is η−invex at u ∈ Rn if there exists a vector
valued function η : Rn ×Rn → Rn such that

K(x)−K(u)−ηT (x,u)∇K(u)� 0,∀x ∈ Rn.

Definition 2.3. (Generalized Schwartz Inequality) Let A ∈ Rn ×Rn be a positive
semi-definite matrix. Then for all x,y ∈ Rn,

xT Ay � (xT Ax)1/2(yT Ay)1/2.

Equality holds if Ax = λ Ay for some λ � 0.

3 Wolfe Type Symmetric Duality

We now consider the following pair of Wolfe type nondifferentiable multiobjective
programming problems.
Primal (WP)

Minimize H(x,y,λ ,h, p) = f (x,y)+ (xT Dx)1/2e− (yT ∇y(λ T f (x,y)))e

−(yT (∇yy(h
T g(x,y))p))e
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Subject to ∇y(λ T f (x,y))−Ew+∇yy(h
T g(x,y))p � 0, (1)

wT Ew � 1, (2)

λ T e = 1, (3)

λ > 0,x � 0,w ∈ Rm, (4)

Dual (WD)
Maximise G(u,v,λ ,h,q) = f (u,v)− (vT Ev)1/2e− (uT ∇x(λ T f (u,v)))e

−(uT (∇xx(h
T g(u,v))q))e

Subject to ∇x(λ T f (u,v))+Dz+∇xx(h
T g(u,v))q � 0, (5)

zT Dz � 1, (6)

λ T e = 1, (7)

λ > 0,v � 0,z ∈ Rn, (8)

where
(i) f : Rn ×Rm → Rk is a twice differentiable function of x and y,
(ii) g : Rn ×Rm → Rr is a thrice differentiable function of x and y,
(iii) p ∈ Rm, q ∈ Rn, e = (1, ...,1)T ∈ Rk, and
(iv) D and E are positive semi-definite matrices of order n and m, respectively.

Any problem, say (WD), in which λ is fixed to be λ̄ , will be denoted by (WD)λ̄ .

Theorem 3.1 (Weak duality). Let (x,y,λ ,h,w, p) be feasible for (WP) and (u,v,λ ,h,
z,q) be feasible for (WD). Let

(i) f (.,v)+ ((.)T Dz)e be η1-invex at u for fixed v and z,
(ii) f (x, .)− ((.)T Ew)e be η2-invex at y for fixed x and w,
(iii) η1(x,u)+ u � 0 and η2(v,y)+ y � 0, and
(iv) ηT

1 (x,u)(∇xx(hT g)(u,v)q)� 0 and ηT
2 (v,y)(∇yy(hT g)(x,y)p)� 0.

Then
{ f (u,v)+ (vT Ev)1/2e− (uT ∇x(λ T f (u,v)))e− (uT ∇xx(hT g(u,v))q)e

�≥ f (x,y)+ (xT Dx)1/2e− (yT ∇y(λ T f (x,y)))e− (yT ∇yy(h
T g(x,y))p)e}.

Proof. Suppose, to the contrary, that

{ f (u,v)+ (vT Ev)1/2e− (uT ∇x(λ T f (u,v)))e− (uT ∇xx(hT g(u,v))q)e

≥ f (x,y)+ (xT Dx)1/2e− (yT ∇y(λ T f (x,y)))e− (yT ∇yy(h
T g(x,y))p)e}
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Since λ > 0 and λ T e = 1, the above vector inequality implies

λ T [ f (u,v)+ (vT Ev)1/2e− (uT ∇x(λ T f (u,v)))e− (uT ∇xx(hT g(u,v))q)e]

> λ T [ f (x,y)+ (xT Dx)1/2e− (yT ∇y(λ T f (x,y)))e− (yT ∇yy(h
T g(x,y))p)e]

or
λ T f (u,v)+ (vT Ev)1/2 − uT ∇x(λ T f (u,v))− uT ∇xx(hT g(u,v))q

> λ T f (x,y)+ (xT Dx)1/2 − yT ∇y(λ T f (x,y))− yT ∇yy(h
T g(x,y))p. (9)

From η1-invexity of f (.,v)+ ((.)T Dz)e, we have

f (x,v)+ (xT Dz)e− f (u,v)− (uT Dz)e � (∇T
x f (u,v)+ e(zT D))η1(x,u).

Using λ > 0, we obtain

(λ T f )(x,v)+ (xT Dz)− (λ T f )(u,v)− (uT Dz)

� η1(x,u)
T (∇x(λ T f )(u,v)+Dz). (10)

From the dual constraint (5) and hypothesis (iii), it follows that

ηT
1 (x,u)(∇x(λ T f (u,v))+Dz+∇xx(hT g(u,v))q)

�−uT (∇x(λ T f (u,v))+Dz+∇xx(h
T g(u,v))q). (11)

Now inequalities (10), (11) along with hypothesis(iv), yield

(λ T f )(x,v)+ (xT Dz)− (λ T f )(u,v)− (uT Dz)

�−uT (∇x(λ T f )(u,v)+Dz+∇xx(h
T g(u,v))q).

or
(λ T f )(x,v)+ (xT Dz)− (λ T f )(u,v)

�−uT (∇x(λ T f )(u,v)+∇xx(h
T g(u,v))q). (12)

Similarly by η2-invexity of f (x, .)− ((.)T Ew)e, the primal constraints (1) and hy-
potheses (iii) and (iv), we obtain

(λ T f )(x,y)−(λ T f )(x,v)+(vT Ew)� yT (∇y(λ T f (x,y))+∇yy(h
T g(x,y))p). (13)

Adding inequalities (12) and (13), we get

(λ T f )(x,y)+ (xT Dz)− (yT ∇y(λ T f (x,y)))− (yT ∇yy(hT g(x,y))p)

� (λ T f )(u,v)+ (vT Ew)− (uT ∇x(λ T f (u,v)))− (uT ∇xx(h
T g(u,v))q).
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Now using the Schwartz inequality and the constraints (2) and (6),

(λ T f )(x,y)+ (xT Dx)1/2 − (yT ∇y(λ T f (x,y)))− (yT ∇yy(hT g(x,y))p)�

(λ T f )(u,v)+ (vT Ev)1/2 − (uT ∇x(λ T f (u,v)))− (uT ∇xx(h
T g(u,v))q),

which contradicts inequality (9). Thus the result holds. ��
Theorem 3.2 (Strong duality). Let (x̄, ȳ, λ̄ , h̄, w̄, p̄) be an efficient solution for (WP).
Suppose that

(i) ∇yy(h̄T g)(x̄, ȳ) is nonsingular,
(ii) the set {∇y fi(x̄, ȳ), i = 1, . . . ,k} is linearly independent, and
(iii) ∇yy(h̄T g)(x̄, ȳ)p̄ /∈ span{∇y f1(x̄, ȳ), ...,∇y fk(x̄, ȳ)}\{0}.

Then (x̄, ȳ, h̄, z̄, q̄ = 0) is feasible for (WD)λ̄ , and the objective function values of
(WP) and (WD)λ̄ are equal. Also, if the hypotheses of Theorem 3.1 are satisfied
for all feasible solutions of (WP)λ̄ and (WD)λ̄ , then (x̄, ȳ, h̄, z̄, q̄ = 0) is an efficient
solution for (WD)λ̄ .

Proof. Since (x̄, ȳ, λ̄ , h̄, p̄) is an efficient solution for (WP), by the Fritz-John nec-
essary optimality conditions [8], there exist ᾱ ∈ Rk, β̄ ∈ Rm, γ̄, δ̄ ∈ R, ξ̄ ∈ Rk and
η̄ , z̄ ∈ Rn such that the following conditions are satisfied at (x̄, ȳ, λ̄ , h̄, w̄, p̄):

(∇x f (x̄, ȳ)+ (Dz̄)e)ᾱ +(∇yx(λ̄ T f )(x̄, ȳ)

+∇x(∇yy(h̄
T g)(x̄, ȳ)p̄))T (β̄ − (ᾱT e)ȳ)− η̄ = 0 (14)

∇y f (x̄, ȳ)(ᾱ − (ᾱT e)λ̄)+ [(∇yy(λ̄ T f )(x̄, ȳ)

+∇y(∇yy(h̄
T g)(x̄, ȳ)p̄)](β̄ − (ᾱT e)ȳ)− (ᾱT e)∇yy(h̄

T g)(x̄, ȳ)p̄ = 0, (15)

(β̄ − (ᾱT e)ȳ)T ∇y f (x̄, ȳ)+ δ̄eT − ξ̄ = 0, (16)

(β̄ − (ᾱT e)ȳ)T ∇h(∇yy(h̄
T g)(x̄, ȳ)p̄) = 0, (17)

(β̄ − (ᾱT e)ȳ)T ∇yy(h̄
T g)(x̄, ȳ) = 0, (18)

−Eβ̄ + γ̄Ew̄ = 0, (19)

γ̄(w̄T Ew̄− 1) = 0, (20)

δ̄ (λ̄ T e− 1) = 0, (21)

λ̄ T ξ̄ = 0, (22)

x̄T η̄ = 0, (23)

x̄T Dz̄ = (x̄T Dx̄)1/2, (24)

β̄ T [∇y(λ̄ T f )(x̄, ȳ)−Ew̄+∇yy(h̄
T g)(x̄, ȳ)p̄] = 0, (25)
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z̄T Dz̄ � 1, (26)

(ᾱ, β̄ , γ̄ , ξ̄ , η̄)� 0, (27)

(ᾱ , β̄ , γ̄, δ̄ , ξ̄ , η̄) �= 0. (28)

As λ̄ > 0, from (22) we conclude that ξ̄ = 0. By hypothesis (i), equation (18) implies

β̄ = (ᾱT e)ȳ. (29)

Now suppose, α = 0. Then equation (29) implies, β̄ = 0, which along with Eq. (16)
yields δ̄e = 0 or δ̄ = 0. Also equation(14) implies that η̄ = 0.

From equations (19) and (20), we have

γ̄ = γ̄(w̄T Ew) = w̄T (γ̄Ew̄) = w̄T (Eβ̄ ) = 0.

Thus (ᾱ, β̄ , γ̄ , δ̄ , ξ̄ , η̄) = 0, which contradicts (28). Hence ᾱ �= 0, i.e., ᾱ ≥ 0 or

ᾱT e > 0. (30)

Therefore equations (29) and (30) yields

ȳ =
β

αT e
� 0.

Now, from (17) and (29), we have

∇y f (x̄, ȳ)(ᾱ − (ᾱT e)λ̄ ) = (ᾱT e)∇yy(h̄
T g)(x̄, ȳ)p̄. (31)

Using the hypothesis (iii), the above relation implies (αT e)∇yy(h̄T g)(x̄, ȳ)p̄ = 0,
which by hypothesis (i) and (30) yield

p̄ = 0. (32)

Therefore equation (31) gives

(∇y f )(x̄, ȳ)(α − (αT e)λ̄ ) = 0.

Since the set {∇y fi, i = 1, . . . ,k} is linearly independent, the above equation implies

ᾱ = (ᾱT e)λ̄ . (33)

Using (29), (30) and (33) in (14), we get

∇x((λ̄ T f )(x̄, ȳ)+Dz̄) = η � 0. (34)

Thus (x̄, ȳ, h̄, z̄, q̄ = 0) is a feasible solution for the dual problem (WD)λ̄ .
Now from equation (34),

x̄T (∇x((λ̄ T f )(x̄, ȳ)+Dz̄) = η̄T x̄ = 0
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or using (24)
xT (∇x((λ̄ T f )(x̄, ȳ) =−x̄T Dz̄ =−(xT Dx)1/2. (35)

Further, from (25), (29), (30) and (32), we obtain

ȳT ∇y(λ̄ T f )(x̄, ȳ) = ȳT Ew̄. (36)

From equations (19) and (29), we have

Eȳ =
γ̄

ᾱT e
Ew̄ (37)

or
Eȳ = aEw̄,

where

a =
γ̄

ᾱT e
� 0.

Under this condition the Schwarz inequality holds as an equality.

Therefore ȳT Ew̄ = (ȳT Eȳ)1/2(w̄T Ew̄)1/2. In case γ̄ > 0, Equation (22) implies
w̄T Ew̄ = 1 and so ȳT Ew̄ = (ȳT Eȳ)1/2. When γ̄ = 0, equation (37) gives Eȳ = 0 and
so ȳT Ew̄ = 0 = (ȳT Eȳ)1/2.
Thus in either case

ȳT Ew̄ = (ȳT Eȳ)1/2,

and so Equation (36) becomes

ȳT ∇y(λ̄ T f )(x̄, ȳ) = ȳT Ew̄ = (ȳT Eȳ)1/2. (38)

Finally using (35) and (38), we get

H(x̄, ȳ, λ̄ , h̄, p̄ = 0) = f (x̄, ȳ)+ (x̄T Dx̄)1/2e− (ȳT ∇y(λ̄ T f )(x,y))e
= f (x̄, ȳ)− (x̄T ∇x(λ̄ T f )(x,y))e− (ȳT Eȳ)1/2e
= G(x̄, ȳ, λ̄ , h̄, q̄ = 0).

That is two objective function values are equal. Using weak duality it can be easily
shown that (x̄, ȳ, h̄, z̄, q̄ = 0) is an efficient solution of (WD)λ̄ ��
Theorem 3.3 (Converse duality). Let (ū, v̄, λ̄ , h̄, z̄, q̄) be an efficient solution for
(WD). Suppose that

(i) ∇xx(h̄T g)(ū, v̄) is nonsingular,
(ii) the set {∇x fi(ū, v̄), i = 1, . . . ,k} is linearly independent, and
(iii) ∇xx(h̄T g)(ū, v̄)q̄ /∈ span{∇x f1(ū, v̄), ...,∇x fk(ū, v̄)}\{0}.
Then (ū, v̄, h̄, z̄, p̄ = 0) is feasible for (WP)λ̄ , and the objective function values of
(WP)λ̄ and (WD) are equal. Also, if the hypotheses of Theorem 3.1 are satisfied for
all feasible solutions of (WP)λ̄ and (WD)λ̄ , then (ū, v̄, h̄, w̄, q̄) is an efficient solution
for (WP)λ̄ .
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Proof. Follows on the lines of Theorem 3.2. ��
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Abstract. The paper provides a new approach to multi-robot box pushing using a 
proposed Differential evolution for multiobjective optimization (DEMO) algo-
rithm. The proposed scheme determines time-, energy- and friction sensitive-
optimal solution to the box-pushing problem. The performance of the developed 
DEMO algorithm is compared to NSGA-II in connection with the given problem 
and the experimental results reveal that the DEMO outperforms NSGA-II in all 
the experimental set-ups. 

Keywords: multi-robot box pushing, friction compensation, differential evolution 
for multiobjective optimization. 

1   Introduction 

Optimization of multi-objective functions is essential to many engineering prob-
lems. The box pushing problem, dealt with in this paper, is related to the well 
known “Piano Mover’s Problem”: given an arbitrary rigid polyhedral environ-
ment, determine a continuous collision-free trajectory of motion of the object from 
a source configuration to a desired destination configuration.  

The box-pushing problem represents a challenging domain for the study of ob-
ject manipulation in a multi-robot environment. Since 1990’s researchers took ac-
tive interest in formulating and solving the box-pushing problem by different 
techniques. Some of the well known works in this regard include adaptive action 
selection by the robots without communication [7], mutual cooperation by inten-
sion inference [8], cooperative conveyance by velocity adaptation of robots [9], 
and role of perceptual cues in multi-robot box-pushing [6]. 

One of the most studied strategies is the well-known “Pusher-Watcher” ap-
proach [13, 14]: A robot observes (watcher) the movement of the object and  
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control the operations of the team (pushers) that manipulate the box. Recent multi-
robot strategies make use of the model known as “swarm intelligence”. Li [15] 
experiments using communities of homogenous robots. These self-organized sys-
tems are based on decentralized and collective behaviors. Another recent strategy 
is the reinforcement learning. Wang [16] implements a variant including a me-
chanism of decision based on a Markov process known as “Q-Learning”. The 
main concern about this technique is related to the storage capacities and high de-
mand of process capabilities. Gene [17] and Lengegyel [18] model the environ-
ment by the construction of a configuration space (C-space) and both use the con-
ventional wave front algorithm to compute the trajectories of the box. 

In the proposed work, two similar robots have to locally plan the trajectory of 
motion of the box in a complex terrain, where the robot’s workspace has different 
frictional coefficients in different regions. In [2], it has been attempted to satisfy 
multiple objectives concerning minimization of both time and energy required in 
local trajectory planning of the robots by NSGA-II. 

The work proposed in this paper is different by two counts. First, we consider 
the frictional forces offered by the contact surface to the box. The forces applied 
by robots must be sufficient to counteract this frictional force. Second, the box- 
pushing problem has been solved by Differential evolution for multiobjective op-
timization (DEMO), pioneered by Robic and Filipi [1] as a state-of-the-art litera-
ture survey indicates that DE has already proved itself as a promising candidate in 
the field of evolutionary multi-objective optimization (EMO) [10, 11, 12]. 

The justification of the use of DEMO in the proposed problem are point wise 
indicated below: 1) better solution quality 2) efficiently achieving the two goals of 
multiobjective optimization, i.e., the convergence to the true Pareto front and uni-
form spread of individuals along the front. It has also been verified in the paper 
that DEMO has outperformed NSGA-II in trajectory planning of the robots in all 
the different types of workspace. It is also compared with Multiobjective optimi-
zation using differential evolution (MODE) - based simulation and it has been 
proved that DEMO is better than MODE. 

The remaining paper has been organized into sections as follows: In Section-2, 
a formulation of the problem is presented. In Section-3, a pseudo-code for solving 
the optimization problem using DEMO is provided and in Section-4, computer 
simulation for the problem has been laid down for comparison of results using 
DEMO and NSGA-II. 

2   Formulation of the Problem 

Suppose two robots  and  are applying forces perpendicularly at points 
E( , ) and F( , ) on the front edge BC of the box (Fig. 1). Let O ( , ) be 
the centre of gravity of the box . After being rotated by an angle  around the 
point ( , ) due to the forces applied by robots ( ) and ( ) the corres-
ponding new co-ordinates of O, E and F become  

 = (1 ) + ( )= (1 ) + ( )   where,   = , , .         (1) 
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Fig. 1. Position of the box before (solid        Fig. 2. Current (solid line) and next position 
line) and after rotation (dashed line)                  (dashed line) of the box after rotation 

 
Now, the box is displaced by d unit (Fig.2) due to transportation forces applied 

by (  ) and (  ). The new position of the centre of the gravity is given as  
 

          ′ = + ; ′ = +                                   (2) 
 

We, now form two objective functions concerning minimization of time and ener-
gy [2], which have three components each, time and energy required for rotation 
( , ), for translation of the box to the next position ( , ), and predicted cost 
required for the transportation of the box from the next to the goal position 
through a distance s ( , ). The total time required ( ) and total energy con-
sumption ( )are obtained as 

 
                        = + +                                              (3) 

 

             = + +                                             (4) 
 = , = , = √ ;  = , = ( + )  , =      (5) 
 

where, J=mass moment of inertia, T= Torque, m=mass of the box, kt and  are 
constants. 

In order to keep the distance of the nearest obstacle _  in the direction of 
movement as high as possible we introduce one penalty term in .  

 = + + + / _       with   = 500.                       (6) 
 

The third objective function is about minimization of frictional energy consump-
tion during translation of the box in the workspace having different frictional coef-
ficients in different regions (Fig. 3) and is denoted by,  where  

 

=   where, =Coulomb force of friction=∑ .        (7) 
 

where, n = total number of point contacts between the two surfaces in contact 
which is dependent on dimension of the box and  and  represent the frictional 
coefficient of the surface and mass of the box at that point of contact.  
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Fig. 3. Initial (blue) and final (red) position            Fig. 4. Forces applied on the box by 
of the box in workspace with different     robots (Fr1 and Fr2) and contact 
frictional co-efficient                                                      surface (Fc) 

 
Considering the constraint that when the robots are rotating and translating the 

box, the combined force of the two robots must be greater than the frictional force 
offered by the surface in contact with the box, which is assumed to be acting on 
the centre of gravity of the box as (Fig. 4), we have the required condition as 

 

                                            + >                                              (8) 
 

So, with unit displacement of the equation (7) has been modified to 
 

=∑ + /( + )                                            (9) 
 

where, = acceleration due to gravity, and  is a constant which is taken as 100. 
 and  are determined in a manner so that the terms on the right hand side of 

(9) 1nd (6) should be of same order of magnitude. 

3   Solving Constraint Optimization Problem Using Differential 
Evolution for Multiobjective Optimization (DEMO) 
Algorithm 

DE [3] is a population-based global optimization algorithm that uses a real-coded 
representation. It generates a population of uniformly distributed Np real-coded D 
dimensional search variable vectors , = [ , , , , , , … , , , ]. Now, in each 
generation, a donor   ,  is created in the following way: 

 . = , + . ( , , ) where, , , ∈ 1, , .      (10) 
 

Next, we use ‘binomial’ crossover to generate  a trial vector U ,G for each target 
vector X ,G in which case the number of parameters inherited from the mutant has 
a (nearly) binomial distribution.  

 

, , = , ,  ,  , (0,1) <   =, , ,                                                                              (11) 

 

for rand , (0,1) ∈ [0, 1], j ∈ [1,2,...., D] is a randomly chosen index which en-
sures that U ,G gets at least one component from V ,G. To keep the population size 
constant over subsequent generations, the next step of the algorithm calls for  

𝜇  𝜇 𝜇  𝜇  𝜇  𝜇  𝜇  𝜇  𝜇  𝜇  𝜇  𝜇 𝜇  𝜇  𝜇  𝜇  𝜇  𝜇  𝜇  𝜇  𝜇  𝜇  𝜇  𝜇  𝜇  𝜇  𝜇  𝜇  𝜇  𝜇  

  𝐹                               𝐹  

                  𝐹                            
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‘selection’ in order to determine which one between the target vector and trial vec-
tor will survive in the next generation i.e. at the next generation G = G+1. If the 
trial vector yields a better value of the fitness function, it replaces its target vector 
in the next generation; otherwise the parent is retained in the population: 

 X ,G = U ,G , if f U ,G f(X ,G )X ,G, if f U ,G > (X ,G )                                   (12) 

 

where f(.) is the function to be minimized. 
DEMO applies the following principle: The candidate U ,G  replaces the parent X ,G  in the population PG if it dominates it. If the parent dominates the candidate, 

the candidate is discarded. Otherwise (when the candidate and parent are non-
dominated with regard to each other), the candidate is added to the population PG. 
This step is repeated until Np number of candidates is created. After that, we get a 
population of the size between Np and 2Np. If the population has enlarged, we 
have to truncate it to prepare it for the next step of the algorithm. The truncation 
consists of sorting the individuals with non-dominated sorting and then evaluating 
the individuals of the same front with the crowding distance metric. The trunca-
tion procedure keeps in the population only the best Np individuals (with regard to 
these two metrics). The described truncation is derived from NSGA-II. 

 
Pseudo code: 
 
Input: Initial (x , y ) and final CG (x , y ) of the box, points 
of application of the two forces on the box by the two robots 
(x , y ) and (x , y ) and a threshold value ∈. 
Output: Forces applied by the two robots to move the box and 
the rotational angle α.  
Begin 
Set: x x ; y y ; 

Repeat Until |curr G| <∈ // curr = (x , y ), G = (x , y )// 

Call DEMO(x , y , x , y , x , y ; α, xI, yI, F , F );Move-to(x , y ); 
End. 
 
Procedure DEMO (x , y , x , y , x , y ; α, xI, yI, F , F ) 
Begin 
Initialize all solutions and place them in P; Set R = P; 
Evaluate the fitness (fit(X )) of the population. 
For Iter=1 to Maxiter do 
For each solution X  do 
 V = X + rand(0,1) (X X ), j, k, l ∈ [1, NP], i j k l , rand(0,1) ∈(0,1); 
For each parameter d do 
If rand(0,1) < CR(crossover ratio) Then U , = V , ; 
Else U , = X , ; 
End If; 

End For; 
Evaluate fit(U ); 
If U  dominates X  Then X U ; 
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Else If X and U are non-dominated Then R =  R U ; 
End If; 

End For; 
Call NS (P ,R ); 
Memorize the best solution obtained so far; 

 End For; 
 Update: 
   1.( x , y ), (x , y ), (x , y ) using equation 1; 
   2.x x + dcosθ; y y + dsinθ ;      
   3. x x + dcosθ; y y + dsinθ ;      
   4. x x + dcosθ; y y + dsinθ ;      
 Return. 
 
Procedure NS (P ,R ) 
Begin 
Construct non-dominated front sets(F ,F --)from  R ; 
Set:P =φ ,i=0; 

Repeat until |P | + |F | NP  
   P = P F ;i=i+1; 
Sort F  in descending order of crowding distance;  P = P First (N |P |) elements of F ; 
End. 

4   Experiment and Computer Simulation 

The experiment was carried out on a simulated environment on Intel Core 2 Duo 
processor architecture with clock speed of 2GHz. The structure of solution in 
DEMO used here is given below.  

 1    1   .  
 

Since all solutions in the Pareto front are equally good, to select the one among 
many possible solutions, we normalize time, energy and frictional loss for the in-
dividual solution in the Pareto front. Let f1(i), f2(i) and f3(i) be the measure of time, 
energy and frictional energy loss for the i-th  solution in the Pareto front.  

 ( ) = ( )∑ ( ) ; ( ) = ( )∑ ( ) ;  ( ) = ( )∑ ( )                (13) 
 

The above process is repeated for all solutions in the Pareto front and in each step 
of the movement the following product is taken. 

 = ( ( ) ( ) ( ))                                      (14) 
 

Now, the effective solution having smallest Pi is identified in each step to move 
the box by the robots. The significance of this work is that here we have consi-
dered frictional loss occurring during the push operation by the robots with non 
uniform distribution of frictional coefficient in the robots work space. In this 
work, the position of the obstacles is made to be user defined.  
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The entire trajectory of motion for the box-pushing problem was obtained for 
different settings of  and  in [10, 120]. The experimental results reveal that 
the optimal performance for the given environment is obtained, when = 100 
and = 90. 

The frictional coefficients can also be changed during the course of the pro-
gram. The trajectory of the box translated by robots on a frictionless surface using 
DEMO is represented in Fig. 5. 

 

            

Fig. 5. Final configuration of the world        Fig. 6. Final configuration of the world map 
map without friction compensation                    with static friction coefficients 

 
Now, we have considered that different regions of the surface have got different 

static frictional coefficients. Under such circumstances, the trajectory of the mo-
tion the box has been depicted in Fig. 6. In Fig. 7 we have shown the trajectory of 
the box when frictional coefficients of different region in the workspace have been 
changed by user during the runtime of the program. All the required information 
to govern the motion of the box at each step is given in following Table 1-4. 

 

              

Fig. 7. Final configuration of the world          Fig. 8. Final configuration of the world map  
map with dynamic friction                              with friction compensation using DEMO  
coefficients                                                      requiring 5 steps 
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Table 1. Position of Solutions 

Steps F  XI α F  d     μ. 
m 

1 0.10 98.59 -0.753 0.10 400.00 2.316 
2 11.93 253.35 0.024 14.76 290.29 0.713 
3 5.55 412.23 -0.00043 0.10 99.53 2.736 

Table 2. Position of Centre of Gravity and Point of Rotation 

Steps x  y  x  y  
1 274.50 230.60 98.59 30.00 
2 403.78 375.75 253.35 250.42 
3 447.93 425.29 412.22 368.22 

Table 3. Time and Energy required and Frictional Force overcome by Robots in each Step 

Steps Time Energy Frictional 
Force 

1 1167.11 57.0077 23.167296 
2 81.488 5721.355 0.699257 
3 576.039 13.373 26.840160 

Table 4. Total Time and Energy required and Frictional Force overcome by Robots 

Total Time Total Energy Total Frictional Energy 
1824.646 5791.7372 12141.501 

 
In Fig. 8, it has been shown how friction compensation has been achieved by 

DEMO-based simulation. Initially the frictional coefficient of the workspace is 
considered to be high ( = 40) as shown by yellow. But during the course of the 
program whenever less frictional path has been provided ( = 10 in case of green 
and = 0.6 in case of brown), robots always follow the less frictional path. 

The relative performance of DEMO- and NSGA-II-based simulation can be 
studied through the observation of the local trajectory planning by the robots and 
total time and energy required as well as total frictional energy overcome by ro-
bots to move the box from initial position to goal position and also by observing 
the number of steps required to reach their goals with DEMO and NSGA-II based 
algorithm as shown in following Figs. DEMO seems to have marginally outper-
formed NSGA-II considering all the cases. 

It is apparent from Table 5 that both energy consumption and frictional loss 
have been reduced by a margin of 26.46%, 60.81%, 79.45% and 0%, 21.28%, 
34.68% respectively due to DEMO. But time required has been increased by 
33.03%, 41.93% and 31.94% due to complexity involved in DEMO. 
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Fig. 9. Final configuration of the world         Fig. 10. Final configuration of the world 
map using DEMO without friction                 map using NSGA-II without friction  
requiring 3 steps                                              requiring 5 steps 

 

          

Fig. 11. Final configuration of the world     Fig. 12. Final configuration of the world map 
map using DEMO with static friction          using NSGA-II with static friction requiring  
requiring 3 steps                                            6 steps 
 

     

Fig. 13. Final configuration of the world     Fig. 14. Final configuration of the world map 
map using DEMO with dynamic friction     using NSGA-II with dynamic friction requiring  
requiring 3 steps                                           8 steps 
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Table 5. Total Time and Energy required and Frictional Force overcome by Robots 

Case  Total Time Total Energy Total Frictional Energy 
No friction DEMO 248.318189 14617.80759 0 

   NSGA-II 186.668398 19878.11030 0 
 

Static 
friction 

DEMO 522.226597 7091.913497 11876.664166 
   NSGA-II 367.938531 18094.81926 15086.676629 

 
Dynamic  

friction 
DEMO 1824.646972 5791.737231 12141.501548 

 NSGA-II 1382.992704 28193.83169 18587.646525 

5   Conclusion 

This paper provides a novel approach to handling box-shifting as a multi-objective 
optimization algorithm, and offers Pareto-optimal solutions in real time by utiliz-
ing the power of optimization of the DEMO program. The approach to the prob-
lem is unique and is different from the classical behavior based [5] and perceptual 
cues based [6] multi-robot box-shifting problems.  
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Abstract. Routing in MANets is a challenging task due to its dynamic topology. 
The best and reliable path for routing is one which is more trustworthy and less 
loaded. This paper proposes an Ant-based Trusted Routing (MPG_AbTR) in 
MANets using the framework of Mobile Process Groups. The trust on a node is 
calculated using mobility rate, group membership time and number of overlapping 
groups the node is part of. As the number of overlapping groups of a node 
increases, confidence and trust on that node also increases. Consequently, the load 
on that node also increases as it becomes most trustworthy and reliable for data 
forwarding. This leads to its selfish and unreliable behavior in future, other nodes 
and routes being underutilized and unexplored. Therefore, to exploit the most 
trustworthy node for forwarding and side-by-side balancing the load on the node, 
ant-based pheromone updating strategy is used in our proposed approach. 

Keywords: Ant Colony Optimization, Mobile Process Groups, Trust, MANets. 

1   Introduction 

A collection of mobile nodes communicating via wireless medium without any 
fixed infrastructure forms a Mobile Ad-hoc Network (MANet). The frequent 
topology change and lack of centralized control make these networks vulnerable 
to security attacks and pose various challenges such as routing, security, 
bandwidth and power consumption. These challenges can be tackled if nodes co-
operate and collaborate with each other in a self-organized manner.  

Self-organization can be defined as a process in which the internal level of 
organization of a system increases automatically without being guided or managed 
by an outside source. Self-organization techniques have been proposed in 
literature by taking analogies from nature where social insects self-organize their 
activities and achieve goals that overcome by far their capabilities as single 
individuals [13]. One such example of self-organization is foraging behavior of 
ants. Ants are able to discover the shortest path to a food source and share that 
information with another ant through stigmergy [8]. Stigmergy is a form of 
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indirect communication used by ants which is achieved by laying a chemical 
substance called pheromone. The pheromone laid by one ant modifies the 
environment that is sensed by other ants. Stigmergic communication is used by 
ants to coordinate their problem-solving activities.  

Ant Colony Optimization (ACO), a Swarm Intelligence technique, has been 
applied for routing and load balancing in literature in MANETs [18]. Lack of 
centralized control and fixed infrastructure in these networks makes it difficult to 
ensure that a packet has been delivered to the desired destination. This 
unreliability is due to the presence of malicious and selfish nodes acting as 
intermediate nodes in the network. Mobile Process Group (MPG) [1, 10, 11, 12] is 
a collection of processes or mobile nodes used for reliable coordination and 
communication between mobile processes. MPG_TAR, a trusted routing solution 
based on the formation of trusted MPG has been proposed in [21] to improve the 
reliability of communication even in the presence of malicious nodes. As observed 
in MPG_TAR, the load on a node x increases and it becomes trustworthy and 
reliable for data forwarding. As the time progresses, increase in load leads to 
selfish and unreliable behavior of the node x. In addition, other nodes remain 
underutilized leading to unused and unexplored paths. 

This paper proposes MPG_AbTR, a routing and load balancing scheme based 
on ACO that uses the framework of trusted MPG. The amount of artificial 
pheromone (for stigmergic communication) is directly proportional to the trust on 
the next forwarding node. Ant-based pheromone updating strategy exploits the 
most trustworthy node for forwarding and balances the load on that node.  

The rest of the paper is organized as follows: Section II gives related work. 
Section III presents the proposed MPG_AbTR algorithm. A simulation of the 
proposed scheme and the results are presented in section IV. Finally, section V 
concludes the paper. 

2   Related Work 

ACO technique was proposed by G.D.Caro and Dorigo [8] which defines a 
framework for solving graph-based combinatorial optimization problems such as 
Traveling Salesman Problem (TSP), vehicle routing and scheduling [7,9]. Besides 
these applications, ant algorithms have also been proposed in literature for 
dynamic and decentralized problems including solving traffic jam problems [2], 
congestion evasion [15], routing and load balancing. [18]. Di Caro and Dorigo 
also proposed AntNet [4] and AntHocNet [5,6]. AntNet was designed to be used 
for packet-switched networks while AntHocNet was designed specifically for 
purely dynamic and distributed mobile ad-hoc networks. Elke Michlmayr in [14] 
proposed SemAnt which routes queries efficiently in a network given frequent 
enough queries and a pre-defined taxonomy. A pheromone-based agent 
coordination mechanism has been proposed for peer-to-peer networks by 
Schelfthout et. al in [17]. Schelfthout et. al used object spaces as coordination 
mechanism to co-ordinate the agents in an open and self-organized system. A 
framework for reliable cooperation between mobile processes known as Mobile 
Groups has been proposed in [1,10,11,12]. Using this framework a group of agents 
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can ensure message delivery guarantees and co-ordinate with each other using 
some sort of virtual synchrony while moving. A self-organizing, self-healing on-
demand loop-free path routing protocol using MPGhave been proposed in [20]. In 
[16] authors have proposed a cluster-based trust aware routing protocol for 
MANets. Trust being time-based information, can be analyzed by pheromone 
updating strategy known from ant algorithms [3]. 

The proposed MPG_AbTR algorithm uses ant-based pheromone updating 
strategy for best forwarding node selection and uses the framework of Mobile 
Process Groups (MPG)to co-ordinate the mobile nodes. 

3   MPG_AbTR: Ant Based Trusted Routing Using Mobile 
Process Groups 

In this section, we describe our proposed Ant-based Trusted Routing 
(MPG_AbTR) approach that uses the framework of mobile process groups  
Mobile process groups are the groups of mobile nodes within a local transmission 
range forming group views using consensus. 

Consider for example a network of six groups at time t (Fig. 1). In the example, 
node ids {n1, n2,……, n23} represent IP addresses. Some nodes may lie in two or 
more radio ranges thus forming overlapping groups. The nodes which are part of 
two or more overlapping groups act as routers or forwarding nodes. Thus each 
node maintains three tables: 1) view table, 2) Forwarding table and 3) Overlapping 
groups table. The algorithm uses FANT (Forward Ant) and BANT (Backward 
Ant) to find a path from a source to the destination. Each source sends out 
(multicasts) FANTs to different neighbors to explore the best path with high  
 

G1 = {n1, n2, n3, n4} 
G2 = {n4, n5, n6, n7, n8, n9} 
G3 = {n5, n7, n8, n10, n11, n12} 
G4 = {n12, n13, n14, n15, n17, n18} 
G5 = {n16, n17, n19, n20, n21} 
G6 = {n19, n20, n22, n23, n24, n25} 

 

Fig. 1. An example ad-hoc network at time t with six groups 
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goodness value. The goodness value of the next neighbor (next hop) is calculated 
using some probability. The probability or goodness value is the likelihood of a 
data packet reaching its destination via the next hop. Backward Ants update the 
network routing tables as per the information collected by forward ants. The 
detailed operation of the algorithm is explained in the following subsections.  

3.1   Maintaining the Group Views(View Table) 

View table stores the information about all the members which are part of the 
current group view. The table entries store the local trust value (LTV) for each 
member of the group. Local trust value depends on the local interactions of node i 
with node j. 

As illustrated in Fig. 1, n1 is a node in group G1. Table 1 shows the values of 
LTVs at node n1 at time t=0. Each entry in the table corresponds to the local trust 
value (LTV) for the neighbor nodes of n1. Trust of a node on itself is not defined. 
Initially when the network is started, LTV is initialized to 0.01 for all the nodes in 
a group. As local interactions take place, the values are updated periodically as 
given by eq. (1). 

 

                                          
i
r

i
fii NNLTVLTV +=

                                      
(1) 

 

LTV is updated periodically by the ratio of total number of packets forwarded and 

received by node i ( i
r

i
f NN ). The updated view table at node n1 at time t=40 is 

shown in Table 2. 
 

Table 1. View table at node n1 at time t=0 

View No. Node ID  Opinion(LTV) Timer 

1 n2 0.01 0 
1 n3 0.01 0 
1 n4 0.01 0 

Table 2. View table at node n1 at time t=40 

View No. Node ID  Opinion(LTV) Timer 

1 n2   .20 40 
1 n3 .18 40 
1 n4 .19 40 

3.2   Maintaining the Forwarding Table 

Forwarding table stores the group reputations (aggregated trust of all nodes of a 
group) for each of the forwarding nodes of a group. Group reputations are 
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computed using equation (2). The forwarding table at node n1at time t=0 is shown 
in Table 3. 

 

                                               
( ) ( )∑ ∈∀

=
gi if LTVgGrTV

                           
(2) 

 

Table 3. Forwarding table at node n1at t=0 

Node ID Group ID Group Reputation(GrTV) 
n4 G1 0.03 

   

 
The group reputations are re-computed as and when required by a source node 

for forwarding a data packet and forwarding table is updated accordingly. The 
updated forwarding table at node n1 at time t = 40 is shown in Table 4. 

Table 4. Forwarding table at node N1at t=40 

Node ID Group ID Group Reputation(GrTV) 
n4 G1 0.61 

   

 
Only if the group reputation of a forwarding node is good (i.e. above some 

specified threshold), the trustworthiness of that forwarding node is computed 
using equation (3). We have taken the threshold to be 0.6 for group reputations.   

 

                                                      r

f

N

N
=β

                                                
(3) 

 

This trustworthiness factor is the ratio of the total number of packets forwarded by 
total number of packets received by node in a group. This ratio may be lower if 
some of the packets have not been forwarded by a node and is an indicator of 
selfish or malicious behaviour. 

3.3   Maintaining the Overlapping Groups Table 

Overlapping groups table stores the confidence value of each forwarding node. 
This value is calculated by dividing the remaining battery power with the number 
of overlapping groups of a forwarding node. More the battery power and less the 
number of groups, more is the confidence and trust. An example overlapping 
groups table at node n7 at time t=0 is shown in Table 5 below. We assume an 
equal battery power for all the nodes and assign a constant value equal to 500mW 
initially. 
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Table 5. Overlapping groups table at node n7at t=0 

Group ID Forwarding node ID    Confidence 
G1 n4 500/2 
G3 
G3 

n5 
n8 

500/2 
500/2 

G4   n12 500/2 

 
In the example above, all the nodes are part of two overlapping groups; 

therefore, confidence on all of them is initially same. As time progresses, the 
battery power depletes in accordance to the usage and node’s participation in the 
network activity. Also the group memberships may change due to node 
movements. Hence the number of overlapping groups (which a node is part of) 
may also change thereby changing the confidence on that node. This value is 
updated in overlapping groups table. Table 6 shows the updated confidence values 
in overlapping groups table at node n7 for forwarding nodes n4, n5, n8 and n12. 
Node n5 has higher confidence value as there are three forwarding nodes in that 
group (n5, n7, n8) and n5 is less trusted and hence underutilized. Therefore the 
remaining battery power is more, leading to higher confidence value.  

Table 6. Overlapping groups table at node n7 at t=40 

Group ID Forwarding node ID            Confidence 
G1 n4 180 
G3 
G3 
G4 

n5 
n8 

  n12 

225 
160 
173 

 
The confidence value is normalized between 0 and 1 to match the range of 

trust. 

3.4   Trust Computation 

The trust is computed by considering the route reliability, trustworthiness and 
confidence parameters of the next hop as discussed in subsections above. Local 
trust values, group reputations and confidence values for the next hop are 
computed and updated in the view table, forwarding table and overlapping groups 
table respectively. These values are then used to compute and update trust as given 
in (eq. 4). 

 

                                        
( ) ηγτβδα /+⋅+⋅=Τ gf                                     

(4) 
 

where α represents LTVi and δ is the mobility rate which is inversely proportional 
to the speed of the ith node. β is the route reliability factor given by eq. (3) and τ is 
the group membership time of node i in its group. γ⁄η is the confidence value 
which is the ratio of remaining battery power and the number of overlapping 
groups of the forwarding node. 
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3.5   Forwarding Node Selection 

The probability with which an ant at node i chooses the next forwarding node in 
the group view g is given as follows: 

                                               

( )
( )( )∑ ∈

=
gviewf f

f

f

gT

gT
p ε

ε

                             

(5)

 

Where view f(g) is the set of all forwarding nodes in the current group view and ε 
is a parameter to control the path exploration using ants and is set to 1 (currently). 

3.6   Pheromone Trail Updation 

Each ant computes and updates the trust on a forwarding node ( )gviewf f∈  using 

eq. (6). 
 

                                   
( ) ( ) ( ) ( )ggTgT fff ΔΤ+−= ρρ1

       
 (6) 

 

where 

( ) ( ) ( )
⎩
⎨
⎧ +

=Δ
     otherwise                                  0

node forwarding selected is f if         gGrTVgT
gT

ff
f

 

( )gfΤ  is trust on forwarding node f in group g and ( )gGrTVf  is the group 

reputation of node f in group g. The local pheromone updation rule updates 
pheromone value on all the links connecting the forwarding nodes. ρ is the 
pheromone evaporation coefficient. 

3.7   MPG_AbTR Description 

MPG_AbTR uses a hybrid approach as it follows proactive strategy for 
initialization and maintenance phase and reactive strategy for route discovery 
phase. In the proactive strategy the three tables viz. view table, forwarding table 
and overlapping table are maintained and updated periodically. The reactive 
strategy is used to discover a route to the destination as and when requested by the 
source node. 

 
Initialization and maintenance phase (Proactive strategy). In this phase,  
path maintenance and path improvement of the already existing paths is done. As 
the nodes move, they may leave or join the groups, changing the group 
memberships and hence the group views. Changes in the group views also have 
impact on the information available in forwarding table and overlapping groups 
table. Therefore, these tables along with group view table have to be updated 
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accordingly. Continuous topology changes are taken care of by the MPGs view 
change service, that keeps track of the group join and group leave operations. 

Route discovery phase (Reactive strategy). Reactive strategy is used to establish 
a path between the source node s and the destination node d. A path is established 
reactively (i.e. on demand) when a source node wants to send some data. This path 

is set up by creating a forward ant s
dFANT at source node and then forwarding this 

ant to all the group members in the current group view.   The forward ant traverses 
the best path to the destination by choosing the next hop with a probability P (eq. 5). 

Each  forward  ant  keeps  a list of nodes it has visited. A backward ant d
sBANT  is 

created which travels from destination to source retracing the same set of nodes as 
visited by forward ant. While moving from one hop to the next hop,  the backward 
ant updates pheromone as given by equation (6).  

The pheromone updation and probability computation both depend upon trust 
of forwarding node. If the trust on the node is more pheromone deposition is more 
and the probability of choosing the trustworthy next hop increases but as time 
progresses trust and hence pheromone value decreases due to the confidence 
parameter in trust computation. The increased traffic through the same node 
depletes the battery power and increases the load on that node. This in turn 
decreases trust and hence pheromone deposition. Therefore, this ant-based scheme 
implicitly does load-balancing and always does routing by choosing the best, 
reliable and trustworthy path to the destination. 

4   Experimental Study 

The proposed scheme was implemented in JADE (Java Agent Development 
Environment).JADE was chosen for simulation as each node in the Mobile 
Process Groups is assumed to be hosting an agent. Also, parallel execution of all 
the agents can be done in JADE. 

The example network, as given in Fig.1 was implemented. The topology of the 
network, entire information about neighbors, routing and forwarding information 
and number of overlapping groups were stored in the text files of the 
corresponding nodes (agents). Initially the local trust value for each of the 
neighbors was initialized to be 0.01. Periodically these values were updated in  
the corresponding tables as per the algorithm. 

The algorithm was executed multiple times with different communication 
scenarios by varying the trust values, reputations and battery power.  Trust graph 
of the example network at time t=40is shown in Fig. 2.  

It can be seen observed from Fig. 2 that there are three forwarding nodes n5, 
n7, n8 for forwarding packets in group G3. The computed trust values for each of 
these nodes at node n4 are 0.48, 0.64 and 0.7 respectively. So, the next forwarding 
node to be selected by the ant would be node n8. Further, nodes n12 and n17 are 
the only forwarding nodes for group G4 and G5 with trust values 0.63 and 0.68 
respectively. Out of the two nodes n19 and n20, only n20 would be selected for 
forwarding as trust of n20 is more and above threshold. 
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Fig. 2. Trust Graph for the example network at time t=40 

The experiments prove the efficacy of the presented approach. It was observed 
that the most trusted node was the most loaded one and to balance the load, ant-
based pheromone updation strategy explored other trusted paths and hence 
balanced the load on the most trusted forwarding node. Also, it minimized the 
effects of false negative trust. 

5   Conclusion 

In this paper, we have proposed an ant-based approach MPG_AbTR for 
performing routing on MANets. The routing is performed within the framework of 
Mobile Process groups (MPG). For finding the goodness of the routing path, the 
proposed approach uses trust on forwarding nodes. The trust is updated 
periodically and the pheromone is deposited and evaporated proportionately. The 
amount of artificial pheromone is directly proportional to the trust on the next 
forwarding node. Ant-based pheromone updating strategy exploits the most 
trustworthy node for forwarding and balances the load on that node.  
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Abstract. Modeling hydrological processes are always a challenge due to incom-
plete understanding of the physics of the process. Therefore, various levels of 
simplification are essential during modeling, which are otherwise very complex. 
In addition, most of the hydrological processes being natural are random 
processes. Apart from the standard physics based models developed in hydrology, 
the artificial neural network (ANN) approach has been getting lot of attention 
plausibly due to the complexity associated with the system. However, in most of 
the application of ANN in hydrology the model is considered as deterministic de-
spite a large amount uncertainty associated with the final ANN models. Very re-
cently, there has been considerable interest to quantify the uncertainty associated 
with ANN models, and not much work is reported since application of standard 
methods for uncertainty quantification was difficult due to the parallel computing 
architecture of the ANN. This paper presents the application of probabilistic point 
estimate in quantifying the uncertainty of ANN river flow forecasting model. The 
method is demonstrated through a case study of L’Anguille watershed located in 
United States. The results show that the method effectively quantifies uncertainty 
in the model output by estimating the parameters in orthogonal domain. The study 
also suggests that the method can be employed for models with lesser number of 
simulations, and do not require much knowledge about the parametric distribution 
of the model.  

Keywords: Orthogonal domain, parallel computing, physics based models, ran-
dom processes. 

1   Introduction 

Artificial neural networks (ANN) belong to data driven models applied in various 
domains such as prediction and classification. Application of ANN in hydrological 
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models suggested promising solutions in the last two decades. A detailed review 
of ANN in water resources is available at [1, 2 and 7]. 

Despite a plethora of applications in hydrology, most of the studies reported in 
hydrology pertaining to ANN considers only point prediction and lacks in ade-
quate representation of reality due its deterministic nature. This limits the reliable 
use of ANN in solving real life problems in hydrological application. The uncer-
tainty associated with ANN based models occur at different level (i.e. input  
selection, parameter and structure of the model). Therefore, quantification of un-
certainty is foremost important by constructing the prediction interval of the mod-
el output with respect to inputs and parameters.  

In general, the uncertainty of a stochastic variable or parameter is represented 
by the probability distribution function (PDF). Quantifying the uncertainty is nev-
er a trivial task due to the detailed information requires about each variables and 
parameters. In this regard, variety of method has been introduced such as Monte 
Carlo simulation (MCS), Latin hypercube sampling (LHS), Direct integration me-
thod, and Taylor expansion approximation are only a few [11]. Most of the afore-
mentioned methods explicitly require detailed information on the PDFs of each 
stochastic parameter. This is always computationally intensive and challenging 
task, as the complete knowledge of the PDFs is not available. 

To circumvent all these issues, probabilistic point estimate (PPE) methods have 
been introduced where the lack of complete knowledge of the PDF of stochastic 
parameter exists. In PPE method, the parameters of the models are approximated 
using few statistical moments such as mean, standard deviation, skewness and 
kurtosis. The advantage of using PPE method does not require detailed informa-
tion of the parameters and it can be performed with less computational burden. 
There are different PPE methods proposed by various researchers [4, 5, 6 and 9], 
in which their assumptions depend on whether the stochastic parameters are corre-
lated or uncorrelated, symmetric or asymmetric. 

This paper presents a method that combines the bootstrap technique with the 
Modified Harr’s (PPE) method to evaluate the parametric and predictive uncer-
tainty associated with the ANN models applied to river flow forecasting models. 
The earlier studies that used bootstrap techniques did not consider developing the 
uncertainty bounds of the predictions; rather most of them reported the simulated 
variability in predictions. Therefore the PPE based uncertainty analysis method is 
an alternate method without complex derivative of non linear functions involved 
in ANN. 

2   Study Area and Data Used 

The L’Anguille watershed is located in northeastern Arkansas. An index map of 
the watershed is given in Fig. 1. Portions of the watershed are in Craighead, Poin-
sett, Cross, St.Francis, Woodruff and Lee counties. The watershed area is about 
2458.8 km². Mean elevation of this watershed is 71m. The average annual precipi-
tation of this watershed is 45.8 inches and 8 inches of snowfall. The daily rainfall 
 



Uncertainty Analysis on Neural Network 379
 

 

runoff data was collected during 1998-2005 and used for the modeling. The aver-
age daily flow ranged from a minimum of 0m³/sec to a maximum of 
634.297m³/sec with a standard deviation of 43.9457m³/sec. 

 

Fig. 1. L’Anguille River watershed, location of USGS gauging stations 

3   Methodology 

The proposed methodology is to couple the PPE method with ANN to quantify the 
predictive uncertainty and it can be seen in flowchart (Fig. 2). One of the most 
important steps in neural network based models requires appropriate input selec-
tion. Inputs are identified based on the catchments characteristics and it requires 
some priori knowledge about the system [3]. However in most of the cases, it is 
difficult to get the information of input variables to be included in the modeling 
exercise. In this study, the cross correlation and auto correlation analysis is used to 
identify the model inputs for L’Anguille watershed and the identified inputs are 
(Rt, Rt-1, Rt-2, Rt-3, Qt-1, Qt-2, Qt-3), in which R represents rainfall and Q represents 
flow values at current and lag time.  

The genetic algorithm based weight optimization neural network is applied to 
bring the non linear relationship between input and output variables. The optimum 
number of hidden node selection is required for the good generalization of devel-
oped model.  This is carried out using trial and error method by training the ANN 
model with different number of hidden nodes. In accordance with principle of 
model parsimony, it is suggested that optimality is defined as the smallest network 
that adequately captures the relationships in the calibration data. In this study the 
number of hidden node was fixed as 2 initially and increased upto 10 with the  
step size of one and found that two hidden node is sufficient to bring the required 
relationship with single hidden layer. 
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Fig. 2. Flowchart of proposed methodology 

Bootstrap technique is a sampling technique which samples the pattern with re-
placement from the given data set to train ANN model. The technique quantifies 
the parametric uncertainty due to input variability by means of sampling. The ap-
proximated statistical moments of model parameters are obtained through boot-
strap techniques and these are the primary inputs used in PPE method in order to 
quantify the predictive uncertainty.  

The current study uses the Modified Harr’s method proposed by [4]. The basic 
principle behind this method is that the area under the entire probability distribu-
tion of a chosen random variable or parameters can be redistributed at a finite 
number of discrete points, provided that the first few moments of the distribution 
are maintained [11]. 

The advantage of using this method does not require partial derivative of 
weights and biases. The basic assumption of the method is that all parameters of 
the ANN model follows normal distribution and correlated with each other. It is 
always a difficult issue and computationally intensive to perform uncertainty anal-
ysis in the correlated domain. However, methods are available through which the 
vector of multivariate normally distributed ANN parameters (i.e. weights and bi-
ases) can be expressed in terms of uncorrelated standard normal random vector. 
The method uses orthogonal transformation where the parameters are uncorre-
lated. This is carried out by calculating eigen vector from correlation coefficient of 
parameter values. Finally, the parameter values are converted into the original 
domain for the analysis as given in equation (1) through which the standard error 
can be estimated. These parameters are used to quantify the output uncertainty  
of ANN.  

                                          k K k K kK vx μ λ σ±± =                               (1) 

Identify appropriate input for a basin

Setup ANN model

Bootstrap the input patterns

Run ANN model

Obtain statistical characteristics of parameter

Probabilistic Point Estimate method
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In this method µK, σK represents mean and standard deviation of parameters ob-

tained through bootstrap. A hypersphere with radius K centered at the origin in 
the K- dimensional standardized normal space is constructed and each estimate 
has been weighed based on the eigen values λK. The points at which the model 
output is to be computed are located at the intersections of the hypersphere and the 
K eigenvectors vk of the correlation matrix [12]. Due to the normal distribution 
and the same scale on each component in the uncorrelated, standardized normal 
space, the 2K selected points in the original parameter space are located on a hy-
per surface with equal PDF values. 

The standard error of the model is computed by calculating the first E(Q) and 
second moment E(Q2) of model outputs Qt with respect to all the parameters of the 
model involved and it can be seen in equations (2).  

 

                                  
2 2( ) ( )t tStdError E Q E Q= −               (2) 

4   Results and Discussion 

4.1   Determination of Statistical Moments of Parameters Using 
Bootstrap Method 

Bootstrap method employed in this study is to get the prior knowledge of the 
probability distribution of parameter. Out of 2880 total patterns, the initial 1880 
patterns were selected for training and the remaining was used for validation. Fur-
ther out of 1880 training sample patterns, 1000 samples were bootstrapped ran-
domly with replacement. Note that the 1000 sets considered for validation were 
corresponding to a continuous hydrograph. Based on this approach, 100 models 
were trained to get variability among the set of parameters. The performance of 
the models (100 independent models) has been evaluated using Nash-Sutcliffe ef-
ficiency [8]. Their values during calibration and validation are reported in Table 1. 
and it is clear that the model has the average value of NSE as 0.8872 in calibration 
and in validation it has a value of 0.7902 shows the consistent performance of 
ANN model with different sampled patterns through bootstrap. The model has an 
average deviation of about ± 3.5% in calibration and ± 9.2% in validation. This 
suggests that more than 95% of simulated values are close to the observed values 
in calibration similarly more than 90% of values in validation. The result of NSE 
statistics shows that the performance is comparatively good in calibration as well 
as in validation stages. 

Table 1. Nash Sutcliff Efficiency statistics for 100 models 

Statistical 
Indices 

Minimum Maximum Mean Std deviation 

Calibration 0.7937 0.9450 0.8872 0.0361 
Validation 0.1528 0.9022 0.7902 0.0922 
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It is interesting to note that larger variance in weights obtained from the flow 
inputs compared to rainfall inputs. On an average, the weights connecting the flow 
inputs are ranges between -8 to 8 where as the weights connecting rainfall inputs 
ranges between -5 to 5. Therefore, it is observed that the tighter distribution of 
weights connecting rainfall inputs may not be having much influence compared to 
the weights connecting flow inputs. This information suggests that flow inputs 
contribute more in prediction and the similar results were observed [10].  

4.2   Probabilistic Point Estimate Method in Uncertainty Estimate 
of Neural Network 

The first step of Modified Harr’s PPE is to construct the correlation coefficient 
matrix of the parameters obtained from the bootstrap. It is observed that almost all 
the weights connecting inputs are highly correlated with weights connecting hid-
den to output node except few (WI5H2 – WI6H2, WI6H1 – WI7H1).  The weight 
(WI5H2 – WI6H2) which has the correlation value of 0.50 connecting the inputs  
Qt-3 and Qt-2, similarly the weight (WI6H1 – WI7H1) has the correlation values of 
0.63 connecting the inputs Qt-2 and Qt-1 respectively.  This can be explained as  
Qt-3, Qt-2 and Qt-2, Qt-1 are highly correlated therefore their connection weights are 
also positively correlated in order to bring the required relationship with good pre-
diction.  The standard error varies between 38 m3/s to 13 m3/s where the flow 
ranges between 340 m3/s to 12 m3/s in case of high flow, where as in medium and 
low flow condition, the standard error varies between 13 m3/s to 5 m3/s where the 
flow ranges between 138 m3/s to 17 m3/s. From this, it is clearly understood that 
model creates on an average 10% of error. Figure 3 shows 95% prediction interval 
 

 

Fig. 3. The 95% predictive uncertainty interval of high flow simulation during validation 
period 
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Fig. 4. The 95% predictive uncertainty interval of medium and low flow simulation during 
validation period 

estimated using Modified Harr’s PPE for high flow and Figure 4 shows 95% pre-
diction interval estimated for medium and low flows during validation period.  

From Figure 3, it can be noticed that 95% uncertainty interval covers most of 
the values except some of the peak flow observed values. In case of very low 
flows the quantification of uncertainty is high, this may be due to the model was 
consistently over estimating the low flow values. However in medium flow condi-
tion, the quantification is quit reasonable and the band covers most of the observed 
values.  

There are several potential reasons for the inadequate performances of PPE 
based method to capture the uncertainty intervals at different flow components. 
One of the major reasons behind this is our level of understanding the hydrologic 
system still far from complete. This method considers the model parameters are 
normally distributed. However the actual distribution of parameter may not be 
normal distribution and the statistical information obtained from these distribu-
tions are only approximated values of prior distributions. Therefore, the efforts are 
to be made for the appropriate convergence to the true posterior distribution in or-
der to get the accurate values of statistical moments. However, deriving the joint 
posterior distribution of parameter is beyond the scope of this paper. 

5   Conclusion 

This paper presents a probabilistic point estimate based method to conduct  
uncertainty analysis for ANN river flow forecasting models. The method uses sta-
tistical characteristics of parameters such as mean and standard deviation. These 
statistical moment values are obtained through bootstrap techniques. The selected  
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approach is demonstrated using case study of L’Anguille watershed located in 
United Nations. The analysis of results illustrate that the proposed method of un-
certainty analysis of ANN models is very effective in case of detailed information 
about the parameters of the model is not available. The uncertainty band covers 
most of the medium flow values. The reason for such behavior may be during the 
entire simulation the model biased towards medium flow values. Monte Carlo si-
mulation based method requires massive computation and hence, the PPE based 
method of quantifying the uncertainty of ANN model is relatively simple with less 
number of simulations. 
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Abstract. Wireless sensor and actor network (WSAN) comprises of a set of tiny, 
stationary and low-powered sensor nodes deployed to collect environmental data, 
and WSAN also includes energy rich mobile actors to act as intermediate storage 
between the sensors and the service center. The actors aggregate the sensors’ data, 
thereby saving the power of the sensors to transmit directly to the service center. 
Otherwise, the data transmission to a service center at a longer distance by the in-
dividual sensors consumes a lot of power. In this paper, we have extended our 
previous work on automatic placement and binding of actors to the sensors to ex-
amine the impact of the presence of obstacles within WSAN. We have proposed a 
redesign algorithm to the obstacle insertion problem within WSAN, which ex-
amines the position of the obstacles in view of actor-sensor line-of-sight (LOS) to 
identify the blocked sensors, and then the redesign algorithm relocates the actors 
to reestablish the communication with the blocked sensors. We have defined the 
redesign problem as an optimization problem, where the objective function is to 
minimize the energy consumption, while maximizing the actor-sensor binding ra-
tio. We have utilized Simulated Annealing to search for the best possible position 
for the actors to be relocated within the network to cover all the sensors, which go 
out-of-sight after the insertion of obstacles. The simulation results demonstrate 
that our redesign algorithm maintains the actor-sensor binding ratio at 100% with 
the presence of obstacles. 

Keywords: Obstacle, Redesign, Optimization, Simulated Annealing, Data analysis. 

1   Introduction 

In recent years, the advances in technological development have led to the wide-
spread usage of wireless sensor networks. The low-power tiny sensors distributed 
within an area can collect and disseminate the data estimated from a physical envi-
ronment; thereby the sensor nodes are periodically executing the three tasks; 
sense, process, and transmit. To increase the lifespan of the sensors, energy rich 
actors are deployed within the network to aggregate the data from the sensors and 
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transmit it to the service center. A WSAN is a distributed system of sensor and ac-
tor nodes, which are interconnected over wireless links. The nodes in a WSAN 
can be either stationary or mobile, depending on the type of the target application. 
In many situations, however, the sensor nodes are stationary whereas actor nodes 
are mobile and they are attached with mobile robots to change their location. 

WSAN are deployed in difficult and hostile environment such as disaster rescue 
operations, home automation, smart spaces, pervasive computing systems, and cy-
ber-physical systems and these applications are expected to be fault tolerant and to 
be lower in energy consumption. The presence of obstacles should be taken into 
serious consideration, whereby one or more sensors may abstain from the line-of-
sight of the actors due to the inserted obstacles in the sensing field. The obstacles 
within the WSAN, blocking the communication between actors and sensors made 
the area under the surveillance goes unwatched.  One of the approaches to reestab-
lish connection between the actor and the sensors may be achieved through relo-
cating the mobile actors.  

In this paper, we have extended our previous work [1], where we have explored 
the automatic placement of actors within the wireless sensor-actor network to bind 
maximum number of sensors located in its communication radius in an obstacle 
free setting. In this paper, we have considered a WSAN network with obstacles in 
the sensing field and we have proposed a redesign algorithm to examine the sen-
sors blocked by the obstacles and to relocate the actors to reestablish broken 
communication with the blocked sensors. We have employed Simulated Anneal-
ing to search for the best possible locations to relocate the actors, thereby covering 
all the sensors. The simulation results show a 100% sensor-actor binding ratio at 
all times. 

2   Related Work 

Most of the research work in WSAN focused on energy minimization techniques 
and localization techniques. Akyildiz and Kasimoglu [2] discussed the research 
challenges and requirements in communication protocol with the presence of ac-
tors in WSAN. Akkaya and Younis [2] formulated coverage and latency aware ac-
tor placement problem to find a set of head-clusters. The simulation considered 
the coverage of the actors and the data gathering latency, while determining the 
location of the actor nodes. The authors [3] also investigated the problem of actor 
placement for increased coverage while maintaining inter-actor connectivity. They 
presented C2AP, an algorithm for Coverage-aware and Connectivity constrained 
actor positioning in WSANs. Evolutionary and heuristic algorithms were also em-
ployed to search for the optimal solution in localization problems [5][6].  

Recent research works focused on various techniques to transmit the data in the 
presence of obstacles within the sensor network. Few researchers discussed about 
the routing algorithm to route the data in the presence of obstacles. There are also 
few works on description about the shape and material of the obstacles to examine 
the radio frequency wave reaching the sensors. Chatzigiannakis et al. [7] proposed 
a systematic obstacle model for precise simulation of real world phenomena,  
whereby the obstacles were classified as physical and communication obstacles. 
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The different type of obstacle shapes are described using geometric elements such 
as rectangular, circular, crescent etc.  

An obstacle mobility model was proposed in paper [8] and it included four com-
ponents. The first component modeled a terrain in which a user can define the posi-
tions, shapes and sizes of the objects and the second component, a movement 
graph, defined a set of pathways along which the mobile nodes move. The third 
component selected the shortest path (using Voronoi diagram) to move the nodes 
between two locations in the movement graph, and the fourth component was the 
signal propagation model, which computed the approximate signal attenuation ex-
perienced by the radio wave.  

The papers above focused on routing techniques, which reestablish the broken 
link due to the presence of obstacles in the sensing field, actors’ placement in an 
obstacles-free area and focused on modeling the obstacles.  They also proposed a 
mobility model for obstacles-free sensing fields. In this paper, we have considered 
an obstacle insertion problem and we have proposed a redesign algorithm, whereby 
the mobile actors within WSAN are relocated to restore the broken communication 
links to bind maximum number of nearby sensors. 

3   System Model 

The wireless sensor and actor network model comprises of N sensors and M actors 
(M << N), randomly deployed within the given area A. The sensor field (A) is di-
vided into H x W cells as illustrated in Figure 1, whereby the center-of-mass of 
each cell represents the candidate locations for the sensors; moreover, the intersec-
tion points of cells are considered as the candidate locations for the actors. The ob-
stacles are defined with a square shape and distributed randomly to occupy a single 
and vacant cell. The obstacle totally blocks the propagation of the radio signals 
from the sensors to the actors. Here, we assume that a sensor is bound to a single 
actor. 

3.1   Problem Formulation 

The set of deployed sensors N, is given as an input to the redesign problem.  Each 
element in the set N is a tuple, ni, consisting of six ordered parameters, ni = <Si, 
CKxL, Ri, SCi, COMi, Bi>.  The parameter Si refers to the sensor identification, 
which was allocated from the sensor device library S. The parameter CKxL 
represents the physical cell location of the placed sensor within the sensor field. 
The indices K and L refer the column and row numbers respectively of the floor-
plan of the sensor field. The parameter Ri indicates the radius of coverage in  
meters of the placed sensor Si. The parameter COMi refers to the communication 
radius of the placed sensor (Si) and its unit is in meters. The range of COMi varies 
with the consumption of power. The last parameter Bi indicates the current battery 
level of the placed sensor Si. Each sensor node Si has a data generation rate gi, 
where gi is the number of data packets generated by node Si in unit time [1]. The 
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parameter SCi refers to the initial installation and deployment cost in Dollars ($) of 
the placed sensor Si.  

The objective function of this obstacle insertion problem is to minimize the 
energy consumption of the network while maximizing the actor-sensor binding ra-
tio as represented as in Equation (1). Where, E is the energy consumption of an 
actor/sensor, j and i represent the actor and the sensor identification respectively, 
N is the set of sensors, and M is the set of actors. 

)min( ∑ ∑+
∈ ∈Ni Mj

ji EE                                          (1) 

Each actor/sensor node has a predefined residual energy that gets reduced by data 
transmission and the transmission energy is calculated using Equation (2). Where l 
is the message length in bits, d is the distance between the sensor and the actor. The 
electronics energy (Eelec) depends on many factors such as the digital coding, the 
modulation, the filtering, and the spreading of the signal, whereas the amplifier 
energy, Eamp×d2, depends on the distance to the receiver and the acceptable bit-error 
rate [9].   

Transmitted Energy TE (joules) = l × Eelec + l × Eamp × d2 
                            (2) 

The objective function is constrained by several constraints; here we highlight 
some of the core ones:  

1.  The number of allocated actors (j) cannot exceed the total number of intersection 
points (p) and there should be at least a minimum of one actor in the network as 
given by Equation (3).  

 

                                    (3) 

2.  No two actors can have the same interaction point in the grid as stated in Equa-
tion (4), where j and m are two different actors in the set M. 

     LOC(m)   LOC(j) ≠ , where j ≠ m, M∈∀  m j,                   (4) 

3. A sensor is either bounded to one actor or not bounded at all as in Equation (5).
                                                      

                              (5) 
 
 
4. Every actor must have at least one sensor bound to it, and the maximum bounded 
sensors are given by a threshold value (Lmax) as in Equation (6). 

      Mj
Ni

Lji ∈∑
∈

≤≤ actor given  afor  max,1 α                        (6) 

5. The total energy of the network must not go below a given threshold, Emin as 
stated in Equation (7). The Emin value is a predefined value, which may be set to 
20% of the total initial energy of the nodes.    

minEEE
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                                         (7) 
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Fig. 1. A service area to be monitored by WSAN 

The energy spent during the data transmission is calculated using the energy 
formula given by Equation (2). To minimize the transmission energy, the distance 
between a sensor and an actor must be as small as possible and without obstacles. 
Our proposed algorithm guarantees the binding of every sensor to an actor and also 
it ensures deploying minimum number of actors to save the networks’ energy.  

4   Simulated Annealing Overview 

In general, the Simulated Annealing algorithm needs four basic components [10]; 
Configuration, Move set, Cost function and Cooling schedule. Configuration 
represents the set of possible solutions over which the algorithm search for a better 
solution.  Move set provides a set of permitted moves, which result in the genera-
tion of all feasible configurations and it is generated by a neighbor function or by 
a modification function. As the annealing proceeds, the algorithm moves from 
configuration to configuration to generate a best solution. The cost function is de-
fined to measure the goodness of the generated configuration. The cooling sche-
dule anneals the problem from a random solution to a good, frozen placement.  
Specifically, we need to start at a high temperature (or a heuristic for determining 
a starting temperature for the current problem) and the cooling strategy determines 
when the current temperature should be lowered, and by how much the tempera-
ture should be lowered, and when annealing process should be terminated. 

The Simulated Annealing is a generalization of iterative improvement optimi-
zation algorithm, in that it accepts with non-zero but gradually decreasing proba-
bility, deteriorations in the energy function. It will iteratively improve a value by 
moving it step by step through the function space. The idea of SA comes from  
the work published by Metropolis etc al in 1953 [11]. In 1982, Kirkpatrick et al 
[12] took the idea of the Metropolis algorithm and applied it to optimization prob-
lems. Figure 2 shows the algorithm for Simulated Annealing process, which is 
continuously attempting to transform the current configuration into one of its 
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neighbors. It can be viewed as a sequence of Metropolis algorithm as illustrated in 
Figure 3, which is evaluated at a sequence of decreasing values of control parame-
ter. The process is continued until equilibrium is reached.  

Simulated_Annealing (S0, T0, α, β, M, Maxtime) 
1 begin 
2  T = T0; 
3  S = S0; 
4  Time = 0; 
5   repeat 
6            call Metropolis(S ,T, M); 
7            Time = Time + M; 
8           T = α x T; 
9           M = β x M; 
10   until (Time ≥ MaxTime); 
11   output the best solution found; 
12 end 

Fig. 2. An overview of Simulated Annealing 

Metropolis(S, T, M) 
1 begin 
2     repeat 
3         newS = move(S) or swap(S); 
4        ));(()(( SCostnewSCosth −=Δ  

5         If Δ(( h < 0) or (random < The Δ− )) 

6         then S = newS; {accept the solution} 
7         M = M – 1; 
8     until (M = 0) 
9 end 

Fig. 3. Metropolis procedure 

There are a number of input parameters (S0, T0, α, β, M and Maxtime), which 
are to be utilized during the optimization process within Simulated annealing.  He-
reby S0 is the initial solution, T0 is the initial temperature, α is the cooling rate, β is 
a constant and it increases the value of M, M represents the number of modifica-
tions to the solution during a given temperature and also the time until the next pa-
rameters update and Maxtime is the total allowed time for annealing process.  

The redesign problem considered in this work is formulated as an optimization 
problem, with objectives and constraints as presented in section IV. To solve this 
problem, we define the redesign algorithm within Simulated Annealing (SA), 
whereby the algorithm finds an optimal solution to cover the maximum number of 
sensors with obstacles present in the sensing field. At each temperature T, M con-
figurations for a solution will be generated by the neighbor function. The neighbor 
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function will move the actor with the lowest workload to a random location in a 
round wrap fashion, in order to minimize the energy consumption.  

5   Proposed Redesign Algorithm for the Obstacle Insertion 
Problem  

For a given WSAN with N sensors, M actors (M<< N) and K inserted obstacles, 
our proposed redesign algorithm initially identifies the blocked sensors within the 
field.  

5.1   Finding Blocked Sensors Methodology 

Each obstacle in the sensing area is specified by its four corners as in Figure 4; top 
left corner, top right corner, bottom left corner, and bottom right corner. Figure 5 
shows a sample wireless sensor actor network with obstacles. Here, the Labels 
S1,S2,…,S7 represents the sensors and the labels A1 and A2 represents the actors. 

 
 
 
 

 
 
 
 
 
 
 

Fig. 4. Corners of an Obstacle. 

An obstacle placed on the line-of-sight (LOS) between an actor and a sensor 
may affect the signal propagation [13]. Figure 6 illustrates the procedures to find 
out a broken communication link between an actor and a sensor: 

1. Specify the obstacle’s side(s) which is/are blocking the actor’s signals propa-
gation, by specifying the corners of the side(s) (corner A and corner B illustrated 
in Figure 6). The corners are determined based on actor’s position with reference 
to the obstacle, and are represented in Table 1.   
2. Find vector A <ai ,aj> which is the vector directed from the actor’s location to 
corner a. 
3. Find vector B <bi, bj> which is the vector directed from the actor’s location  
to corner b. 
4. Find vector L <si ,sj> which is the vector directed from the actor’s location to 
the senor’s location. 
5. Assume that the actor’s location represent the origin point in the x-y plain 
(2D plain). 

Bottom 
Right Bottom   

Left 

Top Left Top Right 

Service   Area 
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6. Find the angle Aθ  between the x-axis and the vector A using Equation (8) 

[14], Where the value of the numerator is the dot product between A and the x-
axis (represented by a vector X <1,0>).  The value of the denominator is product 
of magnitude of A and magnitude of X. 

          Aθ = cos-1

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛ ⋅
XA

XA                                                 (8) 

The magnitude of A is calculated by using the formula: 
22

ji aaA +=  si-

milarly we can find the magnitude of vector X. 
7. Find the angle Bθ  between the x-axis and the vector B, using the formula in 

step 6. 
8. Find the angle Lθ  between the x-axis and the vector L, using the formula in 

step 6. 
9. The sensor is blocked from the actor by an obstacle, if the angle Lθ  is be-

tween Aθ and Bθ  as shown in Figure 6.  
 

 
 
 
 
 
 

 

 

 

 

Fig. 5. Wireless sensor actor network with obstacles 

5.2   Redesign of Actors’ Location 

With the set of blocked sensors identified through the procedures in section 5.1, the 
redesign algorithm analyzes the actors’ new location with an objective to minimize 
the energy consumption of the mobile actors, which restricts the actor movement in 
a round-wrap fashion to the nearby grid intersection. The actors are relocated with 
an objective to bind maximum possible sensors located within its communication 
radii and the actors binding lowest number of sensors is being considered first in 
the relocation process.  

Having defined the redesign problem as an optimization problem within SA, the 
neighbor function generates M configurations for a solution at each temperature T. 
The neighbor function moves the actor with lowest workload to a random location  
 

   S1 S2 

    A2 

S3 S4  
Obst 
acles  

S5    S6 

   A1 S7 
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Fig. 6. Sensor 5 is blocked from the actor because Lθ lies between Bθ  and Aθ . 

in a round-wrap fashion, in order to minimize the energy consumption. With the 
cost function defined as maximum sensor-actor binding ratio within Simulated An-
nealing, the redesign algorithm relocates the actors to bind all the sensors.  

6   Results and Discussion 

We have coded the WSAN redesign experiments in JAVA programming language 
using Eclipse tool. In this experiment, we have considered a WSAN network of 
grid size 5 x 5 with 7 sensors, 7 actors, and 3 obstacles selected as initial parame-
ters. The WSAN area is divided into a set of square cells, whereby the width and 
the height of each cell is taken as 1unit x 1unit. A sensor library file is added to 
provide sensors’ parameters such as the sensor node’s ID, their coordinates, radius 
of coverage of each of the sensors. Similarly, the actors’ profile specifies the  
actors’ coordinates, the coverage radius and the cost of the actors. The simulated 
annealing parameters for this experiment are selected as the initial temperature to 
be 1000° C, α, the cooling rate to be 1% and the β, the factor increasing the number 
of iterations to be 0.9%. The maximum time M is selected as 500 units. To start 
with, the redesign algorithm reads the initial network parameters and the Simulated 
Annealing parameters.  

With the pre-defined initial network parameters, our algorithm computes the ini-
tial solution to find out the minimal number of actors necessary to bind the given 
set of sensors in an obstacles-free environment. For the given network of 7 sensors 
and 7 actors, our algorithm optimally binds 7 sensors with 2 actors (A1 and A2) as 
shown in Figure 7.  

With this initial solution, the redesign algorithm randomly inserts the given 3 
obstacles within the vacant cells of WSAN grid. The obstacles are square in shape 
and each of them occupies a cell in WSAN grid. The redesign algorithm runs its 
first phase to identify the blocked sensors. Figure 5 illustrates the WSAN network 
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with inserted obstacles. Since there are 4 corners for the given squared obstacle as 
illustrated in Figure 4, our algorithms checks all of the 16 possibilities starting from 
top left corner to bottom right corner as described in Table 1. After listing out the 
blocked sensors, our algorithm enters into the second phase to redesign the actors’ 
position. The new position of each of the actors is analyzed, and the actors binding 
lowest number of sensors being considered first. In this experiment, the sensor S4 is 
identified as the blocked sensor. The redesign algorithm relocates actor A1 to bind 
all sensors, thus satisfying 100% binding ratio, as shown in Figure 8. The behavior 
of the redesign algorithm within SA is shown in Figure 9(a). 

 

 

S1 S2

A2

S3 S4

S5 S6

A1

S7

 

S1 S2

A2

S3 S4

S5 S6

A1
S7

 

                  Fig. 7. Initial Solution                 Fig. 8. The redesigned topology with inserted  
                                                                          obstacles 

Table 1. Actors’ position description 

side of the obstacle  corner of the  obstacle 

left 
above 

Top Right corner 

right Bottom right  corner 

below 
along 

Top left corner 

above Bottom right corner 

 
The experiment is repeated for a WSAN network with increased area of 7m × 

7m. The initial WSAN parameters are; 15 sensors and 10 actors. The initial solu-
tion for the obstacles-free grid generates 5 actors as optimal number to bind all  
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the 15 sensors. Then, the algorithm inserts the obstacles’ within the network. After 
examining the actor-sensor link with respect to the obstacles, our experiment  
identifies a single unbounded sensor. Then, the redesign algorithm within Simu-
lated Annealing relocates the actors; thereby the number of unbounded sensors has 
reached 0, as shown in Figure 9(b).  This shows that the proposed redesign algo-
rithm works fine with increased network area, and whereby, the neighborhood 
function defined within SA improves the cost of the solution. 

 

  
 

Fig. 9. Behavior of redesign algorithm within Simulated Annealing (a) network size of 5x5 
and (b) network size of 7x7. 

7   Conclusion  

In this work, we have focused on redesign of actors’ locations to reestablish the 
broken communication links between the sensors and the actors, which is due to the 
insertion of obstacles within the wireless sensor actor networks. The communica-
tion link between an actor and a sensor is considered to be broken if there is an ob-
stacle on the line-of-sight of the sensors. We have formulated the obstacle insertion 
problem as an optimization problem within Simulated Annealing, where the objec-
tive is to minimize the energy consumption of the mobile actors in an obstructed 
sensing field by limiting the movement of the actor to a round-wrap fashion and  
also to bind maximum number of sensors in the obstructed sensing field. It is  
observed from the simulation results that our redesign algorithm attains 100% ac-
tor-sensor binding ratio with obstacle inserted sensing field with varying network 
area, and with varying number of actors and sensors. 

(a) (b)
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Abstract. This paper presents the hybrid approach of Cuckoo Search (CS) and 
Genetic Algorithm (GA) algorithms for solving optimization problems. In 
standard CS, each cuckoo lays one egg at a time, but in the proposed hybrid 
algorithm, in order to lay more eggs we used the genetic algorithms’ strategy 
(Crossover) for their reproduction. According to the cuckoos breeding style, each 
nest will have one cuckoo at a time. Since there is limitation in number of nests 
we will have a selection for all cuckoos. Furthermore, we added mutation in order 
to reduce the chance of eggs to be discovered, because cuckoo birds are 
specialized in mimicry in color and pattern of the host birds. This theory gets us 
closer to their real living style. Experimental results are examined with some 
standard benchmark functions and the results are reported. 

Keywords: Cuckoo Search, Global optimization, GA and Hybrid evolutionary 
algorithm. 

1   Introduction 

Finding optimal solutions for many problems is very difficult to deal with. The 
complexity of such problems makes it impossible to look for every possible 
solution or combination [1]. However, because of their complexity the use of 
approximation algorithms in order to find approximate solutions is getting more 
popular in the past few years [2]. Among these algorithms, modern metaheuristics 
are becoming popular, which leads to a new branch of optimization, named 
metaheuristic optimization. 

Yang and Deb formulated a new metaheuristic algorithm, called Cuckoo Search 
in 2009 [3]. This algorithm is inspired by life of cuckoo bird in combination with 
Lévy Flight behavior of some birds and fruit flies. The studies show the CS 
algorithm is very promising and could outperform some known algorithms, such 
as PSO and GA. 

Genetic algorithm [4] was first introduced by Holland in early 1970’s which is 
inspired by evolution. The process of GA utilizes an optimization technique which 
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allows a global search of the cost surface via the mechanism of the statistical 
random processes dictated by the Darwinian evolutionary concept [5]. 

CS and GA are nature inspired metaheuristic algorithms and work well for 
optimization problems. In this paper, we have tried to get closer to cuckoo birds 
real life and for this purpose we added GA’s operators such as selection, 
reproduction and mutation into the CS algorithm. 

Layeb introduced a new hybridization between quantum inspired and cuckoo 
search for knapsack problem [6]. This hybrid algorithm achieves better balance 
between exploration and exploitation and experimental results shows convincing 
results. 

A new hybrid algorithm of cuckoo search and Particle Swarm Intelligence (PSO) 
was introduced by F. Wang, Lou, He and Y. Wang [7]. The hybrid algorithm seems 
to remedy the defect of PSO. 

Standard CS is discussed in section 2. Section 3 provides an overview of GA. 
Section 4 gives a hybrid approach of CS with GA and Section 5 presents the detailed 
experimental results to compare the performance of the proposed algorithm with 
other algorithms. Conclusion and future works are discussed in section 6. 

2   Cuckoo Search 

This algorithm is inspired by the special lifestyle of a bird called ‘cuckoo’. 
Cuckoo birds never build their own nests and instead lay their eggs in the nest of 
other host birds. If host birds discover the eggs are not their own, they will either 
throw these alien eggs away or simply abandon its nest and build a new nest 
elsewhere. On the other hand cuckoo birds carefully mimic the color and pattern 
of the eggs of host birds. In general, the cuckoo eggs hatch slightly earlier than 
their host eggs. Once the first cuckoo chick is hatched, the first instinct action it 
will take is to evict the host eggs by blindly propelling the eggs out of the nest, 
which increases the cuckoo chick’s share of food provided by its host bird. Studies 
also show that a cuckoo chick can also mimic the call of host chicks to gain access 
to more feeding opportunity [3]. 

In nature, animals’ path for searching food is in a random way which 
effectively is a random walk because the next move is based on the current 
location and the transition probability to the next location. Various studies have 
shown that fruit flies or Drosophila melanogaster; explore their landscape using a 
series of straight flight path punctuated by a sudden 90° turn, leading to a Lévy-
flight-style pattern. Such behavior has been applied to optimization and optimal 
search, and preliminary results show its promising capability [3], [8]. 

Cuckoo search is introduced in three idealized rules: 1) Each cuckoo lays one 
egg at a time and dumps it in a randomly chosen nest. 2) The best nest with high 
quality of eggs (solutions) will carry over to the next generation. 3) The number of 
available host nests is fixed, and a host can discover an alien egg with a 
probability ∈ [0,1]. 

For maximization problem the fitness of a solution can be proportional to the 
value of its objective function. Other forms of fitness can be defined in a similar way 
to the fitness function in other evolutionary algorithm. A simple representation 
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where one egg in a nest represents a solution and a cuckoo egg represents a new 
solution is used here. The aim is to use the new and potentially better solutions 
(cuckoos) to replace worse solutions that are in the nests. When generating new 
solutions ( ) for, say cuckoo , a Lévy flight is performed using the following 
equation: ( ) = + é (λ) . (1) 

Where > 0 is the step size which should be related to the scales of the problem 
of interest. The product  means entry-wise multiplication. The above equation is 
essentially the stochastic equation for random walk. In general, a random walk is a 
Markov chain whose next status/location only depends on the current location (the 
first term in the above equation) and the transition probability (the second term).  

The Lévy flight essentially provides a random walk while the random step 
length is drawn from a Lévy distribution which has an infinite variance with an 
infinite mean. é  ~ = , 1 < < 3 . (2) 

Studies show that Lévy flights can maximize the efficiency of resource searches in 
uncertain environments [9]. Here the consecutive jumps/steps of a cuckoo 
essentially form a random walk process which obeys a power-law step-length 
distribution with a heavy tail. 

3   Genetic Algorithm 

Genetic algorithm is inspired by evolution and is based on the genetic process of 
biological organisms. Genetic algorithms are ubiquitous nowadays, having been 
successfully applied to numerous problems from different domains, including 
optimization, automatic programming, machine learning, operations research, 
bioinformatics, and social systems [10]. 

This algorithm, like other algorithms starts with some initial random solutions. In 
each generation, algorithm starts with a current population which in the first 
generation, the initial population forms the first current population. Each solution in 
the population is named chromosome and should be evaluated by the fitness 
function. Henceforth, parents must be selected for the crossover operator to generate 
offspring and constitute the intermediate population. In order to guarantee the 
diversity of the population, mutation operator is applied. Afterwards, a suitable 
selection strategy is performed on the intermediate population to determine which 
solutions should remain for the next generation’s population. 

4   Hybrid CS/GA Algorithm 

In this section, we explore the details of the proposed hybrid algorithm. In 
standard CS, each cuckoo lays one egg at a time. According to the life style of 
cuckoo birds, we see this is not the reality and each cuckoo will lay more than one 
egg at a time in different nests. Therefore, we used GA crossover operator to 
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reproduce more eggs for each cuckoo. We select two parents and generate two 
offspring for them. As mentioned in section 2, cuckoo birds mimic the color and 
pattern of the host bird in order to protect their eggs from being recognized by the 
host birds. In the standard CS implementation this theorem has not been 
considered. Therefore, cuckoo birds will have a mutation in their genes to supply 
this need. Thus, we added GAs’ mutation operator for all cuckoo birds. Cuckoo 
birds in their real life immigrate to a better environment for their lifetime. In 
addition, the destination place has limit capacity for them to build their nests. 
Therefore, we use a GAs’ selection strategy to select the survived cuckoos among 
all the produced cuckoos and eggs. The pseudo-code of the CS/GA is presented as 
bellow: 

begin 
  Objective function ( ), = ( 1, … , ) ; 
  Initial a population of n host nests  ( = 1,2, … , ); 
  While (t<MaxGeneration) or (stop criterion); 
    Generate new eggs by a probability with Crossover  
    operation; 
    Mutation for all cuckoos by a probability; 
    Select cuckoos by a Selection operator; 
    Get a cuckoo (say ) randomly by Lévy flights; 
    Evaluate its quality/fitness ; 

    Choose a nest among  (say ) randomly; 
    if ( > ), 
      Replace  by the new solution; 
    end 
    Abandon a fraction ( ) of worse nests 
      [and build new ones at new locations via Lévy 
      flights]; 
    Keep the best solutions (or nests with quality 
    solutions); 
    Rank the solutions and find the current best; 
  end while 
  Post process results and visualization; 
end 

5   Evaluation and Experimental Results 

In this section, we show experimental results which evaluate our hybrid CS/GA 
proposed algorithm. We applied the proposed algorithm for some classical 
benchmark functions which is shown in table 1. Initial range, formulation, 
characteristics and the dimensions of these problems are listed in table 1. If a 
function has more than one local optimum, this function is called multimodal. 
Multimodal functions are used to test the ability of algorithms escaping from local 
minima. A p-variable separable function can be expressed as the sum of p functions  
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Table 1. The Benchmark functions 

 
 

of one variable. Non-separable functions have interrelation among their variables. 
Therefore, non-separable functions are more difficult than the separable functions. 
In table 1, characteristics of each function are given in the third column. In this 
column, M means that the function is multimodal, while U means that the function 
is unimodal. If the function is separable, abbreviation S is used to indicate this 
specification. Letter N refers that the function is non-separable.  

The simulation results are compared with results of Cuckoo Search [11], a 
modernized implementation of PSO, which is known as PSO-2007 [12], 
Differential Evolution (DE) [13] and Artificial Bee Colony (ABC) algorithm [14]. 
We used 9 benchmark functions in [11] in order to test the performance of the CK, 
PSO, DE, ABC and CS/GA algorithms. The best values, the mean best values and 
standard deviation are given in table 2. Convergence diagram for function F5 is  
 

Function Formulation Type  DIM Range 

     
F1 (Ackley) 

 

 
  MN 

 
30 

 
[-32,32] 

     
F2 (Dixon-Price) 

 
 

  UN 
 
30 

 
[-10,10] 

     
F3 (Easom)   UN 2   [-100,100] 

     
 
F4 (Griewank)  

 
  MN 

 
30 

 
  [-600,600] 

     
 
F5 (Powell) 

 

 
 

  UN 

 
 
24 

 
 
 [-4,5] 

 
F6 (Rastrigin)  

 
  MS 

 
30 

 
[-5.12,5.12] 

     
 
F7 (Schwefel)  

 
  MS 

 
30 

 
 [-500,500] 

 
F8 (Schwefel 1.2)  

 
  UN 

 
30 

 
 [-100,100] 

     
 
F9 (SumSquares)  

 
  US 

 
30 

 
   [-10,10] 
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Table 2. Experimental results with CS/GA 

 
 
presented in Figure 1. The average line and best line in convergence diagram are 
very close to each other. Figure 2 shows the stability diagram for F3. The diagrams 
in Figure 3 show the functions best value until the algorithm reach to the global 
minimum. The global minimum values below 10  are assumed to be 0. 20 runs 
of algorithm were needed for each function and the maximum evaluation number 
was 2,000,000 for all functions. The parameter settings of CS/GA are described as 
follows: The population size is set to 50 and the probability of discovery,  is set  
 

CK PSO DE ABC CS/GA 

F1 
Min 4.40E-15 8.00E-15 4.40E-15 2.22E-14 0.00E+00 
Mean 4.40E-15 8.00E-15 4.40E-15 3.00E-14 0.00E+00 
StdDev 0.00E+00 0.00E+00 0.00E+00 2.50E-15 0.00E+00 

F2 
Min 6.67E-01 6.67E-01 6.67E-01 1.40E-15 6.67E-01 
Mean 6.67E-01 3.27E+01 6.67E-01 2.30E-15 6.98E-01 
StdDev 5.00E-16 9.86E+01 2.00E-16 5.00E-16 7.47E-02 

F3 
Min -1.00E+00 -1.00E+00 -1.00E+00 -1.00E+00 -9.77E-01 

Mean -3.00E-01 -1.00E+00 -1.00E+00 -1.00E+00 -9.12E-01 

StdDev 4.70E-01 0.00E+00 0.00E+00 0.00E+00  2.21E-01 

F4 
Min 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 
Mean 0.00E+00 9.23E-03 1.11E-03 0.00E+00 0.00E+00 
StdDev 0.00E+00 1.06E-02 3.44E-03 0.00E+00 0.00E+00 

F5 
Min 7.98E-08 2.11E-05 0.00E+00 2.72E-04 0.00E+00 
Mean 1.51E-07 5.18E-05 0.00E+00 4.49E-04 1.05E-13 
StdDev 5.45E-08 2.16E-05 0.00E+00 6.66E-05 3.60E-13 

F6 
Min 3.81E-04 1.39E+01 7.96E+00 0.00E+00 0.00E+00 
Mean 1.28E+00 2.80E+01 1.54E+01 0.00E+00 0.00E+00 
StdDev 1.04E+00 7.87E+00 4.96E+00 0.00E+00 0.00E+00 

F7 
Min -1.26E+04 -1.04E+04 -1.22E+04 -1.26E+04 -8.27E+03 
Mean -1.25E+04 -8.93E+03 -1.19E+04 -1.26E+04 -8.01E+03 
StdDev 7.64E+01 9.12E+02 2.04E+02 1.87E-12 9.72E+02 

F8 
Min 0.00E+00 1.28E-13 0.00E+00 1.08E+01 0.00E+00 
Mean 0.00E+00 7.39E-10 0.00E+00 4.75E+01 0.00E+00 
StdDev 0.00E+00 2.43E-09 0.00E+00 2.32E+01 0.00E+00 

F9 
Min 0.00E+00 0.00E+00 0.00E+00 3.00E-16 0.00E+00 
Mean 0.00E+00 0.00E+00 0.00E+00 4.00E-16 0.00E+00 
StdDev 0.00E+00 0.00E+00 0.00E+00 1.00E-16 0.00E+00 
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to 0.25. Selection method is Tournament with real representation. Crossover method 
is one-point with the rate of 0.75. Mutation method is set to gene flip with the rate of 
0.1. Settings of the algorithms CK, PSO, DE and ABC can be found in [11]. 
 

  

Fig. 1. Convergence diagram for function F5       Fig. 2. Stability diagram for function F3 

 
  (a)                                                                 (b) 

Fig. 3. Best values of each generation till the achievement of the algorithm to the global 
minimum for functions: (a) F4 and (b) F6. 

6   Conclusion and Future Works 

In this paper we combined two nature inspired algorithms and introduced the 
CS/GA algorithm. With a profound look into the cuckoo birds’ life style, we can 
observe the standard CS algorithm can be extended. Thus, we added crossover, 
mutation and selection operators to the original CS algorithm. 

As seen in the simulation, the genetic algorithm improves the algorithm by the 
reduction of fitness average in the population. Although, the cuckoo search 
improves the best solution but have less effect on the fitness average of the 
population. By adding crossover and mutation more search space are observed 
during the algorithms’ performance. 

CS/GA was evaluated on some benchmark functions and the result show that 
the proposed hybrid algorithm outperforms the CK with more than 65%, PSO-
2007 with 75%, DE and ABC with more than 55% of the total time in comparison. 
As it can be seen in figure 2 the algorithm can successfully reach to the global 
minimum of the Griewank and Rastrigin functions in generation 69 and 66 
respectively. 
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Our future research would include the hybridization of the CS algorithm  
with other nature inspired algorithms. Also the future works can include the 
parallelization of the cuckoo search algorithm to provide considerable gains in 
term of performance. 
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Abstract. Protecting data privacy is a vital problem in micro data distribution 
when disclosing individual’s information. k-Anonymization is a popular approach 
in protecting individuals from being identified when linked to the external data 
like voters list. A view of k-anonymity is grouping the data values with constraint 
of minimum number of data points in every group. In this paper we propose 
Minimum Spanning Tree (MST) approach to achieve k-anonymity. We define 
hierarchical distance between two tuples as a metric for constructing the edges of 
MST. Our approach yields an efficient way to achieve k-anonymity and it 
balances both privacy protection and data utility.  

Keywords: Privacy, Inflexion point, Minimum Spanning Tree. 

1   Introduction 

Several data holders such as hospitals, financial corporations and other 
organizations publish their microdata for the purpose of data mining, statistical 
analysis, and other public benefits. This may cause privacy violations for the 
person specific data. The attributes of the table are divided into three categories, 
namely identifying attributes, quasi identifiers and sensitive attributes. The 
attributes like “Name”, “SSN” etc., from which we can identify the individuals 
directly are termed as identifying attributes. The attributes like “Age”, “Gender” 
etc., from which we can potentially identify the individuals are termed as Quasi 
Identifiers. The attributes like “Salary”, “disease” are defined as sensitive 
attributes.  The traditional approach is to de-identify the micro data by removing 
identifying attributes such as name, SSN etc [9]. When we link the data with 
publicly available databases like voter list one can re-identify the identity of the 
individuals. This type of attack is called linking attack. Data generalization and 
suppression are the most popular techniques being used to avoid the linking 
attacks [2]. Sweeney proposed k-anonymity model [1][2], in which the domain of 
each quasi identifier attribute is divided into set of equivalence classes and each 
equivalence class contains at least k elements with the same value.  

The objective of this paper is to anonymize the data by using the Minimum 
Spanning Tree (MST). In this approach, first we construct minimum spanning tree 
(MST), where the vertices of MST are quasi identifier tuples and the edges of the 
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MST represent the hierarchical distance between two tuples. This paper is divided 
into six sections. Section 2 deals with the related work. In section 3 discusses 
basic preliminaries which are being used throughout the paper. Section 4 shows 
the MST k-anonymization and how we achieve anonymity with an example. 
Section 5 deals with algorithm and performance analysis. Section 6 shows the 
complexity measure of our approach and finally we conclude in section 7. 

  Table 1(a). Original Data           Table 1(b). 2-Anonymized Table 

ID Age Sex Zip-code Disease
R1 21 M 13051 Anemia 
R2 26 M 13053 Flu 
R3 33 F 13063 Cancer 
R4 37 F 13068 HIV 

R5 45 M 14851 Flu 
R6 48 F 14856 HIV 
R7 50 M 14865 Cancer 

 

 

 

Fig. 1. Domain generalization hierarchies for a) Age, b) Sex, and c) Zip-code 

2   Related Work 

Sweeney and Samarati introduced k-anonymity [1], in which any tuple in published 
table is indistinguishable from at least k-1 other tuples with respect to their quasi 
identifiers. Gagan Agarwal et.al introduced clustering as a technique to anonymize 
data before publishing them. They considered r-GATHER as a metric to form 
clusters [3]. Hua Zhu et.al proposed method called density based clustering for 

ID Age Sex Zip-code Disease 

R1 [20-30] M 1305* Anemia 
R2 [20-30] M 1305* Flu 
R3 [30-40] F 1306* Cancer 
R4 [30-40] F 1306* HIV 
R5 [40-50] Person 148** Flu 
R6 [40-50] Person 148** HIV 
R7 [40-50] Person 148** Cancer 
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achieving k-anonymity by using k-Nearest-Neighbor (KNN) distance to form a set 
of equivalence classes [5]. Jiuyong Li et.al develop a frame work called KACA to 
accomplish k-anonymity in which grouping of tuples is done by attribute 
hierarchical structures [4].  

3   Preliminaries 

The basic concepts and terminology used in the paper are discussed in this section. 
Let T be the microdata table that needs to be published. The table contains 
collection of tuples from domain D = I × QI × SA, where I be the identifying 
attributes, QI be the quasi identifiers and SA be the sensitive attributes. For each 
tuple t ϵ T, the attribute value is denoted as t [A]. 
 
Definition 1 (Generalization Hierarchical Distance (GHD)): Let H be the 
height of the taxonomy tree of an attribute and its levels are 1, 2, 3,... H-1, H. Root 
level and leaf nodes represent more general and most specific values respectively 
in the taxonomy tree. Let x and y be the values at two different levels in 
generalization hierarchy, where y > x. The generalization hierarchical distance 
between x and y is defined as                                   

              GHD (x, y) =    
| | | |

   where |y|, |x| are the height of y and x       

For example the value of an attribute Zip code in hierarchy are {13051, 1305*, 
130**, *****} as shown in Fig1 (a). Distance between 13051 and 130** is 
2/3.The GHD is zero if both values are at same level or at the same leaf nodes and 
GHD is one if the value lies at the root.  
 
Definition 2 (Generalization Effort of tuple (GE)): Let t = {a1, a2 ... am} be the 
tuple and t1 = {a1

1, a
1

2,…,a1
m}be a generalized tuple. The Generalization Effort is 

defined as the amount of effort needed to shift a tuple from one level to other level 
in domain generalization hierarchies of an attributes of tuple. i.e 

GE (t, tl) = ∑ ( , ) 

For example, consider the tuple t2 in table1 (a) and its generalized values tl
2 in 

table1 (b). For attributes age, sex and zip-code the GHD values are 0.333, 0 and 
0.333 respectively. Therefore, GE (t, tl) = 0.666. 

Definition 3 (Hierarchical Distance between Two Tuples (HDist)): Let t1 and t2 
be two tuples and their closest common ancestor be the t12. The hierarchical 
distance between two tuples define as HDist (t1, t2) = GE (t1, t12) + GE (t2, t12). For 
example, in table 1(a) the common ancestor of the tuples t1 and t2 is {[20-30], M, 
1305*}. Therefore, Hierarchical Distance of t1 and t2 is 0.666 + 0.666 = 1.332. 

Definition 4 (Information Loss): Information loss is a metric which represents 
the quality of anonymity. In general, the information loss is a ratio between 
current range of domain and whole domain range. In this paper since we use 
taxonomy tree for each quasi identifier attribute. The information loss for 
numerical and categorical dataset is defined in [10]. 
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Definition 5 (Distance between two equivalence classes): Let C1 be an 
equivalence classes containing n1 identical tuples t1 and C2 be an equivalence class 
containing n2 identical tuples t2. t12  is the closest common generalization of t1 and 
t2 the distance between two equivalence classes is defined as follows [5] 

       Dist (C1, C2) = n1 × HDist(t1, t12) + n2 × HDist(t2, t12)                                

4   MST k-Anonymization 

Given a connected, undirected, weighted graph G = (V, E) together with a weight 
function w: E →R, where V is the set of nodes, E is the set of edges between pair 
of nodes and weight w (e) specifying weight of each edge e ϵ E. A spanning tree is 
an acyclic sub graph of a graph G, which contains all vertices from G. The 
minimum spanning tree (MST) of a weighted graph is minimum weight spanning 
tree of that graph. Two popular algorithms for finding an MST of weighted graph 
are Prim’s and Kruskal algorithms [6][7][8]. The cost for minimum spanning tree 
is O (|E| log |V|), where |E| is number of edges and |V| is number of nodes.  

The Hierarchical distance based Minimum Spanning Tree (HMST) is spanning 
tree in which all QI tuples of micro table are treated as vertices and hierarchical 
distances between two tuples as weighted edges.   

 

Fig. 2. Normal Distribution curve 

Let us consider the weights of the edges of a spanning tree to be a value of a 
random variable W.  We assume that the weights of the spanning tree are 
normally distributed (W ~ N(ŵ,σ)), where ŵ be the mean and σ be the standard 
deviation. The normal distribution curve as shown in fig.2 has inflexion points at  
(ŵ+σ) and (ŵ-σ) i.e., concavity changes to convexity . Therefore the  tuples whose 
weights are below (ŵ+σ)  will likely to be close to each other. All such sets of 
close points tend to form a set of equivalence classes.  Hence we acomplish the 
formation of equivalence classes by removing the edges from MST whose weights 
are more than threshold  (ŵ+σ).  
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The approach is divided into four sections.  

i) Computing the hierarchical distance matrix among all the data points (QI 
tuples).  
ii)  Generate MST and sub-trees formation.  
iii) Checking k-anonymity in each sub-tree. 
iv) Generating equivalence classes. 

4.1   Finding Hierarchical Distance Matrix 

Given a microdata, we initially identify the quasi-identifiers and construct the 
hierarchical distance matrix.  The distance matrix is constructed in order to 
generate minimum spanning tree. We construct the distance matrix calculating the 
distance between the quasi identifier tuples according to definition 3. The 
hierarchical distance matrix for table 1(a) is shown as in figure 3. 
 

 

Fig. 3. Hierarchical distance matrix 

4.2   Generate MST and Sub Trees Formation 

By using the above distance matrix the minimum spanning tree is constructed 
[6][8]. For example, in fig 5 the edges of MST and their respective weights are as 
given below: 

Table 2. Edges and their respective weights of MST 

Edge 1-2 3-4 3-6 5-6 5-7 1-5 
Weight 1.33 1.33 4 1.67 1 4 

 
Mean of all the weights of MST=2.22 
Standard deviation of all the weights of MST= 1.27  
Inflexion point =2.22+1.27=3.49 

 
Using Table 2 and based on inflection point (ŵ+ σ) the inconsistent edges are 

removed. The inconsistent edges for the above example are 3-6 and 1-5 as shown 
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each edge Weight(e) in tree is the hierarchical distance between two tuples 
(nodes). Further we compute mean (ŵ) and standard deviation (σ) of all the 
weights of MST (line 6-7). The MST is then partitioned by removing all edges 
whose weight is greater than inflection point(ŵ + σ) (line 9-14), resulting into a 
set of subtrees ST={st1,st2,...,sti}, each representing an  equivalence class. If the  

 
Algorithm  Minimum Spanning Tree based k-Anonymity(MSTK) 
Function MSTK (S, k)  // S is Dataset 
Input:Quasi Identifier data points QI, and required anonymity constraint k 
Output:  Set of equivalence classes, C 
Method:    

1.  Begin                
2.  Transform all  n data points into graph with n number of nodes.               
3.        T ←CreateMST(QI)                                            
4.        C ←Φ  
5.        Cl← Φ      
6.        ŵ ←AvgWeight (T) 
7.         σ ← StdDev (T) 
8.         E ← Φ                           // E is set of edges  
9. for each edge e ϵ EdgeSet (T) do 
10.         if (Weight (e) > ŵ+ σ) then 
11.               E ← E  {e} 
12.         end if 
13.  end for 
14.   ST← PartMST(T, E)           // ST is Set of subtrees trees  
15.  for each subtree st ϵ ST do 
16.        if( |st| ≥ k and |st| ≤ 2k-1) 
17.             C ← C  {st}  // C is Set of sub trees follows k-anonymity   
18.        else if (|st| < k) 
19.          Cl = Cl  {st} // C is Set of sub trees not follows k-anonymity 
20.        else if (|st| ≥ 2k)  
21.              MSTK(|st|, k) 
22.   end for 
23. for each subtree st ϵ Cl 
24.   evaluate pairwise distance between sti and all other subtrees of C1 
25.   find the equivalence subtree st1  with smallest distance to sti contain k points 
26.    Forming modified Cl contain set of subtress with atleast k points 
27. end for 
28.    Cnew = C  Cl   // k-anonymized  equivalence classes    
29.    Forming equivalence classes of Cnew using generalization hierarchies   
30.    Finding the onformation loss  
31.    Return the k-anonymized table  
32. end Begin      

 



412 K. Venkata Ramana, V. Valli Kumari, and K.V.S.V.N. Raju
 

number of data points in each subtree lies between k and 2k-1 then these sub trees 
satisfy optimal k-anonymity property (line 16-17). If the number of data points in 
the subtree ≥ 2k, again the sub tree is splitted. Merging of the sub trees whose size 
is smaller than k is done based on distance metric (line 23-27). We then find the 
minimum and maximum values of each attribute in equivalence class. Finally 
using domain generalization hierarchies each value is substituted with appropriate 
ranges and then the information loss is computed. 

6   Complexity Measure 

Let n be the number of QI tuples. The total time complexity for MSTK involves 
three stages. First stage determines the complexity for constructing the distance 
matrix for n QI tuples i.e., O(n2). In second stage minimum spanning tree is 
constructed. The time complexity for constructing MST with n vertices and (n-1) 
edges is O (n log n). Finally after constructing MST, we partition it into set of 
subtrees whose complexity is O (n). Hence the total time complexity of our 
approach is O (n2)+ O(n log n)+ O(n) ≈ O(n2). Our proposed approach has low 
information loss than generic approach as we consider closest tuples to form 
equivalence classes. The proposed algorithm is more practically feasible.   

7   Conclusions and Future Work 

In this paper we studied k-anonymization as graph based problem and proposed an 
algorithm based on Minimum Spanning Tree (MST). This approach automatically 
generates the k-anonymized dataset. However during the anonymization, outliers 
may be encountered since the process of anonymization is automatic in our 
approach. In future we would like to study the impact of outliers on the anonymized 
dataset.  
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Abstract. Quantum computation uses quantum mechanical concepts to perform 
computational tasks and in some cases its results are exponentially faster than their 
classical counterparts. The main practical reason to investigate the quantum 
concepts on artificial neural computation is motivated by the success of some 
quantum algorithms like Grover’s search algorithm and Shore’s factoring 
algorithm. The neural networks can be advanced more by the application of 
quantum computing on artificial neural network (ANN). Since quantum physics is 
the natural generalization of classical physics, the classical ANN can be 
generalized to its quantum domain by the combination of classical neural 
computation with quantum computation. In this paper we have tried to introduce 
basic quantum mechanical concepts in artificial neural computation. 
 
Keywords: Quantum Computation, Artificial Neural Network, Quantum Neuron. 

1   Introduction 

Though classical computer is very much powerful in many cases still it has so 
many shortcomings. Classical computers efficiently process numbers and symbols 
with relatively short bit registers d < 128.But it has two major limitations to process 
Patterns, which are wide-band signals having d>100 bits. The first shortcoming is 
due to the hardware implementation of it i.e. in case of pattern processing, classical 
computers require enormous number of gates  d4.8 (According to Rent’s Law) to 
process d-bit registers [9].On the other hand a typical computer program able to 
perform universal calculations on patterns requires 2d operators [10] This fact 
excludes the possibility to use algorithmic approach for pattern processing. ANN 
can solve this problem because it uses the novel architecture which is able to 
process long bit strings and learning by example not by programming.ANN can 
solve complex problems which have poor knowledge domains.ANN also has some 
other features like non linear parallel distributed processing and robustness. But 
ANN faces many problems like absence of rule for optimal architectures,  
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time consuming training, limited memory capacity. There is another powerful 
computation, called Quantum computation based on the quantum mechanical 
nature of physics [3, 4, 5], which is inherently a powerful parallel distributed 
processor having exponential memory capacity and easily trainable, but it has 
severe hardware limitations. Hence quantum mechanical concepts may be 
introduced in neural computation to overcome the drawbacks of classical 
computation, quantum computation and artificial neurocomputation [1-2]. In spite 
of all these, since quantum physics is the natural generalization of classical physics, 
the classical ANN can be generalized to its quantum domain by the combination of 
classical neural computation with quantum computation. 

2   Quantum Concepts in Computation 

The main concepts of quantum mechanics are wave function, superposition, 
coherence and decoherence, operators, measurement, entanglement, and unitary 
transformations.  

2.1   Superposition 

Linear superposition is the physical representation of mathematical principle of 
linear combination of vectors. The wave function Ψ, which describes the quantum 
system, exists in a complex Hilbert space .The Hilbert space has a set of states Φ 
that form a basis .Hence the quantum system can be described mathematically as 
follows:  |Ψ  = ∑ |Φ   , Where  |Ψ   is the superposition of basis states |Φ  and 

 is the complex coefficients. 

2.2   Coherence and Decoherence 

A quantum system is said to be coherent if it is a linear superposition of its basis 
states. If a quantum system is in a linear super position of states and interacts with 
its environment, the superposition is destroyed. This loss of coherence is called 
decoherence. 

2.3   Operator 

Operator transforms one wave function in to another .It is represented by capital 
letter with a hat and is represented by matrix. Mathematically  |Φ = a |Φ  , 
where a  is the Eigen value and the solution of this equation are called Eigen 
states, which are used to construct the Hilbert space. 

2.4   Entanglement  

It is a quantum mechanical phenomenon to establish correlation between two or 
more quantum states. Entanglement seems to be intuitive from computational point 
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of view but it is little understood from physical stand point of view. The correlation 
between states comes into picture when states exist as superpositions .When 
superposition is destroyed the proper correlation is somehow communicated 
between the qubits and this communication is achieved due to entanglement. The 
power of quantum computation derives from the exponential state spaces of 
multiple quantum bits: just as a single qubit can be in a superposition of 0 and 1, a 
register of n qubits can be in a superposition of all 2n possible values. The “extra” 
states that have no classical analog and lead to the exponential size of the quantum 
state space are the entangled states. Mathematically entanglement is described 
using density matrix formalism [11-13].  

3   How the Quantum Computer Works 

Consider a classical register has 3 bits, then possible outcome will be 23 8 (it 

would be possible to use this register to represent any one of the numbers from 0 
to 7 at any instance of time).If we will consider a register of 3 qubits, then  the 
register can represent all the numbers from 0 to 7 simultaneously. A single 
processor having qubit registers will be able to perform calculations using all 
possible values of the input registers simultaneously. This phenomenon is called 
quantum parallelism. Unlike classical bits qubits can exist simultaneously as 0 and 
1, with probability for each state given by numerical coefficients. A quantum 
computation [11, 12] is a collection of the following three elements: 

1. A register or a set of registers. 
2. A unitary matrix, which is used to execute the quantum algorithms. 
3. Measurements to extract information. 

Hence quantum computation is the set {H, U, {Mm}}, where H is the Hilbert space 
of n-qubit register. U∈ U (2n) is the quantum algorithm. {Mm} is the set of 
measurement operators .Actual quantum computation processes are very different 
from that of classical counterpart. In classical computer we give input data 
through the input devices .The input signal is stored in computer memory, then fed 
into the microprocessor and the result is stored in memory before it is displayed in 
the screen .Thus the information travels around the circuit .In contrast information 
in quantum computation is first stored in a register and then external fields such as 
oscillating magnetic fields, electric fields or laser beams are applied to produce 
gate operations on the register. These external fields are designed so that they 
produce desired gate operation, i.e. unitary matrix acting on a particular set of 
qubits .Hence information sits in the register and they are updated each time the 
gate operation acts on the register. 

4   Physical Experiment to Realise Quantum Concepts on Neural 
Network 

The architecture of double-slit experiment [15] provides the basis for quantum 
analog of artificial neural network. A photon gun sends photons to the Double slit 
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apparatus. The experiment can be explained in quantum mechanical terms through 
the wave-particle duality. The photons travel as waves but collapses to a particle 
when the detection screen is reached. 
 

 

Fig. 1. Double slit experiment 

The photon gun is equivalent to the input pattern, the slit is equivalent to input 
neuron, the waves between the slits and the screen are equivalent to the 
connections between the input and output neurons and the screen is equivalent to 
the output neurons. Refer Table-1 for better understanding. 

Table 1. Quantum equivalent of Artificial Neural Network 

Artificial Neural network Double slit Expt. Quantum Correspondence

Pattern Photon gun Quantum Register holds input Pattern 

Input Neuron Slits Entanglement/unitary evolution of input pattern 

Connection Waves Superposition of waves created by input pattern 

Output neuron Detector screen Pattern Interference

Weight Link Phase shift

5   Necessary Functionalities Required for a Quantum Neuron 

While the classical artificial neuron has its natural analog, the nervous cell, there 
is no natural analog of quantum artificial neuron .Therefore in order to understand 
the effect of quantum concepts on neural computation, it is necessary to imagine 
the functionalities of a quantum neuron. 
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A quantum neuron should be a unit which can be characterised both as a neural 
and also as a quantum to satisfy both neural technology and quantum technology 
[14]. Neural computing can process both binary signals (bit strings) and analog 
signals (patterns having continuous components).Qubit is the quantum analog of a 
bit .Hence the quantum neuron should process not only qubits but analog signals 
too. 

The development in classical neural computing has been partly connected with 
the generalization of the form of input and output (real, complex, vector, binary 
etc.)..Hence it can be expected that a quantum neuron should also have arbitrary 
input and output and even new types of input and output. As in the quantum 
domain a superposition of states can be created, it is not obvious in advance if 
quantum neurons must be connected by networks. So the nature of inputs and 
outputs may be rather different. 

6   Mathematical Representation of a Quantum Neuron 

Here we will look how to quantise a neural network .The way we are taking is to 
replace each neuron with a qubit. Instead of having the neural state laying between 
in the range of 0 Y 1 our qubit will be in the superposition state |Ψ  =  |p +  |   , where the complex coefficients   and    satisfy the normalization condition | |2 +| |2 = 1.Hence |Ψ   is the superposition of the basis states  |p  and  |  and 
can be represented in an infinite number of ways simply by varying values of the 
coefficients  and  subject to the normalization condition. The next common 
question is how to quantise the synaptic weights? The obvious answer is the 
amount of entanglement shared between two quantum neurons. 

6.1   Artificial Neuron  

A classical artificial neuron is an adjustable unit performing, in general, a non 
linear mapping of the set of many, N, input (perceptron) values  ......  to a 
single output value Y. The output value of a classical perceptron is [6] 

Y= ∑                                              (1) 

Where f ( ) is the perceptron activation function and   are the weights tuning 
during learning process. The perceptron learning algorithm works as follows:   

1. The weights   are initialized to small random numbers.   
2. A pattern vector ( ………  ) is presented to the perceptron and the output Y is 
generated. 
3. The weights are updated according to the rule  ( + 1) = ( ) + ( )                                  (2)  

Where t is discreet time, d is the desired output provided for training and 0< <1 is 
the step size.  
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6.2   Quantum Neuron 

Many researchers use their own analogies in establishing a connection between 
quantum mechanics and neural networks [7]. The power of ANN is due to their 
massive parallel, distributed processing of information and due to the nonlinearity 
of the transformation performed by the network nodes (neurons) .On the other 
hand; quantum mechanics offers the possibility of an even more powerful 
quantum parallelism which is expressed in the principle of superposition. This 
principle provides the advantage in processing large data sets. 

Consider a neuron with N inputs| .......|     as shown in the figure.  
 

 
 is a quantum bit of the form  |  =  |0 + |1  = , T                                    (3) 

Where 2 + 2 = 1. 
The output |   can be derived by the rule [8] | = ∑                                                (4) 

Where  is a 2 2 matrices acting on the basis {|0 , |1 } and  is an unknown 
operator that can be implemented by the network of quantum gates. Let us 
consider   =  be the identity operator .The output of the perceptron at the time t 
will be  |  ( ) = ∑ (t)                                   (5)  

In analogy with classical case equation (2) we can update the weights as follows  

(t+1)= (t)+ (| |  ( ) ) |                                             (6) 

Where | the desired output .It is is can be shown eq. (6) derives the quantum 
neuron in to desired state| . Using rule (6) and taking modulo-square difference 
of real and desired outputs, we can get   
 | |  ( + 1) 2 = | ∑ (t + 1) 2 

 = | ∑ (t)  + η |  ( )     2 

 = | |  ( )   ∑ η(N |  |  ( ) )  2 =(1 )2 | |  ( ) 2  (7) 
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For small  (0< <  ) and normalized input states the result of iteration converges 

to the desired state| .The whole network can be then composed from the 
primitives elements using the standard rules of ANN architecture.  

7   Conclusion 

The introduction of quantum concepts to neural computation opens a new research 
direction in the field of neural computation. Here in this paper we have described 
the major limitations of classical computation, neural computation and quantum 
computation. We have analyzed a physical experiment-Double Slit Experiment- 
that can motivate to introduce quantum concepts in neural computing. Finally we 
have shown a mathematical model of quantum neuron equivalent of classical 
neuron.   
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Abstract. Constructive neural network algorithms provide optimal ways to deter-
mine the architecture of a multi layer perceptron network along with learning al-
gorithms for determining appropriate weights for pattern classification problems. 
In this paper the possibility of developing a novel Constructive Neural Network 
architecture with improved adaptive learning strategy is proposed and analyzed. 
The new Multi category Tiling Constructive Neural Network architecture and the 
existing Tiling architecture are tested on machine learning datasets. The perfor-
mance of the new learning strategy on Multi Category Tiling architecture  
was found to be comparatively better than when applied on the existing Tiling  
architecture. 

Keywords: Constructive Neural Networks, Adaptive Learning, Multi-Category 
Tiling architecture, Pattern Classification. 

1   Introduction 

Artificial Neural Networks are biologically-inspired models of computation. They 
are networks with elementary processing units called neurons massively intercon-
nected by trainable connections called weights, to perform computations for pat-
tern classification tasks [1]. The Feedforward Neural Networks have been proven 
to be successful in the field of pattern recognition. They perform pattern recogni-
tion by learning an approximation of the underlying function that generates the 
pattern data. There are a number of practical problems that arise in the implemen-
tation of Feedforward Networks. The difficulty of learning algorithm like the back 
propagation algorithm is that the network architecture is fixed throughout the 
training process and the slow rate of convergence, since the weights are adjusted 
at each stage of training. The architecture of a neural network can have significant 
impact on its performance in any particular application [2]. 

In multilayer perceptrons, deciding the number of neurons in the hidden layers 
is a very important part of overall neural network architecture. Though these  
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layers do not directly interact with the external environment, they have a tremend-
ous influence on the final output. The optimal nodes in a network for valid genera-
lization depends on training samples, dimension and complexity of the function 
used [3]. Automated techniques to fix the number of hidden layers and neurons in 
those layers, so as to optimize the network architecture can be achieved by two 
ways, namely Network Pruning or Network Growing. A survey of pruning algo-
rithms with their parameters are discussed in [4] and a comparative analysis of 
two pruning techniques and parameters are discussed in [5]. Growing algorithms 
on the other hand are called Constructive learning algorithms, start with minimal 
architecture and is build during the training process. They provide an optimal way 
to determine the architecture of a multilayer perceptron network trainable with 
learning algorithms to determine appropriate weights.  The advantages of CoNN 
are the choice of network topology is dynamically determined during training, 
they provide guaranteed convergence to zero classification errors on non contra-
dictory finite data sets, use of elementary threshold neurons for training, no exten-
sive learning parameters to be fine tuned, and, by restricting its architectural size, 
it is less complex and easy to generalize.  

A number of architectures and learning algorithms were found in literature 
which had its merits and demerits in addressing both the convergence rate and ge-
neralization capability. This paper attempts to explore the possibility of a novel 
architecture using an improved adaptive learning strategy to address the above 
said parameters specifically for selected pattern classification datasets as found in 
machine learning repository. 

2   Literature Review 

2.1   Review of Existing Constructive Architecture and Learning 
Algorithms 

A number of Constructive algorithms that incrementally construct networks of 
threshold neurons for 2-category pattern classification tasks have been proposed in 
the literature. Ash [6] proposed Dynamic Node Creation which performed well on 
some simple classification tasks, but was not suitable for finding an optimal solu-
tion on complex tasks. Mezard & Nadal’s [7] Tiling algorithm in which the con-
vergence is guaranteed as it always produces a finite number of layers. The tra-
deoff between generalization capability and number of layers and the choice of 
weight training algorithms was considered to be the limitation of this method.  
Gallant [8] proposed the Tower and Pyramid algorithms which constructs a tower 
of Threshold Logic Units. Unfortunately the performance of the network degrades 
as number of instances increase for getting an optimal solution. The Upstart algo-
rithm proposed by Frean [9] constructs a binary tree of threshold neurons imposes 
a set of inductive and representative biases on the algorithm [10]. 

Fahlman and Lebiere [11] proposed Cascade Correlation networks applicable 
to problems with continuous output variables uses Quick Prop algorithm for  
 



A Novel Constructive Neural Network Architecture 425
 

 

achieving faster learning. It also performs poorly on regression tasks and function 
approximation tasks. Marchend et al [12] introduced Sequential algorithm, in 
which it trains neurons to sequentially exclude patterns belonging to one class 
from other. The limitation of this method was that of implementing ‘the maximum 
cluster size strategy’ in finding absolute minimal network. Burgess [13] proposed 
Perceptron Cascade algorithm which is similar to upstart algorithm and Cascade 
Correlation in freezing weights which puts limitation on learning more training 
samples. F.M.Frattale Mascioli and G. Martinelli [14] introduced Oil-Spot algo-
rithm which uses only binary valued inputs. Yang.J et al [15] introduced DistAI 
which is based on inter-pattern distance and constructs a single hidden layer of 
spherical threshold neurons. The tradeoff of this technique is that of maintaining 
the inter-pattern distance matrix during learning and thereby memory size increas-
es quadratically with size of the training set. 

Leonardo Franco et al [16] introduced a new constructive architecture to learn 
specifically the breast cancer information and the extension of generalization 
complexity measure for real valued input datasets was found to be feasible [17].  

Some of the famous algorithms for training individual Threshold Logic Units in 
constructive neural networks which appear in literature are 

The Perceptron Learning rule and its variants like the Pocket algorithm with 
Ratchet Modification (PRM) proposed by Gallant [8], Thermal Perceptron Algo-
rithm (TPA) proposed by Frean[18], Barycentric Correction Procedure (BCP) 
proposed by Poulard [19][20]. 

The pioneering work of Parekh.R et.al [21] with multicategory real valued in-
puts for constructive neural network learning algorithms like MTower, MPyramid, 
MTiling, MSequential, MPerceptron Cascade and MUpstart were converging to 
zero classification errors. The above architectures were used for classification 
problems’ involving real-valued input attributes for multiple output classes. They 
analyzed the performance of the aforesaid algorithms on various parameters like 
convergence rate, network size, generalization performance and training speed. 
The Tiling and Sequential algorithms do not need preprocessing of pattern for 
convergence, rather in Tiling; the network itself is a vector quantizer. In addition, 
the Tiling architecture ensures faithful representation of training set which is a ne-
cessary condition for convergence. Parekh.R et.al [22] proved the convergence of 
MTiling and MPyramid algorithms on practical pattern classification problems. 
The convergences of the two algorithms were established by showing that each 
modification of the network topology guarantees the existence of weights for re-
ducing the classification error. It was observed that the constructive learning algo-
rithms take between 1.5 and five times as long as the perceptron algorithm to train 
on the datasets considered by them.  

A New Constructive Algorithm (NCA) was proposed by Monirul Islam [23], 
which uses different training sets for hidden neurons to learn different aspects of 
the input, thereby freezing the neurons for functional adaptation. Neural Networks 
have been applied in Graphs such that the incremental approach eliminates the 
need to introduce cycle dependencies [24]. 
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2.2   Issues in Constructive Architectures and Learning 
Algorithms 

On surveying the various Constructive Neural Network topologies and their learn-
ing algorithms, the following important issues were found. 

 

• There are no known efficient methods for determining the optimal net-
work topology for a given problem. Too small networks are unable to 
adequately learn the problem well, while large networks tend to over fit 
the training data which results in poor generalization performance. 

• Most constructive learning algorithms are designed for binary (or bipo-
lar) valued inputs. Parekh et al [21] used real-valued attributes from 
smaller datasets for the existing constructive neural network topologies, 
which converge to fairly compact networks with zero classification er-
rors. Both convergence and generalization for compact networks was a 
challenging task.  

• Standard Learning algorithms like Perceptron Learning Rule, Pocket algo-
rithm, Thermal Perceptron Algorithm, Barycentric Correction Procedure 
were found to be converging when the training set was linearly separable, 
but on non-linearly separable problems they performed reasonable better. 
So designing a learning algorithm for constructive neural networks which 
produce optimal set of weights and learning good number of training sam-
ples remain an open ended problem. 

• The two important parameters like the Convergence and Generalization 
were found to be the key issues in designing constructive neural networks 
for pattern classification tasks. One parameter needs to be compromised 
for the other which is dependent on the dataset chosen. 

• Multi-Category Tiling (MTiling) network topology offers a temporary 
solution for the above problems than other CNN topologies in reducing 
the network size and number of misclassifications. But, its performance 
was found to be deteriorating on some cases as reported by Parekh et al 
[22]. Further the MTiling network topology uses either the perceptron 
learning algorithm or its variants like the PRM, TPA and BCP on thre-
shold neurons, which may be responsible for its poor performance. 

3   Methodology 

3.1   Design of New MTiling Constructive Neural Network 

The new MTiling Constructive Neural Network architecture as given in Fig.1 is 
constructed using the strategy as given below 

• The objective of the proposed architecture is to map the patterns present 
in the input dataset with N attributes, to M different classifications to 
achieve reduced network size and reduced misclassifications.  
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• The strategy adopted for achieving this objective is to initially design a 
network  with two layers namely one input layer I=0 with N neurons for 
the number of input attributes, and an output layer I+1 with M neurons 
for the number of output categories, which are also called as master  
neurons.  

• Two types of weights (connections) exist between the adjacent layers 
namely bottom-up weights and top-down weights.  

• The bottom-up weights and top-down weights are initialized based on 
Improved Adaptive Learning Strategy for Master neurons namely,  
I-ALS1 algorithm which will be discussed in the next section. 

• Calculate the activations of master neurons in layer I.  
• Choose the winner node in layer I using Winner-Take-All (WTA) strategy. 

The winner master neuron in layer I project its output through top-down 
weights to layer I-1 for performing a vigilance test as given in I-ALS.  

• A gain control signal checks for input validity. If the vigilance test fails, 
which indicates misclassification, then it prevents the master neurons 
from being trained for current pattern. 

• During the training process, if the current output layer with M master neu-
rons does not classify the patterns correctly, then ‘k’ ancillary neurons are 
added to the current output layer, as given in the MTiling algorithm. 

• The ancillary neurons are trained using misclassified patterns with the 
weight setting as given in Improved Adaptive Learning Strategy Algo-
rithm for ancillary neurons namely I-ALS2 algorithm 

• If a layer has M+k neurons, which refers to the existence of misclassifi-
cations, then a new output layer is created with M master neurons and the 
previous output layer with M+k neurons will act as hidden layer.  

• The new output layer and hidden layer are connected and trained  
• The process of creating new output layer and training the weights is re-

peated until, either the output layer  represents the desired classifications 
with M master neurons, or the maximum  number of iterations specified 
is exhausted. 

3.2   Design of Learning Algorithms 

The design of learning algorithm for the New MTiling architecture follows the 
adaptive learning strategy. This strategy follows the principle of using the pattern 
itself as the weights during training. The bottom-up weights are initialized using 
the normalized version of the input pattern, then during the learning process; they 
are updated using Kullback-Leibler (KL) error measure. The KL error measures 
the divergence of actual outputs from desired outputs using cross entropy as pro-
posed by Neelakanta [25]. In the context of datasets which are linearly not  
separable, the cross entropy error measure depicts the mutuality between two  
distributions of actual and target outputs. A Vigilance test is performed to locate 
the neuron which is closer, so that the pattern can be mapped to its respective  
classification. 
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Fig. 1. New MTiling Constructive Neural Network Architecture 

By using Adaptive learning strategy, the number of neurons in the network 
could be reduced, thereby reducing the number of weight connections, which ad-
dresses the generalization capability. The number of misclassifications occurring 
at every hidden layer could be minimized, since performing a vigilance test will 
add ancillary neurons of the respective classification. This strategy reduces the 
network size, thereby addressing the convergence rate. 

Improved Adaptive Learning Strategy (I-ALS1) algorithm for training master 
neurons 

Algorithm:  
1.  Initialize the bottom-up and top-down weights as follows: 
     Bottom-up weights:  
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3. Error calculations according to Kullback-Leibler measure of cross entropy 

         1E   =  ∑ iR log (
i

i
Q

R
)   and       2E   =  ∑ iQ log (

i

i
R

Q
) 

         Where iR  refers to probability associated with actual outputs, and iQ  refers to  

          probability associated with target outputs.                     

           E  = ( 1E  - 2E ) Where E refers to divergence of actual output from their  targets  

4.  Weight updation rule  

       
ji IIb ,1−  = [
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jiji IIII −− +

]   +  α E    where  0 < α ≤ 0.4 

5. Vigilance test 
      a. Calculate Euclidean distance between actual output and each of the master neurons. 

      b. If distance from a cluster aC  is greater than 2/3rd   distance from another cluster bC    

      c. Then, Weights are updated for class bC  to adapt the pattern   

      d. Else, Collect the misclassified pattern of class bC  

      e. Disable the master neuron bC for further trails on that pattern.   

6. Bottom-up weights between new master neurons in layer I and master neurons in layer I-
1 are initialized as 

              
jIb ,0       = 1−IA    (for bias input) 

              
jk IIb ,1− = kD      (for k=1, 2,…., M except j) 

              
ji IIb ,1−  = 1−IA    (for jth neuron) 

 where kD  is the output of kth master neuron in layer I-1 and 1−IA  is the number of neu-

rons in layer I-1 which includes the ancillary neurons. 

Improved Adaptive Learning Strategy (I-ALS2) algorithm for training 
ancillary neurons 

Algorithm: 

Let the misclassified patterns be 
sP  

 

Bottom-up weights between input layer I-1 and layer I with ancillary neurons be 
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Bottom-up weights between new master neurons in layer I and ancillary neurons in layer  
I-1 are trained as 
           

            
ki IIb ,1−  =  

r
kD  ( where

r
kD is the output of ancillary  

                                           neuron for the respective class) 

            
ji IIb ,1−  =  0       ( for other master neurons except k)  

4   Applications 

The new architecture and learning algorithms were tested on a selected real-valued 
Machine Learning Datasets available at the UCI Machine Learning Repository 
[26], namely the Pima Indian diabetic dataset, Wine dataset, Mamographic dataset 
and Teaching Assistant Evaluation datasets. Since, the number of instances in the 
datasets was found to be very small, bootstrapping methods were applied to gen-
erate more instances of the dataset. The datasets were separated as training set and 
testing set, and were divided into equal sized folds, of which 60% of instances 
were used for training, and remaining 40% of instances were used for testing. 
These dataset instances were applied separately to the new MTiling architecture as 
well as the existing Tiling architecture on different trails. The performance of the 
new architecture in comparison with the existing MTiling architecture were ana-
lyzed on the following parameters 

• number of hidden layers and hidden neurons, 
• total number of weight connections, 
• total neurons in the network,  
• number of misclassifications, and 
• number of ancillary neurons. 

 
On applying the Pima Indian Diabetic dataset the new MTiling architecture was 
found to produce less number of hidden neurons, total weight connections and to-
tal neurons when compared with existing Tiling architecture as given in Fig. 2a. 
The number of misclassifications increased, while number of ancillary reduced. In 
case of Wine dataset the new MTiling architecture was found to reduce the mis-
classifications very significantly with nearly one fifth of the ancillary neurons 
when compared to existing Tiling architecture as given in Fig. 2b. The behavior of 
existing Tiling architecture was found to be very poor in generating more weight 
connections, total neurons and misclassifications when compared to new MTiling 
architecture. On applying Mamographic dataset the new MTiling architecture was 
found to produce less number of hidden neurons, total weight connections and to-
tal neurons when compared with existing Tiling architecture as given in Fig. 2c. 
There were no misclassifications with reduced number of ancillary neurons in new 
MTiling architecture. In case of Teaching Assistant Evaluation dataset the new 
MTiling architecture was found to produce less number of hidden neurons, total 
weight connections and total neurons when compared with existing Tiling archi-
tecture as given in Fig. 2d. There was less number of misclassifications and ancil-
lary neurons in new MTiling architecture when compared to existing architecture.  
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The results show that the new architecture generates less number of hidden 
neurons, less number total neurons with reduced weight connections in most of the 
datasets used for study. This may be due to the weight training strategy adopted 
during training,. This strategy improves the generalization capability of the net-
work on unseen patterns in the dataset. 

Significantly there were very less number of misclassifications which attributes 
to classifying more patterns at higher layers than layers below it. This strategy of 
reduction of misclassifications helps in making the network converge little faster 
reducing the training time. 
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Fig. 2a. Performance on Pima Indian Diabetic Dataset 
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Fig. 2b. Performance on Wine dataset 
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Fig. 2c. Performance on Mamographic dataset 
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Fig. 2d. Performance on Teacher Evaluation dataset 

5   Conclusion 

Constructive Neural Networks offer an attractive framework for pattern classifica-
tion problems. CoNN algorithms provide an optimal way to determine the archi-
tecture of a Multi Layer Perceptron network trainable with learning algorithms to 
determine appropriate weights. In this paper a novel Multi-Category Tiling archi-
tecture was designed with improved adaptive learning algorithm for reducing both 
the network size and misclassifications of patterns. The new MTiling architecture 
was tested on machine learning datasets namely Iris, Pima Indian Diabetic, Wine, 
Mamographic Mass and Teaching Assistant Evaluation. To analyze the perfor-
mance of the new architecture, the datasets were also applied to existing Tiling  
architecture.  

The results show that the new MTiling architecture outperforms the existing 
Tiling architecture in most of the parameters used for study. The improved adap-
tive learning strategy subsequently plays a significant role in improving the gene-
ralization capability, as well as the convergence rate of the network. 

The New MTiling architecture along with improved adaptive learning strategy 
as proposed in this paper could be useful in many pattern classification tasks more 
effectively than the already existing MTilng architecture. The performance of the 
new architecture in terms of parameters like training time and improved generali-
zation capability on various datasets as found in UCI repository is a challenging 
research direction. 
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Abstract. Microstrip Antennas are strongly used in wireless communication ap-
plication. This paper proposed a novel patch antenna loaded with L-shaped slots 
and opposite corner of Square patch is trimmed to achieve dual band operation at 
3.43 GHz and 4.75 GHz (the ratio of operating frequency is ≅1.38) with good 
matching (more than -20 dB) along with a single feed, radiate maximum power, 
VSWR, Return Loss etc. The antenna is designed based on extensive IE3D simu-
lation studies. An antenna is simulated for the required performance. 

Keywords: L-slot Loaded, Microstrip patch, Patch Antenna, Single Feed. 

1   Introduction 

A microstrip antenna consists of a metal patch radiator on an electrical grounded 
dielectric substrate. Microstrip patch antennas have many desirable features, in-
cluding light weight, low cost and conformability, which make them suitable for a 
wide variety of applications at microwave frequency but it have a very low band-
width characteristic. Dual-band operation is an important subject in microstrip  
antenna designs recently, several designs of the dual-band slot-loaded microstrip 
antennas have been reported [1, 2]. These dual-band designs are achieved by em-
bedding a narrow L-shaped slot or an open-ring slot close to the boundary of the 
patch. However, the antennas designs proposed here have narrow impedance 
bandwidths of the two operating frequencies, of the order of 2% or less. In this 
paper, we present a novel dual-band L-slot loaded patch antenna printed on glass 
proxy material and the results of proposed antenna on its S11 characteristic along 
with the radiation patterns, VSWR, Axial ratio etc. 
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2   Antenna Design and Analysis of Patch 

2.1   Design 

In this paper, parameters have been calculated using IE3D software version 14.65. 
For microstrip antennas, the width (W) and length (L) of the radiating patch and 
the effective permittivity of the microstrip structure εre which support the opera-
tion at the required resonant frequency (or the free-space wavelength λ0) can be 
designed. 

 

Fig. 1. The structure of the Ring and L slot loaded patch antenna 44x44mm 

Proposed design was studied. Figure 1 shows the configuration of the proposed 
microstrip patch antenna. The selected substrate here is FR4, Glass Epoxy, (εr = 
4.4, tanδ = 0.001) with thickness t = 1.6mm. the probe position is offset by 10mm 
x16 mm from the x – y axis .The dual L-slot are located as shown in figure-1 of 
microstrip patch antenna. By varying the length of one of the slot arms, the operat-
ing frequency- ratio of the two operating bands can be controlled. From simula-
tion, it is found that the dimensions of the L-shaped slot significantly affect the 
performance of the antenna. The dimensions of the proposed patch antenna are 
given in table-1. 

2.2   Analysis 

Figure 2 shows the simulated return loss for the patch antenna shown in figure 1. 
The square radiating patch was of dimensions 44 mm x 44 mm (L x W). The dis-
tance “h” from top to ground plane of square patch was fixed to be 1.6mm.  
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Table 1. Dimensions of the design antenna 

parameter (mm) parameter (mm) 

L 44 

 

W3 4 

W 44 

 

W4 0.35 

L1 
 

4 W5 2.5 

L2 4 
 

W6 3 

W1 4 
 

Xf 10 

W2 4 
 

Yf 16 

 

Fig. 2. Return loss of proposed patch antenna at 3.43GHz and 4.75GHz. 

 

Fig. 3. Axial Ratio Vs Frequency of proposed patch antenna at 3.43GHz and 4.75GHz. 
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Fig. 4. Axial ratio of proposed patch antenna at ф=900 

From the result obtained in figure 2, it is seen that the patch antenna is radiating 
at a frequency of 3.43GHz up to 21 dB & 4.75 GHz up to 30dB. However it also 
generates harmonics say at 3.76GHz and 4.4GHz up to 7dB and 3dB respectively, 
which are unwanted. 

The simulated axial ratio Vs frequency at φ = 900 in elevation plane are shown 
in figure 3 at frequency 3.4 GHz is near about 5dB.The simulated axial ratio at φ = 
900 in elevation plane are also shown in Figure 4. Also radiation pattern in figure 5 
shows that main lobe is up to 4.1dBi at frequency 3.4 GHz at ф=44.70 and 3.8 dBi 
at 4.7GHz at ф=00. Fig.6 shows the VSWR of the proposed antenna is 0.11 at the 
resonant frequency3.4 GHz and 0.11 at resonant frequency4.70 GHz. 

 

Fig. 5. Simulated radiation pattern of the of proposed patch antenna at frequency 3.43GHZ 
and 4.75 GHz at phase angle ф=00. 
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Fig. 6. VSWR of proposed patch antenna 

 

 

Fig. 7. Current distribution of proposed patch antenna at 3.4 GHz 

 

Fig. 8. Current distribution of proposed patch antenna at 4.75 GHz 
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3   Conclusion 

A single-feed single-patch dual-band linearly polarized microstrip patch antenna 
with a small frequency-ratio has been investigated. The proposed antenna with an 
L-shaped slot has achieved good impedance matching, high gain. The antenna has 
been realized for a small dual-band frequency-ratio of 1.38. The proposed single-
feed single-patch L-shaped slotted patch antenna is useful for small frequency-
ratio, dual-band antenna and array designs. 
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Abstract. Artificial Bee Colony (ABC) optimization algorithm is a power-
ful stochastic evolutionary algorithm that is used to find the global optimum
solution in search space. In ABC each bee stores candidate solution; and
stochastically modifies its candidate over time, based on the best solution
found by neighboring bees,and based on the best solution found by the bee
itself. When tested over various benchmark function and real life problems,
it has performed better than a few evolutionary algorithms and other search
heuristics . ABC, like other probabilistic optimization algorithms, has inher-
ent drawback of premature convergence or stagnation that leads to loss of
exploration and exploitation capability . Therefore, in order to balance be-
tween exploration and exploitation capability of ABC a new search strategy
is proposed. In the proposed strategy, search process in ABC is performed
by smaller group of independent swarms of bees. The experiments with 10
test functions of different complexities show that the proposed strategy has
better diversity and faster convergence than the basic ABC.

Keywords: Numerical Optimization, Artificial Bee Colony Algorithm,
Group Social Learning, Swarm intelligence, Meta-heuristics.

1 Introduction

Swarm Intelligence is a meta-heuristic approach in the field of nature inspired
techniques that is used to solve optimization problems. It is based on the col-
lective behavior of social creatures. Social creatures utilizes their ability of
social learning to solve complex tasks. Researchers have analyzed such behav-
iors and designed algorithms that can be used to solve nonlinear, nonconvex
or combinatorial optimization problems. Previous research [4, 12, 15, 17] have
shown that algorithms based on Swarm Intelligence have great potential to
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find a solution of real world optimization problem. The algorithms that have
emerged in recent years include Ant Colony Optimization (ACO) [4], Parti-
cle Swarm Optimization (PSO) [12], Bacterial Foraging Optimization (BFO)
[13], Artificial Bee Colony Optimization (ABC) [8] etc. Exploration and ex-
ploitation are the important mechanisms in a robust search process. While
exploration process is related to the independent search for an optimal so-
lution, exploitation uses existing knowledge to bias the search. In the recent
years, there are few algorithms based on bee foraging behavior developed
to improve both exploration and exploitation capability for solving the nu-
merical optimization problems [5, 1, 6]. The Artificial Bee Colony (ABC)
algorithm introduced by D. Karaboga [8] is one approach that has been used
to find an optimal solution of numerical optimization problems. This algo-
rithm is inspired by the behavior of honey bees when seeking a quality food
source. Artificial Bee Colony (ABC) scheme is relatively a simple, fast and
population based stochastic search technique.

A lot of developments, comparative studies and applications of ABC have
been carried out in recent years. Performance of the ABC algorithm has
been compared with Genetic Algorithm (GA) [7], Differential Evolution (DE)
[16, 14, 15], Particle Swarm inspired Evolutionary Algorithm (PS-EA) [10],
PSO and Evolutionary Algorithm (EA) [11]. ABC, DE and PSO algorithms
were studied for measuring the effect of search space scaling in [2].

There are two fundamental processes which drive the swarm to update in
ABC: the variation process, which enables exploring different areas of the
search space, and the selection process, which ensures the exploitation of the
previous experience. However, it has been shown that ABC may occasionally
stop proceeding toward the global optimum even though the population has
not converged to a local optimum [9]. Therefore, to maintain the proper
balance between exploration and exploitation behavior of ABC a new search
strategy is proposed in this paper. In the proposed methodology, the bees
(onlooker and employed)are divided into smaller groups to search the food
sources. Each group member exchanges the information within the group
and the best information is shared among all the groups. In the proposed
strategy, the groups size is kept very small comparative to the original swarm
size. Therefore, the social learning process of the bees is limited to the group
bees only. Hence, the proposed strategy is named Group Social Learning
in Artificial Bee Colony optimization algorithm (GSLABC). Group Social
Learning targeted to increase the algorithm’s behavior to be more exploitive
and diverse by increasing the number of local search in whole search space
to basic ABC.

Rest of the paper is organized as follows: Section 2 describes brief overview
of basic Artificial Bee Colony Algorithm. In section 3 The new search strat-
egy is proposed. Experiments are presented and the results are discussed in
section 4. Finally, in section 5, paper is concluded.
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2 Brief Overview of Artificial Bee Colony Algorithm

Swarm based optimization algorithms find solution by collaborative trial and
error. Peer to peer learning behavior of social colonies is the main driving
force behind the development of many efficient swarm based optimization
algorithms. Artificial Bee Colony (ABC)optimization algorithm is a recent
addition in this category. Like any other population based optimization al-
gorithm, ABC consists of a population of potential solutions. With reference
to ABC, the potential solutions are food sources of honey bees. The fitness is
determined in terms of the quality (nectar amount) of the food source. The
total number of bees in the colony are divided into three groups: Onlooker
Bees, Employed Bees and Scout Bees. Number of employed bees or onlooker
bees are equal to the food sources. Employed bees are associated with food
sources while onlooker bees are those bees that stay in the hive and use the
information gathered from employed bees to decide the food source. Scout
bee searches the new food sources randomly.

Similar to the other population-based algorithms, ABC is an iterative pro-
cess. ABC process requires cycles of four phases: Initialization phase, Em-
ployed bees phase, Onlooker bees phase and Scout bee phase. Each of the
phase is explained as follows:

2.1 Initialization of the Population

Initially, ABC generates a uniformly distributed initial population of SN so-
lutions where each solution xi(i = 1, 2, ..., SN) is a D-dimensional vector.
Here D is the number of variables in the optimization problem and xi repre-
sent the ith food source in the population. Each food source is generated as
follows:.

xij = xminj + rand[0, 1](xmaxj − xminj) (1)

where xminj and xmaxj are bounds of xi in jth direction and rand[0, 1] is a
uniformly distributed random number in the range [0, 1]

2.2 Employed Bee Phase

In employed bee phase, employed bees modify the current solution based
on the information of individual experience and the fitness value of the new
solution (nectar amount). If the fitness value of the new source is higher than
that of the old source, the bee updates her position with the new one and
discards the old one. The position update equation for ith candidate in this
phase is

vij = xij + φij(xij − xkj) (2)

where k ∈ {1, 2, ..., SN} and j ∈ {1, 2, ..., D} are randomly chosen indices. k
must be different from i. φij is a random number between [-1, 1].
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2.3 Onlooker Bees Phase

After completion of the employed bees phase, the onlooker bees phase starts.
In onlooker bees phase, all the employed bees share the new fitness informa-
tion (nectar) of the new solutions (food sources) and their position informa-
tion with the onlooker bees in the hive. Onlooker bees analyze the available
information and select a solution with a probability, pi, related to its fitness.
The probability pi may be calculated using following expression (there may
be some other but must be a function of fitness):

pi =
fiti∑SN
i=1 fiti

(3)

where fiti is the fitness value of the solution i. As in the case of the employed
bee, she produces a modification on the position in her memory and checks
the fitness of the candidate source. If the fitness is higher than that of the
previous one, the bee memorizes the new position and forgets the old one.

2.4 Scout Bees Phase

If the position of a food source is not updated up to predetermined number
of cycles, then the food source is assumed to be abandoned and scout bees
phase starts. In this phase the bee associated with the abandoned food source
becomes scout bee and the food source is replaced by a randomly chosen food
source within the search space. In ABC, predetermined number of cycles is
a crucial control parameter which is called limit for abandonment.

Assume that the abandoned source is xi. The scout bee replaces this food
source by a randomly chosen food source which is generated as follows

xij = xminj + rand[0, 1](xmaxj − xminj), for j ∈ {1, 2, ..., D} (4)

where xminj and xmaxj are bounds of xi in jth direction.

2.5 Main Steps of the ABC Algorithm

It is clear from the above discussion that there are three control parameters
in ABC search process: The number of food sources SN (equal to number of
onlooker or employed bees), the value of limit and the maximum number of
cycles MCN .

In the ABC algorithm, the exploitation process is carried out by onlooker
and employed bees and exploration process is carried out by scout bees in
the search space. Following is the pseudo-code of the ABC algorithm [9]:
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Artificial Bee Colony Algorithm
Initialize the population of solutions, xi(i = 1, 2, ...;SN) by using (1);
cycle = 1;
while cycle <> MCN do
Produce new solutions vi for the employed bees using (2) and evaluate
them;
Apply the greedy selection process for the employed bees;
Calculate the probability values pi for the solutions xi;
Produce the new solutions vi for the onlookers from the solutions xi

selected depending on pi using (3) and evaluate them;
Apply the greedy selection process for the onlookers;
Determine the abandoned solution for the scout, if exists, and replace it
with a new randomly produced solution xi using (4);
Memorize the best solution achieved so far;
cycle = cycle + 1;

end while

3 Group Social Learning Strategy

3.1 A Few Drawbacks of ABC

The inherent drawback with most of the population based stochastic algo-
rithms is premature convergence. ABC is not an exception. Any population
based algorithm is regarded as an efficient algorithm if it is fast in convergence
and able to explore the maximum area of the search space. In other words, if a
population based algorithm is capable of balancing between exploration and
exploitation of the search space, then the algorithm is regarded an efficient
algorithm. From this point of view, basic ABC is not an efficient algorithm
[9]. Dervis Karaboga and Bahriye Akay [9] compared the different variants of
ABC for global optimization and found that ABC shows a poor performance
and remains inefficient in exploring the search space. The problems of pre-
mature convergence and stagnation is a matter of serious consideration for
designing a comparatively efficient1 ABC algorithm.

3.2 Motivation

In original ABC, all the bees are influenced from whole swarm therefore, there
is a chance to get stuck in a local minima (stagnation). To set a trade-off be-
tween exploration and exploitation capability of ABC, the search capability
of each bee (Onlooker and Employed) is guided by a set of bees (group).
Therefore whole swarm size is divided into groups of smaller size in both the

1 As it is not possible to design a fully efficient population based stochastic
algorithm.
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phases (Onlooker and Employed bees) of the algorithm. Now bees update
their positions by learning within the group i.e. every bee now influence by
the social behavior of its own group bees. This Phenomena improves local
search capability i.e. exploitation in the search space. Next, each group search
independently in the whole search space and share the local best informa-
tion with each other, hence the exploration is achieved. So, it is clear from
discussion that a good diversity and fast convergence can be achieved by
the proposed strategy. To set the group size intensive experiments have been
performed and found that the group size of 4 bees is best. Hence, by limiting
the social learning capability in the search process, better exploration and
exploitation can be achieved and so the proposed strategy is named ”Group
Social Learning in Artificial Bee Colony algorithm” (GSLABC).

4 Experimental Results and Discussion

4.1 Test Problems under Consideration

In order to see the effect of Group Social Learning strategy on ABC, 10 scal-
able (the number of decision variables may be varied as per user’s choice)
test problems of optimization are selected (listed in Table 1). These are con-
tinuous optimization problems and have different degrees of complexity and
multimodality. For this study, number of decision variables is set to 50.

4.2 Experimental Setting

To test ABC and GSLABC over test problems, following experimental set-
ting is adopted:

• Colony size SN=100,
• φij = rand[−1, 1],
• Number of food sources SN/2,
• limit = 1500,
• The stopping criteria is either maximum number of iterations (which is

set to be 1000) is reached or the objective function value ≤ 0.0001,
• The number of simulations/run =100,
• The number of decision variables in scalable test problems D = 50.

4.3 Comparison of ABC with GSLABC

Numerical results with experimental setting of subsection 4.2 are given in
Table 2. In Table 2, success rate (SR) (a simulation is said to be successful
if the objective function value is ≤ 0.0001 in iterations up to 1000), mean
objective function value (MOFV ), average function evaluations (AFE) and
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Table 1. Test problems

S. No. Test Prob-
lem

Objective function Search
Space

1 Sphere f(x) =
∑n

i=1 x
2
i [-5.12

5.12]

2 De Jong f4 f(x) =
∑n

i=1 i.(xi)
4 [-5.12

5.12]

3 Griewank f(x) = 1 + 1
4000

∑n
i=1 x

2
i −

∏n
i=1 cos(

xi√
i
) [-600

600]

4 Rosenbrock f(x) =
∑n

i=1(100(xi+1 − x2)2 + (xi − 1)2) [-30 30]

5 Rastrigin f(x) = 10n+
∑n

i=1[x
2
i − 10 cos(2πxi)] [-5.12

5.12]

6 Ackley
f(x) = −20 + e+ exp(− 0.2

n

√∑n
i=1 xi

3)
[-1 1]

−exp( 1
n

∑n
i=1 cos (2π.xi)xi)

7 Alpine f(x) =
∑n

i=1 |xisin xi + 0.1xi| [-10 10]

8 Cigar f(x) = x0
2 + 100000

∑n
i=1 xi

2 [-10 10]

9 Schewel f(x) =
∑n

i=1 |xi|+∏n
i=1 |xi| [-10 10]

10 Neumaier
3 Problem
(NF3)

f(x) =
∑n

i=1 (xi − 1)2 −∑n
i=2 xixi−1 [−n2 n2]

standard deviation (SD) are reported. Table 2 shows that most of the time
inclusion of the proposed search strategy in ABC improves the reliability,
efficiency and accuracy. Some more intensive statistical analyses based on
performance index and boxplot have been carried out for results of basic
ABC and GSLABC.

4.3.1 Statistical Analysis

Statistical comparisons have been carried out using boxplots and performance
index [3]. For the purpose of comparison in terms of consolidated perfor-
mance, boxplot analysis is carried out for all the considered algorithms. The
empirical distribution of data is efficiently represented graphically by the box-
plot analysis tool [18]. The boxplot for average function evaluation of ABC
and GSLABC is shown in Figure 1. It is clear from this figure that GSLABC
is better than ABC as Interquartile Range and Median are low for this
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Table 2. Comparison of the results of test problems for 30 Dimension

Test Algorithm MOFV SD AFE SR

Problem

Sphere
ABC 8.46E-05 1.51E-05 53934 100

GSLABC 8.85E-05 1.33E-05 28869 100

De Jong
ABC 5.54E-05 3.09E-05 27640 100

GSLABC 5.75E-05 2.91E-05 15131 100

Griewank
ABC 1.20E-03 3.21E-03 93795 54

GSLABC 6.09E-03 1.10E-02 79073 61

Rosenbrock
ABC 2.31E+01 1.67E+01 100000 0

GSLABC 1.40E+01 1.82E+01 100000 0

Rastrigin
ABC 4.48E+00 2.06E+00 100000 0

GSLABC 9.30E-05 1.43E-04 70802 99

Ackley
ABC 6.80E-03 3.06E-03 100000 0

GSLABC 1.02E-04 6.14E-05 92470 86

Alpine
ABC 3.65E-02 2.76E-02 100000 0

GSLABC 5.06E-04 7.67E-04 99382 12

Cigar
ABC 9.05E-05 6.53E-05 90172 96

GSLABC 8.37E-05 1.95E-05 81459 100

Schewel
ABC 9.41E-04 3.27E-04 100000 0

GSLABC 9.37E-05 8.84E-06 80044 100

Neumaier 3
ABC 5.41E+03 5.98E+03 95459 29

GSLABC 1.22E+03 2.68E+03 74371 68

strategy i.e. LSABC. In order to compare the consolidated performance of
ABC with GSLABC, the value of a performance index PI is computed [3].
This index gives a weighted importance to the success rate, the mean ob-
jective function value as well as the average number of function evaluations.
The PI is calculated by varying (i) success rate, (ii) function evaluation and
(iii) Mean function value, for both the algorithms. The graphs corresponding
to each of the cases (i), (ii) and (iii) are shown in Figures 2(a), 2(b), and
2(c) respectively. By analyzing the Figure 2, It is observed that for each case,
PI of GSLABC is significantly higher than ABC algorithm. Therefore, we
can say that the effect of Group Social Learning strategy is significant on the
performance of Artificial Bee Colony ALgorithm.

For analyzing the reliability of the proposed algorithm, Figure 3, shows a
comparison of the success rates of all the benchmark functions which are used
in experiments. It is clear from Figure 3 that most of the time high success
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Fig. 1. Boxplot graph for Average Function Evaluation
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Fig. 2. Performance index; (a) for case (i), (b) for case (ii) and (c) for case (iii).

rate is achieved by GSLABC as compare to the ABC. Therefore, it can be
stated that GSLABC is more reliable compared to the basic ABC.

Furthermore, Figure 4 shows a clear analysis of both the algorithm’s effi-
ciency for each of the benchmark optimization functions used in the experi-
ments. It is obvious from Figure 4 that the average function evaluations of the
proposed strategy are less than for all the test functions except function (4).
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Fig. 4. Comparison of GSLABC and ABC based on Average Function Evaluation

Overall, by observing all the statistical tests and graphs, it may be concluded
that GSLABC is better than the basic ABC algorithm.

5 Conclusion

In this paper, basic Artificial Bee Colony algorithm is improved by dividing
the total population (employee and onlooker) in groups of smaller size. Nu-
merical results indicate over benchmark functions that the reliability (due
to success rate), efficiency (due to average number of function evaluations)
and accuracy (due to mean objective function value) of GSLABC algorithm
is outperformed the original ABC algorithm. The future work includes the
studies on how to generalize the group size for different population size.
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Abstract. Reconfigurable Manufacturing System (RMS) is the state of art tech-
nology offering the functionality and capacity that is needed, when it is needed. 
The Reconfigurable Machine Tools (RMT) the sole of RMS, can perform variety 
of operations and can further be reconfigured to change its operational capabili-
ties. In such environment a part can be processed by many feasible configurations 
of the RMS. In the present work a methodology is proposed for multiple objective 
optimization of RMS configuration based on convertibility, machine utilization 
and cost by applying nondominated sorting genetic algorithm II.  

Keywords: Reconfigurable Manufacturing Systems (RMS), Reconfigurable  
Machine Tool (RMT), Machine selection, NSGA II. 

1   Introduction 

Modern challenges have paved the way for the new manufacturing paradigm 
known as Reconfigurable Manufacturing System (RMS) which can be reconfi-
gured efficiently and economically to handle the ever changing product variety 
and demand [1, 2]. 

The reconfigurability is defined as ability of a system to adapt to expected or 
unexpected demand changes through the changes in the system or system compo-
nent's structure guaranteeing the efficient use of functionalities [3]. Pattanaik et al. 
[4] have considered the cellular layout problem with reconfigurable machines  
to optimize the production. Maier-Speredelozzi et al. [5] presented the system 
convertibility as the capability of a system to adjust production functionality along 
with capacity and derived the system convertibility measures based on the assess-
ment of convertibility of the system configuration, machines and material han-
dling equipments. Gumasta et al. [6] have suggested reconfigurability of the RMS 
on system level based on various RMS characteristics. Son et al. [7] and Youssef 
and ElMaraghy [8] have generated a multi horizon demand configuration in the 
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RMS by first recording the k best configurations for all the demand periods based 
on cost as single performance criterion by applying  genetic algorithm and later on 
selected the configurations based on configuration similarity and reconfiguration 
smoothness. Spicer and Carlo [9] have designed the multiple periods RMS confi-
gurations by considering the cost and reconfiguration. Goyal et al. [10] have mod-
eled the system based on operational capability and reconfigurability.  

From the literature on RMS, it can be concluded that RMS has not been  
modeled based on multiple objectives and moreover the important parameters like 
configuration convertibility and machine utilization have not been given due con-
sideration in the available RMS approaches. 

2   Performance Indices 

The RMS allows quick changes in its configuration through the modular structure 
over the entire life cycle in response to changes in the product mix and volume. 
Thus in the present work configuration convertibility along with the machine utili-
zation and cost are considered as multiple criteria for RMS single product flow 
line optimization. For modeling the RMS following notations are used: 

Notations 

 machine  i (1< i < I) in its jth (1< j < Ji) configuration 

 
number of machines required to satisfy the demand when machine i with 
jth configuration is selected 

D demand rate  

FSk 

a set of feasible alternative machine configurations to perform kth (1< k 

< K) operation {(i1, j1), (i2, j2),….(if, jf)……. }. Here each feas-

ible alternative f (1< f < Fk) is defined as (if ,jf), where if specifies the 
feasible machine and jf specifies the feasible machine configuration  

 cost of machine i with jth configuration (i.e.  )  

 production rate of machine i with jth configuration for performing kth  
operation  

 1 if operation k can be performed with machine i having its jth configura-
tion, otherwise 0 

Cp,q 
cost of assigning pth machine with qth configuration from the feasible al-
ternative machine configurations to perform an operation at specified 
demand rate 

CCp,q 
configuration convertibility of assigning pth machine with qth configura-
tion from the feasible alternative machine configurations to perform an 
operation at specified demand rate 

MUp,q 
machine utilization of assigning pth machine with qth configuration from 
the feasible alternative machine configurations to perform an operation 
at specified demand rate 

j
imc

j
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( , )
k kF Fi j
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2.1   Cost (C) 

Cost is the important performance parameter driving the selection of machine  
configuration for a particular operation. Thus satisfying the customer demands 
economically is very crucial. The cost (Cp,q) of a feasible alternative machine  
configuration for performing  kth operation at specified demand rate is computed 
using  

                                           (1) 

                                             (2) 

The ratio  is rounded off to the higher integer as number of machines can’t 

be a fraction. 

2.2   Configuration Convertibility (CC)  

Convertibility is defined as the capability of a system to adjust production functio-
nality, or changes from one product to another [11].  

In the present study flow line configuration with crossover connections has 
been considered. The configuration convertibility is dependent upon the minimum 
increment of conversion (I), the routing connections (R) and the minimum number 
of replicated machines (X) [11]. The configuration convertibility (CC) can be  
expressed as: 

      
                                 (3) 

The equation given below normalizes the value of CC relative to a pure serial sys-
tem with the same number of machines and so that the value falls in the range of 1 
to 10 for all the system configurations: 

 

 

                             (4) 

System convertibility includes contributions due to machines, their arrangements 
or configuration, and material handling devices. These factors are mapped togeth-
er for an overall intrinsic assessment of system convertibility. 

,      q q
p q p pC n CM= ×

,

           q
p q

p k

D
where n

P
=

,
q
p k

D

P

'
c

R X
C

I

×=

'

10 '
, 

, '
,   

10 '
,   

 
1

1
9

c

c Serail

p q

c K Parallel

c K Serial

C
log

C
CC

C
log

C
−

−

⎡ ⎤
⎢ ⎥
⎣ ⎦= +

⎡ ⎤ ⎛ ⎞×⎢ ⎥ ⎜ ⎟
⎝ ⎠⎣ ⎦



456 K.K. Goyal, P.K. Jain, and M. Jain
 

 

2.3   Machine Utilization (MU) 

In the present scenario industries are facing a stiff global competition and volatile 
markets. In such circumstances utilization of the manufacturing system capacity is 
very crucial for sustenance and growth of the concern and underutilization of  
machine capacity which in turn affects the economic functioning may pose a se-
rious threat to the survival of industry. Therefore the system should be utilized to 
the maximum possible extent by optimizing the system configuration. In the  
reconfigurable manufacturing environment the availability of multifunctional  
machines which can further be reconfigured into various configurations turns the 
machine selection problem into combinatorial problem. Therefore, while selecting 
the system configuration for a part the machine utilization should be given due 
consideration. 

                                              

(5) 

3   Optimal Machine Assignment for Single Part Flow Line 
Using NSGA II 

Deb et al. [12] proposed NSGA-II, which is one of the most efficient and famous 
multi-objective evolutionary algorithms. The algorithm applies the fast nondomi-
nated sorting technique and a crowding distance to rank and select the population 
fronts. The terminologies central to the concept (non dominated sorting procedure, 
crowded distance estimation, crowded comparison operator) of NSGA-II, may be 
referred from Deb et al. [12]. The developed performance indices are applied to 
optimize a single part production flow line allowing paralleling of similar ma-
chines. As shown in Fig. 1, each operation is assigned to a stage according to the 
precedence constraints of the operation sequence and each stage is further as-
signed a machine type and its configuration number. The optimal assignment of 
the machine and machine configurations is realized by NSGA II taking cost, con-
figuration convertibility and machine utilization as the objectives. For applying 
NSGA II in the present study, the set of feasible alternative machine configura-
tions (FSk) for all the operations are recorded by referring Table 1. Each element f 
of set FSk is a combinations of two parameters i.e. the machine and the machine 
configuration. The total number of feasible alternative machine configurations to 
perform the kth operation is Fk. The recording of feasible alternative machine  
configurations for all the operations is necessary for the constraint handling by  
applying the real coded chromosomes.  
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Table 1. RMT operation capabilities and cost 

Operation
(k) → 

 ↓ 

RMT Production rate in parts/hour for performing various  
operations 

Cost of 
RMT 

(in 103 $) 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

 - - - 14 - - - 12 - - - 8 - - - 18 - - - - 750 

 - - - - 15 - - - 20 - - - - - - - - 16 - - 955 
 - - 20 - - - 15 - - - - - - - - 25 - - - - 1025 
 14 - - - - 15 - - - - - 12 - - - - - - - 20 1215 
 - 15 - - - - - - - - - - 14 - 15 - - - - - 910 
 - - 25 - - - - 18 - - 25 - - - - - 20 - - - 1140 
 - 20 - - 20 - 18 - - - - - - 24 - - - - - - 1350 
 - 12 - - - - - - 15 - - 10 - - - - 10 - - - 780 
 30 - - 26 - - - 24 - - 24 - - - 20 - 35 - 15 - 1825 
 - - - - - 25 - - - 30 - - - - - - - 25 - - 1350 
 25 - - - - - - - - - - 22 - - - - 30 - - 26 1500 
 - 18 - 25 - - - 16 - - - - 22 - - 28 - - 20 - 1400 
 16 - - - - - 15 - - - 15 - - 18 - - - 18 - - 900 
 - - 24 - 20 - - - - 25 - - - - - - 24 - - 20 1175 
 - - - 24 - - - - 30 - - - - - 18 - - - - - 1230 
 20 - - - - 22 14 - - - - - - 20 - 16 - - 18 - 1175 

4   Objective Function, Constraint Handling and Solution 
Mapping 

The present study proposes the assignment of machines to all the operations allo-
cated on production stages from the feasible alternative machine configurations 
based on the objective function:  

                         (6) 

                      (7) 

                          (8) 

Here Eq. (6) to (8) represent the objectives cost, machine utilization and configu-
ration convertibility respectively. The subscripts ps and qs represent the feasible  
alternative machine p with its configuration q assigned at the sth stage. The real-
encoding of chromosome is used to overcome the difficulties related to binary  
encoding of continuous parameter optimization problems [13]. The real coded 
chromosomes along with the NSGA II are employed in the present study for ob-
taining the nondominated solutions representing optimal machine assignment. But 
in the present case feasible solutions are rather sparse which will lead to infeasible 
population. Further the crossover and mutation of the chromosomes will give rise 
to the infeasibility. Therefore a real coded chromosome is proposed. The length of 
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assumed to be 15→1→17→3→8 with a demand rate of 50. The number of stages 
is also assumed to be five. The nondominated solutions obtained by applying the 
NSGA II are compiled in Table 2.  

The various parameters used in NSGA II are Population size 50, Number of 
generations 100, binary tournament selection operator, crossover probability 0.8 
and mutation probability as 0.2. As the present problem lies in the domain of  
discrete discontinuous and non convex search space, thus predicting the exact 
number of pareto frontiers is not possible. In the present illustration 47 nondomi-
nated solutions were obtained, but due to space constraint only two best solutions 
for each objective have been listed in Table 2.    

Table 2. Non-dominated solutions for the flow line 

S. 
No. 

Solutions (Stage wise) 
Machine assigned/No. of machines Cost 

Machine 
Util. 

Config. 
Conv. 

Solution 
No. 

1 22/4 42/2 42/2 23/2 52/3 15445 0.9000 4.7210 26 
2 53/3 42/2 42/2 23/2 52/3 15495 0.9185 4.6460 17 
3 53/3 42/2 31/5 23/2 12/4 16690 0.9518 4.9869 5 
4 22/4 42/2 31/5 23/2 12/4 16640 0.9333 5.0138 15 
5 22/4 21/4 31/5 13/3 12/4 19295 0.8785 6.0223 11 
6 22/4 21/4 31/5 13/3 52/3 19000 0.8785 6.0198 23 

6   Conclusion and Future Scope 

In the present study a novel approach has been proposed for the machine selection 
based on machine utilization, configuration convertibility along with the cost. The 
multiple objective problem of machine assignment is attempted through NSGA II. 
The real coded chromosomes helped in handling the sparse population of feasible 
solutions along with facilitating the crossover and mutation. Considering the rank-
ing of the solutions the decision manager may choose a suitable candidate among 
the top ranking solutions to justify the objectives defined by the management 
along with the present market scenario. In future authors plan to study RMS for 
the multiple periods planning horizon.   
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Abstract. In this work we focus on non-linearity and resiliency related criteria and
explore a multi-objective evolutionary approach aiming to find balanced Boolean
functions satisfying these criteria. We have shown that the multi-objective approach
is better to apply than single objective optimization approaches. We have applied
NSGA-II to find desired Boolean functions.

Keywords: Crowding Distance, Pareto-Optimal Fronts, Rank.

1 Introduction

Many desirable multiple criteria of Boolean functions have been identified. Among
them high nonlinearity, balancedness, high algebraic degree and low autocorre-
lation are important. It is well known that at the same time a function cannot
be balanced and have maximum algebraic degree, maximum distance to linear
functions and maximum distance to linear structures. Recently, the trade-offs be-
tween some of these criteria have received a lot of attention[6]. Some works have
been sought to combine algebraic construction with deterministic computer search
methods[6, 10, 11] and some authors have attempted using search heuristics such
as genetic algorithms, hill climbers, and simulated annealing to generate Boolean
functions[2, 7]. A clear trade-off has been shown for correlation immunity, alge-
braic degree and nonlinearity[1]. However, generating Boolean functions purely by
constructive algebraic methods becomes increasingly difficult as the number of cri-
teria to be satisfied is augmented. The more criteria to be taken into account, the
more complected is to generate Boolean functions satisfying those property purely
by constructive algebraic means. Many of the best functions of small numbers of
variables have been obtained by single objective two stage optimization method[1].
We show that the multi-objective optimization technique(NSGA-II) approach is an
efficient alternative to single objective optimization approaches presented so far.
By using multi objective optimization, we can avoid weighting constant. We have
constructed a high nonlinear, balanced, having high algebraic degree and resilient
Boolean function by NSGA-II.
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Paper is organized as follows: In section 2, some definitions from literature are
given. Section 3 gives a brief description of NSGA-II. Section 4 discusses the multi-
objective optimization problem taken by us. Section 5 gives results and conclusion
of our paper.

2 Some Definitions

2.1 Boolean Function

Let Fn
2 be the prime field of characteristic 2, then Fn

2 is an n-dimensional vector
space over F2. An element of Fn

2 can be represent by a binary vector of length n.
Any function f : Fn

2 → F2 is called a Boolean function on n-variables. The set of
all Boolean functions of n-variables is denoted by Bn. The Hamming weight of a
binary vector x = (x1, . . . ,xn) ∈ Fn

2 is denoted by wH(x) and is the size of its support
{i ∈ N|xi �= 0} where N={1,2, . . . ,n}. The Hamming weight wH( f ) of a Boolean
function f on Fn

2 is also defined to be the size of its support {x ∈ Fn
2| f (x) �= 0}.

2.2 Balancednes

A function is said to be balanced if the number of 0’s is the same as the number of
1’s in output table. And this property is called balanced-ness.

2.3 Hamming Distance

The Hamming distance between two functions f and g, denoted by hd(f,g), is defined
as the number of truth table positions in which the functions f and g disagree, i.e.,

hd( f ,g) = |{x| f (x) �= g(x)}|,
where |.| stands for the cardinality of the set.

2.4 Walsh Hadamard Transform

The Walsh Hadamard Transform (WHT) provides another means of representing
a Boolean function. The WHT expresses a Boolean function in term of its cross
correlation to all the linear functions. Thus, for a given linear function Lλ specified
by λ ∈ Fn

2.
The WHT of a function f denoted by Wf (λ ) and is defined by

Wf (λ ) = ∑
x∈Fn

2

(−1) f (x)+λ .x,

where λ ∈ Fn
2.
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2.5 Bent Function

A Boolean function from Fn
2 to F2 is called bent if Wf (λ )= c 2n−1, where c = 1 or

−1. In case n is even, the highest possible non-linearity is (2n−1 − 2(n/2)−1). The
Boolean function achieving this bound is called bent function.

2.6 Autocorrelation

The autocorrelation of a function gives an indication of the imbalance of all first
order derivatives of a Boolean function and provides a measure of self similarity for
Boolean function. The derivative of Boolean function f(x), taken with respect to a
vector s, where x and s ∈ Fn

2, is defined as f (x)
⊕

f (x+ s). Similarly the derivative
in polar form can be defined as f̂ (x) f̂ (x+ s). So the autocorrelation of a function f
is denoted by r f (s) and is defined by

r f (s) = ∑
x∈Fn

2

f̂ (x) f̂ (x+ s),

where f̂ (x) = (−1) f (x).
A Boolean function f is considered to be good if r f is small .

3 Non-dominated Sorting Genetic Algorithm (NSGA-II)

NSGA-II, doveloped by Srinivas and Deb[4] is a generational Multi-objective Op-
timization Evolutionary Algorithm(MOEA) that aims at approximating the Pareto
optimal fronts for a given problem, while keeping high diversity in its result set.

It works on three main modules:

1. Non-dominated Sorting 2. Crowding distance assignment 3. Crowded comparison
operator.

3.1 Non-dominated Sorting

At a certain generation t, it partitions the population Pt in front Fi with index i in-
dicating the non-domination rank shared by all solutions in such a front. The first
front F1 is the actual non-dominated front, i.e., it consists of all non-dominated so-
lutions in population Pt at a certain generation t. The second front F2 consists of
all solutions that are non-dominated in the set |Pt | − |F1|, i.e., each member of F2

is dominated by at least one member of F1 as shown in Fig. 1. Generally, front Fk

comprises all solutions that are non-dominated if the individuals in fronts Fj with
j < k were to be removed from Pt .
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Fig. 1. Nondominated Sorting of a Population

3.2 Crowding Distance Assignment

To get an estimate of the density di of solutions surrounding a particular solution
i in the population, we take the average distance of two solutions on either side
of the solution i along each objective. This quantity di serves as an estimate of the
perimeter of the cuboid formed by using the nearest neighbors as vertices. It is called
the crowding distance. The crowding distance assignment calculates a crowding
distance value for each individual within a certain front Fi as the difference between
objective function values in the nearest neighbors on each side of the individual, then
summed up over all objectives. The crowding distance values for extreme solutions
(i.e., solutions with the smallest and largest function values occurring within the
front) are assigned an infinite value, which is motivated by the pursuit of diversity
and which effectively preserves them into the next generation. The front in which
they are contained should be partially discarded when a new population Pt+1 is
formed (Fig. 2).

Fig. 2. Description of Crowding Distance
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3.3 Crowded Comparison Operator ≺n

It guides the selection process by defining an ordering on Pt . Each solution in the
population has two attributes

1. non-domination rank(ir);
2. crowding distance(id).

The crowded comparison operator ≺n can be defined as
i ≺n j if ir ≤ jr and id > jd

Between two solutions with different non-domination ranks, solution having the
lower rank is preferred. If both solutions belong to the same front(having the same
rank), we prefer the solution that is located in the lesser crowded region (i.e., with
higher crowding distance value).

The crowding comparison operator guides the selection process at the various
stages of algorithm toward a uniformly spread-out Parieto-optimal fronts.

Algorithmically, NSGA-II is explained below:

step 1. Combine parent and offspring populations Pt and Qt and create Rt =
Pt
⋃

Qt . Perform a non-dominated sorting to Rt and identify different fronts: Fi,
i = 1,2, ...,etc.

step 2. Set new population Pt+1 = φ . Set a counter i = 1. Until |Pt+1|+ |Fi| < N,
perform Pt+1 = Pt+1

⋃
Fi and set i = i+ 1.

step 3. Perform the Crowding sort procedure and include the widely spread N −
|Pt+1| solution by using the crowding distance values in the sorted Fi to Pt+1.

step 4. Create offspring population Qt+1 from Pt+1 by using the crowded tourna-
ment selection, crossover and mutation operators.

Constraint Handling in NSGA-II. Consider a constrained MOOP. The constraints
divide the search space into two regions - feasible and infeasible regions. In MOOP,
all Parieto-optimal solutions must be feasible solutions. The constrained problems
in NSGA-II can be handled on the basis of dominance.

A solution i is said to constrained-dominate a solution j if any of the following
conditions is true:

1. Solution i is feasible and solution j is not.
2. Both solutions i and j are infeasible, but solution i has a smaller overall con-

strained violation.
3. Both solutions i and j are feasible and solution i dominates solution j. When

comparing two feasible solutions, the solution which dominates the other so-
lution is considered a better solution. On the other hand, if both solutions are
infeasible, the solution having a lesser number of constrained violations is a
better solution.
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4 Multiobjective Optimization

Here, we describe the evaluation criteria used in this work to evolve functions. The
first evaluation criterion used is the non-linearity nl and the second is resiliency.

We know that the bent functions have the maximum nonlinearity and for bent
functions, |Wf (λ )|= 2n/2 for all λ ∈ F

n
2. For balanced Boolean functions this ideal

bound cannot be achieved but it does suggest that a objective function that seeks to
minimize the spread of Walsh Hadamard values is well motivated. So we use first
objective function

f1 = ∑ ||Wf (λ )|− 2n/2|R,
where R ia a constant, we can take any value between [3,10].

If a function has resiliency m, then Wf (λ ) will be zero all those λ ∈ F
n
2 for which

wH(λ )≤ m. Hence, we take

f1 = ∑ ||Wf (λ )|− 2n/2|R,
for wH(λ )> m.

Let us take the second objective f2 as

f2 = ∑
λ
|Wf (λ )|,

for wH(λ )≤ m.
Now,

f1 = ∑
λ
||Wf (λ )|− 2n/2|R

for w(λ )≥ m ,
(where Wf (λ ) = ∑x∈Fn

2
(−1) f (x)+λ .x and n is the number of variables.)

So

= ∑
λ
|| ∑

x∈Fn
2

(−1) f (x)+λ .x|− 2n/2|R

= ∑
λ
|| ∑

x∈Fn
2

(−1) f (x).(−1)λ .x|− 2n/2|R

= ∑
λ
|| ∑

x∈Fn
2

(1− 2. f (x)).aλ .x|− 2n/2|R

= ∑
λ
||Mλ − ∑

x∈Fn
2

2 f (x).aλ .x|− 2n/2|R,

(where Mλ = ∑x∈Fn
2

aλ .x and aλ .x = (−1)λ .x. )
f (x)′s are binary variables(Boolean functions that have to be found.) We have

taken R = 3 for all values of m.
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Similarly,
f2 = ∑

λ
|Wf (λ )|

for wH(λ )≤ m .

So, our problem as an MOOP is given below:

minimizeF = ( f1, f2)

subject to the constraints

| ∑
x∈Fn

2

f (x)− (2n)/2| ≤ 0,

|(2n)/2− ∑
x∈Fn

2

f (x)| ≤ 0.

(∑x∈Fn
2

f (x) should be equal to (2n)/2 for balanced function).

after applying NSGA-II to the above functions and constrained and got balanced
Boolean functions with low autocorrelation for resiliency 1 and 2 for 4 and 5
variables.

5 Results and Discussion

After applying NSGA-II, we got Boolean functions having the best resiliency, non-
linearity, and algebraic degree for n = 4 and 5. These functions are given in Table 1.
A Boolean function is denoted by (n, m, d, nl), where n is the number of variables,
m is resiliency, d is algebraic degree, and nl is the nonlinearity.

Table 1. Results obtained by NSGA-II

(4,1,3,12) 0 1 1 1 0 0 0 1 1 0 0 0 1 1 1 0

(5,1,3,12) 1 1 0 1 1 0 0 1 0 0 1 1 1 0 0 0 0 0 0 0 1 1 1 0 1 0 1 1 0 1 0 1

(5,2,3,12) 1 0 1 0 0 0 1 1 0 1 0 1 1 1 0 0 0 1 0 1 1 1 0 0 1 0 1 0 0 0 1 1

6 Conclusion

We got the same best profile functions, as reported in literature [3, 5] by the
technique NSGA-II. By using multi-objective optimization(NSGA-II), we got the
Boolean functions having the same profiles as by single objective two stage opti-
mization [3]. We have shown that the multi-objective approach is an efficient alter-
native to single objective optimization approaches presented so far.
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Abstract. Effective network coverage and operational life span is key concern of 
randomly deployed Wireless Sensor Network (WSN) for performing monitoring 
function in designated region. Intrinsically, WSN consists of resource constraints 
sensor nodes. For effective coverage, it is undesirable activating all deployed set 
of nodes for getting the desired degree of coverage if the same result can be 
obtained by activating a small subset of deployed nodes for providing the sensing 
function in the concerned region. We study the problem of extending the life span 
of the sensor network for fault tolerant area coverage. The proposed  genetic 
algorithm based approach  aims to cover a sensed area with minimum number of 
active nodes and compute the maximum number of Sensing Cover Set (SCS) so 
that network  life time can be prolonged by calculating the working schedule of 
cover set. Each SCS has been assigned the cover set ID. Each SCS works for the 
specified amount of time in an alternate fashion. Simulation experiment indicates 
that genetic algorithm based approach is able to optimally partition the nodes into 
different SCS. 

Keywords: Coverage problem, Sensing cover set, Genetic algorithm, Fault 
tolerant. 

1   Introduction 

Wireless sensor nodes are equipped with limited resources which are power, 
communication and computation capabilities.  Utilization of   these resources in 
optimize fashion are key concerns in design of a sensor network. It is infeasible to 
provide continuous supply of these resources in all possible circumstances such as 
sensor nodes located in harsh terrain.  So, the replacement of depleted battery is 
not viable option in every scenario. Hence, the resource optimization is one of the 
important objectives in designing of WSN protocols.  
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A WSN consists of large numbers of autonomous sensor nodes which are 
geographically scattered in the Euclidian plane. These sensor nodes communicate 
among themselves using broadcast. These distributed sensor nodes cooperate, 
coordinate and collaborate to monitor the spatial temporal phenomena in physical 
world. Individually, the sensor nodes which are the member of the networks know 
little about the full task to be accomplished [1]. Once all the nodes work together, 
the task is accomplished. The principle aim of WSN is to sense ambient data from 
environment and send the report of the sensed data to base station for further 
processing. Effective and efficient monitoring needs good coverage of whole 
network area.  

An important problem is to identify fundamental concepts of coverage that 
apply to a class of applications. The concept of coverage can be classified in three 
categories i.e. area coverage, target coverage [2] and barrier coverage. A wireless 
sensor network is said to provide area coverage in a region if every point in this 
region is within the monitoring range of some sensor. The network is said to 
provide k-area coverage, or simply k-coverage, if every point in the region is 
within the monitoring range of at least k distinct sensors. A wireless sensor 
network is said to provide k-barrier coverage in a region if every object of interest 
is guaranteed to be detected by at least k distinct sensors before it completely 
crosses the barrier of sensors. A wireless sensor network is said to provide k-target 
coverage in a region if every target in region of interest is guaranteed to be 
observed by at least k distinct sensors. WSNs are designed to perform monitoring 
function of an area or set of targets. Each sensor has a sensing area in which any 
desired event can be sensed. The monitoring quality is solely governed by 
considered application. The higher the coverage value, the network will be more 
fault tolerant against failure of the nodes. Some application requires strict 
monitoring of designated region. Strict monitoring applications require full 
coverage of the entire area at any point in time during the life span of WSN. The 
application may further require that each point must be monitored by more  
than one sensor. In order to guarantee higher level monitoring and reduce the 
possibility of skipping any interested event, every point of the designated area 
should be covered by at least one sensor at a time instant. In essence, the main 
concern is to prolong the network life time to its fullest capacity while meeting the 
full coverage requirement as per specification of concerned application. 

Coverage in sensor networks has received significant research attention in the 
recent years. Various algorithms have been proposed by researchers for addressing 
the coverage issues. We briefly review a few well known and pioneer sensing 
coverage algorithms. Optimal Geographical Density control (OGDC) [3] is one of 
the popular coverage algorithm which aims to minimize active sensor count and 
conserve energy while providing the integrated coverage in highly dense sensor 
networks. Authors have explored the relationship between coverage and 
connectivity and prove that if the communication radius is at least twice the 
sensing radius, complete coverage of given convex area implies connectivity 
among the subset of working nodes. This is a distributed and localized solution of 
the 1-coverage problem. In [4], author has addressed the target coverage problem 
and aims to maximizing the network life time by scheduling the sensing activity of 
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the sensors. The simplified genetic operation and forwarding encoding scheme has 
been used to reduce the total number of operations. The effect of the sensor 
redundancy has been analyzed but this has not been incorporate in the design of 
fitness function.  To exploit the redundancy within the cover set, paper proposed 
different kind of transition schedule. But this has not been in cooperated in the 
fitness function design.  

In this paper, Genetic Algorithm (GA) based scheme is proposed, to address 
key concern to maximize the network life time with fault tolerant requirement 
specified by the application. The proposed solution gives the maximum SCS out 
of the deployed sensor nodes. This ensures the longer operational lifetime of the 
network. Each cover set contains near optimal number nodes which meet the 
desired coverage degree requirement.  

The remainder of this paper is organized as follows: Section 2 describes problem 
definition, assumptions and contributions. Section 3 highlights some of the 
previous related works. Section 4 gives proposed solution; illustrate the mapping of 
sensor coverage problem to genetic algorithm. In Section 5 simulation results are 
analyzed. Finally, conclusion of our research and possible future directions are 
given in Section 6. 

2    Problem Definitions and Contribution 

2.1   Coverage in WSN 

Coverage problem is one of the fundamental issues in a WSN. In any coverage 
problem, we address the following issues: (a) deployment problem (b) the 
selection of minimum number of nodes to cover ROI (c) finding the maximum 
number of disjoint cover set to maximize the network operational life time. 
Normally, density of deployment is high in WSN applications than required 
degree of density to monitor the region for user defined degree of coverage. In 
such a random deployment, there is high probability of presence of redundant 
nodes. The minimum number of nodes is selected out of deployed number of 
nodes using specific algorithm to carry out the sensing task and rest of the nodes 
go to sleep mode to preserve the energy. The sleep active switching of nodes 
should take place in such a fashion that connectivity among the nodes is ensured. 
This fulfills two requirements; monitoring of whole area and reporting of the 
sensed data. 

2.2   Problem Definition 

Given a convex rectangular region, it is required to partition deployed set of 
sensors into various sensing cover sets and schedule their working interval so that 
requested degree of coverage requirement can be fulfilled by these sensing cover 
set (SCS) and the operational life time of the network is maximized. 
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Definition 1: (Convex Region of Interest): If  two considered  points fall in the 
ROI and the straight line connecting  theses two points  completely falls inside the 
ROI, the ROI is called convex region. 

Definition 2: (Sensing Cover Set): Each subset of deployed sensor nodes that can 
satisfy the desired coverage requirements needed by application is called SCS.  

2.3   Contribution  

The contributions of this work are as follows: 

• We have designed grid based coverage scheme. 
• We based our approach on the Euclidian distance of grid corners with 

centre the sensors. If all centre of a small grid fall inside of a grid, this 
means grid falls inside the considered sensor. 

• We have proposed a GA based coverage approach for selecting the 
minimum number of sensors to cover the monitored region and finding the 
maximum number of sensing cover set to increase the network operational 
time with desired fault tolerance specified by application. 

• We have proposed the switching criteria among the sensing cover sets.  

3   SCS Determination  

3.1   Assumptions  

To address the coverage problem, we made some realistic assumption in our work. 

• The communication radius of a sensor node is twice of the sensing radius. 
We have taken the assumption to maintain the integrated coverage.  

• We have used the Boolean disk sensing model for simplicity. Any event 
which take place within the sensing radius of a specific sensor. The event is 
captured by that sensor with 100% probability and any event outside the 
sensing radius is not detected by the sensor. 

• The node knows its own location in region of interest. Sensor nodes can use 
any localization techniques to know their relative locations. 

 
Definition 3: (Sensing Area):  The area which lies within the sensing circular 
radius of a sensor node is called sensing area of that sensor node. The sensor node 
can detect any event in this area when sensor node is in active state. 

 
Definition 4: (K-coverage): A region of interest (ROI) is said to be k-covered if 
any location point in the region is monitored by k distinct sensors. Its coverage 
degree is not less than k, which is required degree of coverage by any specific 
application. 
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Fig. 1. Sensing area of a sensor node 

Definition 5: (Initial deployment computation): The minimum number of the 
node required to cover the given rectangular region for requested degree of 
coverage by specific application is called the minimum deployment rate. The 
number of sensor required for k coverage in a rectangular region with dimensions 
L and W can be given as [5] ML W = k √  (1) 

Where, R denotes the sensing radius of a sensor. 
 
Theorem: The region of interest (ROI) can be represented by virtual grids. The 
initial deployment of sensor nodes provides desired k degree of coverage. This 
means every grid is fully covered by minimum k distinct sensors. If the area 
requires single degree of coverage, the maximum number of possible disjoint 
SCS’s which can provide one degree of coverage is k.  The maximum number of 
disjoint SCS’s is one if coverage requirement in the area is k. 

3.2   Detailed Description of Algorithm 

In the deployment phase, nodes are deployed randomly in the area to be covered. 
After completion of deployment process, all nodes learn their location coordinate 
and send their location information to the base station. ROI is represented by the 
virtual grid. If all grids in the region are covered by the k-sensors, the region is k-
covered. If all deployed sensors are activated, the whole area (all grids) must be 
covered by k-sensors. If the area is not k-covered, initial deployment of nodes fail 
to achieve the deployment objective. Additional deployment is needed in this 
scenario to obtain desired coverage. The base station creates node location 
database and grid database. The base station executes the proposed algorithm. The 
algorithm takes the following inputs (a) the data base of the node co-ordinate (b) 
dimension of the rectangular region (c) size of the grid. The algorithm generates 
the output in the form of disjoint cover sets. The element of the SCS is mutually 

Sensing   Area   
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exclusive and disjoint. Each node contains the identifier of sensing cover set 
number. The coverage problem is formulated and mapped in genetic space. Initial 
population size of chromosome is 10. The deployed set of sensor is represented in 
the form of gene. If the deployed number of nodes are N, the number of gene in a 
chromosome will be N.  

3.3   Initialization of Population 

The deployed sets of nodes cover the entire region successfully. This guarantees 
that all nodes altogether forming at least one SCS. Each gene in a chromosome is 
mapped to a sensor in the ROI. The gene values are initialized to one in each 
chromosome. This indicates that all deployed nodes are member of single SCS.  
Now partitioning process of initial SCS begins which divides SCS into different 
SCS which can provide k-coverage. The construction process of subsets takes 
place in iterative fashion. In first pass, a node which covers the most uncovered 
portion of ROI is added into SCS. At the end of first pass, a connected node subset 
is computed and this subset provides user specified coverage degree in monitored 
region. The value of the gene of this subset is set 2.  First pass divides the CS in 
two subsets.  All genes whose value is 2 belong to first subset and rest of genes 
whose value is 1 belongs to second subset. In the second pass, the subset whose 
gene value is 1 in first pass is explored to find another subset out of this subset. 
This leads to further partition of the current subset. This process is repeated after 
successful completion of second pass to explore the possibility of the further 
partition. This process continues until the termination criteria are not met. 
Following conditions form the termination criteria: 
 

• N |SCS | |SCS | |SCS | >   
• The coverage provided by number of nodes N | |  is not 

sufficient to form a cover set.  =  

After completion of all passes, the algorithm gives a set of subsets as output. Each 
subset consists of nodes whose gene value is same. This set consists of the disjoint 
subsets which can provide the k-coverage in the ROI independently except the 
subset whose gene value is highest. The highest gene value subset may provide 
complete or incomplete coverage.   

3.4   Evaluation of Fitness Function 

The designing of the effective fitness function is key element because it governs 
the direction of exploration in the search space. An effective fitness function must 
provide the adequate information so that it can guide towards good candidate 
solution. The formulation of the fitness function is essentially problem specific. 
The fitness function of k-set cover problem [6] is normally defined as the total 
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covers count.  This definition does not account the amount of redundancy within a 
cover set and does not give the precise clarity of fitness of a chromosome. This 
redundancy effectively reduces the cover count. One way of measuring the 
redundancy is to find the grid redundancy (GR) in a cover set. The fitness function 
of a chromosome  in the population is defined as F = W + W + W + + W + W    (2) 

Wi  is weight of the  ith  subset in a chromosome Ci. The value of Wi is defined as 
follows: 

= 1                                            < 50%0.9                         50%  75%0.8                                            > 75%  (3) 

 %  =   .         100 
 

The suitability of a chromosome is judged by its fitness value. The higher fitness 
value of a chromosome provides the indication that chromosomes contain higher 
number of subset. If the fitness values of two chromosomes are equal, the tie 
between chromosomes is resolved by getting better insight about incomplete 
subset. The chromosome with larger percentage coverage in the incomplete set is 
declared the winner.   

3.5   Selection of Chromosomes and Cross Over 

After the initialization phase is over, two chromosomes are randomly selected out 
of the given population. One to one mapping of two selected chromosome is done. 
One to one comparison of genes is carried out. The selection of gene which should 
be copied to offspring chromosome is decided by coin flipping.  If heads come, 
the gene form first chromosome is copied to offspring chromosome otherwise first 
gene of second chromosome is copied. This process continues until genes  
in chromosome are exhausted. The output of cross over phase is offspring 
chromosome. Two chromosomes out of three chromosomes (two parents and one 
offspring) are selected based on fitness criteria to go into next generation. This 
ensures next generation population is better. This process is repeated for whole 
population and in end; new population of original size is obtained as output. 

3.6   Mutation 

We simply perform the bitwise mutation. The gene is mutated by flipping a coin 
with some mutation rate. The need of mutation is to create the string in the 
neighborhood of the current string, thereby achieving the local search around the 
current solution. The mutation is also used to maintain the diversity. After 
termination of GA algorithm, we get 10 chromosomes as output. We select best 
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chromosome according to fitness function criteria. From the best chromosome we 
can extract the output in the form of sensing cover set SCS1, SCS2, SCS3, …, 
SCSn, SCSn+1 are complete Sensing Cover Set. The GA gives final output as 
Cover Set (CS) which is the set of all sensing cover set (subsets). The element of 
CS is mutually exclusive and each set contain optimal number of elements. 
 = | | | … | |  

4   SCS Scheduling  

Each SCS of a cover set has been assigned unique set identifier which is called 
Sensing Cover Set Identification (SCSID) number.  All nodes of single SCS bears 
the same SCSID number.   The base station takes the scheduling decision and 
informs the nodes of their SCSID number and its schedule through a broadcast 
message. In this manner nodes know their SCSID number and allotted period of 
its sensing activity. The span of time during which a SCS is scheduled to carry out 
its monitoring activity is called working time of SCS. The working time is denoted 
by Tw .After the timeout of current SCS Tw, next scheduled SCS gets activated to 
monitor the area. The calculation of Tw is based on the battery power of a node. 
This dictates the working duration of each cover set without compromising the 
monitoring quality. 

 
Table 1. SCSID number and SCS 

 
 
 
 
 

 
 

                             
A cover set is discarded if the cover set is no longer able to provide the required 

degree of coverage. This happens when the residual energy of node falls below a 
certain threshold. To gauge this condition, the energy decay profile of the node 
must be monitored by the base station. These nodes send their energy status 
embedded in the sensed data forwarded to the base station. 

The base station creates the residual energy map of the active sensing cover 
set. From this residual energy map, base station is able to predict the time to sleep 
which is periodically updated. If the time to sleep is less than a predefined time 
period, a broadcast message is triggered by the current active SCS to switch off 
and next designated SCS to switch on and take over the  monitoring responsibility. 
This takeover time is finite and depends on the node wake up time etc. This 
scenario is shown in figure 2. 

 

A1 A2 A3 … An 

SCS1 SCS2 SCS3 … SCSn

SCSID Number  

SCS 
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Fig. 2. Schedule of Sensing cover set and Switching 

5   Simulation Results and Discussion  

5.1   Simulation and Configuration 

In our simulation, sensor field is represented by a grid. ROI is 400 m2 squared area 
which is divided into 100 uniform square grids. Each grid has the same length of 
2m, and all nodes are equipped with equal sensing radius. The nodes are randomly 
deployed and their location coordinates are generated as a real number in [0, 20]. 
A fair distribution of nodes throughout the simulation area has been achieved. The 
sensing radius and the communication radius which is twice that of the sensing 
range, of nodes to ensure the network connectivity. Therefore, the communication 
range is set as 12 m and 16 m. 

GA setting: In our experiments, we employed the binary coded standards GA to 
represent the chromosome. The GA consists of the following components: the 
random number generation units, fitness unit, random selection, cross over and 
mutation unit. Single point cross over operation of the rate 1 was employed. 
Mutation operation is used to restore the genetic diversity lost during crossover 
and reproduction. We have employed the mutation rate 0.01. 

5.2   Performance Metrics, Experiments and Results Discussion 

Coverage Ratio: Coverage ratio is defined as the ratio of the number of grid 
covered by each SCS to the total number of grids in the monitored area.   = .    N .   

The coverage ratio is one of the prime metric to evaluate the performance of any 
coverage algorithm. We have considered 100% as performance metrics.  

Time Line 

SCS1 SCS2  SCS3 

 Take Over time 

 SCSn 
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Node Count in Cover Set: The lower node count in a cover set; lower the 
redundancy within the cover set. Redundancy within the cover set reflects the 
lower cover set count. This directly affect the network life time.  

SCS Count: The higher the cover set count, the higher will be life time of the 
network. Thus, finding the high number of set cover is one of the desired 
characteristics of a good coverage.  
 

Experiment 1: In this experiment, we evaluated the 1-coverage of the network 
achieved using the proposed algorithm. Since this algorithm divides the nodes into 
mutually exclusive and disjoint sets, we plotted the sensing cover set count for 
sensing radius 6 m and 8 m. The result is obtained by simulating the algorithm 15 
times. It can be observed from Fig. 3 that it requires approximately 20 nodes with 
a sensing radius R = 6m to cover a 400 m2 area whereas the same number of nodes 
with R=8m are able to provide a minimum 2-coverage resulting in two SCS. 
Moreover, as the node density increases, the number of SCS with higher sensing 
radius nodes increasing sharply as compared to nodes with lower sensing radius 
even though the increase in number of SCS is linear in both the cases. As the 
number of nodes increase, the number of SCS number increases steeply with 
R=8m. When the number of nodes is around 120, there is no further increase in 
SCS even though there seems to be no plausible reason for the same. 

 

Fig. 3. Plot showing the cover set count for K=1 

Experiment 2: In this experiment, we varied the number of deployed nodes in 
monitored area. We evaluated the number of cover set for fix coverage degree K = 
2 for sensing radius value 6 m and 8 m. 

 

Fig. 4 shows that it requires approximately 20 nodes to cover a 400 m2 area and 
no fault tolerance is achieved both nodes with R=8 or 6m. However, as the number 
of nodes increase, the nodes with greater sensing radius are able to form two SCS 
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while sensors with lower sensing radius form just one SCS. As expected, with 
further increase in number of nodes, the number of SCS increases monotonically 
for both types of sensor nodes. 
 

 

Fig. 4. Plot showing the cover set count for K=2 

Experiment 3: In this experiment, we evaluated the number of  sensing cover set 
for  sensing radius 6 m and 8 m with coverage requirement K = 3. We varied the 
deployed number of nodes ranging from 25 to 150.   

 

Fig. 5. Plot showing the cover set count for K=3 
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When 25 nodes were deployed, the nodes of both the sensing radii provided K= 
3 coverage. This meant that nodes with R = 8m has inherently higher redundancy 
even though only one complete SCS was formed. Fig. 5 prove this observation to 
be correct as the number of SCS increases quickly with the increase in node 
density for nodes with R=8m. The SCS count does not, however, increase for 
R=6m. As expected, the SCS count for both the node types increases slowly as 
large number of nodes are required for k=3 coverage and the increase in SCS 
number is quite low even when the number of nodes increase beyond hundred. 

6   Conclusion and Future Work 

In this paper, we have considered grid based sensor network in which nodes are 
placed over 400 m2 squared region. We have presented a genetic algorithm for 
area coverage with fault tolerance requirement. We have considered the 
redundancy within cover set for designing suitable and effective fitness function. 
This exploitation of redundancy within cover set improves the cover set count. 
This leads to prolonged system life time. One possible direction of future work 
would be to present fault tolerant area coverage problem with energy analysis at 
node level as well as   network level. 
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Abstract. Supply chain management is a very dynamic operation research prob-
lem where one has to quickly adapt according to the changes perceived in envi-
ronment in order to maximize the benefit or minimize the loss. Therefore we  
require a system which changes as per the changing requirements. Multi agent 
system technology in recent times has emerged as a possible way of efficient solu-
tion implementation for many such complex problems. Our research here focuses 
on building a Multi Agent System (MAS), which implements a modified version 
of Gravitational Search swarm intelligence Algorithm (GSA) to find out an optim-
al strategy in managing the demand supply chain. We target the grains distribution 
system among various centers of Food Corporation of India (FCI) as application 
domain. We assume centers with larger stocks as objects of greater mass and vice 
versa. Applying Newtonian law of gravity as suggested in GSA, larger objects at-
tract objects of smaller mass towards itself, creating a virtual grain supply source. 
As heavier object sheds its mass by supplying some to the one in demand, it loses 
its gravitational pull and thus keeps the whole system of supply chain perfectly in 
balance. The multi agent system helps in continuous updation of the whole system 
with the help of autonomous agents which react to the change in environment and 
act accordingly. This model also reduces the communication bottleneck to greater 
extents. 

Keywords: Multi Agent Systems, Supply Chain management, Particle Swarm 
Optimization, Gravitational Search Algorithm, Food Corporation of India. 

1   Introduction 

Supply chain management can be defined as “a goal-oriented network of 
processes and stockpoints used to deliver goods and services to customers” [1]. 
Science of supply chains deals with an array of suppliers, plants, warehouses, cus-
tomers, transportation networks and information systems that make up actual 
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supply chains. But to study it we must break the overall complexity to a level 
which is relevant to the task at hand. We must define the application domain and 
then address the issues which are most important. In the above definition 
processes represent activities involved in producing and distributing goods or ser-
vices. On the other hand stockpoints in this definition refers to the locations in 
supply chain where inventories are held. Finally processes and stockpoints are 
connected by a network describing various ways in which goods can be supplied 
through the chain. Supply chain has four levels of decision classification hierarchy 
- strategic, tactical, operational, and real time level, where strategic level is the 
most important among these, dealing with the resource assignment, goods move-
ment, location of facilities to make it cost effective etc [2]. Success rate at other 
levels depend heavily on the decisions taken at this levels. However, the decision 
making is a difficult process as it involves the resolution of complex resource al-
location and scheduling problem involving selection of different available stake-
holders. According to the findings of Beamon [3], and Amiri [4], finding the best 
solution for supply chain management is NP-hard problem, so it must be strategi-
cally dealt with, on case to case basis developing efficient methodology that can 
find out the optimal or near-optimal solution in minimum computational time. 

Over the last decades, research community has shown greater interest in  
analyzing natural phenomena and mapping their models to find out optimized so-
lution for high-dimensional search space cases.  Scientists have adopted various 
meta-heuristic methods like Genetic Algorithm [5], Simulated Annealing [6], Ant 
Colony Search Algorithm [7], Particle Swarm Optimization [8] etc. and shown 
that these algorithms are able to find efficient solution of complex computational 
problems like pattern recognition [9], image processing [10], filter modeling [11] 
etc. As like any other heuristic method, these algorithms do not promise to provide 
the most accurate and best solution for the problems but try to give the most opti-
mized one, again on the case to case basis. So applying a new optimization algo-
rithm on an untested domain is always an open problem.  

In this paper we discuss the results of applying a relatively new swarm optimi-
zation algorithm, the Gravitational Search Algorithm (GSA) [12] in supply chain 
management domain. We have modeled the software application using multi agent 
system where intelligent agents autonomously take decision according to the 
changing environment and adapt to the perceived needs. In the following section 
we describe the relevance of GSA and Multi agent system in finding the solution 
of supply chain problem. Later we explain the problem structure with a mathemat-
ical model for the proposed clustering algorithm. Finally we end with implementa-
tion details and further scope of the research work. 

2   Combining Multi Agent Technology with Swarm 
Optimization 

Particle swarm optimization (PSO) is an evolutionary computational technique 
used for optimization motivated by the social behavior of individuals in large 
groups in nature [13]. Scientists and technicians have used different approaches to 
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understand how such algorithms works and applied variations to optimize a large 
number of real life problems. They have been able to solve a variety of engineer-
ing problems, but fine tuning the PSO parameters as well as finding general  
criteria applied to all problems remains a major challenge. Thus we focus on a 
particular problem and try to find the best algorithm which is well suited to its  
requirements.  

2.1   Why GSA Is Relevant in Supply Chain Management 
Problem? 

Swarm based algorithms use a collection of agents like ants or honey bees and 
perform parallel search with multiple starting points.  Each member carries out its 
intended operation with a target to maximize respective utility function, and shares 
its information with others. These operations are normally very simple, but their 
collective result produces astonishing results. This phenomenon in which local in-
teraction between agents produce a global result facilitating the system to solve a 
problem without involving any central authority is known as swarm intelligence 
[14]. Gravitational Search Algorithm (GSA) is also a particle swarm optimization 
algorithm which works on the Newtonian laws of Gravity: “Every particle in the 
universe attracts every other particle with a force that is directly proportional to 
the product of their masses and inversely proportional to the square of the distance 
between them” [12]. It has found a good number of interested audiences albeit be-
ing relatively new. Just like other swarm intelligence techniques, it also models 
the laws of nature to find out an optimized solution to a non linear and dynamic 
problem domain. In the GS algorithm, each entity is considered an object whose 
performance is measured by the mass it carries. All objects attract each other by 
gravitational force which causes global movement towards objects of heavier 
mass. As heavier masses move slower than lighter ones, this creates virtual clus-
ters representing better solutions. For the case of supply chain management, we 
assume all stakeholders including producer, consumer, supplier, warehouses, stra-
tegic partners, vendors, and haulers etc, as objects with some respective masses. 
We divide these stakeholder in two groups i.e. suppliers and customers. One can 
be supplier at some point of time and customer at other. Although we do not con-
sider the demand part of the SCM process, if we focus on calculating the total cost 
of moving goods from a supplier to a customer, we can simulate a major part of 
the whole process of supply chain management. Cost of moving might include 
purchase price, cost of quality, inventory losses, transportation costs and any other 
factor which directly or indirectly affects the amount of money the customer has 
to shed. Thus suppliers act as objects of heavier masses or stars and customers im-
itate objects with lower masses, creating planetary systems revolving around stars.  

2.2   Multi Agent System Representing the Complete Supply Chain 

A rational agent is defined as an agent, which has clear preferences, models uncer-
tainty via expected values, and always chooses to perform the action that results in 
the optimal outcome for itself from among all feasible actions [15]. A coordinated 
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group of rational agents form the basis of multi agent system. Multi agent system 
is based on the assumption that agents coordinate among each other with the vi-
sion of achieving a common global goal. Referring the goal to be global is impor-
tant here as individual agents have only local knowledge and thus local goals. But 
the agent system as a whole strives for one particular target to achieve. So what-
ever be the individual motives of agents, it should add an extra step towards the 
combined target of system and this is the raison d’être of these agents [16]. When 
an event happens each agent cooperates to organize a collaborative group to solve 
the problem. Agents communicate among the nearest of neighbors thus eliminat-
ing number of communications and form virtual clusters. In supply chain  
management (SCM) also, more and more consumers collect towards a prominent 
supplier thus forming some kind of demand supply cluster, where demands of 
consumers are fulfilled by nearest of supplier. Thus MAS presents an intuitive me-
thod of demand supply chain implementation in which each agent represents one 
or other real life entity participating in the whole process.  

Many preceding studies have considered multi-agent system as the most suited 
way to solve complicated problems under the diverse environmental dynamisms 
[17][18]. A number of researchers have also successfully applied the multi agent 
technology for manufacturing, supply chain management, planning, scheduling, 
and control [19]. Their studies mainly focused on making better manufacturing 
system using an agent technology for automation and efficiency in the process 
planning and scheduling. Also, there are representative studies that have used 
MAS in developing intelligent manufacturing supply chain management systems 
e.g. the AARIA (Autonomous Agents for Rock Island Arsenal) project of Intelli-
gent Automation company [20], ABCDE (Agent-Based Concurrent Design Envi-
ronment) system developed by KSI (Knowledge Science Institute) of University 
of Calgary [21], a virtual manufacturing agent made by LIPS institute of the  
University of Texas at Austin [22] and MASCOT (Multi-Agent Supply Chain 
cOordination Tool) agent of Intelligent Coordination and Logistics team of Carne-
gie-Mellon University [23].  

In the SCM problem, GSA with multi agents system is intuitively the most 
suited method of implementation. Every participating entity either a consumer or 
supplier is represented by an agent. Every agent carries some mass. All heavier 
agents are supplier and lighter ones are consumers. As the problem under consid-
eration is the distribution among centers of Food Corporation of India (FCI), mass 
determines the total amount of food grains one center has in its stock. A center can 
be at the same time supplier for one type of agricultural produce (e.g. wheat) and 
consumer for some other type of grains (e.g. rice). Thus effective mass and gravi-
tational pull is context dependent.  

3   FCI Distribution System and Methodology 

Food Corporation of India (FCI) was established to fulfill the objectives of pro-
curement of agricultural products, its storage, movement, export if asked, disposal 
in case of excess amount, and quality control. FCI has five zones with each zone 
having its member state representing region.  
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Fig. 1. Hierarchical structure of FCI collection and distribution centers. North zone itself 
has 54 district centers in total involved in the procurement and other food management  
activities. 

For example, North zone of FCI has eight regions namely Delhi, Haryana, HP, 
J&K, Punjab, Rajasthan, UP and Uttarakhand regions as depicted in the Figure 1, 
which in turn have 54 district centers. Punjab & Haryana Regions are the major 
surplus states as far as production/procurement of food grains is concerned. More 
than 90% stocks of these supplier states are moved to other parts of the country 
[24]. Apart from FCI the other major agencies involved in storage and warehous-
ing of food grains in public sector are Central Warehousing Corporation (CWC) 
and 17 State Warehousing Corporations (SWCs). For procuring food grains from 
farmers, FCI creates nodal centers where it purchases at a price fixed by the Gov-
ernment. It is then sent to respective region’s storage centers or warehouses. Every 
warehouse has a minimum requirement as well as maximum capacity.  

With the broad requirements clear about FCI and its supporting agencies, we 
can model the whole distribution system as MAS. An agent in our system 
represents a district center of FCI. As there are 54 district centers in North Zone, 
so there will be 54 agents corresponding to them. Each agent thus would have a 
minimum requirement, i.e. a minimum amount of particular food grain, which it 
has to maintain as reserve at any given instance. This reserve is decided on many 
factors like, Government of India policy on food security, type of food, population 
of the region, requirements for the region in near future, rate at which food is be-
ing consumed in public distribution system, state rules etc. Any amount of food 
above this reserve level is assumed to be surplus which can be sent to other agents 
in the system if required. Thus we can clearly differentiate between supplier and 
consumer at any point of time using following definition: 

Supplier: An agent which has food grains in excess of its set reserve amount and 
any point of time. 

Consumer: An agent which has food grains below the decided reserve at an in-
stance of time. 

 

Food Corporation of India 

North East South Zone East Zone West Zone North Zone

Delhi Haryana UP 

Uttarakhand 

Punjab 

J&K RajasthanHP 
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Fig. 2. Broad functionality and objectives of FCI and its supporting agencies like Central 
Warehousing Center, State Warehousing Center and Public Distribution Centers.  
Source: Food Corporation of India [24] 

As this definition is dependent on time and type of food grain, any agent can be 
a supplier for one type and consumer for other type of food grains at the same 
point of time. Two reasons can be visualized for automatic redistribution of food 
grains between centers: first, when a center needs it because it has receded below 
its reserve or when a center has accrued more than what it can efficiently manage. 
Both of these cases prompt their representative agents to autonomously act in case 
such scenario is perceived in the environment. Though FCI has its structural limi-
tations and boundaries, we assume it to be free from any such regulations. Al-
though we do suggest a priority queue for suppliers in which higher priority must 
be given to consumers of the same zone or state rather than a consumer of differ-
ent zone. Figure 2 gives a broad idea of the levels at which different agencies 
work and how food grains purchased from farmer reaches household. 

4   The Mathematical Model 

Each participating physical entity in this supply chain system is represented by an 
agent. There are agents for zonal offices, regional states, district centers, nodal 
centers, storage warehouses, and purchase centers. Out of these, any agent can be 
supplier or consumer depending on the resources it owns. A consumer is consum-
er till it has requires food grains to achieve a particular target level referred to as 
set reserved limit. It is decided by an array of parameters namely, type of food 
grain, near future requirement prediction, number of Public Distribution Centers 

Farmer 
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(PDCs) it caters, geographical area this agent covers, positional importance, and 
minimum food reserves it has to maintain (decided as a policy matter by govern-
ment, hardcoded but can be changed if needed).  

In GSA, initially the system is considered a randomly distributed isolated space 
of masses (agents). Each agent carries some mass and in gravitational system, 
every object gets attracted by gravitational pull of another object. In our system 
we do not assume an agent to move. Rather we assume that whichever supplier 
exerts greatest force of attraction on consumer will be the first one to attempt in 
fulfilling its requirements.   

At a time ‘t’ we define force acting on a consumer mass ‘Mc’ from a supplier 
mass ‘Ms’ to be 

                                  ( ) = ( ) ( )× ( )
    (1) 

Where, 

• Fij(t)  = Force of attraction by a supplier and consumer at time t. 

• Mc(t) = Mass of Consumer at time t  
 = Amount it can supply  
 = Reserve limit – Current Stock 

• Ms(t)  = Mass of Supplier at time t 
 = Amount it needs  
 = Reserve limit – Current Stock  

• Gc(t)  = Urgency factor, initially set randomly between 0 to 1. In-
creases with time. 

• R  = Possible cost incurred in supplying food grains per unit to the 
consumer. 

An agent can be attracted by another agent by a positive force of attraction. 
Putting a minus sign in equation 1 ensures that no two consumers or suppliers are 
attracted towards each other.  

Unlike the traditional gravitational search algorithm proposed by [12] we have 
made some changes in our algorithm. We consider the attracting force to be one 
dimensional only. We were thus able to eliminate the possibility in which multiple 
smaller suppliers could collaborate and exert greater force than a single large sup-
plier. In this case combined force could take a consumer to cluster of smaller sup-
pliers but do not consider the cost incurred in multiple smaller transportations. We 
have also set R to be the cost incurred per unit where, 

                                                    1/     (2) 

As cost increases attraction between supplier and consumer decreases though it 
never becomes zero as is the case in gravitational forces of nature as well. Gravita-
tional constant Gc is initially randomly set as the urgency factor defining how ur-
gent is the need of this particular customer. As food is supplied to it and need  
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decreases, value of Gc also changes with time. Thus it is a function of initial value 
G0 and time t: 

                                                ( ) = ( , )       (3) 

Masses of individual agents are also dependent on time t. As supply starts, the to-
tal available stock of both consumer and supplier change. This changes the respec-
tive masses and thus mutual force of attraction is also decreased. If there are N 
agents, position of an agent is defined in 2-dimensional space as:  

                                = ( , )  = 1,2, … ,      (4) 

When agents attract each other they tend to move towards each other in the virtual 
space. This movement is not reflected in the real scenario nor has any physical 
significance. Maximum closeness between two agents during clustering phase is 
restricted to sum of their radii.  

5   Implementation and Result Discussion 

Application simulation is divided in two phases. First one is the clustering phase 
when we form virtual clusters of supplier consumer agents depicting some kind of 
planetary system in which supplier is the star and consumer are the planets revolv-
ing around it. As the clustering phase starts, agents get attracted towards those of 
greater mass and their respective Euclidean distance decreases. When clustering 
ends each supplier is attached with many consumers as shown in Figure 3. If the 
supplier has enough capability to fulfill demands of more than one consumer it 
must decide which consumer to cater first. Thus every supplier creates a priority 
queue on the basis of first hierarchical boundaries of FCI and then in the decreas-
ing order of consumers’ urgency factor. Hierarchical boundaries are important 
here as we assume an agent will cater to the needs of its state prior to sending  
 

 

Fig. 3. Initially all agents are scattered in the search space and are attracted by more than 
one supplier. But they move closer to the one which has greater force of attraction forming 
virtual clusters. 

B

A

B

A
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grains to neighboring state. Providing autonomy to the agent system, we assume 
that if a consumer finds a supplier ‘A’ in neighboring state providing cheaper food 
than agent ‘B’ in the same state it will approach ‘A’ rather than ‘B’ as long as both 
states are in same zone of FCI. 

Actual supply of goods can only be realized physically and once it is approved 
and done, agents’ information must be updated manually. As the system itself no-
tifies, how much food is to be provided by a supplier to the consumer; it can au-
tomatically update its inventory after approval. Once the inventory is updated,  
effective mass of both supplier and consumer changes. Agents that were customer 
for some time but their needs have been satiated will move out of the SCM 
process and similarly an agent that was a supplier for some time but its excess 
mass is already shed, will also exit the system. This behavior is perfectly 
represented by multi agent system as MAS gives autonomy and intelligence to its 
agents to participate in the process as long as required or leave the environment 
whenever deemed necessary.  

There is no need of a centralized command to dictate the centers which must be 
catered. Agents automatically form collaborative supplier-consumer clusters and 
cater to the needs of each other thus removing the bottleneck of central node. 
Number of consumers and suppliers as a given time can be generated using Pois-
son distribution. As soon as a center becomes consumer the representative agent 
passes on its identification and requirement message to its immediate neighbors 
which in turn pass it on to their respective neighbors and so on. With the one hop 
communication channel, agents do not need to broadcast requirement to whole 
network thus reducing burden on the network. All the supplier agents respond 
back with their identification and availability. When consumer receives response 
of a supplier it refers to the database in order to fetch supplier information like lo-
cation, state, zone, modes of transportation, price of grain and any other con-
straints based on which the final cost is calculated.  It calculates the attraction 
force using equation 1 and updates this agent as the global best. A consumer also 
maintains list of suppliers for as soon as new supplier comes up, the queue is re-
shuffled and new global best is updated if required. In case one supplier is not able 
to fulfill the requirement, consumer will approach the next in queue without pro-
nouncing its need again on the network.  

6   Conclusion 

The current system can be implemented for very large scale real life demand 
supply chain management. This system can be applied to observe the pattern of 
product usage, to find out high demand zones, or the consumption rate of an area. 
It can also draw out the reliability factor of a supplier and cost to benefit ratio for a 
product. This system can also help organizations in evaluating needs of customer 
and adapt accordingly. 
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Abstract. With the enormous growth of the Internet and Agent-based E-
commerce, online trust has become an increasingly important issue. The fact that 
multi-agent systems are vulnerable with respect to malicious agents poses a great 
challenge: the detection and the prevention of undesirable behaviors. That is the 
reason why techniques such as trust and reputation mechanisms have been used in 
literature. In this paper, we propose a fuzzy trust model for argumentation-based 
open multi-agent recommender systems. In an open Agent-based Recommender 
System, the goals of agents acting on behalf of their owners often conflict with 
each other. Therefore, a personal agent protecting the interest of a single user can-
not always rely on them. Consequently, such a personal agent needs to determine 
whether to trust (information or services provided by) other agents or not. Lack of 
a trust computation mechanism may hinder the acceptance of agent-based tech-
nologies in sensitive applications where users need to rely on their personal 
agents. Against this background, we propose an extension of the basic argumenta-
tion framework in Agent-Based Recommender Systems to use the fuzzy trust 
within these models for trustworthy recommendations. 

Keywords: Intelligent Agents, Recommendation Agents, Trust, Argumentation 
Framework, Fuzzy logic. 

1   Introduction 

Recommender systems (RS) have evolved in the last years as tools to assist users 
in a variety of computer mediated tasks by providing guidelines or hints. At the 
same time, the emergence of large E-commerce sites has highlighted several prob-
lems regarding issues of trust and deception in these markets. The lack of informa-
tion about the background, especially the trustworthiness of the participants causes 
a lot of mistrust among participants [1]. The fact that open multi-agent systems are 
vulnerable with respect to malicious agents poses a great challenge. Therefore, 
trust is an especially important issue from the perspective of autonomous agents 
and multi-agent systems. The premise behind the multi-agent systems field is that 
of developing software agents that will work in the interests of their “owners”, 
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carrying out their owners’ wishes while interacting with other entities [3, 7]. In 
such interactions, agents will have to reason about the degree to which they should 
trust those other entities. Consequently, such a personal agent needs to be able to 
reason about trusting (information or services provided by) other agents [4, 9].  

The paper is organized as follows. In Section 2, we discuss related work and 
section 3 presents the argumentation framework in IBR. In Section 4, the core idea 
of our approach, i.e., a combination of a fuzzy modeling technique is applied to an 
argumentation framework for Interest-Based Recommendation (IBR) is presented 
for making trustworthy decisions. Later section describes the concept with the 
help of a walk-through example to motivate our approach. Finally, section 6 con-
cludes the paper and gives directions for future work. 

2   Related Work 

Trust is an approach for measuring and managing the uncertainty about autonom-
ous entities and the information they deal with. As a result trust can play an impor-
tant role in any decentralized system. Trust is especially an important issue from 
the perspective of autonomous agents. Several algorithms have been devised to 
confront the problem of estimating trustworthiness by capturing past experiences 
in one or two values to estimate future behavior. At any rate, these approaches do 
not provide human readable information about these decisions. Therefore, the core 
idea of the approach in [8] was to present a unique combination of a fuzzy rule 
opponent modeling technique and a solid argumentation framework was applied to 
the process of making trust decisions supported by rational explanations. Also, the 
work by [6] presents a first approach towards the integration of web-based re-
commender systems with a defeasible argumentation framework. The goal was to 
incorporate argument-based qualitative inference and trust in RS to enhance its 
reasoning capabilities. A novel recommendation-based trust model [10], utilizes 
the theory of collaborative filtering and ant colony optimization, and includes two 
indexes of trust scenario similarity and propensity to trust similarity. Recently, [5] 
proposed fuzzy computational models for both trust and reputation concepts. Re-
ciprocity and experience were used for trust modeling while the reputation model 
is a fuzzy extension of beta reputation model. In this direction of research, the 
proposed work in this paper investigates the combination of trust measures on 
agents using argumentation for reasoning and interaction; by combining an exist-
ing system for reasoning about trust [4, 5] and an existing system of argumenta-
tion for IBR [2]. 

3   Argumentation Framework in IBR 

In this section, we briefly present our argumentation-based framework for recom-
mender systems known as Interest-Based Recommender or IBR [2]. These agents 
have a BDI architecture (Beliefs, Desires, and Intention) augmented with argu-
mentation and logical reasoning. The agent architecture is composed of two mod-
els: the mental model, and the reasoning model. The mental model includes  
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beliefs, desires, goals, etc. The agents must use their reasoning capabilities to rea-
son about their mental states before taking any decisions. The agent's reasoning 
capabilities are represented by the reasoning model using an argumentation sys-
tem. To deal with the different nature of the arguments involved, we have devel-
oped three distinct argumentation frameworks: one for reasoning about beliefs, 
another for arguing about what desires should be pursued, and a third for arguing 
about the best plan to intend in order to achieve these desires. These beliefs, de-
sires and the related, supporting arguments can be used to generate an interesting 
recommendation or even to defeat one. During recommendation seeking process, 
agents can establish a common knowledge of each other’s likes (satisfaction) and 
dislikes (dissatisfaction), find compromises, and persuade to make decisions 
through argumentation. An argumentation system is simply a set of arguments and 
a binary relation representing the attack-relation between the arguments. The fol-
lowing definition, describe formally an argument. Here KB indicates a possibly  
inconsistent knowledge base. ⊢ stands for classical inference and ≡ for logical 
equivalence. 

Definition 1 (Argument). An argument is a pair (H, h) where h is a formula of a 
logical language and H a sub-set of KB  such that  i) H is consistent, ii) H ⊢ h and 
iii) H is minimal, so no subset of H satisfying both i) and ii) exists. H is called the 
support of the argument and h its conclusion. 

The allowed communicative acts are: Inform, Recommend, Accept, Refuse, 
Challenge, Justify, Repair, and Attack. 

4   Proposed Fuzzy Trust Model for an Argumentation-Based 
Recommender System 

In recent years, several models of trust have been developed in the context of 
MAS and recommender systems. Various definitions have been given in the  
literature to both trust and reputation concepts. However, these models are not 
designed to trust argumentation-based recommendation agents. Their formula-
tions do not take into account the elements we use in our recommendation  
approach like accepted and refused arguments, satisfied and dissatisfied with  
recommendations. 

Also, trust and reputation concepts are subjective and fuzzy concepts thus fuzzy 
computational models for both the concepts would reflect their real value for im-
proving the recommendation accuracy. Two main sources of information frequent-
ly used for trust and reputation modeling, are namely direct information and word 
of mouth information (witness information). The direct information is the  
experience based on the direct interactions with a specific agent while witness in-
formation is the information that comes from other members or neighbors in the 
community. In this section we present our fuzzy trust model for the argumentation 
based recommendation systems (Figure 1). 
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Fig. 1. The proposed methodology for incorporating trust and reputation in RS 

4.1   Estimating Agent’s Trustworthiness 

Our fuzzy trust model for an argument-based recommender system is built on the 
following definitions. 

Definition 2 (Trust). Trust is a subjective expectation a partner has about anoth-
er’s future behavior based on the history of their encounters [5].  

These encounters in an argument-based recommendation system consist of ac-
ceptable, unacceptable arguments, satisfactory and unsatisfactory recommenda-
tions. These facts are computed from the agent’s local beliefs. 

Definition 3 (Reputation). Reputation is what is generally said or believed about 
a person’s or thing’s character or standing.  

Thus reputation exists only in a community which is observing its members. Ac-
cordingly, reputation is the collected and processed information about one agent’s 
past behavior as experienced by others. These facts are computed from the global 
beliefs. The score obtained is the aggregation and is visible to all members of the 
community. Thus the reputation score reflects a global view of each individual. 
Also, a high trust measure of an agent can override even high reputation scores 
based on the past direct experience with the other agents. 

Trust and reputation systems are rating systems where each individual is asked 
to give his opinion after completion of each interaction in the form of ratings (it 
can be implicit or explicit). In our work, trust and reputation values are automati-
cally inferred from the rating database of the RS and thereafter these values are 
used to enhance the accuracy of the recommendation process. These interactions 



A Fuzzy Trust Model for Argumentation-Based Recommender Systems 497
 

 

consist of arguments and the recommendations. More formally, let A = {a1,a2, . . ., 
aM} be the set of all agents, where M is the number of agents in the system. We 
assume each agent will rate the other after completing the interaction. An interac-
tion i∈  I, where rxy(ik) is the rating agent x has given to agent y for an interaction 
ik. The rating scale or grade for interactions is defined as G = {-2, -1, 0, +1, +2}. It 
can be translated into linguistic form as very poor, poor, moderate, good, and very 
good, respectively. This is because the binary ratings are not considered enough to 
present various degrees of judgment; therefore G should give more than one 
choice for positive/negative ratings besides a neutral rating. As a consequence, rat-
ings can be easily assigned and understood by human users and therefore a more 
accurate judgment can be obtained. The set of ratings agent x has given to agent y 
is Sxy = { rxy(ik) | ik∈I } and the whole past history of agent x is Hx = {Sxy | 
∀ y( ≠ x) ∈A}. The agent’s rating for an interaction (argument) ik is derived im-
plicitly from the number of matches the argument parameters strike with the 
agent’s preference list. The rating for an interaction (recommendation) ik is given 
explicitly by the user on scale G as mentioned above. 

Given that A is the set of agents.  
We define an agent’s trustworthiness as follows: 

[ ]1,0: →×× FAATRUST . 

This function associates to each agent a fuzzy measure representing its trust-
worthiness according to another agent. To evaluate the trustworthiness of an agent 
y, an agent x uses the history of its interactions with y. Equation 1 shows how to 
calculate this fuzzy measure of trustworthiness.  
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Where TRUSTxy denotes the trustworthiness of y according to x’s point of view. 

∑
∈ I 

xy )rgFM_agree(A
Arg  

is the summation of the fuzzy measure of the degree of x’s 

agreement over y’s arguments that are acceptable to x; obtained from eq. (12). 

∑
∈I 

xy )e(ArgFM_disagre
Arg

 is the summation of the fuzzy measure of the degree of x’s 

disagreement over y’s arguments that are unacceptable to x; obtained from eq. 
(13). 

∑
∈I 

xy)FM(R
R

 is the summation of the fuzzy measure of the degree of x’s satisfaction 

(or dissatisfaction) over a recommendation R by y for x; obtained from eq. (7). 
T_N_Argxy  is the total number of arguments made by y towards x; a count main-
tained by the agent’s persistent belief base in the system. 
T_N_Rxy is the total number of recommendations made by y for x; a count main-
tained by the agent’s persistent belief base in the system. 

All these arguments and recommendations are related to a particular domain. 
The basic idea is that the trust degree of an agent can be estimated according to 
how much information acquired from him has been accepted as belief in the past. 
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Particularly, in the argumentation-based recommendation, the accepted arguments 
capture the agent’s reputation level. If some argument conflicts exist between the 
two agents, this will affect the confidence they have about each other. Because all 
the factors of Equation 1 are related to the past, this information number is finite. 
Trustworthiness is a dynamic characteristic that changes according to the interac-
tions taking place between agent x and agent y. This assumes that x knows y. If 
not, or if the number of interactions is not sufficient to determine this trustworthi-
ness, the consultation of other agents becomes necessary. Therefore, each agent 
has two kinds of beliefs when evaluating the trustworthiness of another agent:  
local beliefs and global beliefs. Local beliefs are based on the direct interactions 
between agents. Global beliefs are based on the combination of the different expe-
riences of other agents that we call neighbors or witnesses. In our model, local be-
liefs to determine direct trust are given by Equation 1. A global belief about an 
agent or the indirect trust (reputation) measure is formulated by combining trust 
measures given by witnesses using equation 2 as explained below. 

Let us suppose that an agent x wants to evaluate the trustworthiness of an agent 
y with whom he never (or not enough) interacted before. This agent must ask 
agents he knows to be trustworthy (we call these agents neighbor agents). To de-
termine whether a neighbor agent p is confident or not, a trustworthiness threshold 
w must be fixed. Thus, p will be considered trustworthy by x iff TRUSTxp ≥ w. 
Agent x attributes a trustworthiness measure to each neighbor agent p. When 
neighbors are consulted by x, each neighbor agent p provides a trustworthiness 
value for agent y if p knows y. Neighbor agents use their local beliefs to assess 
this value (Equation 1) of trust. Thus, the problem consists in evaluating y’s trust-
worthiness using the trustworthiness values transmitted by neighbor agents. The 
value REPUTATIONy given by equation 2, represents a fuzzy estimation of indi-
rect trust that agent x have in agent y. This value is based on the fuzzy trust that 
x’s N number of neighbors p have in agent y, and x’s trust over its neighbor p. Al-
so, an agent y is said to be trustworthy if the TRUSTxy ≥ w or REPUTATIONy ≥ w 

 

∑
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4.2   The Fuzzy Model for Determining Trust Based on 
Interactions between Agents 

Trust is a complex concept that constitutes many properties. Therefore to model it, 
we need to find the agreement (both individuals are satisfied to what extent) and 
disagreement (only one of them is unsatisfied to what extent) between two agents. 
To do so, we can define two fuzzy subsets on each agent’s ratings, say satisfied 
and unsatisfied. This is because the fuzzy sets can clearly capture the concept of 
finding the extent (membership value) to which an agent is satisfied or unsatisfied 
with an interaction, i.e. argument or recommendation. The membership values of 
satisfied and unsatisfied fuzzy subsets for a given encounter always sum up to one, 
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for example, 65% satisfaction indicates 35% dissatisfaction. From these two fuzzy 
sets we can find the agreement and disagreement between the two agents. The sa-
tisfied and unsatisfied fuzzy subsets for agent x are defined as below: 
 

                      }Hi | )(i {sat = x)satisfied( xkkx ∈                 (3) 
 

                      }Hi | )(i {unsat = d(x)unsatisfie xkkx ∈                 (4) 
 

where satx (ik) and unsatx (ik) are membership values of x’s ratings for an interac-
tion ik in the fuzzy subsets satisfied(x) and unsatisfied(x), respectively. Now we 
give a simple triangle membership functions for satisfied(x) and unsatisfied(x) 
fuzzy subsets that are defined by the following popular equations [5]:  
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                                           )(i sat -1  )(i unsat kxkx =                  (6) 
 

where gmin and gmax are the minimum and the maximum possible ratings for a giv-
en system with G = { gmin, …, 0, …, gmax}. 

Therefore, to evaluate the ∑
∈I 

xy)FM(R
R

 component of eq. (1), we consider only 

those instances of ik∈R ⊂ I, i.e. when the interaction between agents means a rec-
ommendation is communicated. Hence,  
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for a particular recommender agent y. (7) 

 

The possible combinations of satisfied and unsatisfied fuzzy subsets define four 
values for any two agents [5]. For argumentation between agents in a recommend-
er system we need to define the following two combinations only, i.e. satisfied-
satisfied SS(x, y), and unsatisfied-satisfied US(x, y), assuming that agent x 
represents a user whereas agent y represents a recommender.  
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Fuzzy sets literature describes many alternatives for union and intersection of 
crisp sets. The popular one is minimum for intersection and maximum for union. 
The min–max alternative and the definition of fuzzy set’s cardinality as given by 
Zadeh in [11] yield the following: 
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                      (10) 
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∈ yxk HHi ∩
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Therefore, for a rating fuzzy trust system, the agreement and disagreement values 
over an argument between any two agents x and y are given by: 

 

                                            y)SS(x,  )agree(Arg xy =                         (12) 
 

                                             y) US(x, )rgdisagree(A xy =                            (13) 
 

Now we can also express an implicit agent feedback mathematically in terms of 
agree(Argxy) and disagree(Argxy) after an argument as follows: 
 

                   )agree(Arg))rgdisagree(A - (1 = y),feedback(x xyxy ×             (14) 
 

The mutual exchange of arguments is represented by agree(Argxy) value (both 
agents are satisfied). On the other hand, disagree(Argxy) value represents the con-
flict both agents have. The feedback becomes positively high if the disagreement 
is low and vice versa. Accordingly, formula gives disagreement more weightage, 
i.e. when the disagree(Argxy) becomes one, the feedback value is zero whatever be 
the agree(Argxy) value. Hence, equation (14) can be used for the agent feedback 
mechanism. 

5   An Illustration to Estimate an Agent’s Trustworthiness 

We now briefly describe the concept with help of a walk-through example to show 
the calculation of trust values based on agent interactions. We consider a scenario, 
in which an agent x needs to determine the better recommender agent out of the 
two agents, say: agent y and agent z. The example shows how the agent x uses the 
trust and the reputation values based on interactions (of both types: arguments and 
recommendations) to estimate the trustworthiness of other agents.  

Refer table 1 for the calculations. The agent uses equations (1) to (13) for its 
calculation of trust and reputation. To calculate trust it uses its own direct expe-
riences or interactions with agent y and agent z. Since the number of interactions 
in the case of agent z are not enough, therefore agent x’s trust in agent z also falls 
below the threshold w.  

In such cases agent x consults its neighbors whom it trusts and their trust value 
is greater than or equal to the threshold w. Then it calculates the reputation of 
agent z. Though, the reputation of agent z is greater than threshold w but still it 
falls lesser than the direct trust of agent x in agent y. Direct trust score in an agent 
can override the reputation score of other agent in cases where direct trust is 
stronger than the indirect trust. Hence, agent x considers agent y to be more trust-
worthy than agent z. 
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6   Conclusion and Future Work 

A fuzzy computational model for agent-based recommender systems is proposed 
for reputation and trust in this paper. The proposed model can be implemented for 
an application which is argument-based and use ratings explicitly or implicitly. 
Our model enables a personal agent to identify agreements, conflicts with other 
agents and use the information to determine whether to trust them or not. There-
fore, the resulting model allows us to produce an assessment of the agents’ credi-
bility in an argumentation-based recommendation setting. 

As part of our future work, we intend to extend our present model for trust and 
reputation, in order to provide the rationale behind trusting decisions by reasoning 
about them using argumentation. This would further enhance the recommendation 
quality in RS. 
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Abstract. Swarm intelligence systems are typically made up of a population of 
simple agents or bodies interacting locally with one another and with their 
environment. Particle swarm, Ant colony, Bee colony are examples of swarm 
intelligence. In the field of computer science and operations research, Artificial 
Bee Colony Algorithm (ABC) is an optimization algorithm based on the 
intelligent foraging behavior of honey bee swarm. In this work, we present an 
extended form of ABC algorithm, where we have added mutation operator of 
Genetic algorithm (GA) in the classical ABC algorithm. We have used mutation 
operator of real coded genetic algorithm. We have added mutation operator after 
the employed bee phase of ABC algorithm. This paper presents some experiments 
on ABC with real coded mutation operator on benchmark optimization problems. 

Keywords: Artificial Bee Colony (ABC), Genetic Algorithm (GA), Mutation. 

1   Introduction 

The problem of optimization is the most crucial problem in today’s era and a great 
many work have been done to solve it. Previously a lot of work has been done on 
GA, ABC and hybridization of various evolutionary algorithms. There are few 
literatures available which compares their performance evaluation and suggests 
the best technique to be opted for specific problem.  

Artificial Bee Colony (ABC) is one of the most recently defined algorithms by 
Dervis Karaboga in 2005 [1], motivated by the intelligent behavior of honey bees. 
It is as simple as Particle Swarm Optimization (PSO) and Differential Evolution 
(DE) algorithms, and uses only common control parameters such as colony size 
and maximum cycle number. ABC as an optimization tool provides a population-
based search procedure in which individuals called foods positions are modified 
by the artificial bees with time and the bee’s aim is to discover the places of food 
sources with high nectar amount and finally the one with the highest nectar.  
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In this Paper, we have extended the classical Artificial Bee Colony algorithm to 
the area of optimization problem. Proposed method basically adds an additional 
step of mutation operator in the Artificial Bee Colony for finding out the 
optimality. To validate the performance of proposed method four benchmark 
functions is used in our experiment. 

The organization of the paper is as follows section 2 gives brief introduction on 
Artificial Bee Colony algorithm. Genetic mutation is explained in section 3, 
Section 4 explain Proposed Methodology. Section 5 describes the Experiment 
Setup and Benchmark functions, Experimental Results are given in section 6. 
Section 7 gives Conclusion. 

2   Artificial Bee Colony 

In the ABC algorithm, the colony of artificial bees contains three groups of bees: 
employed bees, onlookers and scouts. A bee waiting on the dance area for making 
decision to choose a food source is called an onlooker and a bee going to the food 
source visited by it previously is named an employed bee. A bee carrying out 
random search is called a scout. In the ABC algorithm, first half of the colony 
consists of employed artificial bees and the second half constitutes the onlookers. 
For every food source, there is only one employed bee. In other words, the number 
of employed bees is equal to the number of food sources around the hive. The 
employed bee whose food source is exhausted by the employed and onlooker bees 
becomes a scout. The main steps of the algorithm are given below: 
 

• Initialize. 

• REPEAT. 

(a) Place the employed bees on the food sources in the   memory; 

(b) Place the onlooker bees on the food sources in the memory; 

(c) Send the scouts to the search area for discovering new food sources. 

• UNTIL (requirements are met). 

In the ABC algorithm, each cycle of the search consists of three steps: sending the 
employed bees onto the food sources and then measuring their nectar amounts; 
selecting of the food sources by the onlookers after sharing the information of 
employed bees and determining the nectar amount of the foods; determining the 
scout bees and then sending them onto possible food sources. At the initialization 
stage, a set of food source positions are randomly selected by the bees and their 
nectar amounts are determined. Then, these bees come into the hive and share the 
nectar information of the sources with the bees waiting on the dance area within 
the hive. At the second stage, after sharing the information, every employed bee 
goes to the food source area visited by her at the previous cycle since that food 
source exists in her memory, and then chooses a new food source by means of  
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visual information in the neighborhood of the present one. At the third stage, an 
onlooker prefers a food source area depending on the nectar information 
distributed by the employed bees on the dance area. As the nectar amount of a 
food source increases, the probability with which that food source is chosen by an 
onlooker increases, too. Hence, the dance of employed bees carrying higher nectar 
recruits the onlookers for the food source areas with higher nectar amount. After 
arriving at the selected area, she chooses a new food source in the neighborhood 
of the one in the memory depending on visual information. Visual information is 
based on the comparison of food source positions. When the nectar of a food 
source is abandoned by the bees, a new food source is randomly determined by a 
scout bee and replaced with the abandoned one. 

In ABC algorithm each food source position represents a candidate solution of 
optimization problem. In optimization problem each solution is associated with 
the fitness value on the basis of fitness value it is decided that which solution is 
better. So the nectar amount of a food source corresponds to the fitness value of 
the associated solution in ABC algorithm. The number of employed bees or the 
onlooker bees is equal to the number of solutions in the population. The ABC 
algorithm generates a random solution or initial population of size NF, where NF 
denotes the size of population or total number of food source. Each solution is 
represents the position of food source and denoted as xij, where i represents a 
particular solution (i=1,2,…..,NF) and each solution is a D-dimensional vector so j 
represents a particular dimension of a particular solution (j=1,2,….,D). After 
initialization of random solution employed bees start their searching. Employed 
bees search the food source near the previous food source, if the generated new 
solution is better than the previous solution than new solution replaces the old one. 
The comparison of food sources or solutions is done on the basis of fitness value 
or nectar amount of food source. 

After all employed bees complete the search process; they share the nectar 
information of food sources (solutions) and their position information with 
onlooker bees. Now onlooker bee chooses a food source depending on the 
probability value Pi associated with the food source. Probability value for each 
food source is calculated by following equation (1): 

 

                              = ∑                         (1) 

 

Where is the fitness value of the solution i or the nectar amount of food source 
evaluated by employed bee and NF is the number of food source. So after the 
evaluation of the food source by the employed bees the probability value for each 
food source is determined which is used by onlooker bees.  

To produce the candidate solution from the previous solution artificial bee uses 
the following equation (2): 

 

                                   vij= xij+Øij(xij-xkj)                                    (2) 
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Where j is a index for dimension (j=1,2,….,D), k is a index which represents 
particular individual or solution from the population (k=1,2,3…..,NF),  and i is 
also a index represents a particular solution (i=1,2,…..,NF). The difference 
between i and k is that k is determined randomly and value of k has to be different 
from i. Øij  is a random number between [-1,1]. It controls the production of the 
neighbor food positions around xij..  The difference between the parameters of the 
xij and xkj decreases, the perturbation on the position xij decreases, too. Thus, as 
the search approaches to the optimum solution in the search space, the step length 
is reduced. After the production of candidate solution vij , its fitness value is 
calculated  and then it is compared with the fitness of  xij. If the new candidate 
solution has equal or better nectar or fitness than the old, it is replaced with the 
old one in the memory. Otherwise, the old is retained. If a solution is not 
improved further through a predetermined number of cycles then that food source 
is assumed to be exhausted. Exhausted food source is replaced by new food 
source generated by scout bees. 

3   Genetic Mutation 

A genetic algorithm (GA) is a search heuristic that mimics the process of natural 
evolution. This heuristic is routinely used to generate useful solutions to 
optimization and search problems. Genetic algorithms belong to the larger class of 
evolutionary algorithms (EA), which generate solutions to optimization problems 
using techniques inspired by natural evolution, such as inheritance, mutation, 
selection, and crossover. 

In genetic algorithms of computing, mutation is a genetic operator used to 
maintain genetic diversity from one generation of a population of algorithm 
chromosomes to the next. It is analogous to biological mutation. The classic 
example of a mutation operator involves a probability that an arbitrary bit in a 
genetic sequence will be changed from its original state. A common method of 
implementing the mutation operator involves generating a random variable for 
each bit in a sequence. This random variable tells whether or not a particular bit 
will be modified. 

Mutation is the unary operator which changes genes in a chromosome. Various 
mutation operators such as uniform mutation [12], real number creep mutation [6], 
dynamic mutation [13], and Miihlenbein mutation [11], etc., have been provided 
in RCGA. In this work we have used real coded uniform mutation In uniform 
mutation, we randomly selects one gene xij and sets its value equal to a uniform 
random number in [lbj, ubj]. 

4   Artificial Bee Colony with Mutation 

In this proposed method, one additional step is added to standard Artificial Bee 
Colony Optimization is of mutation operator. Mutation operator is added after the 
employed bee phase of Artificial bee colony algorithm. ABC algorithm has four  
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phases initialization phase, employed bees phase, onlooker bees phase and scout 
bees phase, we add mutation phase after the employed bee phase. Employed bee 
phase do the local search and mutation after the employed bee phase explore the 
search space and do the searching new area of solution space. Through mutation, 
on the one side, there is a chance of changing the local best position, and the 
algorithm may not be trapped into local optima. On the other side, individual can 
make use of the others’ advantage by sharing information mechanism. In this 
method, the mutation step is carried out on the probabilistic way in each food 
searching operation for each iteration during the life cycle of ABC optimization 
technique. Selection of food source is done in a random manner. Food Source is 
selected arbitrarily from the food size and mutation is performed. In mutation, 
generated offspring’s replaces the older offspring’s. The mutation operator used in 
this paper is uniform mutation. When performing mutation, we randomly select 
one food source xij and replace its one of the dimension value by random number 
generated in between lower and upper bound value of the food source.  

Below the proposed ABC with mutation after employed bee phase is shown. 
First phase is initialization phase where individuals are randomly selected from 
the search space.  

 
Algorithm 1: ABC with Mutation after Employed Bee Phase 
[Initialization Phase]  

for i=0 to max number of  Food source NF do 
 for d=0 to  dimension size do Randomly initialize food source positions  

               Xij  
          end for d   Compute fitness of each food source 
end for i 

Repeat [Employed Bee Phase] 
for i=0 to max no of employed bee do 
  for d= 0 to dimension do produce new candidate solution  
  end for d Compute fitness of individual  

 if fitness of new candidate solution is better than the existing solution 
 replace the older solution.  

end for i 
for i = 0 to max number of food source NF do Calculate the probability for  

     each food source. 
end for i 

[Mutation Phase] if mutation criteria is met then 

Select random particle from current population for mutation operator. Apply 
mutation operation to generate new individuals new offspring generated from the 
result of mutation. New set of sequence is generated for offspring compute the 
cost for that offspring compute the fitness of updated individual 

[Onlooker Bee Phase] 
   for i=0 to max no of onlooker bee do choose food source on the basis of  
   probability Pi 
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          for d= 0 to dimension do produce new candidate solution for food source  
              position Xij  

         end for d compute fitness of individual food source 
if fitness of new candidate solution is better than the existing solution  
replace the older solution.  

   end for i  
[Scout Bee Phase] If any food source exhausted than  
    replace it by new random position generated by scout  bee. 

Memorize the best food source so far  
Until (Stopping criteria met).  

 
Next is employed bee phase where local search is performed by employed bees. 
Next we have added additional operator to the ABC algorithm to check whether it 
improves the performance of algorithm. We have added a mutation operator after 
employed bee. Mutation is performed on the individual food source or individual 
if mutation probability satisfied. Onlooker phase and scout bee phase performed 
on current population or food sources after the mutation phase. At last best food 
source or individual is considered as global best solution. 

5   Parameter Setup for ABC with Mutation and Benchmark 
Functions 

5.1   Benchmark Functions 

From the standard set of benchmark problems available in the literature, four 
important functions are considered to test the efficacy of the proposed method. All 
the problems are composed of continuous variables and have different degree of 
complexity and multi-modality. The set of test functions include unimodal and 
multimodal functions which are scalable (the problem size can be varied as per the 
user’s choice). In our experiments, problem size for all problems is set to 30. 
These are minimization problems having a minimum at 0. The problems are listed 
in Table 1. 

5.2   Parameter Setup for ABC with Mutation  

For every algorithm there are some control parameters which are used for its 
efficient working. Hence, there are some control parameters for Bee Colony with 
Mutation Algorithm also. We did an extensive literature survey and carried out 
our own experiments for determining the values of these control parameters. From 
this we found that the values which we have taken in this experiment are standard 
values and they are also suitable for this experiment. 
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Table 1. Benchmark problems 

 

The first control Parameter is Maximum cycle number and the value of this 
parameter we have taken in our experiment as 2500. The next parameter in our 
experiment is maximum number of food source and we have taken its value to be 
30. Another control parameter is number of runs and we have taken its value in 
our experiment as 30. It must be noted that each run contains maximum cycle 
number, which is 2500 in our experiment. The fourth control parameter is 
Dimension and its value is taken as 30. In this experiment we are using the feature 
of uniform mutation operator in the ABC with mutation algorithm. The control 
parameter for mutation operator is Probability. Therefore we need to find the 
value of this parameter also. Its value can range from 0.1 to 0.9 we have taken as 
0.7 for the mutation. 

Table 2. Experiment Result for ABC and Proposed ABC with Mutation after Employed 
Bee Phase of ABC 

Benchmark 
Function 

ABC 
 

ABC with Mutation 
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 

Sphere 1.1402e-
15 

1.1739e-
15 

1.1251e-
15

1.1493e-
15

1.2187e-
15

1.1573e-
15

1.0353e-
15

1.2568e-
15

1.0930e-
15 

1.1975e-
15 

Rosenbrock 1.2651e 1.2627e 1.3612e 2.2461e 1.7602e 1.2801e 2.3009 1.9934 2.3042e 1.7346e 
Griewank 1.1102e-

15 
1.0880e-

15 
1.0695e-

15
1.1139e-

15
1.1176e-

15
1.0510e-

15
1.2323e-

15
1.0325e-

15
1.0140e-

15 
1.1028e-

15 
Rastrigin 1.5889e-

3 
6.0197e-

5 
1.346e-53.320e-27.497e-42.2981e-

3
6.6397e-

2
2.1956e-

4
3.3554e-

2 
3.3907e-

2 
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6   Experimental Results 

In this section we analyze the result obtained by our algorithm. To test the 
efficiency of our algorithm results of ABC with Mutation is compared with 
classical ABC algorithm results. Table II shows the experiment result for ABC 
and ABC with mutation operators after the employed bee phase of ABC 
algorithm. Results show the mean fitness values calculated by ABC and ABC with 
mutation operator for four benchmark function sphere, rosenbrock, griewank and 
rastrigin. From the result table II it is clear that our proposed algorithm 
outperforms the original ABC algorithm. Our proposed algorithm performs better 
than the ABC algorithm and there is no fixed value for the mutation probability 
for which algorithm performs good for all function. We have used mutation 
probability from 0.1 to 0.9 as shown in table II and it is clear from table that 
different there is no such probability value for which all function has optimum 
result. 

7   Conclusion 

In this paper, real coded mutation operator is applied to the ABC after the 
employed bee phase of ABC algorithm. In iteration, with some probabilistic 
criteria selected food source is altered by mutation operator. The experiments are 
performed on a set of four benchmark problems available in the literature. There is 
no specific value for mutation probability for which we can obtain best results for 
these benchmark problems. As future work we have the intention to apply other 
types of mutation operators in the ABC algorithm. 
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Abstract. In this paper, we present a multi agent system for resource allocation 
problem in cellular network. A multi agent system based approach is proposed by 
taking into consideration the concurrent nature of services and involvement of 
number of participants in cellular network. This work emphasizes on enhancement 
of QoS using fundamental mechanism of call admission control as well as 
resource allocation as a additional measure. The Quality of Service (QoS) 
parameters are often measured in terms of call dropping probability, call blocking 
probability and failure rate. To meet this achievement, this work proposes soft 
computing approach for implementation of multi agent system to increase system 
capacity to accommodate the calls and to reduce failure rate. The results are 
produced using simulation model for microcellular network for two different 
traffic scenarios and fuzzy approach has shown the enhancement. 

Keywords: Cellular Network, Fuzzy Logic Control, Multi Agent System, 
Defuzzification, Failure Rate, Uniform and Nonuniform Traffic. 

1   Introduction 

We consider in a cellular mobile network, the geographical area served by the 
system is divided into several hexagonal-shaped cells. The mobile hosts in each 
cell are served by a base station (BS) located in the cell and the BSs are 
interconnected via a wired network. A mobile host can communicate only with the 
base station in its cell directly. For this communication, the available wireless 
bandwidth is divided into channels, where each channel is capable of supporting a 
communication session. The call can be set up only if a channel is assigned to 
support the communication between the mobile host and the base station. Central 
pool of channels is available at Mobile Switching Center (MSC). No two cells in 
the system can use the same channel at the same time if they are within minimum 
channel reuse distance; otherwise, channel interference will occur. So channel 
allocation is a key problem in cellular network[9].  
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1.1   Channel Allocation Approach 

There are different strategies for channel allocation in Cellular Networks such as 
fixed channel allocation and dynamic channel allocation provided in literature[9-
12]. Fixed and dynamic approach can be combined to form hybrid channel 
allocation strategy. This paper proposes soft computing approach to implement 
hybrid channel allocation over the traditional approach. Distributed nature of 
approach tries to manage the radio resources of individual cell(local scenario) and 
tries to provide free resources from heavily loaded regions to less loaded regions 
using fuzzy control. Thus helps in maintaining QoS for non uniform traffic 
scenario. 

1.2   Agent Structure  

Figure 1 in [4][5] shows the layered architecture adapted for Multi Agent system 
and also elaborates functional architecture.  This paper has presented details of 
fuzzy logic implementation at reactive layer and related experimental results. 
Novelty of the work lies in redesigning the fuzzy logic parameters[11] and using 
defuzzification formulae for call buffering parameters. 
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Fig. 1. Fuzzy CAC System in Reactive Layer (MAS FRAMEWORK) 

1.3   Related Work 

Parag Pendharkar[3] had implemented MAS using DCA and the results can be 
improved using HCA in place of DCA. E.L. Bodanase[2] had presented one of the 
early research about MAS in cellular network. Yao-Tien Wang [11] had 
implemented fuzzy logic for DCA. The framework presented in the literature[1] 
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was missing call admission decision at entry level so as to enhance QoS. Another 
is application of HCA in local planning layer which will improve the QoS. 

2   Proposed Framework 

2.1   Fuzzy CAC System in Reactive Layer  

Fuzzy CAC system is comprising of three blocks as shown in Figure 1. 
Fuzzification is initial level. Inference Engine is decision making and 
defuzzification gives crisp output.  

2.2   Fuzzification 

Fuzzifier initiates the process of fuzzification that is representation of uncertainties 
using fuzzy sets, A fuzzy set A is represented through use of support of a fuzzy 
set. The support of a fuzzy set A is the crisp set of all x Є  U such that µx(x) > 0, 
where U is the universe of discourse. The function is represented using notation 
A=ɭµ µA(x)/x and is defined on the interval [a0,a6]. 

This work  implements fuzzification of following variables as shown in the 
sample figures Figure 2(a) and 2(b). 

 

 

Fig. 2(a). Membership Function for User Precedence defined over class interval (0..30) 
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Fig. 2(b) Membership Function for Traffic Load defined over (0..80) 

• Network load is defined as all the admitted users in a cell over the 
average number of channels available for data traffic.  

• Traffic load is calls per hour in a cell, can also be represented in Erlangs. 
• Dynamic channel requirement can be determined using Erlang B formula, 

for specific traffic load. 
• User Precedence is priority of the call, highest for call in progress, 

medium for the originating call and low for call about to terminate. 
 
General form of fuzzy control rules for multi-input-single-output system[7] is 
followed.  

Input: R1: If x is A1 and y is B1 and z is C1 and w is D1, then decision is 
Output O. 

x,y,z,w are linguistic variables represented above, which are involved  
in decision making. O is conclusion, mapped to linguistic values Strongly 
Accept(SA), Weakly Accept and buffer(WAB), Weak Rejection and buffer(WRB), 
Strongly Reject(SR). 

2.3   Defuzzification 

The purpose of defuzzification is to convert each result obtained from the 
inference engine, which is expressed in terms of fuzzy sets, to a single real 
number. This process is necessary because in many practical application crisp 
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controls action is required for the actual control. Let  c represents class of fuzzy 
control for Fuzzy Output Variable, i represents count for number of rules n, µi 
represents degree of membership evaluated for rule i. The objective of the 
proposed work is determining crisp output using Mean of Maxima (MOM) 
method, MOM c,I is determined for every class using the formula: MOM= 
½(a0+a6) for a class c over the interval [a0,a6]. 

This value of  Crisp output is calculated using  the equation: 

                                                                

(1)

 

The proposed work evaluates f(x) for two outputs : i) Call admission decision – 
Call Accepted or Buffered (if buffered, number of calls to be buffered) ii) Call 
buffered delay in time units(seconds). 

Local planning layer of the framework is working with the help of hybrid 
channel allocation Existing literature works for borrowing using either search or 
update method. This work proposes identification of promising neighbor that is 
effective lender with the help of soft computing approach where heuristic will be 
distance between the cells[10]. 

 

Fig. 3(a). Membership Function for Fuzzy Output for Number of Calls that can be buffered 
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Fig. 3(b). Membership Function for Fuzzy Output for Call Buffer Delay as well as Input 
Variable Network Load 

3   Simulation Experiment 

The simulation parameters used in this paper are quite similar to the ones used in 
[4]. The simulated cellular network consists of a 2D structure of 7 x 7 hexagonal 
cells - a wrapped-around layout with cells, with each cell having six neighbors. 
Model is representing microcellular network[12] which is like a city model spread 
over area of 1 km2. This model represents some areas with heavy traffic during 
peak hours. Two types of traffic distribution are considered, Uniform traffic 
scenario where all calls are arriving uniformly and second is nonuniform traffic 
scenario where hot-spots and cold-spots are created randomly. There are 70 
channels in total in the system. A frequency reuse factor of 3 is assumed (i.e.,  
N = 3). 

The arrival of calls at any cell is assumed to be a Poisson process and that the 
call duration is exponentially distributed with a mean of 3 minutes. 

The arrival of new calls is a Poisson process. The lifetime (length) of a new call 
is decided from an exponential distribution with an average of 180 seconds; its 
initial service cell is randomly chosen. 

Nonuniform traffic scenario assumes 3 times mean arrival rate as compared to 
uniform traffic scenario. Cell is always in one of the two states. Every 3 min.s hot 
state changes to cold state and cell remains in cold state for about 30 mins. 
Average calls per hr are considered to be  200-500. 
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3.1   Numerical Results 

Tabulated Statistics is given after application of Fuzzy Logic in Reactive Layer. 
The data is provided for values- Traffic Load 380 calls/hr, Network Load 8.03, 
Dynamic Channel Requirement 12.2 and User Precedence 0 (originating call). 

Sample Fuzzy Rules and execution 

R1:IF NW is Medium and TL is very low and DYN is low and UP is high THEN 
admission decision is SA 
R2:IF NW is Medium and TL is low and DYN is low and UP is high THEN 
admission decision is SA 
R3:IF NW is Medium and TL is avg and DYN is low and UP is high THEN 
admission decision is SA 
R4:IF NW is Medium and TL is ab. Avg and DYN is low and UP is high THEN 
admission decision is WAB 
R5:IF NW is Medium and TL is High and DYN is low and UP is high THEN 
admission decision is WRB 
R6:IF NW is Medium and TL is Very High and DYN is low and UP is high 
THEN admission decision is WRB 

 
                           R1 is executed as min(Ai(xi) ^ Bi(yi) ^ Ci(zi) ^ Di(wi) ) 

 
Equation (1) gives crisp output for number of calls to be buffered instead of 

rejected using membership function shown in Fig.3(b). Equation(1) gives crisp 
output for average buffering delay for the calls using membership function shown 
in Fig.3(a). 

The real number values are tabulated and compared with without fuzzy CAC 
approach. The results are showing enhancement in failure rate.  

Call blocking probability[8] holds by the equation  
 

                                                                                   
(2)

 
 
Call dropping probability[12] is given by the following equation 
 

                                                
(3)

 
 
Based on the above two points, a performance index that is failure rate[9] can be 
derived which indicates the QoS of the network. The equation holds as  
 

                                                                   (4) 
 
Average Call Buffer Delay which is calculated is 25-26 secs for both uniform and 
nonuniform traffic distribution. 
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Table 1. Membership Grades Contributing to the fuzzy output Admission Decision, which 
resulted from membership functions Fig.2(a)-2(d) and Fig. 5 

 

Rules 
 

SA 
C1,µ1 

WAB 
C2,µ2 

WRB 
C3,µ3 

WA 
C4,µ4 

R1:min(0.0,0.0,0.0,1) 0.0    
R2: min(0.1,0.1,0.7,1) 0.1    
R3: min(0.0,0.0,0.2,1) 0.0    
R4: min(0.13,0.4,0.6,1)  0.13   
R5: min(0.0,0.4,0.0,1) 
R6: min(0.7,0.8,0.9,1) 
R7: min(0.7,0.8,0.1,1) 

 0.0  
0.7 

 
 
0.1 

 
Simulation model is implemented using Omnet++ Simulator. Uniform traffic 

scenario is considering equal distribution of calls in all the cells where as 
nonuniform traffic scenario generates heavy traffic areas(hot spots, generally 
when call arrival is greater that 45 calls per min.). Failure rate is determined by 
changing the ratio of channel allocation for hybrid channel allocation. 21:49 and 
49:21 are the two ratios for static and dynamic channels available in the scenario.  

Graphical analysis is showing that marginal enhancement is seen in uniform 
traffic and 21:49 ratio. 49:21 ratio produces better results in reduction of failure 
rate in uniform as well as nonuniform scenario. 

Table 2 shows statistical analysis for traffic 200-500 calls/ hr , number of calls 
which can be buffered for average delay by application of Fuzzy CAC system in 
reactive layer. This data results into reduction of failure rate. 

 

Table 2. Failure Rate without and with Fuzzy Approach 

Traffic Load    Call rejected with 
FCA and DCA 

21:49 

% Failure rate 
without fuzzy 

%Failure 
Rate with 

Fuzzy 

Calls buffered 

200 125 2.46 2.10 18.2 
220 145 2.85 2.46 20 
240 165 3.24 2.82 20 
260 185 3.63 3.28 20 
280 205 4.02 4.01 20 
300 223 4.41 4.28 20 
320 243 4.79 4.78 19.7 
340 261 5.17 4.88 19.4 
360 287 5.56 5.17 19.1 
380 305 5.94 5.27 18.8 
400 317 6.32 5.90 18.6 
420 347 6.70 6.33 17.0 
440 366 7.08 6.34 18.1 
460 405 7.46 7.09 18.3 
480 425 7.84 7.47 17.0 
500 445 8.21 8.06 17.5 
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3.2   Graphical Analysis  

 

Fig. 4. Failure Rate Comparison Uniform Traffic Scenario 21:49 With and without Fuzzy 
Logic Approach 

 

Fig. 5. Failure Rate Comparison Uniform Traffic Scenario 49:21 With and without Fuzzy 
Logic Approach 
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Fig. 6. Failure Rate Comparison Nonuniform Traffic Scenario 49:21 With and without 
Fuzzy Logic Approach 

 

Fig. 7. Failure Rate Comparison Nonuniform Traffic Scenario 21:49 With and without 
Fuzzy Logic Approach 
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4   Conclusion 

Fuzzy inference mechanism at call admission level   has been proposed along with 
Multi agent system. It has tried to reduce failure rate when call arrival rate is high. 
Presented framework has stated the results for reduction of failure rate when fuzzy 
logic approach is applied. Results stated for different traffic scenarios are showing 
enhancement. The complexity of the proposed fuzzy call admission controller may 
be a concern, especially when the size of the system is large in terms of the cell 
number, the traffic class number, and the admission region size.  
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Abstract. Present paper deals with a multi-objective transportation problem. This 
problem has equality type constraints and some non-commensurable and 
conflicting objectives. The above objectives are fuzzy in nature. The problem has 
been solved by three methods using fuzzy programming approach. A numerical 
example is also given to compare the results obtained by different methods. 

Keywords: Multi-objective transportation problem, Fuzzy programming, Goal 
programming. 

1   Introduction 

One of the important optimization problems is transportation problem. The 
classical transportation Problem (TP) is developed by Hithcock[7]. It is widely 
applied in real life problems such as distribution system, job assignment, and 
transportation. All the constraints (source and destination constraints) in TP have 
sign of equality and the the aim of its objective function is to minimize the total 
transportation cost. In practical situations, the coefficients of objective function do 
not have only transportation costs, these may also include the delivery time, 
number of goods transported, unfulfilled supply and demand, and others. In these 
situations, TP become multi-objective. Diaz [4], Diaz [5], and Ringuest and Rinks 
[9], provided various efficient algorithms to solve multi-objective transportation 
problem.  

Zimmermann [13] introduced fuzzy linear programming with several objectives 
in which decision maker sets the limits of fuzziness with respect to the objective 
function and/or constraints. This approach is based on Bellmen and Zadeh’s [1] 
decision making principle. Using fuzzy programming technique, Bit et al.[2] 
solved the multi-objective transportation problem with linear membership 
function. Thereafter, many researchers such as Dutta and Murthy [6], Mahapatra et 
al. [8], Ritha and Vinotha [10], Verma et al.[15] studied TP in fuzzy environment. To 
solve fuzzy multi-objective transportation problem, Verma et al.[15]  used non-
linear membership functions (exponential and hyperbolic) in fuzzy programming 



526 S. Kumar and D. Pandey
 

 

and they concluded that nonlinear membership functions are not useful in 
comparison to the linear membership function. 

Often the goals in multi-objective problem are conflicting. Present paper 
considers linear multi-objective transportation problem in which only objectives 
are fuzzy and are conflicting using different fuzzy programming techniques. 

2   Crisp Multi-objective Transportation Problem 

In a typical TP, a homogeneous product is transported from m sources to n 
destinations and they are characterized by available supply 1 2, ,... ma a a   and 

demand levels 1 2, ,... nb b b  respectively. A penalty ijC is associated with 

transporting unit of the product from source i  to destination j . A variable 

ijX represents the unknown quantity to the shipped from source i  to 

destination j . 

Most of practical problems are multi-objective. So, a multi-objective TP is 
more efficient and realistic than to a single objective TP. 

The general format of a multi-objective TP is stated as: 

                                  1 1

Miniimize , 1, 2,...,
m n

k
k ij ij

i j

z C X k K
= =

= =∑∑  

                                   subject to,  

                                  
1

, 1,2,..., ,
n

ij i
j

X a i m
=

= =∑  

                                  
1

, 1,2,..., ,
m

ij j
i

X b j n
=

= =∑  

                                 0,ijX ≥ 0, for all and ijX i j≥ . 

We assume that 0ia ≥  for all i , 0jb ≥  for all j and 0ijC ≥  for all i  and j , and 

                                                 
1 1

m n

i j
i j

a b
= =

=∑ ∑    (equilibrium condition) 

The equilibrium condition is necessary and sufficient condition ffor the 
existence of a flexible slution to the TP. 

3   Fuzzy Multi-objective Transportation Problem (FMOTP) 

Let kU and kL  be the upper bound (worst value) and lower bound (best value) for 

the kth objective kZ , 1, 2, ,k K= …  respectively and k k kd U L= −  is the 

degradation allowance for the kth objective. 
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To find out the values of kU and kL , solve the multi-objective TP as a single 

objective TP k times by taking one of the objectives at a time and ignore others. 
Using these results, we prepare a pay-off matrix as follows: 

1 1

(1)
11 12 1

(2)
21 22 2

( )
1 2

K

K

K

K
K K KK

Z Z Z

Z Z ZX

Z Z ZX

Z Z ZX

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎣ ⎦

 

where (1)X  ,…, ( )kX  are optimal solutions for first, second,…, k th−  objective 

and ( )i
ij jZ Z X= , ( 1, 2,..., , 1,2..., )i K j K= =  be iow and j th− column 

element of pay-off matrix. 
Here, 1k 2k Kkmax{Z ,Z ,...,Z }kU = and , 1, 2,..., .k kkL Z k K= =  

The model for FMOTP is stated as:  
Find , 1, 2, , ; 1,2, , ,ijX i m j n= =… …  so as to satisfy 

                                           ,k kZ L<   1, 2, ,k K= …  

subject to, 

1

, 1, 2, , ,
n

ij i
j

X a i m
=

= =∑ …  

1

, 1, 2, , ,
m

ij j
i

X b j n
=

= =∑ …  

0,ijX ≥ for all i and j . 

4   Solution Procedures 

Firstly, we define a triangular membership function for the  kth objective function 
as follows: 

                                     

1 , ,

( ) 1 , ,

0 , .

k k

k k
k k k k k

k k

k k

Z L

Z L
Z L Z U

U L

Z U

μ

⎧ ≤
⎪

−⎪= − ≤ <⎨ −⎪
⎪ ≥⎩

 

In this paper, to solve the FMOTP, we use the following three weighted fuzzy 
programming techniques: 

(i) Weighted fuzzy linear programming [11]  
(ii) Additive fuzzy goal programming with differential achievement degrees [3, 13] 
(iii) Minmax technique [15] 
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4.1   Weighted Fuzzy Linear Programming Technique 

In this technique, the crisp equivalent of FMOTP as follows: 

                                           Max λ  
subject to, 

1 , 1,2, , ,k k
k

k k

Z L
W k K

U L
λ

⎛ ⎞−
− ≥ =⎜ ⎟−⎝ ⎠

…  

                         and         
1

, 1,2, , ,
n

ij i
j

X a i m
=

= =∑ …  

1

, 1, 2, , ,
m

ij j
i

X b j n
=

= =∑ …  

1,λ ≤  

0,ijX ≥  for all i and j . 

where kW  is positive weight for the kth  objective.  

4.2   Additive Fuzzy Goal Programming with Differential 
Achievement Degrees 

In this technique, decision maker chooses the desirable achievement degree for 
each membership function of the objective function instead of weights. The crisp 
model for FMOTP can be formulated as 

Max  
1

K

k
k

μ
=
∑  

                        subject to 

1 , 1,2, , ,k k
k

k k

Z L
k K

U L
μ −

= − =
−

…  

and       
1

, 1,2, , ,
n

ij i
j

X a i m
=

= =∑ …  

1

, 1, 2, , ,
m

ij j
i

X b j n
=

= =∑ …  

,k kμ α≥  

0,ijX ≥ for all i and j . 

where kα  is the desirable achievement degree for kth fuzzy goal. 
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4.3   Minmax Technique 

This technique is proposed by [12] In this technique, the crisp model for FMOTP 
is described as 

Max  λ  
subject to, 

, 1,2, , ,k k kZ p L k K− ≤ = …   

                                       1, 1,2, , ,kp k Kλ + ≤ = …  

  and        
1

, 1,2, , ,
n

ij i
j

X a i m
=

= =∑ …  

1

, 1, 2, , ,
m

ij j
i

X b j n
=

= =∑ …  

1,λ ≤  

0,ijX ≥ for all i and j , , 0, 1, 2, , ,kp k Kλ ≥ = … . 

where kp  is positive deviational variable for kth  objective Z  

5   Numerical Example 

Min 1 11 12 13 21 22 23 31 32 3316 19 12 22 13 19 14 28 8Z X X X X X X X X X= + + + + + + + +   

Min 2 11 12 13 21 22 23 31 32 339 14 12 16 10 14 8 20 6Z X X X X X X X X X= + + + + + + + +  

Min 3 11 12 13 21 22 23 31 32 3314 15 9 17 12 16 10 20 7Z X X X X X X X X X= + + + + + + + +  

 subject to, 
3

1
1

14,j
j

X
=

=∑    
3

2
1

16,j
j

X
=

=∑     
3

3
1

12,j
j

X
=

=∑  

3

1
1

10,i
i

X
=

=∑    
3

2
1

15,i
i

X
=

=∑     
3

3
1

17,i
i

X
=

=∑       

0, 1, 2, , ; 1,2, , .ijX i m j n≥ = =… …      

Using TORA package[12], the optimal solution for objective 1Z  as follows: 

11 13 21 22 339, 5, 1, 15, 12X X X X X= = = = =  

and remaining all ijX are zeros. 1 517.Z =  

The optimal solution for objective 2Z  as follows: 

11 13 22 23 3310, 4, 15, 1, 12X X X X X= = = = =  

and remaining all ijX are zeros. 2 374.Z =  
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The optimal solution for objective 3Z  is obtained as: 

13 21 22 31 3314, 1, 15, 9, 3,X X X X X= = = = =  

and remaining all ijX are zeros.  3 434.Z =  

From the pay-off matrix, we find  

1 2 3 1 2 3535, 424, 472; 517, 374, 434U U U L L L= = = = = = . 

Solution based on technique 4.1 
 
The equivalent crisp model can be formulated as 

Max  λ  
subject to, 

                                    

11 12 13 21 22 23 31 32 33
1

535 (16 19 12 22 13 19 14 28 8 )
,

18

X X X X X X X X X
W λ− + + + + + + + +⎡ ⎤ ≥⎢ ⎥⎣ ⎦

 

 

11 12 13 21 22 23 31 32 33
2

424 (9 14 12 16 10 14 8 20 6 )
,

50

X X X X X X X X X
W λ− + + + + + + + +⎡ ⎤ ≥⎢ ⎥⎣ ⎦

 

 

11 12 13 21 22 23 31 32 33
3

472 (14 15 9 17 12 16 10 20 7 )
,

38

X X X X X X X X X
W λ− + + + + + + + +⎡ ⎤ ≥⎢ ⎥⎣ ⎦

 

3

1
1

14,j
j

X
=

=∑    
3

2
1

16,j
j

X
=

=∑     
3

3
1

12,j
j

X
=

=∑  

3

1
1

10,i
i

X
=

=∑    
3

2
1

15,i
i

X
=

=∑     
3

3
1

17,i
i

X
=

=∑       

0, 1, 2, , ; 1,2, , .ijX i m j n≥ = =… …  

Table 1. Optimal results for different set of weights 

Value of weights Optimal solution Value 
of λ  

1 20.5, 0.3,W W= =

3 0.2W =  
11 4 9351,X = ⋅ 13 9 0649,X = ⋅ 21 1,X =

31 4 0649,X = ⋅ 22 15,X = 33 7 9351X = ⋅  

0.1481

1 20.4, 0.2,W W= =

3 0.4W =  
11 9 4915,X = ⋅ 13 4 5085,X = ⋅ 21 0.5085,X =

22 15,X = 23 0.4915,X = 33 12X =   

0.1898

1 20.3, 0.2,W W= =

3 0.5W =  
11 10,X = 13 4 0,X = ⋅ 22 15,X = 23 1,X = 33 12X =  0.20 

1 20.2, 0.5,W W= =

3 0.3W =  
11 9,X = 13 5,X = 21 1,X = 22 15,X = 22 15,X =

33 12X =   

0.20 
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Solution based on technique 4.2  
 

In his technique, firstly the crisp additive model without differential achievement 
of degree can be formulated as  

Max  1 2 3μ μ μ+ +  

          subject to, 

1 11 12 13 21 22 23 31 32 3318 16 19 12 22 13 19 14 28 8 535,X X X X X X X X Xμ + + + + + + + + + =

2 11 12 13 21 22 23 31 32 3350 9 14 12 16 10 14 8 20 6 424,X X X X X X X X Xμ + + + + + + + + + =
                                     

3 11 12 13 21 22 23 31 32 3338 14 15 9 17 12 16 10 20 7 472,X X X X X X X X Xμ + + + + + + + + + =   

                            
3

1
1

14,j
j

X
=

=∑    
3

2
1

16,j
j

X
=

=∑     
3

3
1

12,j
j

X
=

=∑  

                            
3

1
1

10,i
i

X
=

=∑    
3

2
1

15,i
i

X
=

=∑     
3

3
1

17,i
i

X
=

=∑      

                            1, 1,2,3.i iμ ≤ =   

                           0, 1,2,3; 1,2,3.ijX i j≥ = =  

The optimal is obtained as  

1 2 31, 0.9, 0.2105,μ μ μ= = =  

11 13 21 22 339, 5, 1, 15, 12X X X X X= = = = =  

Now, we choose different sets of desirable achievement of degrees and obtain the 
results as follows: 

Table 2 Optimal results for different set of achievement degrees 

Value of desirable 
achievement  

degrees 

Optimal solution 3

1
i

i

μ
=
∑  

1 20.70, 0.70,α α= =

3 0.60α =  
1 2 30 8444, 0 7600, 0 60μ μ μ= ⋅ = ⋅ = ⋅ ,\\ 11 7 6,X = ⋅

13 6 4,X = ⋅ 21 1,X = 22 15,X = 31 1 4,X = ⋅ 33 10 6X = ⋅  

2.2044 

1 20.90, 0.85,α α= =

3 0.55α =  
1 2 30.95, 0 85, 0 55μ μ μ= = ⋅ = ⋅ , 11 8.55,X =  

13 5.45,X = 21 22 31 331, 15, 0.45, 11.55X X X X= = = =  

2.350 

1 20.95, 0.80,α α= =

3 0.54α =  
1 2 3 110.9711, 0 8740, 0 5400, 8.74,Xμ μ μ= = ⋅ = ⋅ =

13 5.26,X = 21 22 31 331, 15, 0.26, 11.74X X X X= = = =  

2.3851 

 
Solution based on technique 4.3 

 
Apply the technique 4.3, the crisp equivalent comes out to be  

Max  λ  
          subject to, 
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11 12 13 21 22 23 31 32 33 116 19 12 22 13 19 14 28 8 517X X X X X X X X X p+ + + + + + + + − ≤  

11 12 13 21 22 23 31 32 33 29 14 12 16 10 14 8 20 6 374X X X X X X X X X p+ + + + + + + + − ≤

11 12 13 21 22 23 31 32 33 314 15 9 17 12 16 10 20 7 434X X X X X X X X X p+ + + + + + + + − ≤  

                                          1

1
1,

18
pλ + ≤  

                                                    2

1
1,

50
pλ + ≤  

                                                    3

1
1,

38
pλ + ≤   

                                 
3

1
1

14,j
j

X
=

=∑    
3

2
1

16,j
j

X
=

=∑     
3

3
1

12,j
j

X
=

=∑  

                                 
3

1
1

10,i
i

X
=

=∑    
3

2
1

15,i
i

X
=

=∑     
3

3
1

17,i
i

X
=

=∑      

                                                               1,λ ≤  

                                 0, 0, 0, 1, 2,3; 1,2,3.i ijp X i jλ ≥ ≥ ≥ = =    

The optimal solution is obtained as : 

                        11 13

21 22 31 33

0 6552, 6 5517, 7 4483,

1, 15, 2 4483, 9 5517.

X X

X X X X

λ = ⋅ = ⋅ = ⋅
= = = ⋅ = ⋅

 

6   Conclusions 

In this paper, three fuzzy programming techniques have been applied to solve the 
multi-objective transportation problem. In first technique, the importance of 
objectives is measured through weights. In the second technique, we used a set of 
desirable achievement degrees instead of weights, and then improved the 
achievement degrees. In the third technique, minimax approach has been used to 
solve the problem. The second approach has been observed to be better other than 
two. 
 
Acknowledgements. The authors are grateful to the anonymous referee for his valuable 
suggestions. The first author is also thankful to Council of Scientific and Industrial 
Research, India for providing him financial assistance to pursue this work. 

References 

[1] Bellman, R.E., Zadeh, L.A.: Decision-making in a Fuzzy Environment. Management 
Science 17(4), 141–164 (1970) 

[2] Bit, A.K., Biswal, M.P., Alam, S.S.: Fuzzy Programming Problem. Fuzzy Sets and 
Systems 50, 135–141 (1992) 

[3] Chen, L.-H., Tsai, F.-C.: Fuzzy Goal Programming with Different Importance and 
Priorities. European Journal of Operational Research 133, 548–556 (2001) 



Fuzzy Programming Approach to Solve Multi-objective Transportation Problem 533
 

 

[4] Diaz, J.A.: Solving Multi-objective Transportation Problem. Ekonom. Mat. Obzor 
14, 267–274 (1978) 

[5] Diaz, L.A.: Finding a Complete Description of all Efficient Solutions to a Multi-
objective Transportation Problem. Ekonom. Mat. Obzor 15, 62–73 (1979) 

[6] Dutta, D., Murthy, A.S.: Fuzzy Transportation Problem with Additional Restrictions. 
ARPN Journal of Engineering and Applied Sciences 5(2), 36–40 (2010) 

[7] Hitcbcock, F.L.: The Distribution of a Product from Several Sources to Numerous 
Localities. J. Math. Phys. 20, 224–230 (1941) 

[8] Mahapatra, D.R., Roy, S.K., Biswal, M.P.: Multi-objective Stochastic Transportation 
Problem involving Log-normal. Journal of Physical Sciences 14, 63–76 (2010) 

[9] Ringuest, J.L., Rinks, D.B.: Interaction Solutions for the Linear Multi-objective 
Transportation Problem. European J. Oper. Res. 32, 96–106 (1987) 

[10] Ritha, W., Vinotha, J.M.: Multi-objective Two Stage Fuzzy Transportation 
Problem. Journal of Physical Sciences 13, 107–120 (2009) 

[11] Roy, T.K., Maiti, M.: Multi-objective Inventory Models of Deteriorating with Some 
Constraints in a Fuzzy Environment. Computers Ops. Res. 25(12), 1085–1095 
(1998) 

[12] Taha, H.A.: Operation Research, An Introduction, 5th edn. Macmillan, New York 
(1992) 

[13] Tiwari, R.N., Dharmar, S., Rao, J.R.: Fuzzy Goal Programming-an Additive Model. 
Fuzzy Sets and Systems 24, 27–34 (1987) 

[14] Rakesh, V., Biswal, M.P., Biswas, A.: Fuzzy Programming Technique to Solve 
Mult-objective Transportation Problems with Some Non-linear Membership 
Functions. Fuzzy Sets and Systems 91, 37–43 (1997) 

[15] Yaghoobi, M.A., Tamiz, M.: A Method for Solving Fuzzy Goal Programming 
Problems Based on Minmax Approach. European Journal of Operational 
Research 177, 1580–1590 (2007) 

[16] Zimmermann, H.-J.: Fuzzy Programming and Linear Programming with Several 
Objective Functions. Fuzzy Sets and Systems 1, 45–55 (1978) 



 

K. Deep et al. (Eds.): Proceedings of the International Conference on SocProS 2011, AISC 130, pp. 535–548. 
springerlink.com                                                                      © Springer India 2012 

Review on Sinkhole Detection Techniques  
in Mobile Adhoc Network 

Nisarg Gandhewar and Rahila Patel 

Department of CSE RCERT, Chandrapur, India 
{nisarg.gandhewar,rahila.patel}@gmail.com 

Abstract. MANET is multi-hop wireless network of autonomous mobile nodes 
with no preset infrastructure where each node can move in any direction as well 
play a role of router. Emergence of cheaper and more powerful wireless devices 
make MANET a fastest growing network, which is increasingly being used in 
many applications at the same time cooperative nature of nodes to communicate 
beyond their transmission range & vulnerability of MANET expose them to a 
wide variety of active & passive attacks, Out of which sinkhole is one of severe 
representative attack in MANET, where malicious node tries to draws all network 
traffic towards it & drop packets, which leads to performance degradation of 
network as well it can cause other attacks possible. So sinkhole node should be 
detected as well as detached as early as possible thus few techniques have been 
proposed for sinkhole detection in MANET. 

So this paper presents overview of various sinkhole detection techniques, brief 
description of sinkhole attack, along with other possible routing attacks, their 
causes & metrics affected by these attacks. 

Keywords: MANET, Vulnerability, Active, Passive, Sinkhole. 

1   Introduction 

MANET is one of self configuring fastest emerging wireless technology whose 
structure is shown in fig 1, due to commencement of economical, small & more 
powerful wireless devices. It is being used in most of applications, ranging from 
military to civilian, where each node acts as router. To facilitate communication in 
adhoc network, a routing protocol is vital whose primary goal is to establish 
accurate & efficient route between pair of nodes, due to this lot of reactive, 
proactive & hybrid routing protocols have been proposed for MANET & its 
success depends on people’s confidence in its security. 

Active research work for MANET is carrying on mainly in the fields of routing, 
resource management, power control, and security, among this security issue has 
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Fig. 1. Structure of MANET 

become one of the major concerns & challenge in MANET due to its various 
vulnerability, especially for those selecting sensitive applications. In most of the 
routing protocols, cooperative nodes expose MANET to a wide range of security 
attacks, as they take cooperation of other nodes to communicate beyond their 
transmission range. A unified security solution is in very much need for such 
networks to protect both route and data forwarding operations in the network 
layer. This will solely disturb the network operation from correct delivering of the 
packets, like the malicious nodes can give stale routing updates or drop all the 
packets passing through them. 

Attacks in MANET mainly classified into two categories as passive where 
attacker does not disrupt proper operation of network, with no alteration of any 
data & Active where attacker modifies some data stream or creates false stream, 
some of attacks under this category are flooding, wormhole, black hole, grey hole, 
rushing, selfish, fabrication, route falsification, sleep deprivation, byzantine & 
sinkhole attack [1].  

Among all of these  attacks, sinkhole is one of dangerous representative attack 
in MANET, where malicious node try to attract all network traffic towards it by 
convincing its neighbors through broadcasting fake routing information & modify 
or drops packets sent for forwarding, which results in degradation of network 
performance. So few sinkhole detection techniques have been proposed such as 
collaborative, adaptive, cooperative, cluster analysis & intrusion indicator 
technique [5]. The consequences of various attacks on routing protocols in 
MANET can be realized quantitatively by using various performance metrics such 
as PDR packet delivery ratio, end to end delay, network overhead, packet loss & 
throughput. 

The rest of the paper is organized as follows: Section 2 presents analysis of 
attacks in MANET, while section 3 describes realization of sinkhole attack on the 
context of DSR protocol along with different sinkhole detection techniques. 
Whereas section 4 represents various metrics affected due to different attacks, 
Section 5 concludes this paper & finally section 6 focuses on our proposed work.  
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2   Analysis of Attacks 

Security has becomes one of great challenge & concern for MANET due to 
variety of reasons, on which active research work has been carrying out 
continuously. Attack in MANET can be realized in fig 2 where adversaries can 
easily disturb and absorb network traffic, inject themselves into the selected data 
transmission path between the source and destination, thus control network traffic 
flow, as shown in Fig 2, where a malicious node M can interfere itself in between 
any of intermediate nodes participating in the communication in the chosen path 
(in figure 1 to N represents the number of Intermediate nodes) between source S 
and destination D. 

 

 

Fig. 2. Interference of malicious node in between source& destination communication 

2.1   Attack Characteristics 

Many characteristics can be used to classify attacks in the ad hoc network, which 
would include looking at the behavior of the attacks as (passive vs. active), source 
of the attacks as (external vs. internal) and the number of the attackers as (single 
vs. multiple). 

2.1.1   Passive vs. Active Attacks 

Passive attacks do not intend to disrupt the network operations, they are launched 
to steal valuable information in the targeted networks. Examples of passive attacks 
are eavesdropping attacks and traffic analysis attacks. Detecting this kind of attack 
is difficult because neither the system resources nor the critical network functions 
are physically affected to prove the intrusions. Active attacks on the other hand 
actively alter the data with the intention to obstruct the operation of the targeted 
networks. Examples of active attacks comprise actions such as message 
modifications, message replays, message fabrications and the denial of service 
attacks. Active attacks have following special characteristics 

• Route Disruption:  A malicious node either destroys an existing route or 
prevents a new route from being established. 

• Route Incursion: A malicious node adds itself into a route between source 
and destination nodes. 
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• Node Segregation: A given node is prevented from communicating with 
any other nodes. It differs from route disruption in that route disruption is 
targeting at a route with two given nodes, while node isolation is 
targeting at all possible routes to or from a given node. 

• Resource Consumption: The communication bandwidth in the network or 
storage space at individual Node is consumed [2]. 

2.1.2   External vs. Internal Attacks 

External attacks are launched by adversary who is not initially authorized to 
participate in the network operations. These attacks usually aim to cause network 
congestion, denying access to specific network function or to disrupt the whole 
network operations. Bogus packets injection, denial of service, and impersonation 
are some of the attacks that are usually initiated by the external attackers.  

More severe attacks in the ad hoc networks might come from the second source 
of attacks, which is the internal attack. Internal attacks are initiated by the 
authorized nodes in the networks, and might come from both compromised and 
misbehaving nodes. Internal nodes are identified as compromised nodes if the 
external attackers hijacked the authorized internal nodes and are then using them 
to launch attacks against the ad hoc networks. Attacks that are caused by the 
misbehaving internal nodes are difficult to detect because to distinguish between 
normal network failures and misbehaviour activities in the ad hoc networks is not 
an easy task.  

2.1.3   Single vs. Multiple Attackers 

Attackers might choose to launch attacks against the ad hoc networks 
independently or by colluding with the other attackers. One man action or single 
attackers usually generate a moderate traffic load as long as they are not capable to 
reach any wired facilities. Since they also have similar abilities to the other nodes 
in the networks, their limited resources become the weak points to them. 

However, if several attackers are colluding to launch attacks, defending the ad 
hoc networks against them will be much harder. Colluding attackers could easily 
shut down any single node in the network and be capable to degrading the 
effectiveness of network’s distributed operations including the security 
mechanisms. Adding to the severity, colluding attackers could be widely 
distributed or reside at the certain area where they presumed high communication 
rate in the networks exist. If no suitable security measures employed, nodes in that 
targeted area are susceptible to any kind of denial of service (DoS) attacks that 
could be launched by the colluding attackers [22]. 

2.2   Causes of Attacks in MANET 

Vulnerability is a weakness in security system while MANET is more vulnerable 
than wired network due to various reasons. So some of the causes of attack in 
MANET are listed below. 
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• Lack of centralized management 
MANET doesn’t have a centralized monitor server. The absence of management 
makes the detection of attacks difficult because it is not easy to monitor the traffic 
in a highly dynamic and large scale adhoc network. Lack of centralized 
management will impede trust management for nodes. 

• Resource availability 
Resource availability is a major issue in MANET. Providing secure 
communication in such changing environment as well as protection against 
specific threats and attacks, leads to development of various security schemes and 
architectures. Collaborative adhoc environments also allow implementation of self 
organized security mechanism. 

• Scalability 
Due to mobility of nodes, extent of adhoc network changing all the time. So 
scalability is a major issue concerning security. Security mechanism should be 
capable of handling a large network as well as small ones. 

• Cooperativeness 
Routing algorithm for MANET usually assume that nodes are cooperative and 
non-malicious. As a result a malicious attacker can easily become an important 
routing agent and disrupt network operation by disobeying the protocol 
specifications. 

• Dynamic topology 
Dynamic topology and changeable nodes membership may disturb the trust 
relationship among nodes. The trust may also be disturbed if some nodes are 
detected as compromised. This dynamic behavior could be better protected with 
distributed and adaptive security mechanisms. 

• Limited power supply 
The nodes in mobile adhoc network need to consider restricted power supply, 
which will cause several problems. A node in mobile adhoc network may behave 
in a selfish manner when it is find that there is only limited power supply [12]. 

2.3   Classical Attacks 

• RREQ Flooding Attack 
A malicious node sends a huge number of RREQ packets in an attempt to 
consume the network resources. The source IP address is forged to a randomly 
selected node and the broadcast ID is intentionally increased. It makes possible for 
an adversary to carry out DoS by saturating the support with a quantity of 
broadcasting messages, by reducing the output of nodes, and in the worst case, to 
prevent them from communicating [12]. 
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• Location disclosure attack 

An attacker discover the Location of a node or structure of entire networks and 
disclose the privacy requirement of network through the use of traffic analysis 
techniques, or with simpler probing and monitoring approaches. Adversaries try to 
figure out the identities of communication parties and analyze traffic to learn the 
network traffic pattern and track changes in the traffic pattern. The leakage of such 
information is devastating in security [10]. 

• Replay Attack 

An attacker that performs a replay attack retransmite the valid data repeatedly to 
inject the network routing traffic that has been captured previously. This attack 
usually targets the freshness of routes, but can also be used to undermine poorly 
designed security solutions. 

• Jamming Attack 

In this kind of attack objective of a jammer is to interfere with legitimate wireless 
communications & to degrade the overall QoS of the network, Jammer can 
achieve this goal by either preventing a real traffic source from sending out a 
packet, or by preventing the reception of legitimate packets to disturb 
communications. 

• Byzantine Attack 

In this attack, a compromised intermediate node works alone, or a set of 
compromised intermediate nodes works in collusion and carry out attacks such as 
creating routing loops, forwarding packets through non-optimal paths, or 
selectively dropping packets, which results in interruption or degradation of the 
routing services. 

• Spoofing Attack 

In spoofing attack, the attacker steals the identity of another node in the network, 
thus it receives the messages that are meant for that node. Usually, this type of 
attack is launched in order to gain access to the network so that further attacks can 
be launched, which could seriously cripple the network. 

• Wormhole Attack 

In this attack two attackers, connected by a high-speed off-channel link, are 
strategically placed at different ends of a network. These attackers then records 
data they overhear, forward it to each other, and replay the packets at other end of 
the network. Replaying valid network messages at improper places, wormhole 
attackers can make far apart nodes believe they are immediate neighbors, and 
force all communications between affected nodes to go through them.  

• Blackhole Attack 

In this type of the attack, a malicious node waits for its neighbors to initiate a 
route discovery process. Once the malicious node receives a broadcasted RREQ 
packet, it immediately sends a false RREP packet with a greater sequence number. 
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So, the source node assumes that the malicious node is having a fresh route 
towards the destination node and ignores RREP packets received from other 
nodes. The malicious node takes all the routes towards it and does not allow 
forwarding any packet anywhere[15]. 

2.4   Advanced Attacks 

• Neighbor Attack 

When an intermediate node receives a RREQ/RREP packet, it adds its own ID in 
the packet before forwarding it to the next node. A malicious node simply 
forwards the packet without adding its ID in the packet. This causes two nodes 
that are not within the communication range of each other believe that they are 
neighbors, resulting in a disrupted route. In the Neighbor attack, the malicious 
node does not catch and capture the data packets from the source node [2]. 

• Jelly Fish Attack 

A jellyfish attacker first needs to intrude into the multicast forwarding group. It 
then delays data packets unnecessarily for some amount of time before forwarding 
them. This results in significantly high end-to-end delay and thus degrades the 
performance of real applications. 

• Rushing Attack  

In on demand routing protocol each intermediate node must forward only the first 
received route request from each route discovery & all further received route 
requests are ignored So, a malicious node simply exploits this property of the 
operation of route discovery by quickly forwarding RREQ packets in order to gain 
access to the forwarding group. As a result, any discovered route includes attacker 
& source node will not be able to discover any valid routes that do not include the 
malicious node [2]. 

• Selfish attack 

It mainly involves no collaboration for the good performance of the network. We 
can identify two types of nodes which do not wish to take part in the network. 
Defective nodes which do not work flawlessly & malicious, it is those which 
intentionally, try to tackle the system attack on the integrity of the data, 
availability of the services, authenticity of the entities. Selfish nodes are those 
entities whose objective is to maximize their benefit [1].  

• Grey Hole Attack 

This attack is also known as routing misbehavior attack which works in two 
phases. In first phase node advertises itself as having valid route to destination 
while in second phase nodes drops intercepted packets with certain probability 
[19]. 
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• Sleep deprivation:  
In a routing protocol, sleep deprivation attacks might be launched by flooding the 
targeted node with unnecessary routing packets. For instance, attackers could 
flood any node in the networks by sending a huge number of route request 
(RREQ), route replies (RREP) or route error (RERR) packets to the targeted node. 
As a result, that particular node is unable to participate in the routing mechanisms 
and is unreachable to the other nodes in the networks [1]. 

• Route falsification attack 

In this type of attack, malicious node may works in both direction, source to 
destination during route request and destination to source during Route reply. 
When source sends request to destination node or when destination or other node 
gives reply for request. In this attack, malicious node falsify the route request or 
route reply packets to indicates a better  path to the source  for making large 
portion of the traffic go through them. When the source selects the falsified path, 
the malicious nodes can drop data packets they receive silently [18]. 

• Fabrication Attack 

This kind of an active attack breaks authenticity by exposing itself to become the 
source entity. After become a part of the network it sends error message to other 
legal nodes to say the route is not available any more. Thus, other node will then 
update their table with this false information. By this way it drops the routing 
packets [18]. 

• Sinkhole Attack 
This is one of severe attack in MANET which is described briefly in next section. 

3   Analysis of Sinkhole Problem 

3.1   Sinkhole Problem 

In this type of attack sinkhole node tries to attract data to itself by convincing 
neighbors through broadcasting fake routing information & let them know itself 
on the way to specific nodes. Through this procedure, sinkhole node attempts to 
draw all network traffic to itself. Thereafter it alters the data packet or drops the 
packet silently. It increases network overhead, decreases network's life time by 
boosting energy consumption, finally destroy the network.  

In DSR protocol, sinkhole attack is set up by modifying sequence number in 
RREQ, higher the sequence number, then route will be more recent the packet 
contains. Sinkhole node selects the source, destination node. It observes the source 
node's sequence number carefully, and generates bogus RREQ with selected 
source, destination and higher sequence number than observed source sequence 
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number. It then adds itself on the source route and broadcasts the bogus RREQ. 
Nodes that take this bogus RREQ recognize that the reversed route could be a 
better route to the source than incumbent route. 

 

 

Fig. 3. Bogus RREQ Creation 

Fig. 3 [5] shows the creation of the bogus RREQ packet. Sinkhole node 2 
makes the bogus RREQ with bogus source creation which looks as if it is 
originated by node 0. Sequence number of bogus packet is 999, much higher than 
original source's, 6. 

 

 
 

Fig. 4. Bogus RREP Circulation 

Bogus RREP is shown in Fig 4 [5] where intermediate nodes on route learn that 
node 2 is on one hop distance to node 0 and to send packet to node 0, the data 
packet may go through the node 2. Sinkhole node 2 can easily repeat this 
procedure & can draw all local network traffic to itself. Thereafter node 2 can do 
malicious acts including dropping, or modifying the traffic. 
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3.2   Sinkhole Detection Techniques 

There are lot of generalized IDS is available which can detect different attacks but 
we require specialized IDS which can detect specific attack efficiently such as 
sinkhole. An excellent intrusion detection technique should take care of security in 
the network. This section explores different sinkhole detection techniques in 
MANET as follows. 

3.2.1   SIIT - Sinkhole Intrusion Indicators Technique 

This technique makes use of two sinkhole detection indicators for MANET after 
systematic study of sinkhole problem on the context of DSR protocol in wireless 
ad-hoc network. The two indicators proposed here are Sequence number 
discontinuity and Route add ratio. The sequence number discontinuity is measured 
by the overall average difference between the current and the last sequence 
number from each node, when source node initiates route discovery it publishes 
sequence number & increase it by one, as sinkhole node advertises fake route 
information by generating high sequence number, sequence number difference 
between normal & sinkhole node can be an clue of sinkhole existence. The 
limitation of this indicator is that the attacker may use sequence numbers that are 
not unusually high, but only just high enough to cause the route overriding effect 
that the attacker desires. 

The route-add ratio is the proportion of routes that traverse a particular node to 
the total number of routes added to this node’s routing table. The sinkhole attack 
causes nodes in the network to add routes that pass through the sinkhole. The 
problem here is that, for each time a source route is found, the route-add ratio has 
to be calculated. All the two variables must have values greater than the 
corresponding before the system issues an intrusion alert [5] [6]. 

3.2.2   Adaptive Technique 

The adaptive technique makes use of trust based mechanism. This approach is 
fully distributed and allows the ad hoc node to detect sinkholes. Initially, every ad 
hoc node assigns a trust weight to its neighbors. During the transmission if a 
neighbor fails to transmit its message to a designated receiver, the ad hoc node 
then reduces the trust weight it has given to the neighbor. The neighbor then 
subsequently deducts the assigned weight of the next ad hoc node in the 
transmission path. Once the trust weight of any neighbor falls below a set 
threshold, then the neighbor is treated as a suspicious node. The adhoc node will 
then consult with its other neighbors in order to find out whether or not suspicious 
node should be identified as malicious node [7].  

3.2.3   Cooperative Technique 

This technique makes use of three different kinds of packets namely Sinkhole 
Alarm Packet (SAP), Sinkhole Detection Packet (SDP) and Sinkhole Node Packet 
(SNP). Sinkhole Alarm Packet will contains sinkhole route, sequence number of 
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the bogus RREQ, current sequence number of the node itself, while Sinkhole 
Detection Packet contains the common path, sequence number of bogus RREQ, 
network id of itself. The nodes in the sinkhole path are not allowed to generate or 
forward an SDP. If any node receives an SDP from the nodes in the sinkhole path, 
it simply discards the packet and detaches the sender of the SDP from the network 
& in Sinkhole Node Packet to inform the network of sinkhole node, the node 
broadcasts a SNP. The SNP packet will contain the sinkhole node to the whole 
network unless it received an SNP for this sinkhole route from another node [9]. 

3.2.4   Collaborative Technique 

This technique mainly involves selection of single node as monitor node out of 
many where monitor node initiates detection process, based on the message that  
it receive during this process, each node determines node it suspect to be 
malicious & send votes to monitor node which upon carefully inspecting votes 
determine malicious node from the suspected nodes. 

The problem with this collaborative technique is that it puts some extra burden 
on the node which will be performing role of monitor node. As the mobile nodes 
have limitation of battery power, this approach can cause monitor node to fail by 
consuming some fair bit of power. Even though we select a node which has high 
capabilities as the monitor node, the problem will still persist in the form of 
mobility [8]. 

3.2.5   Cluster Analysis Technique 

Cluster analysis is a data mining technique which works by grouping patterns 
which are similar to each other in single group and different from patterns in other 
groups. In this approach, cluster analysis is used to separate false RREQs from 
normal RREQs and to verify indicators for detection. It also makes use of 
hierarchical approach, which does not require predetermined numbers of groups. 
This Approach is used because there may be more than two groups such as false 
RREQs or normal RREQs. Cluster analysis requires distance measures to examine 
the differences among clusters. But the problem with this approach can be the 
mobility of the nodes and the necessary of some controlling point [13]. 

4   Performance Metrics 

As routing protocols in MANET may be victim of various active attacks, the 
consequences of that attack can be realized by quantitative study of values of 
different metrics used to measure performance of routing protocols which are as 
follows. 

• Throughput: This is the percentage of sent data packets to the actually 
received by the intended destination. 

• Average end-to-end delay: It is defined as the average time taken by the 
data packets to propagate from source to destination across a MANET. 
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This includes all possible delays caused by buffering during routing 
discovery latency, queuing at the interface queue, and retransmission 
delays at the MAC, propagation and transfer times. 

• Packet Delivery Ratio: It is the ratio of the number of packets received 
by the destination to the number of data packets generated by the source. 

• Network Overhead: This is the ratio of routing-related transmissions 
(ROUTE REQUEST, ROUTE REPLY, and ROUTE ERROR) to data 
transmissions in a simulation. Some routing packets are more expensive 
to the network than other packets. 

• Packet Loss: It is the measure of number of packets dropped by nodes 
due to various reasons [4]. 

5   Conclusion 

Thus we have studied various routing attacks, their causes & sinkhole detection 
techniques available in MANET & found that sinkhole is one of severe attack 
which needs to be detected as early as possible, which is studied & simulated on 
the context of DSR protocol only, thus it needs to be studied on the context of 
other protocol also & change in the performance of protocol needs to be 
determined after this attack, whereas various sinkhole detection techniques are 
available but they are having some limitations. Therefore we require strong 
mechanism which can efficiently detect & helps to prevent adhoc network from 
sinkhole attack by overcoming limitations of available detection techniques. 
Hence we are trying to develop efficient mechanism, which will overcome the 
limitations of existing sinkhole detection methods. 

6   Proposed Work 

Our work mainly focuses on analyzing sinkhole problem on the context of very 
popular Adhoc on Demand Distance Vector (AODV) protocol by systematically 
evaluating its performance before & after sinkhole attack by using various 
performance metrics. AODV is considered to be the best alternative to DSR 
protocol on which sinkhole problem is already analyzed. Also we are planning to 
develop a new mechanism which will detect sinkhole problem & mitigate its 
effect on AODV protocol by overcoming limitations of existing mechanism. We 
are planning to use most widely used network simulation tool that is NS2 in order 
to carry out simulation of our proposed work. Basically our work has following 
objectives. 

 

 To evaluate original performance of AODV by using various Performance 
metrics. 

 To evaluate change in performance of AODV under sinkhole attack.  
 To develop mechanism for detection of sinkhole attack in MANET.  
 To develop a mechanism to prevent network from sinkhole attack. 
 To perform overall analysis of results obtained.  
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Abstract. Vehicular Ad hoc networks (VANETs) allow vehicles to form a self-
organized network without the need for a permanent infrastructure. Successful 
implementations of VANET require standard network protocols, secure 
communication, and coverage of wireless network among vehicles as well as 
drivers themselves. This paper presents a simulation study of Realistic Vehicular 
Mobility Model on the performance study of VANET that uses Ad-hoc On-
Demand Distance Vector (AODV), Dynamic MANET On demand (DYMO) and 
Optimized Link State Routing (OLSR). It gives an overview of the developments 
of the mobility model and routing protocols for VANET. 

Keywords: VANET, Routing Protocol and Mobility models. 

1   Introduction 

A VANET is a wireless network that is formed between vehicles on an as needed 
basis. To participate in a VANET, vehicles must be equipped with wireless 
transceivers and computerized control modules that allow them to act as 
network nodes. Each vehicle’s wireless network range may be limited to a few 
hundred meters, so providing end-to-end communication across a larger 
distance requires messages to hop through several nodes. Network infrastructure is 
not required for a VANET to be created, although permanent network nodes may 
be used in the form of roadside units. These roadside units open up a wide variety 
of services for vehicular networks, such as acting as a drop point for messages on 
sparsely populated roads. Most nodes in a VANET are mobile, but because 
vehicles are generally constrained to roadways, they have a distinct controlled 
mobility pattern that is subject to vehicular traffic regulations. In urban areas, gaps 
between roads are often occupied by buildings and other obstacles to radio 
communication, so communication along roads is sometimes necessary. Vehicles 
generally move at higher rates of speed than nodes in other kinds of MANETs. 
Speeds of vehicles moving in the same direction are generally similar, and they 
can therefore remain in radio contact with one another for much longer periods 
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of time than with vehicles moving in the opposite direction. Even though several 
unicast routing protocols have been developed for MANETs because of the unique 
characteristics of VANETs, these protocols cannot be directly used in VANETs 
efficiently. Hence, because of the expected potential impact of VANETs, several 
researchers have developed routing protocols that are suitable for VANETs. 
Simulation and testing of routing protocols for VANETs presents its own 
challenges in reproducing realistic vehicular motion on a simulated 
environment.  

2   Considered Routing Protocol for VANETs 

VANETs consist of mobile nodes having dynamic topology; the mechanism of 
finding, maintaining and using routes for communication is not trivial for fast 
moving vehicles. Short lifetime of communication link, less path redundancy, 
unpredictable node density and strict application requirements make routing in 
VANETs quite challenging.  In the related and similar domain of MANETs, 
there has been extensive research about the routing protocols during the past 
decade. Because MANETs and VANETs have many similar characteristics, 
early prototypes and studies about VANETs made use of the routing protocols 
developed for MANETs, however there is a lack of a systematic comparison 
and performance evaluation study that presents conclusive results about the 
performance of both reactive and proactive routing protocols in VANET 
environment. Ad hoc On Demand Distance Vector (AODV), Dynamic MANET 
On Demand (DYMO) and Optimized Link State Routing (OLSR) protocols are 
considered for the performance evaluation over proposed mobility model.   

AODV is a well know distance vector routing protocol and works as follows. 
Whenever a node wants to start communication with another node, it looks for 
an available path to the destination node in its local routing table. If there is no 
path available, then it broadcasts route request (RREQ) message to its 
neighborhood. Any nodes that receives this message looks for a path leading to 
the destination node. If there is no path then, it re-broadcasts the RREQ message 
and sets up a path leading to RREQ originating node. This helps in establishing 
the end to end path when the some node receives route reply (RREP) message. 
Every node follows this process until this RREQ message reaches to the 
destination node itself. Either way the RREQ receiving node will send a RREP 
to the sender of RREQ message. In this way, the RREP message arrives at the 
source node, which originally issued RREQ message. 

Dynamic MANET On demand (DYMO) Routing protocol is another reactive 
routing protocol that works in multi hop wireless network. It is currently being 
developed in the scope of IETF’s MANET working group and is expected to 
reach RFC status in the near future. DYMO is considered as a successor to the 
AODV routing protocol. DYMO has simple design and is easy to implement. 
The basic operations of DYMO protocol are route discovery and route 
maintenance. When a node wants to discover a path to a destination node. It 
initiates the route discovery operation. A RREQ message is broadcast to the 
network. Every intermediate node participates in hop-by-hop dissemination of 
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this message and records a route to the originator. When a destination node 
receives this RREQ message, it responds with a RREP message unicast towards 
the originating node. Every node receiving this message creates a route to the 
destination node and eventually this RREP message arrives at the originator of 
the RREQ message.  

Optimized Link State Route (OLSR) Protocol is an optimization of the 
classical link state algorithm adapted for the use in wireless ad hoc networks. In 
OLSR three levels of optimization are achieved. First, few nodes are selected as 
multipoint relays (MPRs) to broadcast the message during the flooding process. 
This is in contrast to what is done in classical flooding mechanism, where every 
node broadcast the message and generates too much overhead traffic. 

3   Mobility Models 

As far as Vehicular Ad-hoc Networks (VANETs) are concerned, the research 
started to use more realistic models. The simple Freeway model and Manhattan 
(or Grid) model were the initial steps, then more complex projects were started 
involving the generation of mobility patterns based on real road maps or 
monitoring of real vehicular movements in cities. However, in most of these 
models, only the macro-mobility of nodes was considered. Although car-to-car 
interactions are a fundamental factor to take into account when dealing with 
vehicular mobility, little or no attention was paid to micro-mobility.  

The studies of mobility patterns in different scenario’s are depending on the 
movement of node with respect to their speed and velocity. The linked parameters 
remained part of study in separation for any working ambiguity. Most of these 
working patterns and models are highly regarded in the following literature. 

According to Chia-Chen (2008), the architectural models for carrying reliable 
vehicle-to-vehicle services in an unreliable VANET environment has a range of 
factors. These variable factors of VANET are due to its multi-hop delivery 
mechanism with different network involvements. Therefore, emphasizing on 
single network, instead, concept of heterogeneous vehicular network (HVN) is 
proposed. The clusters of VANET with WMAN (wireless metropolitan area 
network) are incorporated with each other for observing different mobility 
patterns. The induction of Mobility Patterns Aware Routing Protocol (MPARP) 
and HVN gave progressive outcomes. The simulation results also show the 
credibility of enhancement in terms of packet delivery ratio (PDR), number of 
links break, and instant throughput and delay performance of the communication 
mediums. Similarly in Choffnes (2005), another mobility model is proposed for 
dynamic mobile nodes movement with concentration on metropolitan areas. It 
provide some achievable trials for C3 (car-to-car cooperation) project. To include 
the level of realistic features, actual city maps were used for real-time 
consequence in the metropolitan areas. The proposed model named STRAW 
(Street Random Waypoint) also evaluated the routing performance in the ad-hoc 
networks. In comparison of two main routing protocols DSR and AODV with 
respect to packet delivery ratio gives the clear picture of vehicular diversification 
of on the road networks. There is also a comparative study available in Djenouri 



552 R.S. Shukla and N. Tyagi
 

 

(2008) discussing different VANET mobility models like; Freeway, Manhattan, 
city Section Models (CSM), Stop Sign Model (SSM), and STRAW for some 
positive mobility consideration with different tools.      

After studying above mobility model, we are considering city traffic scenario to 
generate realistic mobility model. The Scenario shows the common urban settings 
found in the city traffic. The two lanes road is created.  This model is considering 
the main road pattern, vehicle speed, lane change and fast vehicle can overtake the 
slow running vehicle and is simulated using NS-2 & SUMO taking the city of 
Bareilly, U.P., India as a region instance to generate the movement patterns of 
vehicles. The Google earth map of any region is available on the internet for public 
use. SUMO easily converted these maps to generate movement patterns of vehicles 
at every timestamp. Using SUMO, movement patterns of variable number of 
vehicle were generated randomly. The specified regions within the movement files 
and their topology outlines from the Google maps are shown in Figure 1. This is 
the simple method of obtaining movement patterns of vehicle in the real world  

 

Fig. 1. Mobility Model 

4   Simulation Parameter 

The simulation model was based on the Network Simulation (NS2) and VANET. 
The network simulator (NS2) is a simulation tool for replicating real life networking 
environment and their working and adjoining standards respectively. It works with 
the combination of different development tools and language because of its 
environment of open source possessiveness. Mainly the backend object oriented and 
scripting language used by this simulator are the,”C++” and “TCL”. SUMO is an 
open source, portable microscopic road traffic simulator. It allows the user to build  
a road topology and can import different readymade map formats of many cities.  
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An unslotted carrier sense multiple access with collision avoidance (CSMA/CA) is 
used for data transmission in MAC layer. The radio model uses characteristics 
similar to a commercial radio interface. In the simulation study, the Ad-hoc On- 
demand distance Vector (AODV), Dynamic MANET On demand (DYMO) and 
Optimized Link State Routing (OLSR) was used as the routing protocol. Table 1 
provides all the simulation parameters of Realistic Mobility Models.  

Table 1. Simulation parameter values 

Time of Simulation 120 seconds 
Routing Protocol AODV, DYMO and OLSR 
Number of Nodes 100 
Network Interface Wireless 
Bandwidth 2 MB 
Traffic Type CBR 
Maximum Packet in Queue 50 
MAC Protocol Type IEEE802.11 
Packet Size 1500 Bytes 
Area Size 1000*1000 
Speed 60 kph -100kph 

5   Simulation Results 

The simulation results shows the ratio of the data packets successfully received at 
the destination and total number of data packets generated at source. Figure 2 
shows the effects of node density on the packet delivery ratio of AODV, DYMO 
and OLSR in scenario. Here we observe that AODV performs better as compared 
to OLSR and DYMO routing protocol.  
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Figure 3 shows the end-to-end delay of AODV, DYMO and OLSR in VANET 
using realistic mobility model. We observe that reactive routing protocol have 
higher end-to-end delay than proactive routing protocols. AODV outperforms 
DYMO when the number of node increases in this scenario. It is suggested to use 
realistic mobility model to evaluate the performance of routing protocols. 
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Fig. 3. Average End-to-End delay 

6   Conclusion 

This paper presents a simulation study of realistic mobility model on the 
performance study of VANET that uses Ad-hoc On- Demand Distance Vector 
(AODV), Dynamic MANET On demand (DYMO) and Optimized Link State 
Routing (OLSR) was used as the routing protocol, which is well suited for 
dynamic vehicular network and provide the reliable path for V2V communication. 
The performance result using realistic mobility model is suitable. At different 
levels of randomness setting in this model have no effect on the accuracy of 
packet delivery ratio and end-to-end delay. 
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Abstract. With the rising success of bio-inspired algorithms to solve combinatori-
al optimization problems, research is focused towards design of new bio-inspired 
algorithms or new variants of existing algorithms. To validate the reliability of 
new algorithms with respect to the existing algorithms, they are tested using 
benchmark test functions. However existing automated tools with benchmark test 
problems are limited to genetic and evolutionary algorithms only. Therefore large 
group of researchers have to repeatedly write the same code for the existing algo-
rithms along with their own proposed version. To address this need, the paper 
presents a unified swarm and evolutionary optimization (SEVO) tool that auto-
mates established algorithms like genetic algorithm (GA), memetic algorithm 
(MA), particle swarm optimization (PSO) and shuffled frog leaping algorithm 
(SFLA) over sixteen benchmark test functions with diverse properties. SEVO tool 
provides a user friendly interface to the users for input parameters, options to si-
multaneously execute any combinations of algorithms and generate graphs for 
comparison. To substantiate the effectiveness of SEVO tool, experiments were 
performed to compare the abilities of GA, MA, PSO and SFLA to attain global 
minima and speed of convergence. Results establish that convergence rate of 
SFLA is significantly better than PSO, MA and GA. SFLA also outperformed 
PSO, MA and GA in attaining global minima. Thus SEVO toolbox may serve as 
an imperative aid for the bio-inspired research community to perform simulations 
of the embedded algorithms over varied classes of optimizations test problems 
with minimum time and effort. 

Keywords: Evolutionary and swarm optimization toolbox, Benchmark test func-
tions tool, Genetic algorithm tool, Memetic Algorithm tool, Particle swarm opti-
mization tool, Shuffled frog leaping algorithm tool. 

1   Introduction 

Biologically inspired computation is a multi-disciplinary field that mimics the 
metaphor of natural biological evolution to provide solutions to a variety of  
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intricate problems. The intent of this field is to devise mathematical and engineer-
ing tools to generate solutions to computationally hard problems. The remarkable 
success of bio-inspired techniques has motivated the researchers to explore new 
algorithms in this field. Researchers also attempt to improve the performance of 
conventional algorithms with new variants. To validate the reliability of newly 
proposed optimization algorithms, they are evaluated over the benchmark test 
functions. Test functions serve as important tools to corroborate the reliability and 
robustness of new optimization algorithms with respect to various existing optimi-
zation algorithms. Ali, Pant and Abraham [1] proposed ant colony differential 
evolution algorithm and validated it on a test bed of seven benchmark problems. 
Chauhan, Deep and Pant [2] evaluated their proposed variant of PSO with conven-
tional PSO over ten benchmark test functions. Pant, Ali and Singh [11] used ten 
test problems to evaluate the impact of parent-centric approach on the perfor-
mance of classical differential evolution. Shen, et. al. [12] evaluated the perfor-
mance of BFOA and BF-PSO on 23 numerical benchmark functions. Lu, Ge and 
Gao, [8] assessed self-adaptive genetic algorithms (SaGA) over seven benchmark 
problems. Elbeltagi, Hegazy and Grierson [3] compared the performance of genet-
ic algorithm, memetic algorithm, ant colony algorithm and shuffled frog leaping 
algorithm over two continuous benchmark problems. 

To implement these benchmark test problems using evolutionary and swarm 
techniques, users require certain programming expertise with considerable time 
and effort to write a computer program. This task could be tedious as users not 
only have to implement their own proposed version of the evolutionary algorithm 
but also the existing algorithms for comparison. The rapid development of com-
puter technology, reduced cost and the increased computing power available no-
wadays has encouraged the development of computer-aided optimization tools to 
provide virtual problem-solving environment for sophisticated optimization prob-
lems. Table1 depicts the various tools that automate the execution of swarm and 
evolutionary algorithms to reduce user’s time and efforts.  

Table 1. Comparison of  optimization toolboxes 

Toolbox Platform 
Algorithms Automated in the respective toolbox 

GA MA PSO SFLA 

GEATbx[18] Matlab[19] Yes No No No 

GOAT[5] Matlab Yes No No No 

FlexToolGA[16] Matlab Yes No No No 

PSO toolbox [17] Matlab No No Yes Yes 

MOEA[13] Matlab Yes No No No 

SEVO(Proposed) Java Yes Yes Yes Yes 
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Majority of the optimization toolboxes discussed in table1 provide automated 
support either for genetic algorithms or particle swarm optimization only. For rest 
of the algorithms like memetic algorithm and shuffled frog leaping algorithm etc 
users have to write their own set of code. Thus there is no unified toolbox that 
supports automated execution of all the algorithms. In addition, these tools require 
Matlab toolkit as pre-requisite which is not available freely. To address this need, 
this paper presents a unified swarm and evolutionary optimization (SEVO) tool-
box that automates genetic algorithm, memetic algorithm, particle swarm optimi-
zation and shuffled frog leaping algorithm. Tool presents a single platform for 
users to compare, examine or analyze varied swarm and evolutionary algorithms 
for unimodal and multimodal optimization. In the present work, SEVO toolbox 
has been used to compare the performance of genetic algorithm, memetic algo-
rithms, particle swarm optimization and shuffled frog leaping algorithm to achieve 
global minima and evaluate convergence speed over the sixteen benchmark test 
functions embedded in the toolbox. Rest of the paper is organized as follows: Sec-
tion 2 presents design of evolutionary and swarm intelligence optimization 
(SEVO) toolbox. Section 3 presents experiments and results performed using the 
toolbox followed by conclusion and future work in section 4. 

2   Design of Swarm and Evolutionary Optimization (SEVO) 
Toolbox  

The design of SEVO toolbox as shown in fig1 presents an easy to use interface 
where users need to make certain selections for automatic execution of a particular 
algorithm for the chosen benchmark problem. It has been developed in java using 
JDK1.6 toolkit which is available freely. It carries all the advantages of java like 
platform independence, robustness etc. It eliminates the need of writing extra code 
for evaluating the performance of embedded algorithms over the benchmark test 
problems.  

 

Fig. 1. Design of SEVO toolbox 
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SEVO toolbox automates the execution of four most prevalent bio-inspired al-
gorithms like genetic algorithm (GA) [9], memetic algorithm (MA) [10], particle 
swarm optimization (PSO) [6] and shuffled frog leaping algorithm (SFLA) [4]. All 
these algorithms follow a similar stochastic iterative procedure for generating 
solution to a particular problem. Accordingly the various common parameters 
used in the SEVO toolbox are: 

• Initialization: All bio-inspired techniques are population based which 
require an initial population of potential solutions to be generated ran-
domly. In SEVO toolbox initial population is generated based on the up-
per and lower limit range of the benchmark problem selected by the user.  

• Fitness function: It is used to evaluate the quality of a solution in the 
population. It reflects the objective of the test function selected by the us-
er. In SEVO toolbox, all functions are minimization problems.  

• Convergence criteria/Number of generations: It defines the stopping 
criteria for an algorithm. The algorithm may either be executed for fixed 
number of generations or till the fitness of the population does not change 
for next few generations. Presently in SEVO toolbox, convergence crite-
ria are fixed to number of generations.   

Table2 displays the updating rules coded in the SEVO toolbox for evolving the 
population for next generation for the respective algorithms. It also illustrates the 
various initial inputs parameters required in the SEVO toolbox for automatic ex-
ecution of a particular algorithm. 

Table 2. Input parameters and updating rules for bio-inspired algorithms 

Algorithm Initial Input Parameters 
required in SEVO toolbox 

Population Updating Rules used in 
SEVO toolbox 

Genetic  
Algorithm 

Crossover rate and Mutation 
rate. 

Selection, Recombination and Mutation 

Memetic 
Algorithm 

Crossover rate, mutation 
rate, Local search step con-
stant value.  

Selection, Recombination and Muta-
tion, Local Search mechanism 

Particle 
Swarm  
Optimization 

 Learning factors C1 and C2, 
inertia weight w,  maximum 
change of a particle velocity 
Vmax 

New Velocity Vi = w *  current Vi + 
C1*  rand() * (Pi – Xi) +  C2 * Rand() * 
(Pg-Xi)  
New position Xi = 

current position Xi  +  New Vi; 
Vmax >=Vi  >=Vmax 

Shuffled 
frog Leaping 
Algorithm 

Number of memeplexes, 
number of memeplex itera-
tions and maximum change 
in position Dmax 

Change in frog position (Di) = rand () * 
(Xb- Xw)    
New Position Xw = Xw + Di                       

 (Dmax >= Di >=-Dmax) 
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The standard set of test functions[7][14][15]  included in the SEVO toolbox be-
long to varied classes of problems like unconstrained/constrained optimization 
functions, discrete/continuous functions, separable/non-separable functions and 
unimodal/multi-modal test functions as listed in fig2. As shown in fig 2, functions 
F1-F5 are unimodal, F6 is a noisy quartic function where random [0, 1) is a un-
iformly distributed random variable in [0, 1) and F7-F16 are multimodal test func-
tions. From the list of various test functions, algorithms may be evaluated using 
any subset of functions.  The test functions with diverse properties may be used to 
substantiate the ability of an algorithm to solve certain type of optimization prob-
lems efficiently. 

 

Fig. 2. List of benchmark functions implemented in tool 

The detailed working of the SEVO toolbox is as follows:  

To evaluate the performance of a particular algorithm like shuffled frog leaping 
algorithm over a benchmark test problem like Ackley function, users need to  
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Fig. 3. SEVO toolbox interface for SFLA input parameters 

 

Fig. 4. Execution Progress of SFLA and PSO in SEVO toolbox 
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select ‘Ackley function’ from the function dropdown list, enter the number of 
dimensions, provide population size, number of memeplexes, number of memetic 
iterations, number of generations and  the value of dmax. On submitting all the 
input parameters for the selected algorithm, users have to click on the execute/run 
algorithm button to execute the algorithm. Users also have the option to generate 
graphs by varying number of generations or population as shown in Fig3. For 
comparative analysis, users have the option to simulate any combination from the 
given set of algorithms and save results to be used later. Fig4 illustrates the 
progress of simulating shuffled frog leaping algorithm and particle swarm optimi-
zation algorithm simultaneously. As the progress reaches to 100%, graphs are 
generated automatically. Graphs reflect the performance of the chosen algorithm 
in terms of mean best fitness over the generations/population according to the 
option selected by the user.  

3   Experiments and Discussion of Results  

To illustrate the efficiency of the SEVO toolbox, experiments were performed to 
compare the performance of genetic algorithm (GA), memetic algorithm (MA), 
particle swarm optimization (PSO) algorithm and shuffled frog leaping (SFLA) 
algorithm over the benchmark test functions embedded in SEVO toolbox. Expe-
riments were performed to evaluate rate of convergence and ability to attain global 
minima for all the above mentioned algorithms. 

Experiment 1: It was done to evaluate the relative abilities of GA, MA, PSO and 
SFLA to attain global minimum for functions F1 to F16 included in the SEVO 
toolbox. Results as shown in Table 3 depict the mean best and standard deviation 
obtained for 20 dimensions over 20000 generations and 25 independent runs. It 
illustrates that for all functions, mean best of memetic algorithm is better than 
genetic algorithms except for functions F3, F4, F7, F8, F10 and F12 where genetic 
algorithm performs slightly better than memetic algorithm. For all unimodal and 
multimodal functions F1 to F16, particle swarm algorithm outperforms both ge-
netic and memetic algorithm in attaining the global minima. Shuffled frog leaping 
algorithm which integrates the benefits of both memetic and particle swarm opti-
mization algorithm, significantly enhances the global minima further as compared 
to genetic, memetic and particle swarm optimization algorithm. 

Experiment 2: It was performed to analyze the convergence speed of GA, MA, 
PSO and SFLA over most commonly used Ackley function (F10). Experiment was 
carried out by plotting the mean best value after every 100th generation for GA, 
MA, PSO and SFLA for 20 dimensions with number of function evaluations fixed 
to 20000. Mean best value obtained for 25 independent runs over every 100th func-
tion evaluation is shown in Fig5. 
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Table 3. GA,MA,PSO and SFLA mean best and standard deviation using SEVO tool 

GA MA PSO SFLA 
Function

Mean Best Std Mean Best Std Mean Best Std Mean Best Std 

F1 77.02455 1.42375 76.5133795 1.515909 58.90391942 3.590444 13.0775109 1.790724 

F2 791.8911 20.03245 785.645751 22.00939 560.5527486 6.59E-05 423.486124 40.75674 

F3 67169.29 4876.593 67474.7847 5548.939 26187.74629 4054.389 6560.36209 547.2211 

F4 0.38743 0.030433 0.39292239 0.020783 0.150828085 0.031577 0.00085841 0.000381 

F5 -1495.7 39.6346 -1498.85457 44.29488 -2026.35005 116.5491 -5548.252 257.4728 

F6 38.05731 1.258916 37.7470581 1.280532 24.57710921 2.258082 17.5836857 0.856378 

F7 -281.703 52.39501 -278.877692 40.31424 -875.063331 146.364 -2114.7019 20.58836 

F8 269.6093 2.196916 270.552469 2.420015 231.5861595 11.75014 218.432454 9.722658 

F9 265.3374 6.275616 264.89992 766.275 201.1629075 17.83263 104.178035 11.63619 

F10 6.105897 0.045723 6.10750605 0.045784 5.534116993 0.16953 4.39904569 0.016469 

F11 -0.00041 1.52E-05 -0.00040714 1.51E-05 -0.00063531 0.000111 -0.0020613 3.82E-05 

F12 0.499797 3.99E-05 0.49981984 2.57E-05 0.499357119 0.000148 0.49673954 0.000105 

F13 9.321048 0.033543 9.30925545 0.033301 8.873276342 0.146664 7.78418523 0.022681 

F14 459.2544 12.05468 456.625987 11.05298 347.1873426 26.5526 175.007858 3.664865 

F15 -0.38361 0.009616 -0.38411912 0.010506 -0.53122621 0.043771 -0.854325 0.005999 

F16 -2.02774 0.033532 -2.03725185 0.031028 -2.48233745 0.111541 -3.2015356 7.327362 
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Fig. 5. Convergence speed of GA, MA, PSO and SFLA and over Ackley function 

Fig5 illustrates that convergence speed of memetic algorithm is slightly better 
than genetic algorithm whereas particle swarm optimization algorithm convereges 
faster than both memetic and genetic algorithm. As depicted in fig5, rate of con-
vergence of shuffled frog leaping algorithm is significantly better than GA,MA 
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and PSO. Therefore SFLA may be a good choice for solving unimodal and multi-
modal problems in the real world 

4   Conclusion 

The paper presented unified bio-inspired toolbox -SEVO to automate the execu-
tion of most widespread swarm and evolutionary algorithms such as genetic algo-
rithm, memetic algorithm, particle swarm optimization and shuffled frog leaping 
algorithm over diverse categories of benchmark test functions. It presents a user 
friendly interface where naïve users need to select the test function and algorithm 
and enter only the algorithm specific input parameters to generate the results. It 
relieves the bio-inspired community from the hassles of writing code for the exist-
ing algorithms. To establish the reliability of the SEVO tool, experiments were 
performed to analyze the convergence speed and ability to attain global optima for 
all included algorithms and benchmark test problems. Results illustrate that shuf-
fled frog leaping algorithm performs noticeably better than particle swarm optimi-
zation, memetic and genetic algorithm. Future work includes further enhancement 
of SEVO tool by integrating other evolutionary and swarm techniques like ant 
colony optimizations, bacteria foraging, and artificial bee colony algorithm along 
with other classes of bench mark test functions. 
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Abstract. The demand of Unmanned Aerial Vehicle (UAV) to monitor natural 
disasters extends its use to multiple civil missions. While the use of remotely con-
trol UAV reduces the human casualties’ rates in hazardous environments, it is re-
ported that most of UAV accidents are caused by human factor errors. In order to 
automate UAVs, several approaches to path planning have been proposed. How-
ever, none of the proposed paradigms optimally solve the path planning problem 
with contrasting objectives. We are proposing a Master-Slave Parallel Vector-
Evaluated Genetic Algorithm (MSPVEGA) to solve the path planning problem. 
MSPVEGA takes advantage of the advanced computational capabilities to process 
multiple GAs concurrently. In our present experimental set-up, the MSPVEGA 
gives optimal results for UAV.  

Keywords: Path-planning, UAV, Genetic Algorithm, Contrasting Objectives, 
Multi-objective (Times; 10pt). 

1   Introduction 

Unmanned Aerial Vehicles (UAVs), also referred to as drones, are pilotless air-
craft that are either remotely controlled or travel autonomously as self-directing 
entities. Primarily used in military for intelligence gathering through surveillance 
and reconnaissance, the use of UAVs can be expanded to monitor natural disasters 
or explore dangerous areas that present hazards to human beings. Recently, during 
the humanitarian crisis caused by the earthquake in Haiti, drones have been suc-
cessfully used to provide ground-based first responders with highly details imagi-
nary of the most affected zones.  

Although the use of drone for information gathering reduces human casualties 
in dangerous zones, it is reported that a high percentage of drone-related accidents 
are caused by human factor errors [1]. Our research is motivated by the idea to  
fully automate the drones. The research is focused on exploring the possibilities  
of replacing the human operators by a scalable computer program capable of  
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navigating the drones in response to the environments' geometry (obstacles avoid-
ance) and the mission objectives (information gathering). In other words, we are 
designing a path-planning algorithm for the drone. 

Path planning is the process of determining a collision free pathway between a 
drone's current position and its destination. Several approaches to path planning 
have been introduced over the past years. Those approaches include cell decomposi-
tion [11], potential field [4], and road map [10]. However, those approaches fail to 
efficiently solve multi-objective problems. Because of its robustness and flexibility 
to support multi-objectivity, Genetic Algorithm (GA) is used as an optimization tool 
for path planning algorithms [8]. However, conventional genetic algorithm fails to 
provide satisfactory results in the case of contrasting objectives. We use a modified 
master-slave parallel vector-evaluated genetic algorithm to solve our path planning 
problem. Our algorithm takes advantage of the “independent local evolution” de-
scribed by Parsopoulos et. al. [9], and the parallelism described in [13].  

2   Related Works  

Over the past decades, path planning has become an important component of ro-
botics [7] and virtual reality (for camera navigation [14]). Several paradigms to 
path planning have been proposed. 

Potential field is a technique that assigns attraction values to the destination and 
repulsive values to obstacles. While potential field allows the robots to navigate 
safely towards its destination, it fails to prevent the robot from reaching local mi-
nima [2]. Local Potential field method described in [3] generates a collision free 
pathway by connecting a local minimal to a potential field configured in the ro-
bot's search space. A similar approach is used to determine a collision free  
pathway for an Autonomous Underwater vehicle [4]. Although the above cited 
methods [3] [4] are free of local minima, the resulting pathway is exclusively ap-
plicable to navigation; thus, multi-objectivity is not taken into account. 

Ross Graham [6] exploited path finding algorithm using neural network. 
Leigh et. al [5] describes an alternative to A*-Like path finding using genetic 
algorithm. Their algorithm appears more efficient with multiple agents. Unfor-
tunately, it relies on 2D testing ground. Expanding the use of the algorithm to 
3D environment does not necessarily produce the same success level. Further-
more, Ross Graham favors genetic algorithm over neural network, for multi-
objective applications [6]. 

Hagen et al.[7] provides a path planning approach for mobile robots using genet-
ic algorithm. Sensors are used to locate the obstacles while the obstacle response is 
computed locally. However, this algorithm has some shortcomings. While the ro-
bots operate in a 3D real world space, the path planning is computed for a 2D world 
assuming that the robots operate on a flat floor. Furthermore, Hagen's algorithm is 
only concerned with the path's computation. The robot's operation is, therefore, li-
mited to travelling between a start point and a destination point. 
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Shashi et. al [8] expand the use of simple evolutionary algorithm to path plan-
ning by using a multi-objective GA approach to solve the path planning problem 
for Unmanned Aerial Vehicles. Using a simple Objective Weighting P(γ) (varia-
tion of Multi-objective genetic algorithm), the algorithm does not necessarily  
provide a satisfactory result in case of contrasting objectives. The algorithm pro-
vides a single solution. That solution can either be a middle-ground between all 
the potential solutions (if the weights of the objectives are equal), or converges 
towards a single objective (the objective with the highest weight). 

There are variations of multi-objective genetic algorithm that can solve the con-
trasting objectives problems. Multi-objective Optimization using Parallel Vector-
Evaluated Particle Swarm Optimization (PVEPSO) [9] is a method inspired by 
Vector-Evaluated Genetic Algorithm. In PVEPSO, each swarm operates indepen-
dently, with its own population evaluated according to a single objective. After a 
certain number of iterations, particles from each swarm migrate to the neighboring 
swarm, providing variety to local swarm. A series of tests conducted on four well 
known problems showed that PVEPSO outperforms Vector- Evaluated  
Genetic Algorithm (VEGA) at each case. We introduce a modified Master-Slave 
Parallel-Vector Evaluated Genetic Algorithm (MSPVEGA) that inherits some fea-
tures of PVEPSO and the parallelism of Master-Slave Parallel Genetic Algorithm 
(MSGA) described in [13] to solve our path planning problem. 

3   Parallel Vector-Evaluated GA 

Genetic algorithm (GA) is a search heuristic that imitates evolution in nature. A 
potential solution, or individual, is represented by a chromosome. Each chromo-
some may contain several genes representing characteristics of the individual. 
Starting from a couple of potential solutions, the individuals go through some 
transformations to generate new and fitter individuals. The transformations in-
clude reproduction, crossover and mutation. Reproduction involves making a copy 
of a chromosome. Crossover changes the content of individual by swapping the 
values of genes between two chromosomes. Mutation, on the other hand, alters the 
value of a gene to generate a new individual. Mutation adds variety to the popula-
tion and reduces the probability of occurrence of premature convergence. If an  
individual is judged unfit in the process, it is simply discarded. The judgment  
on fitness of the individuals is based on a value (fitness value) computed using a 
fitness function. The fitness function represents the objectives of the problem  
in hand. 

Master-Slave Parallel Vector-Evaluated Genetic Algorithm is based on master-
slave strategy. In MSPVEGA, the master coordinates the migration while the 
slaves run the parallel GAs. All GAs execute concurrently. Each GA operates with 
its own population which is evaluated with a single objective. Fig.1 depicts the 
building blocks of MSPVEGA. 
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Fig. 1. MSPVEGA Building Blocks. 

After a predefined number of iterations, a selected subset of the local popula-
tion migrates from the local GA to the master node. The master node reshuffles all 
the received individuals, segregates them according to the objective with which 
they perform better. Finally, the segregated groups are sent back to the appropriate 
slaves as shown in Fig. 2. 

Within each GA, the fitness function with which each individual is evaluated as 
a mathematical representation of a particular objective. Given a number of objec-
tives, α, MSPVEGA dynamically configures b+1 slaves indexed from 0 to b; the 
slave indexed by b runs a particular GA that combines all the objectives in Objec-
tive Weighting Genetic Algorithm. The fitness function corresponding to such ob-
jective is given in (1). 

∑
−

=

=
1

0

b

i

fif
 
                                                     (1)

 

where fi represents the fitness function of the GA running at the slave i. 

4   Representation 

Our testing ground is a virtual environment. In the virtual world, there are several 
sound emitters placed at various locations. Each emitter dispatches a sound at a 
particular frequency. The frequency of emission of each emitter is known to the 
UAV’s configuration. From its current position, the mission of the UAV is to 
reach a preset destination position as soon as possible. Along the way, the UAV 
should capture as much distinctive information as possible and avoid all the  
obstacles. 
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Fig. 2. MSPVEGA flowchart. 

In this problem, chromosomes represent both the pathway, and the speed of the 
UAVs at each discrete point of the pathway. In order to reduce the length of the 
chromosome to speed up the iterations, the section of the chromosome that 
represents the pathway contains the information of control points of B-Spline 
curves. The resulting curve is represented as a set of discrete points. At each dis-
crete point, the drone adjusts its speed to fulfill its mission. 

We are presented with a multi-objective time-constrained optimization (max-
imization) problem. The fitness function corresponding to each objective is de-
scribed in the following lines: 

• f1 is the ratio of the information captured to the maximum amount of in-
formation. It ensures that the drone captures as much information as poss-
ible as it flies from its current position to its destination. The longer the 
drone flies over an emitter, the more information it captures. 

• f2 is the ratio of the current speed to the maximum speed. This objective 
regulates the speed of the drone in accordance to the information being 
captured. The drone slows down near an emitter, and speeds up as the 
sounds transmitted by the emitter fades away. 

• f3 is the ratio of the distance of current pathway by the distance of shortest 
possible pathway. This function ensures that the resulting pathway is short. 

• f4 validates feasible points of the pathway. This function ensures that the 
resulting pathway is collision-free. 

• f5 is the ratio of the projected time of the resulting pathway by a prede-
fined threshold time. This function ensures that the drone reaches its des-
tination as soon as possible. The objective represented by this function 
clearly contradicts the objective represented by f1. 
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• f6 combines all the objectives into one objective using objective weight-
ing method (2). 

f6 = 1/(f1+ f2+ f3+f4+f5)                                              (2) 

5   Results and Discussion 

The algorithm is implemented using MPI (for parallelization) and galib (for genet-
ic algorithm library). Each slave runs a GA. The local GA determines the fittest 
individual of a local population evaluated with a single objective. Objective1 en-
sure that the UAV captures as much information as possible, whereas Objective 2 
ensures that the drone travels at a speed responsive to the objective 1 (at slave 1). 
Objective3 optimizes the length of the path taken by the drone; meanwhile Objec-
tive 4 ensures that the path is collision free. Objective 5 ensures that the drone 
reaches its destination at a time smaller than a predefined threshold time. 

At each slave, the local GA’s maximum number of generation is set to 200 
while its population size is set to 1000. The crossover rate is 0.60 and the mutation 
rate is 0.20. The replacement rate is 0.25. Fig. 3 shows the change in fitness of the 
fitter individual at each generation. The result shows a constant fitness value ob-
tained from the GA optimizing Objective 4. This can be explained by the big pop-
ulation size (1000) used to optimize a pathway in a scene with a low complexity. 
Because there are very few obstacles in the scene, it is possible to determine a col-
lision free pathway from the early stage of the evolution (generation 1). 

The results obtained by the GA optimizing Objective 1 (Fig. 4) show sudden, 
yet important, rises in fitness at generations 50, 74 and 82. Those changes can be 
justified by sound intensity factor that is inversely proportional to the square value 
of the distance between the drone and the source. The factor imposes a huge dif-
ference in the intensity even if distance varies by a few units; a slight change in 
the distance might have a great influence in the result. 

 

Fig. 3. Fitness Change in MSPVEGA. 
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Fig. 4. Fitness change with Objective 1. 

A progressive improvement in fitness is observed in the GA optimizing the 
pathway with Objective 2 (Fig.5). The change, however, becomes less important 
at the later stages of the evolution. After the 150th generation, the change is almost 
inexistent. This can be justified by the small range of speed (from 0 to 5) provided 
to the drone at each point of the pathway. From the results, it is safe to predict that 
feeding the local GA with a big number of generations (more than 200) would be 
a waste of computational power. 

The GA responsible for finding the shortest path shows a progressive change in 
fitness in the early stages of the evolution (Fig. 6). After the 100th generation, the 
fitness improvement becomes less important. From the 100th generation to the 
150th generation, there is practically no improvement in fitness. At the later stages 
of the evolution (after the 150th generation), however, a slight improvement in fit-
ness is observed at some generations. The latter changes, compared to those ob-
served in the early stages, are less important. 

 

Fig. 5. Fitness change with Objective 2. 
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Fig. 6. Fitness change with Objective 3. 

There is a constant growth of fitness in the GAs optimizing Objective 5 and 
Objective 6 (Fig. 7). Those changes are noticeable throughout the whole evolu-
tion. The results show the need for exhaustive operations to optimize a multi-
objective problem (represented by objective 6) and a time-constrained problem 
(represented by objective 5), with genetic algorithm. 

In addition to the above quantitative analysis, a qualitative analysis is con-
ducted. Qualitative analysis is based on the observation of the phenotype of the 
optimal results obtained from the local GAs. Fig. 8 shows the difference of two 
phenotypes issued from different GAs. The longest path is the pathway defined 
by Objective 4. Although this path represents an individual of perfect fitness 
(1.0), its length makes it unfit for other objectives. With this GA, any individual 
whose phenotype is collision free has a perfect fitness. The shortest pathway 
(red) is the representation of the genotype obtained from the GA optimizing the 
Objective 3. There is a clear difference in length observed on both pathways even 
they are issued from the GAs with the same number of generations and popula-
tion size. 

 

Fig. 7. Fitness change with Objectives 5 and 6 
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The pathway obtained from the solution of the GA optimizing the combined 
objective is shown in Fig. 8 while the pathway which represents the time con-
strained-objective is shown in Fig. 10. The pathway in Fig. 9 is straightened while 
the pathway in Fig. 8 shows a lot of curves along the line. In a time-constrained 
optimization problem, the result shown in Fig. 9 is preferable. This result shows 
the superiority of MSPVEGA over MOGA in multi-objective optimization prob-
lems with contrasting objectives. 

6   Conclusion and Future Work 

MSPVEGA is introduced to solve the multi-objective problems with contrasting 
objectives. MSPVEGA combines the features of MSGA and PVEPSO. The migra-
tions that occur during the optimization process add variety to the local popula-
tion. Thus, the algorithm is less likely to be affected by premature convergence. 
Through the crossover process, the offspring’s obtained after the migrations may 
share features of individuals residing in other populations. The importance of mi-
gration is shown in the phenotype pictured Fig. 9. The pathway resulting from the 
GA optimizing Objective 5 is collision free, short and responds the time constraint 
requirement. The collision free and short distance are features inherited from the 
other GAs. The quantitative analysis shows that the performances of local GAs are 
more influenced by specific genetic parameters. For instance, the GA optimizing 
Objective 4 requires less number of generations if the population size is big. The 
required population size depends on the complexity of the scene. There are a 
number of generations after which the results of GAs optimizing Objective 2 and 
Objective 3 show fewer improvements. The GAs optimizing Objective 5 and Ob-
jective 6 require a big number of generations. 

 

Fig. 8. Pathways defined by Objectives 2 and 3. 
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Fig. 9. Phenotype of the result obtained from MOGA. 

 

Fig. 10. Phenotype of the result obtained from the GA optimizing Objective 5. 

Our future works include implementing multi-objective problem path planning 
algorithm using different heuristics (neural networks and potential field). A com-
parative analysis based on the above heuristics will allow us to conclude that 
MSPVEGA outperforms MOGA, neural networks and potential field in solving 
the multi-objective path planning problem. Finally, the system will be deployed in 
real environment to test its performance. 
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Abstract. Differential Evolution (DE) has emerged as a popular tool for solving 
global optimization problems occurring in various fields. However, like most of 
the population based random search techniques in their basic form, DE has some 
inherent drawbacks like slow and/or premature convergence, stagnation etc. which 
sometimes hinders its performance. In the present study we propose two new 
mutation schemes for DE to enhance its performance in terms of solution quality 
as well as convergence rate.  

Keywords: Optimization, Differential evolution, Mutation. 

1   Introduction 

Differential evolution algorithm is a simple and powerful evolutionary algorithm 
which is used to solve global optimization problems over continuous space. It was 
first proposed by Storn and Price in 1995 [1]. According to frequently reported 
experimental studies, DE has shown better performance than many other 
evolutionary algorithms (EAs) in terms of convergence speed and robustness over 
several benchmark functions and real-world problems [2] It has many attractive 
characteristics, such as compact structure, ease to use, speedness and robustness 
[3]. DE is capable of handling non-differentiable, nonlinear and multi-modal 
objective functions and has been successfully demonstrated to a wide range of real 
life problems of science and engineering field such that engineering design, 
chemical engineering, mechanical engineering pattern recognition, and so on [3].  

In order to improve the performance of DE, several versions of DE variants 
have been proposed by many researchers over the last few decades. Some of the 
modified variants are; Learning enhance DE (LeDE) [3], DE with Trigonometric 
Mutation (TDE) [4], DE with simplex crossover local search (DEahcSPX) [5], 
Cauchy mutation DE (CDE) [6], Mixed mutation strategy based DE [7] Fuzzy 
adaptive DE (FADE) [8], DE with self adaptive control parameter (jDE) [9], 
Opposition based DE(ODE) [10], Self adaptive DE (SaDE) [11], adaptive DE 
with optional external archive (JADE) [12], Modified DE (MDE) [13], DE with 
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random localization (DERL)[14], DE with global and local neighborhood (DEGL) 
[15] and so on. 

A recently literature survey of DE variants is given in from; [15]-[17]. 
In basic DE, the base vector is either randomly selected (DE/rand/bin) or is 

selected ‘greedily’. In this paper we have proposed two new mutation schemes for 
DE. The first scheme is Inverse Quadratic Interpolation (IQI) scheme and the 
second one is named Sequential Parabolic Interpolation (SPI). The corresponding 
DE variants are named IQI-DE and SPI-DE. Both schemes aim at efficiently 
generating the base vector in the mutation phase of DE. The only difference to DE 
and both proposed algorithms at base vector in mutation operation. The 
significance of selecting efficient base vector is discussed later in the paper. 

The rest of the paper is structured as follows; In section 2 we give the 
introduction of basic DE. The description of proposed modified DE variants 
named IQI-DE and SPI-DE are given in section 3. Experimental settings and 
numerical results are discussed in section 4 and finally paper is concluded in 
section 5. 

2   Basic Differential Evolution (DE) 

DE is a stochastic, robust and direct search based global optimization algorithm. 
Like other evolutionary algorithms, DE is also start with a set of solutions which 
is termed as ‘population’. Let P={Xi

G , i=1,2,...NP} be the population at any 
generation G which contain NP individuals and an individual can be defined as a 
D dimensional vector such as Xi

G =(x1,i
G

,, x2,i
G…, xD,i

G). For basic DE 
(DE/rand/1/bin) [1] mutation, crossover and selection operations are defined as 
below; 

i. Mutation: For each target vector Xi
G select three different vector say 

Xr1
G, Xr2

G and Xr3
G from the population P such that irrr ≠≠≠ 321 then the 

mutant vector    Vi
G =(v1,i

G
,, v2,i

G…, vD,i
G)is defined as: 

)( 321
G
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G
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Here, Xr1
G is base vector, F is a real and constant factor having value between [0, 

2] and controls the amplification of differential variation (Xr2
G – Xr3

G ). 

ii. Crossover: Perform crossover operation to create a trial vector Ui
G 

=(u1,i
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rand (0, 1) is uniform random number between 0 and 1; Cr is the crossover 
constant takes values in the range [0, 1] and jrand ∈ 1, 2,..., D; is the randomly 
chosen index. 
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iii. Selection: During the selection operation we generate a new population 
Q ={Xi

G+1 , i=1,2,...NP}for next generation G+1 by choosing the best vector 
between trial vector and target vector. 

⎪⎩
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⎧ <
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3   Proposed Algorithms  

Before discussing the proposed algorithms, let’s have a look at the common 
mutation strategies of DE: 

 DE/rand/1  

 DE/rand/2 

 DE/best/1 

 DE/best/2 

 DE/rand-to-best/1
                              

 

In all these strategies we see that the base vector is either selected randomly or is 
the best solution vector of the population. This base vector plays an important role 
in generating the mutant vector. A random base vector provides diversity to the 
population but may slow down the convergence rate. On the other hand when base 
vector is selected as the best solution vector of the population, the nature of the 
search process becomes greedy in nature which makes it faster but may also lead 
to a premature convergence. In the present study we suggest two novel methods of 
generating the base vector; Inverse quadratic interpolation and sequential 
parabolic interpolation. These are defined below; 

3.1   Inverse Quadratic Interpolation (IQI) Based Base Vector 

Inverse quadratic interpolation uses three prior points to fit an inverse quadratic 
function (x as a quadratic function of y) whose value at y=0 is taken as the next 
estimate of the root x. If the three point pairs are (a, f(a)), (b, f(b)), (c, f(c)) then 
the interpolation formula is; 

))()())(()((

))())(((

))()())(()((
))())(((

))()())(()((
))())(((

afbfcfbf

bafycfy

cfafbfaf

acfybfy

bfcfafcf

cbfyafy
x

−−
−−+

−−
−−+

−−
−−=

        (4) 

Setting y=0 gives a result for the next root estimate.  
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The working of IQI-DE is as follows;  

 First select 3 mutually different random vectors Xr1, Xr2, and Xr3 from 
the population and then find the best among these (say Xtb).  

 Now take a=Xr1 b=Xr2 and c=Xr2. and find a new vector (say XQ) using 
by Equation-4.  

 If any of (f(a)~f(b)), (f(b)~f(c)) and (f(c)~f(a)) are zero then we take 
these values as (f(a)+f(b)), (f(b)+f(c)) and (f(c)+f(a)). 

 Now this new vector XQ will be the best vector from all Xr1, Xr2, and 
Xr3 because it is next root estimation of function using of Xr1, Xr2, and 
Xr3 as the initial solutions.  

3.2   Sequential Parabolic Interpolation (SPI) based Base Vector 

Like inverse quadratic interpolation SPI uses the three points (a, f(a)), (b, f(b)), (c, 
f(c)) to find the next estimation solution. The formulation of SPI is given as 
below; 

))()()(())()()((

))()(()())()(()(

2

1 22

bfafcacfafba

bfafcacfafba
ax

−−−−−
−−−−−+=                (5) 

Now take a=Xtb (let it is Xr1), b=Xr2 and c=Xr2. and find a new vector (say XQ) 
using by Equation-5. All other steps of SPI-DE are same as defined in IQI-DE. 

Graphical description of SPI and IQI is given in Figure 1. 

 

Fig. 1. Differentiate between perturbed vector generated by simple DE and generated by 
interpolation based DE 

3.3   Proposed Variants: IQI-DE and SPI-DE 

The computational steps of the proposed variants are same as that of basic DE 
except in the selection of base vector. Further, in order to provide more diversity 
to the algorithm and to maintain a balance between exploration and exploitation 
we fixed a probability (pr) between Xtb and XQ to be selected as a base vector. 
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Pseudo Code of IQI-DE and SPI-DE Algorithm 

1 BEGIN 

2 Generate uniformly distributed random 
population P= {Xi

G, i=1,2,...NP}. 
 Xi

G = Xlower +(Xupper -Xlower)*rand(0,1), where i 
=1, 2,..,NP 

3 Evaluate f(Xi

G)
4 while (Termination criteria is met )

5 { 

6    for i=1:NP
7          {

8           Select three vectors Xr1

G, Xr2

G and 
Xr3

G which are different from each other and 
also different from Xi

G 
9 Find best vector Xtb

G among these Xr1

G, Xr2

G and 
Xr3

G 
10 Put a= Xr1

G, b= Xr2

G and c= Xr3

G in Equation-4 
and Equation-5 and Find XQ

G  
11  if (rand (0,1)< pr )

      Xr1

G= XQ

G /* for IQI using Equation-4 
              and for SPI using Equation-
5*/ 

12  Else 

13     Xr1

G= Xtb

G

14  end if 

15 Perform mutation operation as defined by 
Equation-1 

16 Perform crossover operation as defined by 
Equation-2 

17 Evaluate f(Ui

G)

18 Select fittest vector from Xi

G and Ui

G to the 
population of next generation by using 
Equation-6 

19          }/* end for loop*/

20 Generate new population Q={Xi

G+1 
,i=1,2,...NP} 

21 } /* end while loop*/

22 END 

4   Experimental Setting and Simulated Results 

To evaluate performance of proposed algorithms total 6 standard benchmark 
function which are taken from [3], [12] are used in the present study. Next in this 
section algorithms for comparison, performance criteria, experimental settings and 
numerical results are given.  
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4.1   Algorithms for Comparison 

The algorithms for comparison are listed as below; 

• The conventional DE algorithm: DE/rand/bin/1[1] 
• DE with random localization (DERL) [14] 
• Clustered based learning enhance DE (LeDE) [3] 
• State of the art DE: jDE [9] SaDE [11], and JADE [12] 

4.2   Performance Criteria 

We have used 4 different criteria to evaluate performance and comparisons our 
proposed algorithms which are given below;  

Error [10]: The error of a solution X is defined as f(X)-f(X*), where X* is the 
global optimum of the function. The minimum error is recorded when the Max 
NFEs is reached in 50 runs. Also the average and standard deviation of the error 
values are calculated. 

NFEs [10]: The number of fitness function evaluations (NFEs) is recorded 
when the VTR is reached before to reach maximum NFE. i.e we set the 

termination criteria as VTRff globqalopt ≤− ||  and record average NFE of 

successful run over 50 runs. 
Convergence graphs [7]: The convergence graphs show the mean fitness 

performance of the total runs, in the respective experiments. 
Acceleration rate (AR) [7]: This criterion is used to compare the convergence 

speeds between algorithms A and B. It is defined as follows: 

%BA

ANFE

NFENFE
AR

−=  

4.3   Experimental Setting 

All algorithms are implemented in Dev-C++ and the experiments are conducted 
on a computer with 2.00 GHz Intel (R) core (TM) 2 duo CPU and 2- GB of RAM. 
All results are calculated the average results over 50 independent runs for every 
algorithm.  

The parameters used are set as follows [3], [12] 

Table 1. Parameter Setting 

Pop size (NP) 100 
Dimension (D) 30  
Scale Factor  (F), Crossover rate (Cr),and 
Probability(Pr) 

0.5,0.9, 0.1 

Value to reach (VTR)  10-08 except for Noise function of 
VTR 10-02 

Max NFE 300000 
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4.4   Simulated Result and Comparisons 

In Table-2 numerical results are given in term of NFE while in Table-3 results are 
given in term of average error. Table-2 shows the comparison of proposed IQI-DE 
and SPI-DE with SDE, DERL and LeDE in term of average NFEs over 50 runs. 
For LeDE the results have been taken from [3]. In Table-3 comparison with jDE, 
SaDE and JADE algorithms in term of average error over 50 runs is given. All 
results for these algorithms are taken from [12]. 

It is clear from Table-2 for both SPI-DE and IQI-DE the NFEs are less than 
other DE variants for every benchmark problem except Rosenbrock problem. In 
the case of Rosenbrock problem DERL obtained the accuracy in 255240 NFEs 
while SPI-DE takes 263740 NFEs and IQI-DE takes 258000 NFEs to achieve the 
accuracy. So there is a little difference to between the NFEs of DERL and 
proposed SPI-DE and IQI-DE. Otherwise both proposed algorithms give the better 
performance in the case of other benchmark problems. The total number of NFEs 
for all benchmark problems is 1055250, 585570, 569922, 540430 and 457620 by 
SDE, DERL, LeDE, SPI-DE and IQI-DE respectively. Hence the acceleration rate 
of SPI-DE over SDE is 48.78%, over DERL is 7.7% and over LeDE is 5.17% 
while acceleration rate of IQI is 56.63%, 21.85%, and 19.70% with respect to 
SDE, DERL and LeDE. Hence IQI-DE gives the better performance all algorithm 
and also from SPI-DE. IQI-DE is 15.32 % faster than SPI-DE.  

In the Table-3 comparison is taken over some state of the art algorithm like 
SaDE, jDE and JADE algorithms. Here first we have fixed max-iteration and then 
find the average error and standard deviation over the 50 runs. It can be seen 
easily for all case IQI-DE gives minimum error and standard deviation in compare 
to all algorithm while SPI-DE gives minimum error for all problem except than 
Ackley problem when compare to SaDE and jDE while it gives the better 
performance only in two benchmark problem when it compare with JADE. 

Table 2. Experimental results and comparison in term of average NFEs over 50 runs 

Fun SDE DERL LeDE 
/Exp  

SPI-DE IQI-DE 

Sphere 96620 51320 49494 44680 35970 
Schwefel 
2.21 

160400 84000 77464 70440 52130 

Rosenbrock 416640 255240 282972 263740 258000 
Noise 135290 63370 33302 48700 25700 
Griewank 101060 52860 50579 45400 39220 
Ackley 145240 78780 76111 67470 46600 
Total 1055250 585570 569922 540430 457620 
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Table 3. Comparison with state of the art algorithms in term of average fitness error and 
standard deviation in 50 runs 

Fun Max-
Gen 

SaDE jDE JADE SPI-DE IQI-DE 

Sphere 1500 4.5E–20 
(6.9E–20) 

2.5E–28 
(3.5E-28) 

1.8E–60 
(8.4E–60) 

1.1E-034 
(2.2E-034) 

3.2E-070 
(2.9E-070) 

Schwefel 
2.22 

2000 1.9E–14 
(1.1E–14) 

1.5E–23 
(1.0E–23) 

1.8E–25 
(8.8E–25) 

5.9E-024 
(3.5E-024) 

1.1E-048 
(1.1E-048) 

Rosenbrock 3000 2.1E+01 
(7.8E+00) 

1.3E+01 
(1.4E+01) 

8.0E–02 
(5.6E–01) 

0.0E+00 
(0.0E+00) 

0.0E+00 
(0.0E+00) 

Noise 3000 4.8E–03 
(1.2E–03) 

3.3E–03 
(8.5E–04) 

6.4E–04 
(2.5E–04) 

1.3E-03 
(5.1E-04) 

2.7E–04 
(1.4E–04) 

Griewank 500 7.8E–04 
(1.2E–03) 

1.9E–05 
(5.8E–05) 

9.9E–08 
(6.0E–07) 

9.6E-009 
(5.6E-009) 

8.2E-014 
(9.3E-014) 

Ackley 2000 4.3E–14 
(2.6E–14) 

4.7E–15 
(9.6E–16) 

4.4E–15 
(0.0E+00) 

4.2E-013 
(1.9E-013) 

1.4E-016 
(0.0E+00) 
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Fig 2(b) 

Fig. 2. Convergence graphs of Ackley function and Sphere function 



Modified Mutation Operators for Differential Evolution 587
 

 

5   Conclusions 

In the present study, two modified methods are suggested for selecting the base 
vector. These methods: IQI and SPI exploit the local information of the search 
domain for generating the base vector. The corresponding variants are named IQI-
DE and SPI-DE. From the numerical results it is observed that the proposed 
modifications help in improving the performance of DE in terms of convergence 
rate besides maintaining the solution quality. 
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Abstract. In the current business scenario, dramatic advances in data capture, 
processing power, data transmission, and storage capabilities are enabling 
organizations to integrate their various databases .For each organization a process 
of centralized data management and an efficient data retrieval method has become 
essential. Centralization of data is needed to maximize user access for know- 
ledge capturing analysis, business improvement and for future use. Dramatic 
technological advances are making this vision a reality for many companies. This 
paper presents a design of a tool for extracting the data from a centralized vault, 
indexing, retrieving domain-specific data and optimizing the result using genetic 
algorithm. 

Keywords: Cosine similarity, Fitness function, Genetic Algorithm, Information 
Retrieval, domain-specific. 

1   Introduction 

With large amount of information resources available through various resources in 
organizations, the information overload for the user has become overwhelming. 
There has been dramatic increase in thirst for finding the best and the newest 
information through the world. Nowadays the thirst is more on the domain-
specific information, as most of current information systems are, the user looking 
for some topic and the Information Retrieval System(IRS) retrieves too much 
information. The systems provide no qualitative distinction between the relevant 
and irrelevant documents [1].Genetic algorithms (GAs) are not new to information 
retrieval. Gordon suggested representing a posting as a chromosome and using 
genetic algorithms to select good indexes [4][10]. Yang et al. suggested using 
GAs with user feedback to choose weights for search terms in a query 
[5][10].Morgan and Kilgour suggested an intermediary between the user and IR 
system employing GAs to choose search terms from a thesaurus and dictionary 
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[6][10]. Boughanem et al. [7][10] examine GAs for information retrieval and they 
suggested new crossover and mutation operators. 

2   Motivation 

BHEL is an engineering and manufacturing organization in which a large volume 
of documents are captured into a centralized vault through different applications. 
Due to lack of domain-specific information system, the past and the present 
knowledge in the documents are not readily available for the users. This paper 
aims at the design of a tool for extraction of the data from the documents in the 
vault, indexing, retrieval of domain-specific information and optimization of the 
result. 

3   Proposed System Architecture 

3.1   Text Extraction 

The various methods of information retrieval that have been proposed in the 
literature are full text scanning, indexing, signature files and clustering [3].Among 
them each method has its own advantages and disadvantages. Indexing is the 
method considered in this design. In any Information Retrieval System (IRS), the 
keywords are extracted from the documents by parsing the documents. The 
parsing of a document involves the steps namely markup and format removal of 
tags, tokenization, filtration. The above steps help in extracting distinct and 
meaningful keywords from the documents. The type of documents considered for 
scanning in the proposed tool are text files, PDF files, MS Word files, MS Excel 
files, MS PowerPoint files, HTML files and XML files. An algorithm is developed 
to find the type of the document and parse accordingly. The output of the 
algorithm is the distinct keywords and their relevant attributes. 
 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Architecture of the proposed system 
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3.2   Indexing 

Various indexing techniques are available in the field of IR, but the common and 
more efficient indexing technique found in the literature is inverted index. An 
inverted index is an index data structure storing a mapping from content, such as 
words, to its location in a document or a set of documents. It is proposed to use 
inverted index technique for the proposed system. It is the most popular data 
structure used in document retrieval systems [3].A general inverted file index 
consists of two parts: a set of inverted file entries, being lists of identifiers of the 
records containing each indexed word, and a search structure for identifying the 
location of the inverted file entry for each term. The search structure may contain 
the information like the document id, in which the term is located. In this system 
the inverted index is implemented as a database. And other attributes used in the 
inverted list are document number, the weight of the terms in the document and 
the position of the keyword in the document, the context of the document & the 
type of the document. In any IRS, the system first extracts keywords from 
documents and then assigns weights to the keywords by using different 
approaches. This research presents the following weighting scheme for calculating 
the weight of the terms[3].  

 
                                W(ti,dj)=f(ti,dj)/sqrt(|dj|) x ln(D/f(ti))                                 (1) 
 

where f(ti,dj) is the no. of times term ti appears in document dj, |dj| is the no. of 
terms in dj, f(ti) is the no. of documents. containing ti and D is the no. of docs.in the 
collection. 

3.3   Context Based Definition 

The context of the document is captured as one of the attributes of the inverted 
list. The context here is considered as the name of the directory in which the 
document is located. 

3.4   Document Retrieval and Relevancy 

In this paper it is proposed to use the vector model of the IRS. In this model a 
document is viewed as a vector in n-dimensional space (where n is the number  
of distinguishing keywords used to describe contents of the documents in a 
collection) and each term represents one dimension in the document space[10]. A 
query is also treated in the same way and constructed from the terms and weights 
provided in the user request. Document retrieval is based on the measurement of 
the similarity between the query and the documents. In this method, the retrieved 
documents can be orderly presented to the user with respect to their relevance to 
the query [9]. 
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                               F=rel(d) + 1/Td +S+Ts +dtyp +ddom                                                  (3) 
 

where rel(d)  is the total no. of relevant documents retrieved with respect to the 
given queryi.e ∑ x  where xk is kth gene of the ith chromosome,Tsis the time 
taken to search a relevant  documents,Td is the time taken to download the relevant 
documents,S  total size of the relevant documents, dtypis the type of the document 
and ddom is the context of the document. The simulation results show that there are 
performance improvements in the optimisation of the results in inclusion of the 
proposed parameters. With increase in the search time the no. of relevant 
documents retrieved is expected to be more. With a fixed search time the no. of 
types of documents are expected to be more. Similarly with a   fixed search time 
the no. of contexts of documents to be retrieved is expected to be more. Hence 
Ts,dtyp & ddom   are added to the fitness functions as a parameter of directly 
proportionate. 

4   Performance Analysis 

The GA with proposed FF is tested the documents in a centralized vault by 
including the parameters one by one 

4.1   Search Time 

At this step, the fitness function proposed  is  
 

F=rel(d) + 1/Td +S+Ts                                                 (4) 
 

The fitness function without Ts but with the time taken to select the relevant 
document (Tr)  by the user is already considered in the literature [10] and here the 
FF with Ts is proposed. The search time (Ts) is the total time taken to make the 
relevant documents available to the users considering the type of the document 
and based on the context. Initial generation and subsequent generation of a  
sample of 6 chromosomes are shown in Table 1. In the cross over process the 
chromosomes with maximum fitness are selected. The other chromosomes are 
crossed over with a probability of 0.8. The mutation probability is 0.0002. For the 
Chromosomes and the fitness for initial generation and subsequent generation [10] 
may be referred. 

The information retrieval efficiency measures from precision. 
 

    Number of documents retrieved and relevant 
Precision= -------------------------------------------------------                     (5) 

    Total Retrieved 
 

The experiment results are shown for 200 queries and the experimental 
observation, the best values for this test documents collections at crossover 
probability Pc = 0.7 and mutation rate is Pm= 0.0002for the GA follows 
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Table 1. Queries and the precision of FF proposed in Eqn.(4) 

 Average  Precision for 200 queries 

Queries 

                       Precision   
Queries 

          Precision 

Witho 
ut GA 

GA 
without 
Ts in FF 

GA 
with Ts 
in FF 

Witho
ut GA 

GA 
without 
Ts in FF 

GA with 
Ts in FF 

1-10 0.58 0.6 0.5 101-110 0.62 0.63 0.65 
11-20 0.52 0.55 0.5 111-120 0.57 0.57 0.6 
21-30 0.6 0.625 0.664 121-130 0.54 0.58 0.6 
31-40 0.7 0.734 0.8 131-140 0.62 0.67 0.69 
41-50 0.48 0.5 0.5 141-150 0.66 0.69 0.69 
51-60 0.5 0.51 0.61 151-160 0.71 0.7 0.71 
61-70 0.57 0.6 0.61 161-170 0.71 0.71 0.71 
71-80 0.61 0.64 0.59 171-180 0.65 0.68 0.7 
81-90 0.52 0.55 0.55 181-190 0.62 0.65 0.7 
91-100 0.56 0.58 0.6 191-200 0.65 0.691 0.691 

 
The comparison of performance of the search algorithm optimization without 

GA, with GA with and without the search time as parameter in the FF and shown 
in Fig.2. 

 

 

Fig. 2. Comparison of performance without GA, with GA with and without search time 

4.2   Document Type 

The second parameter included in the proposed FF is document type as follows 
 

F=rel(d) + 1/Td +S+Ts+dTyp                                           (6) 
 

The fitness function without Document type is proposed in section 4.1 and here 
dtyp is included. Different weightages are assigned to different types of documents 
as more weightage is given to the editable type of documents and least weightage 
is given to the non-editable type of documents. The results are shown in the  
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Table 2.In the cross over process the chromosomes with maximum fitness are 
selected. The other chromosomes are crossed over with a probability of 0.8. The 
mutation probability is 0.0002.The experiment results are shown for 200 queries 

Table 2. Queries and the precision of FF proposed in Eqn.(6) 

Average Recall Precision for 200 queries 

Queries 

Precision  
 

Queries 

Precision 

Without 
GA 

GA 
without 
dtyp in 
FF 

GA 
withdtyp 
in FF 

Witho
ut GA 

GA 
without 
dtyp in 

FF 

GA 
withdtyp 
in FF 

1-10 0.63 0.7 0.65 101-110 0.59 0.61 0.65 
11-20 0.56 0.57 0.6 111-120 0.69 0.7 0.71 
21-30 0.6 0.625 0.664 121-130 0.52 0.52 0.55 
31-40 0.59 0.61 0.7 131-140 0.6 0.61 0.65 
41-50 0.6 0.6 0.6 141-150 0.67 0.69 0.7 
51-60 0.6 0.61 0.65 151-160 0.67 0.67 0.7 
61-70 0.59 0.62 0.61 161-170 0.71 0.72 0.73 
71-80 0.61 0.63 0.6 171-180 0.68 0.7 0.71 
81-90 0.59 0.6 0.65 181-190 0.67 0.68 0.7 

91-100 0.58 0.6 0.7 191-200 0.67 0.69 0.69 

 
The performance of the search algorithm optimization is compared without 

GA,with GA with and without the document type and shown in Fig.3. 

 

 

Fig. 3. Comparison of performance without GA, with GA with and without document type 

From a test data of 20 documents and for 200 queries the various types of 
documents retrieved are shown in Table 4 and Fig 4. 

 
 

0

0.2

0.4

0.6

0.8

1 3 5 7 9 11 13 15 17 19

Without GA

GA without dTyp in FF

GA with dTyp in FFPr
ec

is
io

n

Queries



596 M.K. Thanuja and C. Mala
 

 

Table 3. Retrieval of relevant documents based on type without and with GA 

Type of documents DOC EXCEL TEXT PDF 
Average no. of relevant documents without GA 10  2  2 10 
Average No. of relevant documents with GA 25  9  8 30 
Average total no. of relevant documents 30 10 10 60 

 

 

Fig. 4. Comparison of retrieved document based on type without and with GA 

4.3   Domain Specific Documents 

The final fitness function proposed is  
 

F=rel(d) + 1/Td +S+Ts+dTyp+ddom                                (7) 
 

The fitness function without domain-specific documents is considered in section 
4.2 and here ddom is included. The domain of the document relevancy is obtained  
 

Table 4. Queries and the precision of FF proposed in Eqn.(7) 

Average Recall Precision for 200 queries 

Queries 

Precision  
Queries 

Precision 

Without 
GA 

GA 
without 
dtyp in 

FF 

GA 
withdtyp 
in FF 

Without 
GA 

GA 
without 
dtyp in 
FF 

GA 
withdtyp   
in FF 

1-10 0.3 0.3 0.4 101-110 0.4 0.42 0.46 
11-20 0.3 0.37 0.4 111-120 0.41 0.43 0.41 
21-30 0.34 0.36 0.46 121-130 0.39 0.4 0.41 
31-40 0.4 0.41 0.5 131-140 0.37 0.39 0.4 
41-50 0.39 0.4 0.41 141-150 0.38 0.4 0.41 
51-60 0.37 0.39 0.45 151-160 0.4 0.41 0.456 
61-70 0.4 0.4 0.41 161-170 0.39 0.392 0.41 
71-80 0.38 0.41 0.42 171-180 0.65 0.7 0.71 
81-90 0.4 0.42 0.43 181-190 0.4 0.42 0.44 

91-100 0.41 0.46 0.47 191-200 0.45 0.46 0.46 
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from the user. A weightages of 1 is assigned context relevant documents and 0 to 
context irrelevant documents. The results are shown in the Table 4. In the cross 
over process the chromosomes with maximum fitness are selected. The other 
chromosomes are crossed over with a probability of 0.8.The mutation probability 
is 0.0002.The experiment is done for 200 queries and the comparative precisions 
are listed in Table 4. 

The performance of the search algorithm optimization is compared without 
GA, with GA with and without the domain specific documents and shown in 
Fig.5. 

 

 

Fig. 5. Comparison of performance without GA, GA with and without document type 

From a test data of 20 documents and for 200 queries the various documents 
retrieved based on different contexts are shown in Table 5 and Fig 6. 

Table 5. Retrieval of relevant documents based on context 

Type Context1 Context2 Context3 
No. of relevant documents without GA 5 5 6 
No. of relevant documents with GA 10 12 10 
Total no. of relevant documents 30 20 20 
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Fig. 6. Comparison of retrieved document based on context without and with GA 

5   Conclusion 

Comprehensive data warehouses that integrate operational data with customer, 
supplier, and market information have resulted in an explosion of information. 
Competition requires timely and sophisticated analysis on an integrated view of 
the data. However, there is a growing gap between more powerful storage and 
retrieval systems and the users’ ability to effectively analyze and act on the 
information they contain. The data mining tools can make this leap. Quantifiable 
business benefits have been proven through the integration of data mining with 
current information systems, and new products are on the horizon that will bring 
this integration to an even wider audience of users. 
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Abstract. In the basic Artificial Bee Colony (ABC) algorithm, if the fitness value 
associated with a food source is not improved for a certain number of specified 
trials then the corresponding bee becomes a scout to which a random value is as-
signed for finding the new food source. Basically, it is a mechanism of pulling out 
the candidate solution which may be entrapped in some local optimizer due to 
which its value is not improving. In the present study, we propose two new me-
chanisms for the movements of scout bees. In the first method, the scout bee fol-
lows a non-linear interpolated path while in the second one, scout bee follows 
Gaussian movement. Numerical results and statistical analysis of benchmark prob-
lems indicate that the proposed modifications enhance the performance of ABC. 

Keywords: Artificial Bee Colony, Quadratic Interpolation, Gaussian distribution. 

1   Introduction 

Artificial bee colony algorithm (ABC) is a new computational technique devel-
oped by Karaboga [1] based on simulating the foraging behavior of honey bee 
swarm. The performance of ABC is competitive to other population-based algo-
rithms with an advantage of employing fewer control parameters [2–3]. Due to its 
simplicity and ease of implementation, ABC has captured much attention and has 
been applied to solve many practical optimization problems [4–6] since its inven-
tion in 2005. However, similar to other evolutionary algorithms, ABC also has 
some drawbacks which hamper its performance. For example, the convergence 
speed of ABC is typically slower than some other population-based algorithms 
like differential evolution (DE) [7] and PSO [8] when handling unimodal prob-
lems [6]. Also, ABC can easily get trapped in the local optima when solving com-
plex multimodal problems [6]. The search equation of ABC used to generate new 
candidate solutions based on the information of previous solutions is good at  
exploration it is poor at exploitation [9], which results in the imbalance between 
exploration and exploitation. Therefore, accelerating convergence speed and 
avoiding the local optima have become two important and appealing goals in ABC 
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research. A number of ABC variants have, been proposed to achieve these two 
goals [9–11].In this paper a variation is made in the movement of scout bees. In 
the basic ABC algorithm are assigned a random location for determining the new 
food location. This is generally done with the help of computer generated random 
numbers following uniform distribution, which may not prove to be very efficient 
for locating new food sources. In the present study we focus on enhancing the 
movement of scout bees in order to get more efficient food locations. Two en-
hancements are proposed in the scout bee phase (1) quadratic interpolation and (2) 
Gaussian movements. The first variant is named as QABC, while the second va-
riant is named as GABC.  

The rest of the paper is organized as follows: section 2 outlines the overview of 
ABC algorithm. In section 3, the proposed QABC and GABC are described. In 
section 4, experimental settings, evaluation criteria and results are given. Finally 
the paper concludes with section 5. 

2   Artificial Bee Colony 

ABC classifies the foraging artificial bees into three groups, namely, employed 
bees, onlooker bees and scout bees. Half of the colony consists of employed bees, 
and the other half includes onlooker bees. In the foraging process of honeybee co-
lonies, initially, some bees search randomly for food in a given area around the 
hive. After finding a food source, these bees take some nectar back to the hive, 
deposit the nectar and share the nectar information of the food sources with other 
bees waiting at the dance area (where waggle dance is performed) within the hive. 
The bee colony then enters a new cycle of iterations. At each iteration, following 
steps take place: (1) after sharing the information, an employed bee will either be-
come an onlooker after abandoning the food source or continue to forage its pre-
viously visited site; (2) some onlookers in the hive will simultaneously follow 
some employed bees based on the received information in order to further forage 
on some specific memorized food sources; and (3) some scouts will spontaneously 
start a random search. An important stage of the ABC algorithm, from which in 
fact the collective intelligence arises, is the sharing of information. This is 
achieved by influencing the behavior of onlookers which will select their food 
source according to following probability: 

∑
=

=
SN

k
kii ffP

1

/  (1) 

where fi is the fitness value of a i, food source (position in parameter space). In other 
words onlookers will explore promising locations with higher probability than oth-
ers. Candidate food sources are generated from memorized ones according to: 

),,( jkjiijijij xxxV −+= φ  (2) 
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where ,,...,1,,...,1, njSNki == and iv  is the new food source generated by using 

both, the current food source ix and a randomly chosen food source kx  from the 

population and 11 ≤≤− ijφ  (generated at random every time it is used) deter-

mines the step size of the movement. Both, i and j are generated at random but k ≠ i. 
When a source does not improve after a certain number of iterations, it is aban-
doned and replaced by one found by a scout bee, using Eq. 2: which involves the 
generation of a new solution at random. 

))(1,0( min,max,min,, jjjji xxrandxX −+=  (3) 

Where i = 1,2,..,SN. j = 1,2,…,n. xmax,j and xmin,j are upper and lower bounds of pa-
rameter j, respectively. These food sources are randomly assigned to SN number 
of employed bees and their finesses are evaluated. 

Basic steps of Artificial Bee Colony: 
 
Initialization of food sources (Population): The initial population of solutions is 
filled with SN number of randomly generated n-dimensional real-valued vectors 
(i.e., food sources). Let },...,,{ ,2,1, niiii xxxX =  represent the ith food source in the 

population, and then each food source is generated by equation (3). 

Employed bee initialization: In this phase each employed bee Xi generates a new 
food source Vi in the neighborhood of its present position by using solution search 
equation (2). Once Vi is obtained, it will be evaluated and compared to Xi. If the 
fitness of Vi is equal to or better than that of Xi, Vi will replace Xi and become a 
new member of the population; otherwise Xi is retained. In other words, a greedy 
selection mechanism is employed between the old and candidate solutions. 

Probabilistic Selection: An important stage of the ABC algorithm, from which in 
fact the collective intelligence arises, is the sharing of information. This is 
achieved by influencing the behavior of onlookers which will select their food 
source according to probability equation (1) 

Onlooker bee phase: An onlooker bee evaluates the nectar information taken 
from all the employed bees and selects a food source Xi depending on its probabil-
ity value Pi. Once the onlooker has selected her food source Xi, she produces a 
modification on Xi by using Equation (2). As in the case of the employed bees, if 
the modified food source has a better or equal nectar amount than Xi, the modified 
food source will replace Xi and become a new member in the population. 

Scout bee phase: If a food source Xi cannot be further improved through a prede-
termined number of trials limit, the food source is assumed to be abandoned, and 
the corresponding employed bee becomes a scout. The scout produces a food 
source randomly using equation (3). 
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3   QABC and GABC: The Proposed Variants 

The proposed QABC and GABC differ from the basic ABC in terms of the 
movements of the scout bees. Instead of assigning a random movement for the 
scout bees, in the proposed variants the scout bees are moved in order to find a 
better location for them. For this purpose we have used the method of interpola-
tion and method following Gaussian distribution. 

Quadratic Interpolation: In the present study, the three initial solution vectors r1, 
r2, and r3 are selected randomly between 0 and 1, distinct from each other. From 
these three points, the coordinates of the new Food Loca-
tion ),...,,( 1,1,21,11, ++++ = GnGGGi vvvV , are determined as: 
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Gaussian movement: Gaussian distribution also called a “bell shaped curve” as a 
mode of perturbation (or mutation) has been used for generating new candidate 
solutions. The PDF for Gaussian function is given as: 

2

2

2

1
)(

x

exf
−

=
π

; with mean 0 and standard deviation 1, i.e. N (0, 1).  

 
Proposed Variants: After initialization QABC starts like the usual ABC as is-
cussed in previous section and when the food source Xi cannot be further im-
proved through a fixed trial limit, the food source get abandoned, and the corres-
ponding employed bee act as scout bee. Than scout bee produces a new food 
source using, the quadratic interpolation given in equation (4) for QABC. In 
GABC the scout bee produces a new food source using, Gaussian random num-
bers and the equation is given as: 

))(1,1( min,max,min,, jjjji xxGaussxx −−+=  (5) 

where, Gauss is a random number following Gaussian distribution.  
Fig. 1 explains the pseudocode of QABC and GABC & flow graph is shown in 

Fig. 2.   
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Begin 
1. Initialize the population of food sources xi, i = 1,…,SN 
2. Evaluate each food source xi, i = 1,…,SN 
3. cycle = 1 

Repeat 
For each food source xi in the population 

4. Generate a new food source vi by its corresponding employed bee (Eq. 2) 
5. Evaluate vi 
6. Keep the best solution between xi and vi 

End 
7. Select, based on fitness proportional selection, the food sources to be visited by on-

looker bees 
For each food source xi chosen by an onlooker bee 

8. Generate a new food source vi by its corresponding onlooker bee (Eq. 2) 
9. Evaluate vi 
10. Keep the best solution between xi and vi 

End 
11. Use the scout bee to replace those abandoned food sources using (Eq. 4 for QABC 

and Eq. 5 for GABC)       
12. Keep the best solution between xi and vi 
13. Save in memory the best food source so far 
14. cycle = cycle + 1 

Until cycle 
End 

Fig. 1. Pseudocode of Proposed QABC & GABC 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Flow Graph of Proposed Variants 
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4   Experimental Settings, Performance Criteria and Results 

Experimental Settings  
The proposed algorithms are tested on 4 benchmark problems and 2 engineering 
problems given in Appendix. The following control parameters are: colony size 
(SN), MCN (Maximum Cycle Numbers) and “limit”. ABC and the proposed  
variants are implemented on Dev-C++ and the experiments are conducted on a 
computer with 2.00 GHz Intel (R) core (TM) 2 duo CPU and 2- GB of RAM.  
For each problem, all the algorithms independently run 30 times. The parameter 
setting is taken as follows: 

 
Population size  100 ( i.e SN=50)  
limit 100 
Value to Reach (VTR) 10-15 
Maximum MCN 5000, 8000 

 
Performance Criteria 
Mean Fitness, Standard Deviation, Best and Worst: The average of function fit-
ness value that an algorithm can find, using predefined MCN, is recorded in each 
run and then average of the function fitness values are calculated. Also the aver-
age, standard deviation, best and worst of the fitness values are calculated. 

MCN: The MCN (Maximum Cycle Number) is recorded when the VTR is reached 
before to reach maximum MCN. i.e. we set the termination criteria as 

VTRff globaloptimal ≤−  and record MCN over 30 runs. 

Acceleration rate (AR) in %: This criterion is used to compare the convergence 
speeds between ABC, GABC and QABC. It is defined as follows: 

%
lg

lglg

orithmaone

orithmaotherorithmaone

MCN

MCNMCN
AR

−
=  

 
Results  
In Table-1 we have taken the results on the basis of average error. In this case 
MCN is fixed at 5000 and 8000, to estimate the average of minimum fitness func-
tion value in 30 runs. From the Table-1 it can be clearly observed that for all 
benchmark functions QABC gives better results than GABC and ABC. A two tail 
sample t-test is also applied to analyze the statistical significance of the proposed 
algorithm. We have checked the significant difference of QABC with respect to 
GABC and ABC at 5% level of significance. The calculated t-value (Table 3) of 
all function is greater than t-table value that shows the significantly better perfor-
mance in the comparison of ABC. In the Table-2, we fixed VTR as given in expe-
rimental setting and then calculated the MCN of 30 runs. From Table-2 we can see 
that the proposed QABC gives the better results for every function in the compari-
son to the other algorithms. From the Table-3 it is clear that the proposed QABC 
is faster than GABC by 13.50% and ABC by 16.50%, when MCN=5000, D=30 &  
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SN=20 and in other case when MCN=8000, D=50 & SN=50, QABC is again fast-
er than GABC by12.27% and ABC by 10.57%. Best and worst function values in 
30 runs are also presented in Table-1.The results of two engineering design prob-
lems [12-13] are presented in Table 4. We see that in terms of average fitness 
function value and standard deviation all the algorithms gave more or less similar 
results although in some cases the proposed algorithms gave a marginally better 
performance than basic ABC and GABC. 

Fig. 3(a) & 3(b) shows the convergence graph Rosenbrock’s and Griekwank 
function. MCN taken to estimate the average of minimum fitness function value in 
30 runs are also presented graphically in Fig. 4. 

Table 1. Mean, Standard Deviation,Best, Worst, Mean and values obtained by ABC, 
GABC and QABC through 30 independent runs on function from f1 to f4 

F Algorithm 
MCN=5000/D=30/SN=20 MCN=8000/D=50/SN=50 
Mean 
Std. Dev 

Best 
Worst 

Mean 
Std. Dev 

Best 
Worts 

f1 

ABC 
1.162e-015 
1.896e-015 

0.062e-015 
2.235e-014 

2.841e-014 
3.867e-014 

1.507e-014 
4.654e-014 

GABC 
8.295e-016 
2.531e-017 

1.460e-016 
3.310e-014 

3.159e-015 
9.268e-016 

1.679e-016 
5.130e-017 

QABC 
1.437e-016 
4.448e-017 

8.377e-016 
4.626e-014 

2.551e-014 
0 

1.962e-014 
4.818e-014 

f2 

ABC 
3.750e-015 
6.297e-014 

9.277e-016 
5.245e-012 

1.379e-012 
4.167e-013 

1.001e-013 
1.712e-014 

GABC 
1.053e-015 
7.870e-015 

2.894e-016 
5.277e-013 

1.313e-014 
4.578e-015 

1.065e-015 
1.579e-016 

QABC 
4.256e-016 
1.406e-015 

2.976e-016 
6.041e-015 

1.036e-014 
3.838e-015 

1.075e-015 
1.633e-016 

f3 

ABC 
2.016e-002 
8.446e-003 

1.953e-002 
3.337e-002 

1.075e-001 
0 

1.056e-002 
3.458e-003 

GABC 
2.738e-004 
8.152e-004 

1.199e-004 
7.972e-004 

1.181e-002 
0 

0.326e-002 
2.707e-003 

QABC 
2.264e-004 
8.389e-005 

9.163e-005 
5.065e-001 

9.753e-003 
0 

2.808e-004 
2.983e-003 

f4 

ABC 
1.514e-016 
4.309e-017 

8.289e-017 
1.514e-014 

1.147e-015 
3.265e-016 

0.472e-016 
1.147e-017 

GABC 
3.176e-017 
9.039e-017 

1.982e-018 
3.691e-016 

7.155e-017 
2.036e-018 

3.673e-018 
7.155e-019 

QABC 
8.206e-018 
1.333e-019 

2.549e-020 
1.355e-017 

1.670e-017 
2.183e-018 

6.006e-018 
7.670e-019 

Table 2. MCN taken by functions for VTR (NC-Not Converge) 

F 
D=30/SN=20 D=50/SN=50 

ABC GABC QABC ABC GABC QABC 
f1 1148 1102 1069 1737 1770 1255 
f2 4011 3903 1928 7023 6552 5790 
f3 NC NC NC NC NC NC 
f4 1083 1009 1005 1674 1636 1610 
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Table 3. T-test And AR(%), (here 3/1 implies QABC /ABC, and 3/2 implies QABC/ 
GABC) 

F 
t-test AR 

SN=20/D=30 SN=50/D=50 SN=20/D=30 SN=50/D=50 
3/1 3/2 3/1 3/2 3/1 3/2 3/1 3/2 

f1 1.611 40.20 0.224 72.35 6.9 3.0 27.7 29.1 
f2 0.16 0.235 9.853 1.391 51.9 50.6 17.6 11.6 
f3 7.080 0.173 1.#NF 10.385 NA NC NC NC 
f4 9.969 0.781 1.#NF 55.123 7.2 0.4 3.8 1.6 

1.#NF indicates std. dev. = 0. 

Table 4. Mean of  fitness function value  and standard deviation (Std) to solve  the engg. 
design problems by all algorithms 

F D ABC GABC QABC 

F1 2 
169.849 
(0.00801) 

169.843 
(1.74e-016) 

169.838 
(1.670.e-016) 

F2 3 
4.21319 
(3.1904e-016) 

4.19546 
(1.0841e-016) 

4.19002 
(.000010) 
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Fig. 3. Convergence plot of (a) Griekwank (b) Rosenbrock 
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Fig. 4. MCN taken by function f1, f2 & f3 (a) D=30, SN=20 (b) D=50, SN=50 

5   Conclusion 

In the present study enhancements are suggested in the scout bee phase of the 
ABC algorithm. Instead of providing a random movement for scout bees, interpo-
lation and Gaussian movements are embedded to generate more efficient food lo-
cations. The corresponding variants named as QABC and GABC are tested on 4 
benchmark problems and two real life engineering design problems. Numerical re-
sults indicate that the proposed enhancements improve the performance of basic 
ABC in terms of convergence rate and fitness function. 
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Appendix: List of Benchmark Problems and Engineering Design Problems 

Benchmark problems 
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Engineering Design Problems 

F1: Optimal Capacity of Gas Production Facilities [12] 
F2: Optimal Thermohydraulic Performance of an Artificially Roughened Air Heater [13]:  
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Abstract. This paper present an efficient and reliable Genetic Algorithm for 
solving Economical Load Dispatch problem with prohibited operating zones in 
power plant. The main objective is to minimize the total fuel cost of generating 
unit having quadratic cost characteristic subjected to limits on generator true and 
reactive power output, transmission losses, prohibited operating zones. This paper 
present an application of genetic algorithms to economic load dispatch problem 
with prohibited operating zones of power plants for 3 generator test case system 
[3]. Economic load dispatch problem is applied and compared its solution quality 
and computational efficiency to GA other optimization techniques. The simulation 
results show that the proposed algorithms outperform previous optimization 
method. 

Keywords: Genetic Algorithms, Economic Load Dispatch, Prohibited Operating 
Zones.  

1   Introduction 

One of the most relevant problems in power system is economic load dispatch 
(ELD). Economic load dispatch problem is a constraint optimization problem that 
minimizes the total operating cost of a power system while meeting the total load 
plus transmission load within generator limits. The operating cost plays an 
important role in the economic scheduling. A simplified input-output curve of 
thermal unit known as heat-rate curve as shown in fig1. Converting the ordinate of 
heat rate curve from Btu/h to Rs/h by multiplying the fuel input by the cost of fuel 
in $/Btu which result in fuel cost curve as shown in fig2. 

Basically, the fuel cost function of generator is represented by single quadratic 
function. Various conventional method such as lambda iteration, gradient method, 
participation factor method etc which are only suitable for fuel cost curve with 
linear and monastically increasing function has been applied to solve ELD 
problem with quadratic cost function [2-7] .But in the case, if the input-output fuel 
cost characteristic of generator are highly non-linear and discontinuous due to  
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Fig. 1. Heart Rate Curve 
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Fig. 2. Fuel Cost Curve 

prohibited operating zones. Some of these techniques may not be able to produce 
good solution in large practical thermal generation. Even in this case, the solution 
could be far from optimal and very time consuming. 

In practice, all the operating zone of generator unit is not always available for 
load allocation due to physical operation limitation. Fault in generation machine or 
their associated auxiliaries occasionally exist. So prohibited operating zones could 
be formed between maximum and minimum generation limits. A unit with these 
prohibited zones results in unavailable amplification of shaft bearing vibration. a 
unit with prohibited operating zones transform the ordinary economic dispatch to 
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a non convex optimization problem where the conventional based method cannot 
be applied. The discontinuous input output power generation characteristic 
provided by the unit with prohibited operating zones is shown in fig3. 
 

                     Cost 
 
 
                                                  Power Output,MW 

Fig. 3. Unit input/output characteristic 

Recently, modern Meta heuristic and behavioral random search algorithms such 
as particle swarm optimization (PSO), ant colony optimization, differential 
evolution, simulated annealing etc have been applied successfully to ELD 
problem. 

In this paper, genetic algorithm is investigated for determine the optimal 
loading of generator in power system where some of the units have prohibited 
operating region. This new optimization technique was first introduced by john 
Holland. Like PSO, a genetic algorithm has a way of sharing information between 
solutions. This paper present a more robust genetic algorithms model applied to a 
practical operational problem. In a power system, economic operation of 
generating unit required the units to share the total load demand in an optimal 
manner in order to minimized fuel costs. 

The remainder of this paper is organized as follow-section 2 provides a brief 
description and mathematical formulation of different type of ELD problem. In 
section 3, the concept of genetic algorithms is discussed. The section 4 shows the 
result. Finally, the conclusion and future work of research are outlines in section 5. 

2   Problem Formulation 

The economic load dispatch may be formulated as a non linear constrained 
problem. Both convex and non convex ELD problem have been modeled in this 
paper. The convex ELD problem assumes quadratic cost function along with 
system power demand and operational limit constraint. The practical non convex 
ELD problems, in addition, consider generator non linearity’s as prohibited 
operating zones. The objective function Ft of ELD problem may be written as 

 

                                               Min Ft=∑ Fi(Pi )                                            (1) 
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In (1), the fuel cost function Fi(Pi) of the ith generating unit is usually expressed as 
a quadratic polynomial: 

 

                                         Fi(Pi) =ai+ bi Pi + ci Pi
2                                                                       (2) 

 

Where   ai,  bi , and ci , i=1, 2, 3….,m, are the fuel cost coefficient of ithgenerating 
unit,  Pi   is the power output of the ith generating unit.    m is the total number of 
generating units. 

 

Subjected to the constraints: 

1. Real Power Balance Constraint: 

 ∑  Pi = PD   + PL                                           (3) 

Where PD   is the total system demand and PL is the total transmission loss and sit’s 
expressed as 

                                 PL=∑ ∑ iBijPj + ∑ 0iPi  + B00                               (4) 

2. Generator Capacity Constraint: the power generated by each generator 
will be within their lower limit Pi

min and upper limit Pi
max. so that 

 

                                                   Pi
min≤Pi≤Pi

max                                                     (5) 
 

3. Prohibited Operating Zones: The Prohibited Operating Zones in the 
input–output performance curve for a typical thermal unit are because of 
a steam valve operation or vibration in the   shaft. For unit i with POZs, 
the feasible operating zones can be described as follows: 

                                                  Pi
min≤ Pi ≤ Pl

i,1                                                         (6) 

                                            Pu
i,j-1≤Pi≤Pl

i,j j=2,3,…….ni                                   (7) 
                                                     Pl

i,ni≤Pi≤Pi
max                                               (8) 

Where j represents the number of prohibited operating zones of unit i. Pl
i,j  is the 

lower limit of jth prohibited operating zone and Pu
i,j-1 is the upper limit of (j-1)th 

prohibited operating zone of ith unit. ni is the total number of POZ of ithunit. 
It is noted that unit i with ni prohibited zones will have ni +1 disjoint operating 

regions. These disjoint regions form a nonconvex set. 

3   Genetic Algorithms 

Genetic algorithms are adaptive algorithms for finding the global optimal solution 
for an optimization problem. The genetic algorithms develop by john Holland is 
characterized by binary representation of individual solution, simple problem 
independent crossover and mutation operators and a proportional selection rule. 
Genetic algorithms operate on a population of potential solution applying the 
principal of survival of fittest to produce better and better approximation to a 
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solution. At each generation, a new set of approximation is created by the process 
of selecting individual according to their level of fitness in problem domain.  A 
flowchart for a genetic algorithm is shown in fig.4. 
 
           

 
 
 
 
 
 
 
 
 
 
 
 
                             NO                                                                                                                                    YES  

 
 

Representation of parameter: In genetic algorithms, the parameters are 
represented as a string of binary number 0 and 1. So each parameter of given 
problem is coded with string of bits. The individual bit is called gene. The total 
string of such gene of all parameter written in a sequence is called chromosome. 
For example, if each parameter are xi ,i=1, 2,3……n is coded in a string of length 
q, a parameter vector is represented using a string of total length nq. This string of 
total length nq is called chromosome. The general scheme of genetic algorithms 
starts from a population of randomly generated candidate solution (chromosome). 
If variable x is represented by a string of q binary digit and xmax and xminare lower 
and upper bound of variable x, then its decimal value can be calculated by using 
this formula 

Create initial population 

Selection 

Crossover 

Mutation 

Replace parent population with offspring

Converged?

Stop 
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X=xmin+ [b*(xmax-xmin)/2
q-1] 

Where b is a discrete value. 
After selecting string representation, a random population of solution is 

generated. Then fitness is given to each population member, which represent the 
goodness of each solution .the string is evaluated in the context of objective 
function and constraints. If the constraint is absence, then objective function is 
treated as fitness function. 

GA operator: - Genetic operators are used to generate new population from the 
previous population. These genetic operators are reproduction, crossover, and 
mutation. 

Reproduction is the operator used to copy the old chromosome into matting 
pool according to their fitness. Chromosome with a high level of fitness is to be 
retained while the one with low level of fitness is discarded. The various method 
include roulette-wheel selection, tournament selection, rank selection, Boltzmann 
selection etc are used to select chromosome for parent to crossover. After 
reproduction, crossover operation is implemented. Crossover is the basic operator 
for producing new chromosome. In this, information is exchanged among string of 
matting pool to create new string. Crossover operator is proceeding in three steps. 
First, two individual string are selected from the matting pool generated by the 
reproduction operation. These are called parents chromosome. Then crossover 
sites are selected at random along the string length and then, the position value are 
swapped between two parents chromosome at crossover point. These are called 
child chromosome. This process is repeated until population is filled with new 
chromosomes. The final genetic operators are mutation. Mutation is a random 
process where one ales of gene is replaced by another to produce new genetic 
structure. Thus in mutation, 0 is changed to 1 and vice versa, at a random location. 

Genetic algorithms is a very simple and straight-forward .reproduction select 
best string, cross-over operator recombine them to produce two better string and 
the mutation operator alter the string locally.  

4   ELD Using Genetic Algorithms 

For solution of ELD using GA, incremental fuel cost of the generators i.e. lambda 
is encoded in the chromosome. The algorithm for implementing ELD without 
losses using genetic algorithm is as follows. 

1. Read population size, chromosomelength, unitdata, Pdemand, Probability 
of  Elitism,crossover and mutation. 

2. Randomly generate population of chromosomes. 
3. Decode the chromosomes using(6). 
4. Lambda_act=Lambda_min +(Lambda_max-lambda_min)*Decoded lambda 
5. Use the Lambda_act and cost coefficients of the generators,and calculate 

real power output of the generators(Pgen). 
6. Calculate the error of each chromosome as(SUM of Pgen)-pdemand. 
7. Fitness(i) of each chromosome is calculated  as 1/(1+error(i)/Pdemand). 
8. Arrange the chromosomes in the descending order of their fitness. 
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9. Check if error(1),≤0.0001*Pdemand 
10. If yes STOP and calculate Optimal fuel cost and Pgen of units Else 
11. Check if Fitness(1)=Fitness(last chromosome)  
12. If yes print ‘All chromosomes have equal value’,calculate Optimal fuel cost 

and Pgenof units and STOP. 
Else  

13. Apply elitism,Reproduction(RWS),crossover and mutation and generate 
new population from old one. 

14. Update generation count. 
15. Check if Generation count>maximum generations? 
16. If yes,print ‘Problem not converged in maximum number of generations’, 

STOP. 
Else 

17. Repeat from step 3. 

5   Simulation Results 

The develop algorithm is tested on standard 3 generator. For every case the 
chromosome length, population size, probability of crossover, mutation considers 
with GA and conventional method. 

The test problem is based on a 3 unit power system [3] with three prohibited 
operating zones. The genetic parameter considered for this case are 

Population size: 30, 
Chromosome length: 16bits, 
Max no of generations: 100, 
Crossover probability: 0.9, 
Mutation probability: 0.01. 

Table 1. Unit characteristics unit a (Rs/H) b (Rs/MWH) c (Rs/MWH2) Pmax(MW) Pmin(MW) 1 561 7.92 0.001562 600 1502 310 7.85 0.001942 400 1003 78 7.97 0.00482 200 50 
Table 2 represent the unit prohibited operating zones and Table 3 represent the 

transmission losses coefficient.  

Table 2. Unit prohibited operating zones Unit Prohibited regionsZone 1 Zone 2 Zone 31 [185,225] [305,335] [240,450]
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Table 3. Transmission loss coefficient matrix Ploss P1 P2 P3 0.00003 0.00009 0.00012
Table 4. Output power generation without loss GAPdemand(MW) 850Pg1(MW) 393.26Pg2(MW) 334.67Pg3(MW) 122.25FC($/Mwh) 8196.0Time(sec) 0.078 

Table 4 present the result of standard 3 generator system for a power demand of 
850 without considering transmission losses. 

Table 5. Output power generation with loss GAPdemand(MW) 850Pg1(MW) 435.219Pg2(MW) 299.983Pg3(MW) 130.667FC($/Mwh) 8344.96Loss 15.8304Time(sec) 0.28 
Table 5 present the result of standard 3 generator system for a power demand of 

850 while considering transmission losses. From table 6 and table 7,it can be seen 
that the GA model perform better than the other conventional method. With 
enhancement such as multiple resolutions search mechanisms’ added to the 
conventional method. The performance improves s and its almost as good as the GA. 

Table 6. Comparison the result of 3 variable methods with loss  GA Lamda iteration Gradient method Pdemand(MW) 850 Pg1(MW) 435.219 432.459 431.986 Pg2(MW) 299.983 297.562 296.898 Pg3(MW) 130.667 127.935 126.795 FC($/Mwh) 8344.96 8434.56 8596.34 Loss 15.8304 16.2956 15.9828 Time(sec) 0.28 1.96 1.21 
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Table 7. Comparison the result of 3 variable methods without loss  GA Lamda iteration Gradient method Pdemand(MW) 850Pg1(MW) 393.26 393.14 393.07Pg2(MW) 334.67 334.49 334.46Pg3(MW) 122.25 122.17 122.11FC($/Mwh) 8196.0 8347.01 8211.47Time(sec) 0.078 0.96 0.83
6   Conclusion 

The paper presented a Genetic Algorithm for Economic Load Dispatch problem. 
For the same Genetic operator and parameter, the proposed algorithm show better 
and faster convergence .Large computational times involved with Gas can be 
overcome by assessing the variation of error with the solution at hand. A number 
of cases have been studied and the algorithm showed reliable convergence. The 
algorithm can be used for real time ELD problem as the solution accuracy is 
achieved in minimum time. The only limitation of the algorithm is, if the solution 
represent a single variable (lambda in this case), the error variation cab be easily 
assessed with respect to this single variable. But if the chromosomes represent a 
number of variables, the error variation with respect to all the variables cannot be 
predicted and it became difficult to restrict the search space to small regions.  
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Abstract. The usage of mobile communications systems has grown exponentially. 
But the bandwidth available for mobile communications is finite. Hence there is a 
desperate attempt to optimize the channel assignment schemes. In this work, some 
of the quality of service parameters such as residual bandwidth, number of users, 
duration of calls, frequency of calls and priority are considered. Genetic Algo-
rithm and Artificial Neural Networks is used to determine the optimal channel as-
signment considering the quality of service parameters. The simulation results 
show that Genetic Algorithm performs better than Heuristic Method. But applica-
tion of Artificial Neural Networks outperforms Genetic Algorithm and Heuristic 
method by a considerable margin. Channel allocation can be optimized using these 
soft computing techniques resulting in better throughput. 

Keywords: Genetic Algorithm, Channel Allocation, Quality of Service, Artificial 
Neural Network, Throughput. 

1   Introduction 

The evolution of Mobile Communication System has been rapid. The number of 
cell phones has exceeded the number of PSTN phones globally. But unfortunately 
the wireless bandwidth available for mobile communication is fixed and cannot be 
increased. Thus making optimization of channel assignment schemes an important 
area of research in the wireless community. 

A very successful technology in the Mobile Communication Systems is Global 
System for Mobile Communication (GSM). GSM divides geographical regions in-
to cells. The adjacent cells cannot use the same frequency at the same time which 
would result in interference and low quality of service. There has been considera-
ble amount of research literature into channel assignment [1,4,5,10] schemes  
sharing the frequencies among cells minimizing interference. Not many literatures 
exist which concentrates on quality of service parameters like available residual 
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bandwidth, Number of Users in a cell, Periodicity of calls, Priority of calls, time of 
call and frequency of calls. In this paper, these Quality of Service parameters are 
taken into account. Genetic Algorithm and Artificial Neural Networks is applied 
to these parameters to optimize the channel assignment.  

1.1   Introduction to Genetic Algorithms 

Genetic Algorithms[8,9] are heuristic adaptive search algorithm based of the evo-
lutionary idea of natural selection and genetic, used to simulate processes in natu-
ral system necessary for evolution. Introduced by John Holland in 1960, Genetic 
Algorithms can be applied in many fields in engineering. 

The operations of Genetic Algorithms are simple such as, copying of strings, 
swapping partial strings, etc. The parameters are represented as strings of bits. Ini-
tial population is created randomly and subjected to the fitness function for eval-
uation. A simple set of operations is performed on the initial population to gener-
ate successive population which closes towards optimized results. 

The simple set of operations performed in Genetic Algorithm is: 

Reproduction : is a process of selecting strings with better fitness value compared 
to strings with lower fitness value for the next generation. Selecting an individual 
string according to its fitness value leads to a higher probability of it contributing a 
better offspring in the next generation. 

Crossover : is a process of exchanging information among strings selected during 
reproduction. The set of individuals are selected at random and mated. Mating is 
the process of selecting a position called crossover point, within the length of the 
string and exchanging the bits between the two strings. Crossover together with 
reproduction gives optimized results with recombination of individuals. 

Mutation : is the process of changing a single bit information of the string. Muta-
tion takes place rarely at the rate of one in one thousand reproductions. It reflects 
the biological mutation taking place over a long period of time. 

1.2   Introduction to Artificial Neural Networks 

Artificial Neural Network (ANN)[2,3,6,7] is similar to biological neural network 
in its structure and some features. Artificial neural network is mainly used in op-
timization problems, it may be either minimization or maximization problem. 
ANNs are implemented on computers. The capabilities of an ANN involve 
 

• Processing of Parallel operations  
• Flexibility in adjustment of the system weights while training the system so 

that the ANN can be adjusted to the new environment. 
 

Structure of ANN: 
 

The ANN is composed of an input unit, processing unit and an output unit. All 
units are interconnected according to some topologies such as bidirectional, auto 
associative, group of instar, group of outstar, etc. The processing unit performs 
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summing operations & updating weights based on the desired output. The input 
and output units may be continuous, discrete, deterministic or stochastic. 

The structure of ANN consists of interconnected processing unit [5] as shown 
in Fig.1 which contains Summation Unit. The output of the summation part is cal-
culated based upon the given input values (may be continuous or discrete data) 
and the weights (either positive or negative) assigned to those input units. The 
computed value (weighted sum) is called as the activation value. The output unit 
(continuous or discrete) produces a signal from the activation value. The weights 
in the network are adjusted in order to store the output pattern in a network. The 
process of adjusting the weights is known as learning. The learning law or algo-
rithm follows the procedure for updating each of its weights. Learning can be per-
formed either as supervised or as an unsupervised manner. 

 

 

Fig. 1. Basic Model of ANN 

                                                              M  
                       Activation value  (x) = ∑ ai wi - θ                        (1) 
                       i=1 
 

Where ai is set of inputs, wi is set of weights and θ is bias term 
 

                    Output signal (s) = f(x) [output function]               (2) 
 

Learning requirements 
The requirements of learning laws[2] are given below 
 

• Learning leads to convergence of weights. 

• Learning time should be small (for capturing the pattern information from 
samples) 

• Learning uses only local information (change in the weight on a connecting 
link between 2 units depends on the states of these 2 units only). Due to 
this, learning can be done in parallel. Hence it speeds up the learning 
process.  

• All possible patterns in the network should be captured by learning. 
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Fig. 2. Basic Feedforward Neural Network 

2   Proposed Scheme 

There are two distinct classifications of channel allocation schemes called as 
Fixed Channel Allocation and Dynamic Channel Allocation. Frequency allocation 
is static in fixed channel allocation. But the dynamically selected channel mini-
mizes interference in dynamic channel allocation. Whenever there are call re-
quests and lesser number of channels free for assignment to all requests, some of 
the quality of service parameters must be considered to decide on who should be 
allotted the channel. The quality of service parameters such as duration of calls, 
number of users, residual bandwidth, priority of calls, time of call and frequency 
of calls which can be considered for decision making of channel allocation. Genet-
ic Algorithm, heuristic method and Artificial Neural Network is applied to these 
parameters for optimal allocation. 

2.1   Quality of Service Parameters Considered for the Proposed 
Problem 

Duration of Calls(a) : Parameter ‘a’ is referred to as the duration of a call by a user. 
If there are a number of call requests, the call with maximum duration must be given 
priority so that it yields maximum profit to the service providers. The range of call 
times is obtained using recorded history of usage by users over a period of time to 
find the average range of time that users hold the channel allocated to them. 

Number of Users(b) : The number of Users is a cell making a call request is 
another important parameter affecting the quality of service. If the number of us-
ers is less than the number of available channels, then the call request can be 
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granted without affecting service of others. But when the number of users are 
more than the channels available, it would lead to forced termination of some 
calls, hence affecting the quality of service. 

Residual Bandwidth(c) : Residual Bandwidth or the number of free channels 
available in a cell is another Quality of Service parameter which can affect the 
service quality. 

Priority of calls (d) : depending upon whether it is a handoff request or a new call 
request, the priority parameter can be set. The handoff call must be given the 
highest priority to avoid disconnection of ongoing connection. 

Time of Call (e) : Time of the day can be classified into number of slots and as-
sign different priorities to each slot.  

Periodicity(f) : Periodicity is defined as the frequency of calls by a user. If the 
frequency of calls from a user is high, then denying a call request will not affect as 
much as denying a call request from an infrequent user. 

3   Application of Genetic Algorithm 

In order to apply genetic algorithm to the problem, The parameters have to be en-
coded to strings. The parameters are represented as eight bit strings. Some of the 
parameter values are obtained from the history of the caller. The time duration of a 
call by a user is represented by Parameter ‘a’, with 10 seconds assumed as one 
unit. A value of a = 5, would imply the periodicity of the call to be 50 seconds. 
The parameter priority is higher if the value of d is higher. Hence if d = 100, then 
it has a higher priority than d2 = 65, but lesser than d3 = 150. Depending upon the 
density of users in a cell, a unit is selected like 10 users as one unit. Hence a value 
of b=45 would indicate 450 users. A fitness function is needed and initial popula-
tion as seed is required. The fitness function is given by, 
 

          
fedcbaXF /1/1)( +++++=   (3) 

 

The fitness function for this application is a maximization function. The seed val-
ues are randomly generated and tabulated as shown in table below.       

4   Application of Artificial Neural Network 

Radio spectrum is limited in wireless communication systems. Therefore the sys-
tem capacity is improved by means of effective use of available channels. The 
channel allocation problem [3,4,5] is used to allocate channels by means of mini-
mizing the probabilities of call blocking or dropping and by maximizing the quali-
ty of service. So the channel allocation problem is an optimization problem also 
Np- hard. Hence it uses neural network for solving the problem.  

The feedforward neural network as shown in Fig. 2 is used for optimized chan-
nel allocation problem proposed in this paper. The assignment of channel is based 
on the output units of neural network. 
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Table 1. Randomly Generated Seed Sample 

Sl. 
No 

Duration of 
call(a) 

Number of 
Users(b) 

Residual 
Bandwidth(c) 

Priori-
ty(d) 

Time of 
call(e) 

Periodici-
ty(f) 

F(x) 

1 225.0  18.0  228.0 226.0 255.0 255.0 934.06  
2 251.0 10.0    199.0 248.0 255.0 255.0 953.10 
3 252.0   110.0 225.0    248.0   255.0    255.0 980.013 
4 70 62 9 34 133 27 246.05 
5 121 195 203 90 226 62 640.02 
6 20 155 167 182 178 55 547.02 
7 78 203 75 185 184 53 522.02 
8 138 136 37 160 244 186 579.01 
9 189 161 76 214 108 158 587.01 
10 56 241 58 70 102 51 286.02 
11 107 147 82 16 151 207 356.01 
12 36 41 190 72 146 149 444.03 
13 136 96 217 125 66 161 544.02 
14 74 4 19 206 242 84 541.26 
15 199 14 104 151 20 143 474.08 
16 103 159 244 221 148 249 716.01 
17 92 73 94 165 239 153 590.02 
18 50 43 16 172 18 214 256.03 
19 193 111 223 85 60 9 561.12 
20 238 216 73 251 39 83 601.01 

 
The input unit contain 6 parameters for the proposed method. Parameters ‘a’, 

‘c’, ‘d’, ‘e’ are directly proportional and ‘b’ and ‘f’ are inversely proportional to 
the output. The probability of the usage per day indicates weight in the network. 
The unsupervised learning method is adopted in the proposed method. The method 
uses Instar (Winner take all) learning law [6,7] which is unsupervised learning 
process. Here the initial weight assigned to the network is random prior to learning 
and vectors are normalized during learning. In Instar learning method, all the in-
puts are connected to each of its output layer (1, 2 … N) in a feedforward manner. 
The summing part has to be calculated using input vector a = (a1 , a2, … aM) and 
weights (w i,j indicates weight assigned in the link connecting ith output node with 
jth input node). 

The output for each unit i is computed as w i 
T a. The maximum output of the 

unit (k) is found out by using 
 

           w k 
T a = max (w i 

T a)                               (4) 
 

The weight vector is adjusted to the k th unit as follows  
 

          ∆ w k = η (a - w k)                                    (5) 
 

where η is learning rate parameter (that affects the convergence speed and stability 
of the weights during learning) 
 

           ∆ w kj = η (a j - w kj)      for j =1 to M                       (6) 
 

The error measure depends on the parameter. If there is any change in the parame-
ter then that affects the error measure. Hence there exists a inter relationship be-
tween parameter and error measure.  
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Table 2. Input vector (10 different set of values generated randomly from 1 to 255 for 6 in-
put parameters) 

a 70 121 20 78 138 189 56 107 36 136 

(1/b) 0.0161 0.0051 0.0064 0.0049 0.0073 0.0062 0.0041 0.0068 0.0243 0.0104 

c 9 203 167 75 37 76 58 82 190 217 

d 34 90 182 185 160 214 70 16 72 125 

e 133 226 178 184 244 108 102 151 146 66 

(1/f) 0.0370 0.0161 0.0182 0.0189 0.0053 0.0063 0.0196 0.0048 0.0067 0.0062 

Table 3. Six Different Weights considered 

wi  \   
j 1 2 3 4 5 6 

w1 0.1 0.1 0.2 0.3 0.1 0.2 

w2  0.3 0.1 0.1 0.15 0.25 0.1 

w3 0.241 0.123 0.248 0.176 0.058 0.154 

w4 0.2 0.3 0.1 0.2 0.1 0.1 

w5 0.345 0.124 0.045 0.164 0.151 0.171 

Table 4. Activation Value for ten different set of Inputs 

a 70 121 20 78 138 189 56 107 36 136 

(1/b) 0.0161 0.0051 0.0065 0.004926 0.007353 0.006211 0.004149 0.0068 0.0244 0.0104 

c 9 203 167 75 37 76 58 82 190 217 

d 34 90 182 185 160 214 70 16 72 125 

e 133 226 178 184 244 108 102 151 146 66 

(1/f) 0.0370 0.0161 0.0182 0.018868 0.0053 0.006329 0.019608 0.0048 0.0067 0.0062 
X (for 
w1) 32.3090 102.3037 107.8043 96.70427 93.6018 109.1019 48.40434 47.0016 77.8038 101.1023 
X (for 
w2) 60.2553 126.6021 94.5024 104.6524 130.1013 123.4013 58.60238 80.4511 77.1031 97.7516 
X (for 
w3) 32.8077 108.4561 88.5956 80.63351 84.7477 108.3267 46.11953 57.6985 76.9400 112.4222 
X (for 
w4) 35.0085 85.1031 74.9037 78.50336 87.7027 99.0025 41.20321 47.9025 55.2079 80.5037 
X (for 
w5) 50.2223 99.7694 71.1449 88.41284 112.3608 120.0309 48.81587 66.0317 54.8281 87.1533 
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5   Performance Analysis with Heuristic Method,Genetic 
Algorithm and Neural Networks 

Testing the performance of the system was done using Matlab. For each case 
study, any two parameters are constantly increased at a predetermined interval and 
the performance of Heuristic Method, Genetic Algorithm and Artificial Neural 
Network is recorded varying other parameters. Throughput in the figures is the 
percentage of best theoretical case to the throughput achieved by Genetic Algo-
rithm. The graphs in Figure 3, Figure 4, Figure 5, Figure 6 and Figure 7 compare  
 

 

Fig. 3. Performance of Heuristic Method, Genetic Algorithm and Neural Networks with Pa-
rameters Duration of calls and Number of Users fixed at different Intervals 

 

Fig. 4. Performance of Heuristic Method, Genetic Algorithm and Neural Networks with Pa-
rameters Number of Users and Residual Bandwidth fixed at different Intervals 
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the throughput performance of Heuristic method, Genetic Algorithm and Artificial 
Neural Network for different parameters. From the graphs, it is clear that Neural 
Networks outperform other methods. 

 

Fig. 5. Performance of Heuristic Method, Genetic Algorithm and Neural Networks with  
Parameters Residual Bandwidth and Priority of calls fixed at different Intervals 

 

Fig. 6. Performance of Heuristic Method, Genetic Algorithm and Neural Networks with Pa-
rameters Priority of calls and Time of Call fixed at different Intervals 
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Fig. 7. Performance of Heuristic Method, Genetic Algorithm and Neural Networks with Pa-
rameters Time of Call and Frequency of Calls fixed at different Intervals 

6   Conclusion 

The quality of service parameters such as Duration of Call, Number of Users, Re-
sidual Bandwidth, Priority, Time of Call and Frequency of Calls are considered 
for channel allocation problem. Genetic Algorithm and Artificial Neural Networks 
are applied on these parameters for optimization of channel allocation. From the 
results obtained, it can be concluded that application of Genetic Algorithm in-
creases the throughput compared to heuristic method. But application of Artificial 
Neural Network gives the maximum throughput compared to the other methods.  
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Abstract. The recent advancements in mobile communication has triggered man-
kind in every part of the world to use wireless devices viz., cell phones, laptops, 
PDAs, etc., To provide excellent services to the mobile users, every service pro-
vider expands his network to cover a wide coverage area. To reduce the estab-
lishment cost of service providers, infrastructure sharing among service providers 
is becoming popular. This requires existing connectivity/ topology in a Cellular 
Network (CN) to be explored and discovered. In this paper, a novel method for to-
pology discovery of CN using Ant Colony Optimization (ACO) is proposed. In 
this approach, the Base Station(BS)s simulate the way ants forage for food to find 
out the routes to other BSs. The route discovered by each ant is associated with 
trail (pheromone) strength which in turn decides whether the route is the best or 
not. ACO applied to CN gives all the existing routes between the various BSs in a 
CN. Genetic Algorithm (GA) based optimization is further applied to get the op-
timal path satisfying multiple constraints viz., number of hops, Poisson traffic dis-
tribution, buffer capacity, link delay, queuing delay, and residual bandwidth from 
the set of paths given by ACO. Our simulation results show that different network 
models viz., Random model, unidirectional ring, bidirectional ring, star, and tree 
are explored faster using ACO and our scheme using ACO-GA outperforms the 
scheme without GA with respect to Call Service Rate and Call Dropping Rate. 

Keywords: Cellular network, ant colony optimization, pheromone, topology. 

1   Introduction 

The exponential growth in Wireless communication enables people in different 
parts of the world to participate in nomadic computing [1] with the help of a CN 
[2,3]. With the change in the lifestyle of people in recent years, wireless links ena-
ble Mobile Users (MU) of a CN to participate in real time applications, viz., video 
conferencing, multiparty games, online auctions, access to distributed databases, 
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group communication, etc., on the fly. In all these scenarios, routing of informa-
tion has to be done faster. Existing routing protocols in a wired network when  
extended to mobile networks fail because of the inherent dynamism in a mobile 
network. Moreover, the drastic growth in the number of MU’s demand increase in 
the size of the CN. Every service provider needs to know the existing connectivity 
in his network or other networks so that he can plan either for sharing of infra-
structure or expansion in infrastructure to accommodate more MUs and to provide 
them excellent service. As the network models become more and more complex, it 
is required that the future routing protocols are more robust and adaptable to react 
effectively and favorably to changes in traffic, network connectivity etc. One such 
important model, the Ant Colony Optimization (ACO) meta-heuristic [4,5,7,9,10] 
is a generic framework for ant-based optimization algorithms. Additionally two 
sets of mobile agents are used for establishing call connections. With the increase 
in the number of MUs, these two mobile agents will be overloaded and it will be 
difficult to perform frequent computation of the optimal route faster to support the 
inherent dynamism in a CN. In this work, Ant Agents are modeled as mobile 
agents that aim at local optimization and can backtrack, if required, to get the 
global optimum. Ant agents lay pheromones for others to follow. The ant agents 
interact via stigmergy to discover the network topology. As the proposed ACO 
converges, it helps us to get all the paths between any two base stations. Genetic 
Algorithm [3,8] is further applied to get the optimum path over the solution space 
provided by ACO.  

Taking into account the aforementioned facts, a novel routing scheme to com-
pute the optimal route between any two base stations in a CN, taking into account 
different constraints viz., number of hops, Poisson traffic distribution, buffer ca-
pacity, link delay, queuing delay, and bandwidth available is proposed in this pa-
per using ACO-GA. The remainder of the paper is organized as follows: Section 2 
discusses the proposed approach, Section 3 about the models considered, Section 
4 the performance analysis and Section 5 concludes the paper.  

 

Fig. 1. Communication Network with Base Stations 
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2   Proposed Approach 

The proposed approach considers a CN with the Base Stations (BS) numbered 
from B1 to Bn. Each BS maintains two data structures namely Base List and 
Route List as shown in Tables 1 and 2. Base list stores the list of BS in a route.  

Route list stores the pheromone strength in each route. Both the data structures 
are initially empty for all BS. Either one of the base stations in the CN or a node 
external to the CN functions as a coordinator. The coordinator is responsible for 
distributing the ants and to configure the network topology after receiving re-
sponse from the different BS. The proposed approach uses ACO to discover the 
network topology. In ACO, Ants are agents which move along by choosing the 
path between BS in a CN based on pheromone strength. An ant’s path represents a 
specific candidate solution. When an ant has found a solution, pheromone is laid 
on its path. The pheromone strength is based on various factors such as bandwidth 
available, length of path etc. The amount of pheromone associated with each path 
is reduced as the time goes on. Thus the pheromone strength associated with a 
path keeps reducing if the path is not used frequently. This affects behaviour of 
other ants by ‘Stigmergy’. As the pheromone strength increases on a path, it indi-
cates that a large number of ants passed through this. This directly implies that the 
corresponding path is the best path between the respective BS in a CN. 

Table 1. Baselist                                                     Table 2. RouteList 

Base Station Pointer to Route List 
  

 

Routes Pheromone 
Strength 

  

2.1   Proposed Algorithm for ACO 

Any BS first receives an INITIALIZE message from either the coordinator or 
another BS. Then it sends Ant Agents to all outgoing links from this BS. The Ant 
Agents have the name of the initiating BS stored in them to identify the ant agents 
from different BSs. Once a BS receives an Ant Agent from another, it finds out 
the initiator of the agent. If the initiator is not present in the BASELIST, it is add-
ed. Then the BS executes the following steps: 
 
Step 1: It forwards the Ant Agent received to its outgoing links, if this is the first 
time the BS receives an agent from the corresponding initiator. 
Step 2: If it has not yet started sending Ant Agents of its own, it initiates own Ant 
Agents. 
Step 3: When an Ant Agent discovers a base station, a backward thread is started 
that reports back to the initiating base station. 
 



636 C. Mala et al.
 

 

Step 4: The backward thread contains information regarding the route that was 
saved earlier. 
Step 5: If the new route discovered corresponds to a known base station, a new  
entry is made in the corresponding RouteList. 
Step 6: If the route discovered corresponds to an unknown base station, a new  
entry is made in the BaseList first. Then the RouteList is created and updated. 

 
Now as an Ant Agent reaches a particular base station, information is reported 
back to the initiating base station using the information the ant would have stored 
along the way. The initiating base station then modifies the BaseList and the Rou-
teList as per the latest information. Since Ants are propagated between all the base 
stations, all the possible routes are found. This helps us to find the topology. The 
ants also report back the pheromone strength associated with each route. The phe-
romone strengths allow us to find the best routes between the stations. 

2.2   Proposed GA Based Approach 

The Genetic Algorithm takes as input the solution set provided by the ACO. A fit-
ness function based on traffic, number of requests etc. is used to evaluate each in-
dividual solution. The best solutions among them are considered for crossover. 
The process is repeated over and over. Repeated optimization at each step leads to 
the best solution. This gives the best path between different nodes taking into ac-
count the different constraints. 

3   Network Models 

The proposed approach is applied to different network models, which differ in 
their topology. The network topology is the physical arrangement of the elements 
of a network. To provide better service, it is required to find the best path to route 
among a set of routes taking into consideration the network traffic on the route and 
the length of the path. Hence the topology directly affects the routing decision and 
it is essential to configure the network topology faster. The different topologies 
considered in this paper are classified based on their degree of connectivity as 
loosely connected, normal connected and tightly connected. 

3.1   Loosely Connected Graph 

In a loosely connected graph, the number of paths between any two nodes is less 
as shown in Fig.2.  A Tree network is an example of loosely connected graph. 
Here there is a single path between any two nodes. Hence it takes relatively very 
less time to discover the topology and the best route.  
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Fig. 2. Loosely Connected Graph 

3.2   Normal Connected Graph 

In a normal Connected Graph, the number of connections associated with the 
base stations is not greater than n/2. Fig.3 is an example of a normal connected 
graph. Here there are more paths to discover between any two communicating 
nodes. Hence it takes relatively longer time to discover the topology and the best 
route. 

 

 

Fig. 3. Normal Connected Graph 

3.3   Tightly Connected Graph 

In a fully connected graph, the number of connections associated with the base 
stations is n-1as shown in Fig.4. There exists a single link between every node  
in the network. Hence it takes maximum amount of time to discover the complete 
topology and the best route. 
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Fig. 4. Tightly Connected Graph 

3.4   Pheromone Strength Calculation Using GA 

The pheromone strength calculation to find out the best route is based on a number 
of parameters. The first parameter is the number of hops in the specified route. 

 
                    F1 = Nh = m; 1<= m <= Nb                                                   (1) 
 

Nb is the number of base stations. 
The second parameter is the intensity of traffic on that particular route. The 

traffic distribution is assumed to be Poisson. The probability distribution is given 
by the equation 

 

                 P(X = k) = (λk e –λ)/ k!                           (1.1) 
 

Where the mean arrival rate is given by λ. 
Thus the probability of k requests arriving in a time interval can be given by 
 

                  F2 = P (Tk) = (λT)k  *  e –λT /  k!                        (2) 
 

The third parameter is the minimum buffer capacity along that route. It is better to 
go for routes that have better buffering capacity to avoid congestion. The mini-
mum buffering capacity along the routes is given by 

 
                              F3 = Min (Bi * C)                                                (3) 

 
Bi is the number of buffers at the ith base station.  
C is the capacity of each buffer. 

The fourth parameter is the delay in message transmission owing to the path 
length. Assume Erlang k distribution. The probability of delay over a path P of 
length m less than t is given by the expression 
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                  F4 = (γmtm-1c-γt) / (m-1)!        1 <= m <= Bn-1                  (4) 
 

Where γ is the call arrival rate. 
The fifth parameter is the queuing delay along the chosen route is given by 
 

                                    F5 = Σ(δi * t)                (5) 
 

δi is number of free buffers and t is the time taken to load one free buffer. 
The sixth parameter is the residual bandwidth along a route as it affects the op-

timality of the route. The residual bandwidth is given by the formula 
 

                                F6 = Min (BWi)                (6) 
 

Where BWi is the bandwidth available at each hop in the route. 
From the equations (1) to (6), the Fitness function, a minimization function to 

compute the best route between BS is coined as  
 

                 F = F1 + F2 + F3 + F4 + F5 + 1/F6       (7) 
 

The value of F is calculated for every route between BSs. The route for which the 
value of F is minimum, is considered to be the best route between the BS. 

4   Simulation and Performance Analysis 

A set of N base stations of unknown topology is considered for our simulation. 
ACO Algorithm 1 is applied to this topology. The simulation is done using the  
Eclipse editor in Java. Eclipse permits to simulate the presence of multiple base 
stations. It is observed from the simulation that two main factors affect the per-
formance of ACO. They are 

 

• The number of base stations. 
• The degree of connectivity. 

 

 

Fig. 5. Time taken for Networks with Different Levels of Connectivity 
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The performance of the algorithm under various conditions has been studied and 
results are plotted in the form of graphs shown in Fig.5 and Fig.6. 
 
CASE 1 
Consider a loosely connected computer network as shown in Fig 2.  In this, each 
base station is connected to one or two other base stations only. The number of 
paths between any two base stations is very less. Algorithm 1 is applied to the 
loosely connected network consisting of 5,10,15,20 & 25 nodes and the time 
needed to discover the network topology is found out. A graph is plotted with 
these values as shown in Fig 5. In a lightly connected network, the probability of 
having a cycle is very small. So, the number of routes between any two base sta-
tions is very less. Thus the time taken for topology discovery gradually saturates 
after 15 base stations. 

 
CASE 2 
Consider the base stations are well connected as shown in Fig 3. Each pair of base 
stations has more than a few paths between them. Hence ACO takes longer time to 
discover the topology. In a well-connected graph, the number of cycles increases. 
Thus, the number of routes that have to be discovered increases rapidly. Thus, in 
normal connectivity, the time taken increases logarithmically.  

 
CASE 3 
Here each base station is connected to almost every other base station as shown in 
Fig 4. In this network, a number of cycles exist in the graph. As the number of 
nodes increase, the number of routes between any two nodes also increases expo-
nentially with time. This situation is highly improbable in practical situations.  

It is observed from the simulation that as the number of nodes and paths in-
crease, Ant Colony Optimization takes more time to converge. But the time taken 
to discover the topology using this algorithm is considerably lesser than the tradi-
tional algorithms. 

 
CASE 4: COMPARISON OF VARIOUS NETWORKS MODELS 
Ant Colony Optimization is also applied to various standard network models such 
as Star, ring, tree network etc. The result of simulation is plotted in Fig 6. 

From the graph it’s clear that the time taken to find all the paths in a network 
doesn’t increase too much as the number of nodes increases. Thus the ant colony 

optimization scales well when applied to above network models. It is observed 
from Fig. 6 that the ACO Algorithm 1 takes less time for standard network mod-
els. This is because, once we specify a network model, there is a restriction on 
how the model should behave. For example, if we consider a ring network, there is 
a restriction that each BS should be connected to only 2 other BSs. This restriction 
reduces the number of routes possible between base stations. Consider the case of 
a tree network wherein there is a restriction that it can never have a cycle. Thus 
the number of routes between any two BSs is always one. Thus time taken for 
ACO is minimum. Traditional algorithms such as Table driven and On-Demand 
Routing algorithm fail to discover the network topology before routing. Ant Colo-
ny Optimization is useful in situations where the connectivity of the network is not 
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known in advance but routing is to be done. Though all the existing paths between 
all base stations in a computer are found out by Ant Colony Optimization, it is up 
to the user to limit the number of paths to be discovered between any pair of nodes 
as it increases the processing overhead. 
 

 
Fig. 6. Comparison of Various Network Models 

But in case of general network models as in Fig 2 and Fig. 3, the connectivity is 
random and so the time taken by ACO increases. To reduce the processing time, 
the results obtained by ACO are given as input to GA based optimization tech-
nique to get the optimal routes between base stations faster. The results of the si-
mulation are shown in the graphs in Figs. 7 to 9. 

 
Fig. 7. CAR Vs CSR 

The selection of the best path available from the set of existing solutions using 
the iterative approach, where each path is tested for optimality using the fitness 
function, is time consuming. Moreover, there is a restriction on the number of re-
quests that can be serviced. Once the threshold is reached, the probability that  
future requests are dropped is very high as shown in the Fig 7. Hence to this  
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solution set, another optimization using GA which can deal efficiently with a huge 
solution set is applied. The operations in GA viz., selection, crossover, mutation 
take less time compared to iterative approaches. Thus for a given Call Arrival Rate 
(CAR), the Call Service Rate (CSR) is high in case of GA. 

 
Fig. 8. Comparison Between GA and Normal Call Dropping Rates 

Further, it can be observed from Fig 8. that using GA, only a few calls are 
dropped. This is because the time taken for selection of an optimal route using GA 
is very less. Hence, a large number of requests can be serviced without the prob-
lem of call drop. Thus, it is seen that GA aids ACO and leads to a better perfor-
mance. Moreover, our proposed GA based approach aids to speed up the optimal 
route selection process when the base stations are tightly connected. The compari-
son between the time taken by GA and the iterative selection procedure is given in 
Fig. 9. 

 

 

Fig. 9. Comparison Between GA and Iterative Route Selection 

From the graph in Fig. 9, it can be inferred that the GA based approach takes 
less time to converge compared to the approach without GA. Thus, when the 
number of base stations increase, it is better to use the GA based approach to se-
lect the optimal solution from the solution pool. 
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5   Conclusion 

Ant Colony Optimization algorithm proposed in this paper outperforms the exist-
ing algorithms viz., Table driven and on demand routing algorithms as it discovers 
the topology before routing. To find out the optimal routes between base stations 
faster, GA based optimization is further applied to the results given by ACO. Si-
mulation results show that this combined ACO and GA based approach performs 
better than the approach with ACO. The time taken by our proposed approach to 
discover the topology depends on the connectivity of the CN and it can be signifi-
cantly reduced either by limiting the number of paths to be discovered between the 
BSs or by using multiple ownership for each ant agent.   
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Abstract. As the spectrum for wireless transmission gets crowded due to the in-
crease in the users and applications, the efficient use of the spectrum is a major 
challenge in today’s world. A major affecting factor is the inefficient usage of the 
frequency bands. Interference in the neighboring cells affects the reuse of the  
frequency bands. Some of the quality of service parameters such as residual 
bandwidth, number of users, duration of calls, frequency of calls and priority are 
considered for optimized channel allocation. Genetic Algorithm and Artificial 
Neural Networks are applied to determine the optimal channel allocation consider-
ing the quality of service parameters. The simulation results show that using Ge-
netic algorithm betters heuristic method and artificial neural networks performs 
better than Genetic Algorithm by a comfortable margin. 

Keywords: Genetic Algorithm, Channel Allocation, Quality of Service, Artificial 
Neural Network. 

1   Introduction 

Channel allocation is critical in today’s world due to the limited spectrum availa-
ble. This is mainly due to the contribution of the increasing cost and the spectrum 
that is left to be allotted to the operators. Efficient use of the spectrum thus be-
comes a necessity. Channels can also be utilized more efficiently by reusing it 
when two stations do not interfere. Hence the operators can utilize the spectrum 
efficiently by dynamically allocating frequencies to their cells as and when re-
quired. 

Dynamic channel allocation[1,2] is more efficient as compared to fixed channel 
allocation under low traffic conditions. But when there is a constant stream of 
calls, fixed channel allocation is much more efficient in not wasting the spectrum 
that is available. Optimization is not really required in such cases but to hope there 
will be a constant stream of calls every day is highly unlikely and hence there is a 
need to use dynamic channel allocation. While using dynamic channel allocation, 
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the channel is allocated depending on the requirements of the users demands in 
real time. But this arises the problem of how to manage the channel allocation ef-
ficiently. Genetic Algorithm, Artificial Neural Network are used to optimize the 
dynamic nature of the channel in this work. 

1.1   Introduction to Genetic Algorithms 

Genetic Algorithm[3, 9] is based on the theory of natural selection proposed by 
Charles Darwin. It is a subset of a set of algorithms known as Evolutionary Algo-
rithms which are mostly used to find optimum solutions to problems. Genetic Al-
gorithms are commonly used as optimization algorithms. It uses a combination of 
survival of the fitness and a randomized information exchange procedure. It is the 
same procedure that is followed by the theory of natural selection of using the best 
of the previous generation to create a new generation with a better set and hence 
optimization or evolution. 

Initially, for implementing Genetic Algorithm[3,9], there are two basic re-
quirements – an initial set of values (known as individuals) and a fitness function 
for evaluating the individual. The processes involved in Genetic Algorithm are 
simple and basic operations such as copying of strings, swapping strings, etc. Ini-
tial population, a set of individuals, maybe generated using a random function or 
using a set of previously known or assumed data. The value of the individual is 
determined by the parameters. Some parameters may have a higher priority than 
others, some may have a wider range of states or variations than others, etc. This 
is used to decide the number of bits to be allotted to each parameter in an individ-
ual. If a higher level of optimization is required, a larger string length for the indi-
vidual can be used. Increasing the number of individuals in the population may  
also give a higher level of optimization.  

The amount of optimization required usually decides the way in which the ini-
tial population is generated. 

Once the population is generated, a set of operations is done in succession so as 
to optimize the population. They are,  

 

(a) Reproduction 
(b) Crossover 
(c) Mutation 

 

Reproduction is the process where the individuals are copied over to the next 
generation based on their fitness defined by the fitness function. Individuals with a 
higher fitness are reproduced while the ones with the least fitness are neglected. 
This is usually achieved by finding out the percentage contribution of each indi-
vidual to the fitness of the entire population. 

Crossover is the process where information exchange or evolution occurs. After 
reproduction, a set of random individuals are paired and mated. Mating is when a 
part of the string from one individual is swapped with its corresponding ones from 
its mate. The part of the string to be swapped is decided by randomly choosing a 
point at which the swapping occurs, and this point is called as the crossover point. 
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When combined with reproduction, this leads to effective optimization by recom-
bination of individuals. 

Mutation is process where an individual’s string is changed randomly by 
changing the value of one of the parameters randomly. This is done to ensure that 
optimization is carried out if by chance all the individuals in the population have 
0’s or 1’s in a particular location which may lead to incomplete optimization. As 
mutation is a very rare event in the natural selection procedure, the same proba-
bility of one in a thousand cycles is implemented. 

1.2   Introduction to Artificial Neural Networks 

Artificial neural networks (ANN)[4,5,6] have been developed as generalizations 
of mathematical models of biological nervous systems. A first wave of interest in 
neural networks (also known as connectionist models or parallel distributed 
processing) emerged after the introduction of simplified neurons. 

The main objective of Artificial Neural Networks is to understand a new style 
of computation which is inspired by biological neurons and their adaptive connec-
tions. It is a very different style from sequential computation. Applications of 
neural networks are basically to solve practical problems by developing novel 
learning algorithms. An ANN consists of inputs and corresponding weights, which 
when computed by a mathematical function gives the activation of neuron. One 
more function, which can be identity, will compute the output of neuron. Usually a 
threshold value is associated with every ANN. The weights associated can be ei-
ther positive or negative. Weights can be adjusted to get desired output for specific 
input values. ANN has the ability to learn how to accomplish the tasks based on 
the data provided for training. An ANN can create its own representation of the in-
formation it received during its learning time. There are two types of ANN’s, 
Feed-forward networks and Feedback networks. Feed-forward ANNs allows sig-
nals to travel in only one way, from input to output, no sense of time. There are no 
feedback loops. Feed-forward ANN’s directly associate inputs with outputs. They 
are extensively used in pattern recognition. Feedback networks are designed to 
have signals travelling in both directions by introducing loops in the network. 
Feedback networks are dynamic in nature. Their state changes continuously until 
 

 

Fig. 1. Architecture of an Artificial neuron and a multilayered neural network 
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they reach an equilibrium point. They remain at the equilibrium point until the in-
put changes and a new equilibrium needs to be found. In feed-forward ANNs, the 
back propagation algorithm is used. The signals are send forward and errors will 
be propagated backwards. ANNs are organised in layered format. Input layer, out-
put layer and a set of intermediate hidden layers. 

It is used in applications such as robotics, diagnosing, forecasting, image 
processing and pattern recognition. There are two types of ANN’s, Feed-forward 
networks and Feedback networks. In this paper feedback network is used for the 
application. 

 
Feedback method 
Feedback networks in Figure. 1(b) are designed to have signals travelling in both 
directions by introducing loops in the network. Feedback networks are dynamic in 
nature. Their state changes continuously until they reach an equilibrium point. 
They remain at the equilibrium point until the input changes and a new equili-
brium needs to be found. Feedback architectures are also referred to as interactive 
or recurrent, although the latter term is often used to denote feedback connections 
in single-layer organisations. 

A Self-Feedback Neural Network (SFNN) [7,8,10] is a recurrent, two-layer 
network. The output layer of an SFNN contains several self-feedback units. In the 
feedback layer of this model, there is no interlinking among the units.  The output 
of SFNN contains the past information about the system which is made possible 
by the self-feedback connection between the units. As there is no interlinking 
among the units in feedback layer, the SFNN has very few weights when com-
pared to a fully recurrent ANN and the network is very much simplified. 

 

 

Fig. 2. Structure of SFNN Model 

The architecture of the SFNN model is depicted in Fig. 2. The mathematical 
description is as follows  

 

                                              
(1)

 
 

                                                                             
(2)
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Where  (i=1,....,n) denotes the external input, and  (j=1,.....,m) 

are the state variable and output of the jth unit of the output layer, respectively. 

, are connection weights from input to output layer and within the output 

layer, respectively.  is the sigmoid activation function defined as 
 

                                =                                              (3) 
 

Feedback neural networks have advantages over feed-forward networks in that 
they have the ability to store previous state information and prevent the need to 
predict the model order of the time series. 

2   Proposed Scheme 

Channel assignment schemes are classified into Fixed Channel Assignment and 
Dynamic Channel Assignment. In Fixed channel assignment schemes, certain fre-
quencies are assigned statically to cells. In dynamic channel assignment schemes, 
whenever there is a call request, a channel is selected such that it is optimal and 
minimizes interference. Experiments have proved that fixed channel assignment 
schemes perform better in high and uniformly distributed traffic conditions. But in 
case of non-uniform traffic, where call requests are more in one cell and less in the 
other, dynamic channel assignment is better suited. The quality of service parame-
ters must be taken into consideration to decide on who should be allotted the 
channel. Some of the influencing parameters like Periodicity of calls, number of 
users, residual bandwidth, type of service, type of users, type of calls are consi-
dered in this work. For optimal channel allocation, Genetic Algorithm, heuristic 
method and Artificial Neural Network is applied. 

2.1   Quality of Service Parameters Considered in This Work 

Duration of Calls(a): It is defined as the amount of time a user holds on to a certain 
call. This affects the allocation as knowledge of the amount of time the spectra is in 
use is vital for optimal allocation of the spectra to the users. The range of call times 
can be obtained from recorded history of usage by users over a period of time to find 
the average range of time that users hold the channel allocated to them. 

Number of Users(b): the number of users requesting allocation of frequency to 
make a certain voice or data call at a certain time. This is proportional to the num-
ber of users active in the given cell. This is also obtained using knowledge of the 
recent history of traffic in each cell owned by the operator. 

Residual Bandwidth(c): Residual bandwidth is the remaining spectra available to 
be allocated in each cell. The advantage of DCA over FCA takes effect as in FCA 
each cell is allocated with a given set of frequencies while in DCA the total spec-
trum can be allocated to any of the cells. The spectrum available to each cell is 
much higher in DCA in comparison to FCA. Residual Bandwidth or the number of 
free channels available in a cell is another Quality of Service parameter which can 
affect the service quality. 
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Type of Service(g): depending upon whether it is a voice service or data service 
or multimedia service, this parameter can be used as a quality of service parameter 
to decide on channel allocation. 

Type of Users(h): Type of Users is a parameter differentiating regular users from 
roaming users. Roaming users must be given higher priority during channel allo-
cation, so it is considered as one of the parameters for decision making. 

Type of Calls(i): Type of call is another parameter differentiating emergency calls 
from ordinary calls. It is one of the parameter which can affect the channel alloca-
tion decision. 

3   Application of Genetic Algorithm 

For the application of genetic algorithm to the problem, the parameters are en-
coded as eight bit strings. Some of the parameter values are obtained from the his-
tory of the caller. The parameter `a’ is the time duration, a user has called. Every 
10 seconds is assumed to be one unit. Hence a value of a = 25, would imply the 
duration of the call to be 250 seconds. The parameter ‘Type of Service’ is higher if 
the value of g is higher. Hence if g = 100, then it has a higher priority than g2 = 65, 
but lesser than g3 = 150. Depending upon the density of users in a cell, a unit is se-
lected like 10 users as one unit. Hence a value of b=45 would indicate 450 users. 
A fitness function is needed and initial population as seed is required. The fitness 
function is given by, 
 

   
ihgcbaxF /1/1/1)( +++++=   (4) 

Table 1. Randomly Generated Seed Sample 

Sl.  
No 

Duration 
of Call(a) 

Number of 
Users(b) 

Residual 
Bandwidth(c) 

Type of  
Service(g) 

Type of 
Users(h) 

Type of 
Calls(i) 

F(x) 

1 52 105 67 245 195 60 314.03 
2 8 87 253 237 48 25 309.06 
3 213 242 162 249 55 37 430.04 
4 117 234 53 164 117 200 287.02 
5 115 109 146 196 232 139 493.02 
6 210 108 88 192 250 39 548.04 
7 95 110 184 82 77 245 356.03 
8 202 57 125 154 70 52 397.04 
9 40 188 153 224 23 76 216.03 
10 111 185 159 118 25 172 295.02 
11 128 81 147 97 177 209 452.03 
12 34 204 202 32 121 102 357.05 
13 101 150 109 130 164 42 374.04 
14 69 221 165 157 9 253 243.01 
15 177 206 150 38 127 252 454.04 
16 180 214 28 218 87 193 295.01 
17 62 34 63 212 65 126 190.04 
18 196 101 47 61 134 180 377.03 
19 206 166 243 67 158 118 607.03 
20 161 218 119 174 219 90 499.02 
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The fitness function is a maximization function. The initial values for the strings 
are randomly generated and tabulated as shown in table below. Each parameter is 
represented as string of eight bits each.       

4   Application of Artificial Neural Network 

Feedback Neural Network[4, 7] is applied to the get the optimized solution. 
MATLAB was used for testing. The input parameters and assigned weights are 
processed to obtain the activation value. The feedback network uses bidirections. 
So, the calculation of Xj has to be performed for bidirection by make use of Eq. 
(1) & (2). The obtained output has to be learned using random supervised com-
petitive learning by using the equations mentioned below: 

 

           Wij(t) = Si [Sj - Wij (t)]  (for deterministic competitive learning)           (5) 

           Wij(t) = ri (a) Si [Sj - Wij (t)] + nij (t)                                   (6) 
                       (for stochastic competitive learning) 
     
                         Si = fi (xi(t)) (output signal of the unit i)                (7) 

                         Sj = fj (xj(t)) (output signal of the unit j)   (8) 

Where nij (t) is zero mean Gaussian white noise process &  ri (a) is reinforcement 
function. 

The parameters or data considered for the problem is given below: 
Input parameter: (a, b, c, g, h, i) are taken as random value generated in be-

tween 1 to 255. 

Table 2. Sample Input to the Neural Network 

Sl.No Input Data for the Neural Network Activation 
Value  A b C g h i 

1. 70 62 9 34 133 27 22.12 
2. 121 195 203 90 226 62 75.31 
3. 20 155 167 182 178 55 53.206 
4. 78 203 75 185 184 53 41.206 
5. 138 136 37 160 244 186 45.604 
6. 189 161 76 214 108 158 44.903 
7. 56 241 58 70 102 51 27.409 
8. 107 147 82 16 151 207 42.22 
9. 36 41 190 72 146 149 56.208 

10. 136 96 217 125 66 161 63.605 

5   Performance Analysis with Heuristic Method, Genetic 
Algorithm and Neural Networks 

MATLAB was used for conducting performance analysis. For each case study, 
any two parameters are constantly increased at a predetermined interval and the 
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performance of Heuristic method, Genetic Algorithm and Artificial Neural Net-
works is recorded varying other parameters. Throughput in the figures is the per-
centage of best theoretical case to the throughput achieved by different methods. 
The graphs in Figure 3, Figure 4, Figure 5, Figure 6 and Figure 7 show the per-
formance of Heuristic Method, Genetic Algorithm and Artificial Neural Network. 
It is clear that Artificial Neural Network perform better than Genetic Algorithm 
and Heuristic Method. 
 

 

Fig. 3. Performance of Heuristic Method, Neural Networks, Genetic Algorithm with Para-
meters Duration of Calls and Number of Users fixed at different Intervals 

 

Fig. 4. Performance of Heuristic Method, Neural Networks, Genetic Algorithm with Para-
meters Number of Users and Residual Bandwidth fixed at different Intervals 
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Fig. 5. Performance of Heuristic Method, Neural Networks, Genetic Algorithm with Para-
meters Residual Bandwidth and Type of Service fixed at different Intervals 

 
 

 

Fig. 6. Performance of Heuristic Method, Neural Networks, Genetic Algorithm with Para-
meters Type of Service and Type of Users fixed at different Intervals 
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Fig. 7. Performance of Heuristic Method, Neural Networks, Genetic Algorithm with Para-
meters Time of Users and Type of Calls at different Intervals 

6   Conclusion 

Parameters such as Duration of Calls, Number of Users, Residual Bandwidth, 
Type of Users, Type of Service and Type of Calls are considered for Channel al-
location. Optimization of these parameters is carried out using Genetic Algorithm 
and Artificial Neural Networks. It can be observed from the results obtained that 
throughput of Artificial Neural Network is better than throughput of Genetic Al-
gorithm and Heuristic method. 
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Abstract. This paper measures technical and relative efficiencies of some private 
sector hospitals in India. The study makes an attempt to provide an overview of 
the general status of the hospitals. Data Envelopment Analysis (DEA)-CCR and 
BCC models have been applied for the Input-output data collected from 15 
hospitals for the year 2009-2010. The study found that out of 15 hospitals, 2 
hospitals are technically efficient and 8 hospitals are pure technically efficient. 
Assessment of technical efficiency concludes that the performance of hospitals is 
good but still very far from the optimal level. On average, a technical inefficient 
hospital may reach on the efficiency frontier if it is able to increase its output by 
30.20%. The mean value of OTE (60.80%) indicates that on average a hospital to 
be efficient has to produce 39.20% more output with the same level of inputs.  

Keywords: DEA, Efficiency and Hospitals. 

1   Introduction 

Over the last 5 decades India has built a sound healthcare infrastructure at 
primary, secondary and tertiary levels in both the public and the private sectors. 
However, during the last decade, role of the public sector in the healthcare 
services has been shrinking and that of private sector has been expanding. 
Inadequate infrastructure, non-availability of competent doctors and paramedical 
staff, poor maintenance, lack of motivation among the staff, and insufficient 
supply of drugs and medicines are the major problems with the public sector 
healthcare institutions. The policy of structural adjustment programs and 
liberalization being initiated by the Government of India since 1991 has also 
affected the public sector health services, which is evident from the fact that 
public sector expenditure on health in India has decelerated from 1.3% of GDP in 
1990 to 0.9% in 1999 [9]. In 2001, the target was to increase the spending from 
0.9 % to at least 2 % of the GDP on healthcare.  
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Private sector healthcare services range from those provided by large corporate 
hospitals, small hospitals/nursing homes to clinics and dispensaries. The growth of 
this sector has been triggered by a number of factors including government 
policies of concessional land allotment and relaxation in custom duties on import 
of medical equipment, rapid influx of medical technology, growing deficits of 
public sector hospitals, and an increasing middle - income class. Private healthcare 
institutions can transform India into a major medical tourism destination. Big 
corporate hospitals in the country, which constitute about 1% of total healthcare 
services, have already started treating patients from other countries. However, in 
order to become globally competitive and also to meet out the growing domestic 
demand for healthcare services, these hospitals have to upgrade their infrastructure 
and adopt cost-effective medical technology to provide services of international 
standard at affordable prices.  

Initially DEA was proposed by Charnes, Cooper and Rhodes [3]. Since early 
1980s, DEA has been extensively used for efficiency analysis of health care 
organizations. Work done by Sherman [8] and Nunamker [6] were among the first 
that applied DEA to measure hospitals and nursing services efficiency. Since then, 
DEA has been used widely in the assessment of health care organizations all over 
the world. Despite the availability of other efficiency measurement methods, the 
DEA has become the dominant approach for measuring efficiency in healthcare 
and many other sectors in the economy [4]. DEA determines relative efficiencies 
of the DMUs on the basis of their inputs/outputs. Keeping this in view, we plan to 
examine the relative performance of some hospitals of India through DEA 
methodology. The paper attempts to estimate technical efficiency of the hospitals, 
set benchmark for inefficient hospitals, and suggest alternative actions that would 
make them relatively efficient. The paper is organized as follows: section 2 
contains data and variables, section 3 models used and results and discussion are 
given in section 4, followed by conclusion in the last. 

2   Data and Variables 

In India, PROWESS and CAPITALINE databases include data on a large number 
of companies, including hospitals. These sources have balance-sheet based 
financial data. The firm level panel-data is only available with PROWESS and 
CAPITALINE databases. Both the databases are similar one and based on annual 
reports. Earlier studies have also used the PROWESS and CAPITALINE data to 
estimate the productivity and efficiency of hospitals. Keeping all these limitations 
in view, we have obtained the data from CAPITALINE database. This study 
covers 25 private sector hospitals of India for the sample. The data upon which 
our study is based is collected for the year 2009-2010.The variables used in the 
study represent financial status of the hospitals. Attempts are made to incorporate 
a fairly comprehensive list if inputs and outputs, which reflect the general and 
informative results. However some consideration have been specified for the 
selection of number of DMUs. As the thumb rule the number of DMUs is 
expected to be larger than the product of number of inputs and outputs in order to 
discriminate effectively between efficient and inefficient DMUs. 
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2.1   Variables Selection 

Initially, we have considered 1 output “Net Profit” and four inputs NFC, EE, SW, 
and Raw Material. But Net Profit figures for some of the hospitals are found to be 
negative, and DEA strictly requires value of all inputs and outputs to be positive. 
Hence, it becomes imperative to drop Net Profit variable from the analysis. Most of 
the hospitals reported raw material as zero, therefore this variable is not considered 
for DEA analysis. This variable is replaced by Capital Employed. Finally, in the 
calculation of efficiency measure, the input variables are NFC, EE, SW, and CA, 
and the output variable is OI. The observed data for the selected hospitals are given 
in Table1, all inputs and outputs are measured in crores of rupees. 

Table 1. Observed data of the sample Hospitals in India (2009-2010) 

   Inputs   Output 
S.No. Hospital Name NFC EE SW CA OI 
H1 A D S Diagnostic Ltd (New Delhi) 1.62 0.04 0.46 3.86 3.32 
H2 Apollo Health & Lifestyle Ltd 

(Chennai) 
2.85 0.04 2.63 21.01 6.41 

H3 Alps  Hospital  Ltd  (New Delhi) 39.95 1.39 8.48 24.22 38.86 
H4 Meenakshi Multi -speciality 

Hospital Ltd (Chennai) 
11.53 0.54 3.11 8.26 10.45 

H5 Dhanvantri Jeevan Rekha Ltd 
(Meerut) 

4.42 0.12 0.89 4.9 3.48 

H6 Dolphin Medical Services Ltd 
(Hyderabad) 

12.15 0.04 0.25 24.65 3.35 

H7 HSCC (India)  Ltd  (New Delhi) 6.32 0.29 12.97 72.39 21.38 
H8 KMC Speciality Hospitals India 

Ltd (Tiruchirappalli) 
10.42 0.32 1.97 16.64 8.54 

H9 Lotus Eye Care Hospital Ltd 
(Coimbatore) 

42.65 0.36 1.96 54.19 14.17 

H10 Medinova Diagnostic Services Ltd 
(Hyderabad) 

5.76 0.65 2.44 15.34 12.13 

H11 N G Industries Ltd (Kolkata) 4.62 0.28 0.46 11.71 10.11 

    H12 Prerana Hospital Ltd (Kolhapur) 7.8 0.17 2.51 16.35 8.4 
H13 Secunderabad Healthcare Ltd 

(Hyderabad) 
5.02 0.17 0.80 7.65 18.43 

H14 Sharma East India Hosp & Medical 
Res. Ltd (Jaipur) 

8.34 0.39 2.11 13.1 8.81 

H15 Regency Hospital Ltd (Kanpur) 32.3 1.30 5.7 44.64 39.72 

Mean  13.05 0.41 3.12 22.59 13.84 
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The inputs and outputs variables are defined as follow: 

Net Fixed Capital (NFC): Net fixed capital is that portion of the total capital 
invested in fixed assets. 

Energy Expenses (EE): These expenses are mainly electric charges, and also 
include fuel charges, if any. 

Salary & Wages (SW): It includes total annual expenses incurred by a hospital 
on all employees with management. Contributions to employee’s provident fund, 
payment of bonus and staff welfare expenses are also included under this variable. 

Current Assets (CA): The value of assets that are reasonably expected to be 
converted into cash within one year. Current assets include cash, accounts 
receivable, inventory. 

Operating Income (OI): It refers to the revenue generated by a hospital from its 
main service activities during a given accounting period. 

Correlation and regression analysis have been worked out to know the extent of 
variation in OI caused by the variation in the mentioned input variables. The 
results given in Table 2 shows that OI has good correlation with these input 
variables. 

Table 2. Correlation Matrix of Input-Output variables 

 NFC EE SW CA OI 

NFC 1     

EE 0.705 1    

SW 0.314 0.502 1   

CA 0.491 0.252 0.723 1  

OI 0.686 0.89 0.665 0.477 1 

3   Models Used 

The DEA models are divided into two orientations, one is input orientation and 
another is output orientation. The input orientated model determines by how much 
inputs quantities can be proportionally reduced without changing the outputs’ 
quantities produced. In contrast, the output-orientated model determines by how 
much outputs’ quantities can be proportionally expanded without altering the 
quantities of inputs. The choice of model orientation, input-oriented or  
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output-oriented, depends on the extent to which the health institution has control 
on its inputs or outputs (Agarwal et al. [1] & Ismile [5]) also used output-
orientation. In this study, an output orientation has also been used for the 
following reasons:  

i.  Because of the data is financial, and in private sector the purpose is to maximize 
its annual budget so output-orientation is used. 

ii. The availability of health resources is restricted by the annual budget allocated 
for the health sector. 
 

Output Oriented CCR (envelopment) 
model [2] 

Output Oriented BCC (envelopment) 
model [7] 
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kMax Z =  Output Oriented CCR and BCC efficiency of kth DMU. 

 
where, n is the number of DMUs (i=1,…,n), p is the number of inputs 

ijx (j=1,2…..,p), s is the number of outputs rjy  (r=1,2…….s), kφ  is the output-

oriented efficiency score, jkλ  (j=1,2…n) are non-negative reals, and s−  & s+  

represent input excesses and output shortfalls respectively. A hospital is said to be 
fully efficient if and only if *φ =1 and slacks *

js− = *
rs+  = 0, , ;j r∀ . Otherwise if 

*φ >1, the hospital is called inefficient. 

3.1   Input-Output Targets for Inefficient Hospitals 

DEA allows to set the input and output targets for inefficient hospitals [11, 12], so 
that they improve their performance, and each of the inefficient hospital become 
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efficient. According to the model the targets for the inefficient hospitals are as 
follows:  

 

For outputs   
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where rky (r= 1) and ikx (i= 1,2,3,4) are the  output and input targets respectively 

for the kth hospital; rky  and ikx  are the actual output and inputs respectively of the 

kth hospital;  *
kθ  is the optimal efficiency score of the kth hospital; *

iks− and *
rks+  are 

the optimal input and output slacks of the kth hospital for (i=1,2,3,4) and (j=1). 
The optimal input and output targets for inefficient hospitals are given in Table 3: 

The target values for all inputs and outputs of inefficient hospitals along with 
percentage reduction in inputs and augmentation in outputs are given in Table 3. 
The slacks in inputs and outputs are given in Table 4, the observed Table 3 shows 
that on average hospitals have significant scope to reduce inputs and augment 
outputs relative to the best performing hospital. On average 30.20 % of OI can be 
augmented and 22.91 % NFC, 14.63 % EE, 10.58 % SW, and 14.34 % CA can be 
reduced, if all the inefficient hospitals operate at the efficient level. 

Table 3. Target values of input and output variables under BCC output oriented model 

. 
  

Inputs   Outputs 

   S.No. NFC EE SW CA OI 
H1 1.62(0) 0.04(0) 0.46(0) 3.86(0) 3.32(0) 
H3 39.95(0) 1.39(0) 8.48(0) 24.22(0) 38.86(0) 
H4 6.31(45.31) 0.22(60.19) 1.08(65.18) 8.26(0) 19.18(83.56) 
H5 2.55(42.24) 0.08(36.67) 0.55(37.87) 4.09(0) 7.47(114.54) 
H6 12.15(0) 0.04(0) 0.25(0) 24.65(0) 3.35(0) 
H7 6.32(0) 0.29(0) 12.97(0) 72.39(0) 21.38(0) 
H8 8.57(17.57) 0.32(0) 1.97(0) 15.27(8.22) 21.29(149.26) 
H9 9.56(77.58)       0.36(0) 1.96(0) 15.62(71.17) 22.03(55.47) 
H10 5.76(0) 0.21(68) 2.2(9.84) 15.34(0) 19.21(58.39) 
H11 4.62(0) 0.28(0) 0.46(0) 11.71(0) 10.11(0) 
H12 5.02(35.64) 0.17(0) 0.8(68.13) 7.65(53.21) 18.43(119.40) 
H14 8.34(0) 0.31(20.77) 1.58(25.31) 13.10(0) 21.05(138.93) 
H15 32.3(0) 1.30(0) 5.70(0) 44.64(0) 39.72(0) 

   Mean 10.06(22.91) 0.35(14.63) 2.79(10.58) 19.35(14.34) 18.02(30.20) 

Figures in braces are the percentage reduction in the corresponding inputs and 
percentage addition in corresponding outputs to make the hospital efficient. 

3.2   Pure Technical Efficiency (PTE) 

Since CCR model works on the bases of CRS in which scale size of the DMU is 
not considered, so it is relevant to assess technical efficiency. Therefore in order to 
know whether inefficiency in any hospital is due to inefficient production  
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Table 4. Slacks in Inputs and Outputs 

  Input Slacks   Output Slacks 
S.No. NFC  EE SW CA OI 
H1 0 0 0 0 0 
H2 0 0 0 0 0 
H3 0 0 0 0 0 
H4 5.22 0.33 2.03 0 0 
H5 1.87 0.04 0.34 0 0 
H6 0 0 0 0 0 
H7 0 0 0 0             0 
H8 1.85 0 0 1.37 0 
H9 33.08 0 0 38.56 0 
H10 0 0.44 0.24 0 0 
H11 0 0 0 0 0 
H12 2.78 0 1.71 8.7 0 
H13 0 0 0 0 0 
H14 0 0.08 0.53 0 0 
H15 0 0 0 0 0 
Mean 2.99 0.06 0.32   3.24  0 

 
operation or due to unfavorable conditions displayed by the size of hospital, BCC 
model is also applied. Table 4 also shows details about DEA results calculated by 
this model. It is evident from the Table4 Column 7 & 8, that out of 15 hospitals 
only 2 are technically efficient, and 8 hospitals are pure are technical efficient 
(BCC score = 1), i.e., none of these have scope to further augment outputs 
(maintaining same input level) while remaining 7 hospitals are relatively efficient 
(score < 1). PTE measures that how efficiently inputs are converted in to outputs. 
The overall average of PTE comes out to be 0.771 this means that given the scale 
of operation, on average a hospital can reduce its inputs by 22.9% of its observed 
level without detriment to its output levels. PTE is concerned with the efficiency 
in converting inputs to outputs for the given scale size of the hospitals as we 
observe that H1, H3, H6, H7, H11 and H15 are CCR technically inefficient while 
they are PTE. 

3.3   Scale Efficiency (SE) 

Scale efficiency (SE) is the ratio of the OTE and PTE scores. If the value of the 
SE score is one, then the hospital is apparently operating at optimal scale size. If 
the value is less than one, then the hospital appears either small or big relative to 
its optimum scale size. In Table 4, the SE score of the hospitals is at the 9th

 

column. Result shows that out of 15 hospitals, 2 hospitals are SE, while the 
remaining 13 hospitals are scale inefficient. The average of the SE is 0.781 which 
indicates that on average a hospital may be able to decrease its input by 21.9% 
beyond its best practice average targets under VRS, if we were to operate at CRS. 
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4   Results and Discussion 

Table 5 presents the information on OTE, reference set, peer weights and 
reference count (peer count) of the sample hospitals for the year 2009–10. The 
DEA analysis evaluates the set of hospitals which construct the production 
frontier. The hospitals having values of the OTE score equal to 1 form the 
efficient frontier and those having the values less than 1 are less efficient relative 
to the hospitals on the frontier. 

Table 5. OTE, PTE, SE and RTS 

S.No. OTE PTE SE RTS 
H1 0.728 1 0.728 IRS 
H2 1 1 1 - 
H3 0.666 1 0666 DRS 
H4 0.525 0.545 0.964 DRS 
H5 0.295 0.466 0.632 IRS 
H6 0.763 1 0.763 IRS 
H7 0.921 1 0.921 DRS 
H8 0.244 0.401 0.609 DRS 
H9 0.361 0.643 0.561 DRS 

H10 0.574 0.631 0.909 DRS 
H11 0.954 1 0.954 IRS 
H12 0.434 0.456 0.952 DRS 
H13 1 1 1 - 
H14 0.288 0.419 0.678 DRS 
H15 0.369 1 0.369 DRS 

Mean 0.608 0.771 0.781  

 
 
The results indicate that out of 15 hospitals, 2 hospitals (13.33%) are relatively 

efficient (efficiency score =1) while remaining 13 hospitals (86.67%) are 
relatively inefficient (efficiency score <1). These two efficient hospitals are (H2), 
and (H13).  These hospitals are on the efficient frontier and thus form the 
“reference set”, i.e., these hospitals can set an example of best operating practice 
for the remaining 13 inefficient hospitals to emulate. H8 is the most technical 
inefficient hospital. Among the inefficient hospitals, 5 hospitals have the 
efficiency scores above the average efficiency scores. The average of OTE scores 
comes out to be 0.608. This reveals that on average hospital can reduce its 
resources by 39.20% to obtain the existing level of outputs. 

We also use the frequency of efficient hospitals in the reference set (i.e. peer 
count) to discriminate among them. The higher peer count represents the extent of 
robustness of that hospital compared with other efficient hospitals. In other words, 
a hospital with higher peer count is likely to be a hospital which is efficient with 
respect to a large number of factors and is probably a good example of a “global 
leader” or a hospital with a high robustness. Efficient hospitals that appear seldom 
in the reference set are likely to possess a very uncommon input/output mix so 
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when the peer count is low, one can safely conclude that the hospital is somewhat 
of an odd unit and cannot be treated as a good example to be followed. On the 
basis of robustness of efficiency scores, the hospitals on the frontier are classified 
as: 
1. High robustness: H13(peer count =7) is considered as high robust hospital as  

it has maximum peer count, so it can be considered as global leader in terms 
of technical efficiency. 

2. Middle robustness: H7 and H15 (peer count =4) are classified in the middle 
robust group. 

3. Low robustness:  H1 and H3 (peer count = 1), are graded in the low 
robust group in terms of OTE. 

Table 6. Resulting efficiency score of hospitals by DEA model 

S.N.  Efficiency Scores Reference Sets Peer Weight Peer Count 

H1 1 H1 1 1 

H2 1 H2 1 0 

H3 1 H3 1 1 

H4 0.545 H3,H13 0.037,0.963 0 

H5 0.466 H1,H13 0.274,0.726 0 

H6 1 H6 1 0 

H7 1 H7 1 4 

H8 0.401 H7,H13,H15 0.045,0.128,0.827 0 

H9 0.643 H7,H13,H15 0.29,0.165,0.806 0 

H10 0.631 H7,H13,H15 0.022,0.106,0.872 0 

H11 1 H11 1 0 

H12 0.456 H13 1 0 

H13 1 H13 1 7 

H14 0.419 H7,H13,H15 0.015,0.121,0.864 0 

H15 1 H15 1 4 

5   Conclusion 

In this paper, we measure technical and scale efficiencies of some private sector 
hospitals in India using DEA. The study finds that out of 15 hospitals 2 hospitals 
(13.33 %) have maximum degree of efficiency. The overall mean technical 
efficiency of hospitals is 60.80%, indicating that on average 39.20% of the 
technical potential of hospitals is not in use. This implies that these hospitals have 
the scope of producing the same output with the inputs 39.20 % less than the 
existing level. H1 and H13 have scored the technical efficiency score of unity and 
thus they form the efficient frontier. Among the efficient hospitals H13 is the most 
efficient hospital. On the contrary H8 is the most inefficient hospital.  
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The results of BCC model shows that out of 15 hospitals, 8 hospitals (53.33%) 
are PTE as they efficiently convert their inputs in to outputs. It is also observed 
that out of 8 BCC efficient hospitals 2 have CRS, 3 have DRS and 3 have IRS, 
while out of remaining 7 projected hospitals 6 have DRS and 1 have IRS. The 
model suggested that on average, inefficient hospitals may be able to reduce its 
NFC by 22.91%, EE by 14.63%, SW by 10.58%, and CA 14.34% relative to the 
best performing hospital.  

Despite the fact the DEA results in this paper give an indication on the degree 
of hospital’s efficiency in the process of transforming inputs in to outputs, the 
conclusion on the efficiency of hospitals need to be taken with some carefulness. 
The results of this study are dependent upon the choice of the inputs and outputs.  

References 

[1] Agrarwal, S., Yadav, S.P., Singh, S.P.: Assessment of Relative Efficiency of Private 
Sector Hospitals in India. J. of Maths. Sys. Sci. 2, 1–22 (2006) 

[2] Banker, R.D., Charnes, A., Cooper, W.W.: Some Models for the Estimation of 
Technical and Scale Inefficiencies in Data Envelopment Analysis. Management 
Sci. 30, 1078–1092 (1984) 

[3] Charnes, A., Cooper, W.W., Rhodes, E.: Measuring the Efficiency of Decision Making 
Units. Euro. J. of Operation Research 2, 429–441 (1978) 

[4] Hollingsworth, B.: Non-parametric and Parametric Applications Measuring Efficiency 
in Health Care. Health Care Management Sci. 6, 203–218 (2003) 

[5] Ismail, M.A.: Technical Efficiency of Sudan Health Institutions: A State Level 
Analysis. Sudanese J. of Public Health 5, 122–129 (2010) 

[6] Nunamaker, T.R.: Measuring Routine Nursing Service Efficiency: A Comparison of 
Cost per Patient Day and Data Envelopment Analysis Models. Health Services 
Research 18, 183–205 (1983) 

[7] Ozcan, Y.A.: Health Care Benchmarking and Performance Evaluation: An Assessment 
Using Data Envelopment Analysis. Springer, New York (2008) 

[8] Sherman, H.D.: Hospital Efficiency Measurement and Evaluation: Empirical Test of a 
New Technique. Medical Care 22, 922–938 (1984) 

[9] Srinivasan, R.: Healthcare in India Vision 2025, issue and prospects, Planning 
Commition, Government of India 



Gender Classification Using Artificial Neural
Networks through Independent Components

Sunita Kumari and Banshidhar Majhi

National Institute of Technology, India
sunita.nitrkl@gmail.com, bmajhi@nitrkl.ac.in

Abstract. In this paper, an efficient technique for gender classification is
developed. It uses the information maximization approach of independent
component analysis for extracting the features from the face images. Further,
these features were tested using back propagation neural network (BPNN)
and radial basis function neural network (RBFNN). The analysis were carried
out on FERET database. The main objective of the paper is to build up an
optimum classifier using neural networks. The performance of the classifier
is estimated through confusion matrix and measured in terms of accuracy,
sensitivity and specificity.

Keywords: ICA, infomax, BPNN,RBFNN,Accuracy, Sensitivity, Specificity.

1 Introduction

Neural network is effective tool in the area of pattern recognition. This is
achieved through two stages, firstly the learning (approximation) stage where
neural network extracts the features from the input data and secondly the
recognition (generalization) stage where the network distinguishes the pat-
tern of the input data based on features. The network mainly consists of three
layers, namely input, hidden and output layer. The result of recognition is
greatly influenced by the hidden layer. The learning of neural network can be
specified as a function approximation problem where the goal is to learn an
unknown function or have an approximation of it from a set of input-output
pairs. The learning of neural network can be supervised or unsupervised. If
the input are given with the known labels then learning is referred as super-
vised otherwise unsupervised learning. Every instance present in any dataset
used by pattern recognition algorithm constitutes some set of features. These
features can be binary, real coded, categorical or continuous.

Gender classification is one such issue of pattern recognition where the
aim is to determine that a given face image belongs to male or female. Gen-
der classification is required for reducing the search space at the time of
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identification. Gender classification is a two fold problem (i) the development
of a classifier which can determine male and female classes correctly and (ii)
finding out the set of feature to be given to the classifier. The authors in [6]
have discussed about few classifiers but finding an optimum classifier is still
an open issue. In[1, 5, 8], the authors have discussed about some of the fea-
ture extraction techniques. In this paper, a thrust is given on the classifiers
based the neural network which uses the features derived from independent
component analysis.

The rest of the paper is organized as follows: Feature extraction technique
and classifiers are discussed in Section 2 and 3 respectively. Section 4 deals
with the tool for measuring the performance of the classifier. The database
and preprocessing of face images are discussed in Section 5. Simulation results
are drawn in Section 6. Finally, Section 7 gives concluding remarks.

2 Feature Extraction Technique

Every classifier needs suitable information for classification. Thus, the data
presented to the classifier should not be redundant. As the face image contains
a lot of redundant information within itself. Hence, a technique is required to
remove this spurious information. Independent Component Analysis (ICA)
is one of such approach [2, 4]. ICA is a computational method for separating
a multivariate signal into additive subcomponents.
It can be defined as:

For the given set of input sample x, ICA finds a linear transform in such
a way that

s = Wx (1)

such that the components, s are as independent as possible. Here, W is an
unknown separating matrix and needs to be determined. There exists several
algorithms for determiningW like Jade, Information Maximization (infomax)
and Fast fixed point (fast) ICA. The scheme proposed in the paper is based
on the infomax ICA which is described in the following subsection.

2.1 Information Maximization ICA

Infomax is a gradient based neural network which maximizes information
from input to the output network as proposed by Bell and Sejnosky [2]. The
information maximization is achieved by maximizing the joint entropy of
transformed vector z = g(WX), where g is a sigmoidal function. The joint
entropy is:

H(y) = −E[ln(f(y))] (2)
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where f(y) is the multivariate joint density function of y.

f(y) =
f(x)

|JW | (3)

Here, |JW | denotes the absolute value of Jacobian matrix JW , which is defined
as:

JW = det[
∂yi
∂xi

]i (4)

On combining the above equations, H(y) can be written as:

H(y) = E[ln|JW |] +H(x) (5)

Maximization of H(y) can be achieved by adapting W and can be achieved
using only the first term.

3 Artificial Neural Network

An artificial neural network (ANN), is a mathematical model that is inspired
by the structure and/or functional aspects of biological neural networks. A
neural network consists of an interconnected group of artificial neurons, and
it processes information using a connectionist approach to computation and
can be used as a classifier for classifying gender from face images. Section
3.1 and 3.2 discusses the classification of face images using two well known
ANN i.e. BPNN and RBFNN.

3.1 Back-Propagation Neural Network

It is a feedforward neural network with backpropagation algorithm. The in-
put layer neurons contains face image values that constitutes inputs to the
next layer neurons. There may be several such hidden layers. The final layer
is the output layer where there are two nodes: one for male and another
for female class. A single sweep forward through the network results in the
assignment of a value to each output node, and the record is assigned to
whichever class’s node has the highest value. A back-propagation algorithm
is applied to a feedforward multi-layer neural network. Here, the functional
signals flows in forward direction and error signals propagate in backward
direction. That’s why the name is given as back-propagation neural network.
Sigmoidal activation function is chosen for hidden and output layer compu-
tational neurons. The architecture of feedforward neural network is shown in
Fig. 1.
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Input layer

Fig. 1. Architecture of feedforward neural network

3.2 Radial Basis Function Neural Network

A radial function network is an artificial neural network which uses radial
basis function as an activation function. It consists of three layers, the input
layer, the hidden layer and the output layer. The input layer broadcasts
the coordinates of the input vector to each neurons of the hidden layer and
then hidden layer produces an activation based on associated radial basis
function. Finally, each neuron present in the output layer computes a linear
combination of the activation of the hidden units. Here, the gaussian kernel
function is used as the radial basis function. Fig. 2 shows the architecture of
RBFNN.
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Fig. 2. Architecture of radial basis function neural network
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Training RBF networks: The following parameters are determined by the
training process.

– The number of neurons in the hidden layer.
– The coordinates of the center of each hidden-layer RBF function.
– The spread (radius) of each RBF function in each dimension.
– The weights applied to the RBF function outputs.

Learning strategies: The design of an RBF network follows three learning
strategies depending on the centers of RBFs.

– Fixed centers selected at random
– Self-organized selection of centers
– Supervised selection of centers

This paper follows the supervised selection of centers as it is better than other
two approaches as described in [9]. Here, the centers of the radial basis func-
tions and all other learning parameters are changed by supervised learning
process. The error correction learning uses gradient descent procedure that
represents the generalization of the least mean square error algorithm [3].

4 Performance Measure of Neural Network as a
Classifier

Performance of any classifier can be measured using data values present in
confusion matrix. A confusion matrix contains information about actual and
predicted classifications done by a classification system as shown in Table 1.

Table 1. Confusion Matrix

Predicted

Class–1 Class–2

Actual
Class–1 a b
Class–2 c d

The measures used are:

– Accuracy is the proportion of total number of predictions that were cor-
rect. Accuracy = a+d

a+b+c+d .
– Sensitivity is the proportion of actual positives that were correctly iden-

tified. Sensitivity = a
a+c .

– Specificity is the proportion of actual negatives that were correctly iden-
tified. Specificity = d

b+d .
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5 Database Description and Input Source

Analysis were carried out using FERET database [7]. Some of the sample
images from this are shown in Fig. 3. The database consists of 500 images
consisting 250 male and 250 female. 280 images (140 male and 140 female)
were randomly selected to form training set and 120 face images (60 male
and 60 female) are chosen for testing. The original image size was 384×256.
These images has been aligned first and then conventional triangularization
approach is applied to get region of interest as shown in Fig. 4. Image size of
each cropped images are 293×241. Further, to reduce the complexity of the
system, images were resized to 118×97. ICA is applied on these face images
to give input to the classifier. ICA construction is based on 50 principal
components. Basis images obtained from ICA are shown in Fig. 5.

Fig. 3. Images from FERET database

. .
.

Original image

Crppped image

Fig. 4. Conventional Triangularization Approach
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Fig. 5. Basis images obtained from ICA

6 Simulation Results and Discussions

The confusion matrix obtained from the classifiers BPNN and RBFN are
shown in Table 2 and their discussions are provided in the following subsec-
tions.

Table 2. Confusion Matrix obtained from BPNN and RBFNN

BPNN RBFN

Predicted Predicted

Male Female Male Female

Actual
Male 55 5

Actual
Male 58 2

Female 3 57 Female 5 55

Accuracy = 93.33% Accuracy = 94.17%

6.1 Back Propagation Neural Network

Learning rate (η) and momentum (α) are the controlling parameters for feed-
forward BPNN. These two parameters are varied within a range from 0.1-0.9.
The simulations are carried for all the combinations of η and α and the results
are recorded. The maximum accuracy is found to be 93.33% at η = 0.35 and
α = 0.5. The distribution of predicted classes of test images over actual class
are shown in Fig. 6. Mean squared error (mse) obtained and performance
measures are shown in Fig. 7.
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Fig. 6. Plot of actual class vs. predicted class in case of BPNN: LHS shows the
distribution of female images and male distributions are shown in RHS
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Fig. 7. Plot from BPNN showing mse and classification measures (a) Plot of mse
vs. number of epochs in case of BPNN and (b) Plot of accuracy, sensitivity, and
specificity vs. learning rate

6.2 Radial Basis Function Neural Network

In case of RBFNN, there are three controlling parameters, η1, η2 and η3
which corresponds to number of neurons in the hidden layer, position of the
center in the hidden layer and the spread of centers in the hidden layer respec-
tively. These parameters are varied accordingly and the maximum accuracy
obtained is 94.17%. This is achieved at 50 neurons and spread = 1. The dis-
tribution of predicted class over actual class is shown in Fig. 8. The mean
squared error obtained during training and the plot of different classification
measures like accuracy, sensitivity and specificity are drawn in Fig. 9.
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Fig. 8. Plot of actual class vs. predicted class in case of RBFNN: LHS shows the
distribution of female images and male distributions are shown in RHS
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Fig. 9. Plot from RBFNN showing mse and classification measures (a) Plot of mse
vs. number of epochs in case of RBFNN and (b) Plot of accuracy, sensitivity, and
specificity vs. spread of radial basis functions

7 Conclusion

This paper gives the comparison between back propagation neural network
and radial basis function neural network in case of gender classification.
RBFNN works better than the BPNN. Infomax ICA is used for extracting
features from face images.
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Abstract. In this work the problem of finding the optimum design of suspension 
system for two of the most commonly used Indian commercial three-wheeled mo-
tor vehicles namely Bajaj rear engine (RE) and Vikram front engine (FE) vehicle 
is formulated as an nonlinear optimization problem having decision variables as 
spring stiffness, viscous damping force of the front and rear suspension, wheel-
base and track width. A real coded genetic algorithm (RCGA) has been applied to 
optimize system parameters to minimize the root mean square acceleration spec-
tral density. The results are compared with Random search technique (RST2). It is 
observed that the solutions obtained using both algorithms lie within the Interna-
tional Standard Organization (ISO) 2631 values (ISO I [1997]). In all the models 
RCGA performs significantly better than RST. 

Keywords: three wheeled motor vehicle, genetic algorithms, Laplace crossover, 
Power mutation, RST2. 

1   Introduction 

The three-wheeled vehicle suspension system are designed to provide adequate 
vibration separation in different directions due to road disorders in order to 
achieve the required level of comfort for the driver and commuters. The most 
common parameter affecting the ride performance is the vehicle suspension cha-
racteristics, mass, inertia and other geometrical parameters etc. In order to im-
prove the comfort level, the optimum values of these parameters which minimize 
the uneasiness of the driver and commuters are desired. 

The stiffness and damping of front and rear suspension systems, Wheelbase of 
three wheeled vehicle, Track width of the vehicle have been found mainly to in-
fluence the ride behavior.  

An optimization model may be modeled to minimize the vertical or horizontal 
root mean square acceleration response (RMSAR). Ramji [10] has shown that the 
horizontal RMSAR values for both Vikram and Bajaj vehicles always comes well 
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within the ISO limits in the whole frequency in the interval [0.1, 80] Hz, However 
vertical RMSAR surpasses the ISO limits in the mid frequency range. So it is re-
quired to get the optimal parameter setting only to minimize vertical RMSAR at 
the center of gravity of the sprung mass, resulting in slight penalty of the vehicle 
ride behaviour in the lateral direction.  

In some of the earlier works in the field of vehicle dynamics (Duncan [1], 
Tamboli and Joshi [4], Castillo et al.[6], Afimiwala and  Mayne [7], Demic [15], 
Elmadary and  Dokainish [16], Pintado and Bentiz [18], Bhave and  Kaul [19], 
Dahlberg, [20], Tan and Huston [21], Elmaraghy et al. [22], Nack [23], Peilu [24]) 
classical linear and nonlinear optimization techniques were used to find the 
RMSAR of the driver and commuters. Many soft computing based techniques 
such as Simulated Annealing approach and Genetic algorithm were also applied to 
get the global optimal solution of the non-linear optimization problems.  

The previous work relating to optimization behavior of vehicles other than 
three wheeled vehicles gives some idea in the evaluation of optimum ride response 
of the vehicles. Only a small amount of work (Ramji and Goel [12, 13, 14], Tan 
and Huston [20]) dealing with ride behavior of three-wheeled vehicles is available 
in the literature. Recently, RST2 algorithm of Mohan and Shanker [3] has been 
applied to get the near global optimum solution of the suspension system of three-
wheeled motor vehicle by Ramji et. al. [11]. 

2   Problem Formulation 

In order to evaluate the performance of a vehicle, RMSAR has been used as crite-
ria. The objective function is nonlinear function of design variables and computes 
the vehicle comfort level based on RMSAR. The objective function depends upon 
thirteen different vehicle and suspension parameters. Only vertical RMSAR has 
been considered as objective function to minimize from the ride comfort view 
point. The weighted root mean square acceleration response is given by:  

                           RMSAR ( )∫= 2

1

)( B q
4ω

ω
ωωωω dS

r
                              (1) 

where, )(
rq ωS  is the spectral density function for displacement. (t)qr  and 

[ 21  ,ωω ] is the frequency interval in which it is computed and, )(ωB is weight-

ing factor. 
The ISO fatigue time is inversely proportional to RMSAR. Therefore, the ob-

jective function has been taken as to minimize square of RMSAR by using Eq. 1 
and by taking appropriate weighing factors at different frequencies as proposed in 
ISO 2631 [16]. 
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A recently developed RCGA which uses Laplace crossover and Power mutation 
(LX-PM) is used to find the optimum values of the design variables for getting 
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minimum vertical RMSAR in the frequency range of 0.1 to 80 Hz. Selecting a 
multi-objective function and allowing suspension and vehicle parameters to vary 
over a wide range with imposition of constraints, the optimal values of the design 
variables have been obtained from a passenger ride comfort viewpoint for a rough 
road excitation. 

The problem modeled is a nonlinear multi-objective optimization problem with 
objective function of the type 

 

{ })(...,),()( 21 xfx, fxfMin t , n
n, Rx,...,xxx ∈= )( 21  

                      ,m,, ,      i   x gSuject to: i ...210)( =≥ ;                           (3) 
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L
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where, tf,..., ff ,21  are t  number of objective functions that have to be mini-

mized simultaneously. 
Ramji [11] have used two different methods to solve the multi-objective opti-

mization problem given by equation (3).  
In the first approach the sum of the values of vertical RMSAR in the frequency 

range of 0.1 to 80 Hz is minimized. 

∑=
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In the second approach the maximum of RMSAR value is minimized i.e.  
 

 ]))(([ xfMaxMin i , ti ..., ,2 ,1= , )( 21 n, x...,,xxx =  

Subject to:    ,m,  x ...,21j      ,0  )(g j =≥ ; 

     ,)()( U
kk
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In the above two approaches, multi objective optimization problem give rise to a 
set of optimal solutions of equal importance as far as all objectives are concerned. 
By taking parametric analysis into consideration, out of the number of available 
solutions, an appropriate design vector solution is recommended. 

3   First Genetic Algorithms 

GAs are population based heuristic search techniques which mimic Darwin’s prin-
ciple of natural selection and genetic inheritance.  The idea of GAs was introduced 
by Holland [5]. A detailed description of GA could be found in Goldberg [2]. In 
GA, a population of potential solutions (termed as chromosomes) is evolved over 
successive generations using a set of genetic operators called selection, crossover 



680 M. Thakur and K. Deep
 

 

and mutation. Every solution is assigned a fitness value based on some criteria, 
and the selection operator is applied to choose comparatively ‘fit’ chromosomes to 
be a part of reproduction process. In reproduction phase new individuals are 
created through crossover and mutation operators. Crossover operator blends the 
genetic information between chromosomes to explore the search space, whereas 
mutation operator is used to maintain adequate diversity in the population of 
chromosomes to avoid premature convergence. 

We now state the Laplace Crossover Operator and the Power Mutation Opera-
tor used in LX-PM.   

3.1   Laplace Crossover Operator  

The Laplace Crossover Operator (LX) by Deep and Thakur [8] is a parent centric 
operator that uses Laplace Distribution. The density Function Laplace distribution 
is given by 
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Where, Ra ∈  is called the location parameter and 0>b  is termed as scale  
parameter.  

LX may be used to produce two offsprings )...,,,( )1()1(
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• Generate uniformly distributed random number iu  and ir  in the interval 

]1,0[ .  

• Generate a number β  is which follows the Laplace distribution using the fol-

lowing formula 
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• The offsprings are given by the equation  
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   From the above two equations it is clear that  
• Both the offsprings are placed symmetrically with respect to the position of 

the parents.  
• Lower the value of b , higher is the probability of creating offsprings near the 

parents.  
• For a fixed value of a  and b , LX dispenses offsprings proportional to the 

spread of parents.  

3.2   Power Mutation 

The Power Mutation (PM) by Deep and Thakur [9] is based on Power distribution. 
Its distribution function is given by 

                                                10)( 1 ≤≤= − xpxxf p  

and the density function is given by  

                                            10)( ≤≤= xxxF p  

where p is the index of the distribution.  The PM is used to create a solution y  in 

the vicinity of a parent solution x  in the following manner.  

• Find a uniform random number ]1,0[∈t . 

• Create a random number s  which follows the above mentioned distribu-
tion using the following formula  

 prs
1

= , where r  is a uniform random number in the interval ]1,0[  

• Use following formula is used to create the muted solution 
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−=  and lx  and ux  are lower and upper bounds of the decision 

variable.  
From the above two equations it is clear that  

• The strength of mutation is governed by the index of the mutation ( p ).  

• For small values of p  less perturbance in the solution is expected and 

for large values of p more diversity is achieved.  
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• The probability of producing a mutated solution y on left (right) side of 

x is proportional to distance of x from lx  ( ux ) and the muted solution 
is always feasible. 
 

The pseudo code of the GA (LX-PM) is given below. 
 
begin  
Generation = 0  
  Initial population randomly 
  Evaluate fitness of entire  population    
   While (termination criterion is not       
   satisfied) do  
    Generation = Generation + 1    
    Apply Selection operator  
    Apply Crossover operator  
    Apply Mutation operator  
   end do  

end begin 

5   Experimental Setup, Results and Discussions 

The vertical RMSAR on the same road for the Bajaj and Vikram vehicles has been 
minimized at 45kmph which is normally the vehicle speed in city travel. Thirteen 
different vehicle and suspension parameters are used as designed variable. The 
upper and lower bounds for all the suspension parameters (stiffness and damping) 
are taken in the range of %60± of the original values  in addition the stiffness 

and damping characteristics of left and right rear suspensions are taken same for 
both the vehicles.  The wheelbase and track width, which affect the ride behavior, 
are taken in the range of %20± of the original values.  

The population size is taken as ten times the number of variables (13*10 = 130 
in this case). Since the algorithms used are heuristic in nature, 30 independent runs 
are taken with different initial populations. The crossover probability and mutation 
probability for LX-PM are fixed to be 0.6 and 1/(no. of decision variables) in all 
cases. The crossover and mutation index are fixed to be 0.20 and 0.25 respective-
ly. Tournament selection operator with tournament size 2 is applied. Elitism is ap-
plied with size one. The termination criteria are fixed to be a maximum of 200 
generations. 

The bounds on decision variables for Bajaj and Vikram vehicles are given in 
Table 1. The optimal values of decision variables for Bajaj and Vikram vehicle us-
ing both Min-Max and summation approach are given in Table 2. The minimum, 
average and standard deviation of 30 independent runs of LX-PM and the best re-
sults obtained by RST2 algorithm are given in Table 3. It is observed that in all 
cases LX-PM performs better than RST2 algorithm also the best and average ob-
jective function objective function value obtained by LX-PM is less than the best 
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value obtained by RST2 algorithm. The standard deviation of optimal solution ob-
tained by LX-PM is also very less indicating that LX-PM is able to locate the near 
optimal solution consistently in all runs.  

Table 1. Upper and Lower Bounds on parameters of Bajaj Vehicle and Vikram Vehicle 

Variable Upper Bound Lower Bound Upper Bound Lower Bound 

Front stiffness k1 13080.000000 52320.000000 34680.000000 138720.000000 

Rear right and left k2 = k3 19920.000000 79680.000000 31920.000000 127680.000000 

Front damping c1 1400.000000 5600.000000 818.400000 3273.600000 

Rear right and left c2 = c3 883.200000 3532.800000 788.400000 3153.600000 

Seat suspension stiffness ks 1560.000000 6240.000000 1560.000000 6240.000000 

Seat suspension damping  

force cs 
180.000000 720.000000 180.000000 720.000000 

Track width l1 = l2 0.460000 0.690000 0.467200 0.700800 

Wheel base1 l3 1.149600 1.724400 1.159600 1.739400 

Wheel base2 l4 0.450400 0.675600 0.331600 0.497400 

Seat distance l5 0.377256 0.565884 0.396902 0.595354 

Mass of sprung mass Ms 176.720000 706.880000 188.000000 752.000000 

Moment of Inertia Ipy 68.000000 272.000000 80.000000 320.000000 

Moment of Inertia Ipx 72.880000 291.520000 83.760000 335.040000 

The vertical RMS acceleration responses obtained using LX-PM at the center 
of gravity of the sprung mass for Bajaj vehicle for both Summation and Min/Max 
the approaches are shown in Fig. 1 and Fig. 2. The results obtained by RST2 to-
gether with the ISO limits are also shown. Considerable improvements in vertical 
RMS acceleration responses are observed for Min-Max as well as Summation ap-
proaches. Fig. 3 and Fig. 4 consist of RMS acceleration responses of Vikram ve-
hicle for Summation and Min/Max the approaches respectively. The results ob-
tained by LX-PM and RST2 are shown in both the cases together with the ISO 
standards. The RMSAR value in the entire frequency range is found to be well be-
low the ISO standards using both the algorithms. LX-PM particularly performs 
better in the mid frequency range where the reference values are violating the ISO 
limits. In all the cases LX-PM is found to clearly outperform RST2 in the mid fre-
quency range as well as in on an average in the entire frequency range considered. 
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Table 2. Value of decision variables for Bajaj and Vikram Vehicle using Min-Max and 
Summation approach 

Decision  

Variables 

Bajaj Vehicle Vikram Vehicle 

Min-Max 

approach 

Summation 

approach 

Min-Max 

approach 

Summation 

approach 

Front stiffness k1 13080.000000 13080.000000 34680.000000 34680.000000 

Rear right and left k2 = k3 29155.021550 19920.000000 42510.810125 31920.000000 

Front damping c1 1400.000000 1400.000000 1163.113952 818.400000 

Rear right and left c2 = c3 1044.961759 883.200000 788.400373 788.429998 

Seat suspension stiffness ks 6239.999854 6240.000000 6240.000000 6240.000000 

Seat suspension damping 

force cs 
181.685929 180.000000 180.000000 180.647995 

Track width l1 = l2 0.690000 0.690000 0.700505 0.700800 

Wheel base1 l3 1.199306 1.149600 1.722438 1.739400 

Wheel base2 l4 0.542516 0.616198 0.346520 0.331600 

Seat distance l5 0.565884 0.565884 0.396902 0.396902 

Mass of sprung mass Ms 616.961844 706.880000 188.000000 277.576726 

Moment of Inertia Ipy 271.740612 272.000000 133.340939 85.810056 

Moment of Inertia Ipx 165.779462 118.062082 299.968328 171.398767 

Table 3. Optimal Results for Bajaj and Vikram Vehicle using Min-Max and Summation 
approach (30 runs each by LX-PM and RST) 

Algorithm 

Bajaj Vehicle Vikram Vehicle 

Min-Max 

approach 

Summation 

approach 

Min-Max 

approach 

Summation 

approach 

LX-PM 
Min. 
Avg. 
S.D. 

 
0.30107241 
0.32144637 
0.02441122 

 
1.03589800 
1.03589821 
0.00000011 

 
0.44791401 
0.45523057 
0.00516735 

 
2.12527822 
2.13255428 
0.00369435 

RST Min. 0.43515105 1.20574315 0.60129576 2.36489765 

 



Design Optimization of Three Wheeled Motor Vehicle: A GA Approach 685
 

 

10
−1

10
0

10
1

10
2

10
−2

10
−1

10
0

10
1

Frequency (Hz)

V
er

ti
ca

l R
M

S
A

R
 (

m
/s

ec
2 )

 

 

Vertical RMSAR ISO
Original
LX−PM
RST

 
 

Fig. 1. Vertical RMSAR of Bajaj vehicle sprung mass center by Min/Max approach 
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Fig. 2. Vertical RMSAR of Bajaj vehicle sprung mass center by Summation approach 
 



686 M. Thakur and K. Deep
 

 

10
−1

10
0

10
1

10
2

10
−2

10
−1

10
0

10
1

Frequency (Hz)

V
er

ti
ca

l R
M

S
A

R
 (

m
/s

ec
2 )

 

 

Vertical RMSAR ISO
Original
LX−PM
RST

 
 

Fig. 3. Vertical RMSAR of Vikram vehicle sprung mass center by Min/Max approach 
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Fig. 4. Vertical RMSAR of Bajaj vehicle sprung mass center by Summation approach 
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6   Conclusion 

The suspension system design problem for Bajaj and Vikram vehicle is considered 
as an optimization problem involving many decision variables influencing ride be-
havior. The problem turns out to be a nonlinear multi objective optimization prob-
lem. Although there are a number of ways in which a multi objective optimization 
problem can be solved, in this study we have considered two of the simplest ap-
proaches viz: Min-Max approach and Summation approach. The LX-PM RCGA is 
used to solve the optimization problems. In each case 30 runs are taken and the min-
imum, mean and standard deviation values of the objective functions are recorded. 
In order to compare the results with the existing algorithms all the models are solved 
using RST2 algorithm also. Tough the RMSAR corresponding to optimal parameter 
suggested by both the algorithms lie within the ISO limits, the results obtained by 
LX-PM are constantly found to outperform RST2 algorithm for both the Bajaj and 
Vikram vehicles using the Min-Max and Summation approaches. 
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Abstract. Due to robustness, reliability, low price and maintenance free, induction 
motors (IMs) are used in most of the industrial applications. The influence of these 
motors (in terms of energy consumption) in energy intensive industries is signifi-
cant in total input cost. The exact knowledge of some of the induction motor pa-
rameters is very important to implement efficient control schemes and its in-situ 
efficiency determination. These parameters can be obtained by no-load test that is 
not easily possible for the motors working in process industries where continuous 
operation is required. Here, Particle Swarm Optimization is used for in-situ effi-
ciency determination of induction motor (5 hp) without performing no-load test. 
Results are compared with physical efficiency measurement method. The error be-
tween estimated and actual efficiencies is found for different objective functions 
and for different standards. 

Keywords: Induction motor, particle swarm optimization, parameter estimation, 
efficiency determination, efficiency standards. 

1   Introduction 

There has been a growing global concern over energy consumption and the envi-
ronment and high energy efficiency has become one of the most important factors in 
the development of the products that consume electrical energy [1]. Induction motor 
is a high efficiency electrical machine when working close to its rated torque and 
speed. However, at light loads, no balance in between copper and iron losses, results 
considerable reduction in the efficiency. The part load efficiency and power factor 
can be improved by making the motor excitation adjustment in accordance with load 
and speed. In this situation an accurate in situ efficiency determination of these mo-
tors is essential but requires the motor’s electrical parameters. 

                                                           
* Corresponding author. 
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Many nonlinear programming techniques like Newton-Raphson technique, cyc-
lic method, Hook, Jeeves, and Rosenbrock methods have been applied to parame-
ter estimation and hence efficiency determination of induction motors. The opti-
mum determined by the Newton-Raphson technique depends heavily on the initial 
guess of the parameter, with the possibility of a slightly different initial value, 
causing the algorithm to converge to an entirely different solution [2]. Also, this 
algorithm needs derivative during the optimization process, which may be difficult 
to calculate. In [3], the authors proved that the Rosenbrock method is better than 
scatter search and Hook and Jeeves methods in terms of fast and efficient search. 
Apart from conventional methods, some of the evolutionary techniques like genet-
ic algorithm (GA) [4], genetic programming [5], particle swarm optimization 
(PSO) [6], differential evolution (DE) [7] evolution strategy [8] and a PSO variant 
[8] have been successfully applied to induction motor parameter estimation. In the 
present study, PSO is used to calculate the in-situ efficiency of induction motor. 

The efficiency can be defined from the individual loss terms as: 
 

                                                               
(1)

 

Therefore in principle three types of efficiency measurements may be used: 

- Direct measurement of electrical input and mechanical output power 
- Direct measurement of the overall losses and the input power 
- Measurement of the individual loss components and the input power 

The individual loss components are the following: 

                                 additionaironmechJJloss PPPPPP ++++= 21                        (2) 

Where, 
PJ1   : Stator joule losses obtained from stator resistance corrected for temperature 
PJ2  :  Rotor joule losses obtained from the slip corrected for temperature 
Piron    :  Iron losses, obtained from a no-load  test 
Pmech  :  Mechanical friction and windage losses, obtained from the no-load test  
Padditional : Additional load losses i.e. losses that are not covered by the other loss 
components, referred to as stray load losses or supplementary  losses. 

The last component, the additional load losses, is the critical component, which 
determines the variation of efficiency among the standards. 

The article is organized as follows. Section 2 explains the standards for induc-
tion motor efficiency determination. Section 3 describes the particle swarm  
optimization used in this study. In section 4, mathematical model of the in-situ  
efficiency determination is given and section 5 gives the experimental setup and 
parameter settings of the algorithm. In section 6, results and discussions are given 
and section 7 is the conclusion. 
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2   Standards for Induction Motor Efficiency Determination 

The methods for efficiency measurements can be divided into two categories: di-
rect and indirect methods [4]. In the direct method, the torque has to be assessed in 
one way or another. Three different standards are discussed: IEEE standard 112, 
IEC standard 34-2 and JEC standard.  

2.1   IEEE Method 112-1996 

The IEEE 112-1996 consists of five basic methods to determine the efficiency: A, 
B, C, E and F [4]. In method A, the input and output power is measured and the 
efficiency is directly obtained as the ratio of output power to input power. This 
method is only used for very small machines. Method B employs a direct method 
to obtain the stray load losses. To reduce the influence of the measuring error, a 
linear regression is made of the stray load losses at different loads, versus the tor-
que squared. 

In method C, total stray load losses are obtained via a separation of losses for 
both motor and generator, which are then divided between the motor and genera-
tor proportional to the rotor currents. In method E, the stray load losses are direct-
ly measured using the reverse rotation test. In method E1, the stray load losses are 
set to an assumed value. For a 3.74 KW induction motor, stray load losses are as-
sumed to be 1.8% of output power [9]. Methods F and F1 use equivalent circuit of 
the machine [4]. The stray load losses are again directly measured or in the case of 
F1 an assumed value is used. Motors with ratings >180 kW can be tested using 
methods B, C, E, El, F or F1. 

2.2   IEC 34-2 Method 

For poly phase induction machines, the preferred method of determining efficien-
cy is the summation-of-losses method. Because of the unavoidable measurement 
errors, direct determination by measuring the power input and output is generally 
not accurate enough at efficiency >90% and is therefore usually applied only in 
the range <100 kW [10]. According to the summation-of-losses method, efficiency 
is determined by calculating total losses which include the following: 
 

• Constant losses: Losses in active iron (hysteresis and eddy-current losses 
including additional  no- load stray losses), Friction losses, Windage 
losses 

• Current (load) dependent losses: I2R losses in the stator and rotor  
windings  

• Additional load losses: additional losses occurring at load in active iron 
and other metal parts, eddy-current losses due to current-dependent lea-
kage fields. 
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In accordance with IEC 34-2, the additional load losses are assumed to be equal 
to 0.5% of the power input Pi and to vary as the square of the stator current [4]. 

2.3   JEC Method 

The efficiency evaluation through the Japanese standard can be considered as an 
indirect method. This method neglects the stray losses [11]. Hence, the obtained 
efficiency values are generally higher. Also, no thermal correction of the Joule 
losses is specified because it is very difficult to find the measurement procedures 
prescribed by the Japanese standard, it is reasonable to evaluate the machine effi-
ciency using the results of the test which are required by the other Standards [11]. 

3   Particle Swarm Optimization 

The concept of PSO was first suggested by Kennedy and Eberhart in 1995 
[12].The mechanism of PSO is inspired from the complex social behaviour shown 
by the natural species. For a D-dimensional search space, the position of the ith 
particle is represented as Xi = (xi1, xi2, . . . , xiD). Each particle maintains a memory 
of its previous best position Pbest i = (pi1, pi2, . . . ,piD). The best one among all the 
particles in the population is represented as Pgbest= (pg1, pg2, . . . , pgD). The velocity 
of each particle is represented as Vi= (vi1, vi2, . . . ,viD). In each iteration, the P vec-
tor of the particle with best fitness in the local neighbourhood, designated g, and 
the P vector of the current particle are combined to adjust the velocity along each 
dimension and a new position of the particle is determined using that velocity 
[10]. The two basic equations that govern the working of standard PSO (PSO) are 
that of velocity vector and position vector given by 
 

                        vid = wvid + c1r1(pid - xid) + c2r2(pgd - xid)                                   (3) 
 

                                             xid = xid + vid                                                                       (4) 
 

The first part of Eq. (3) represents the inertia of the previous velocity, the second 
part is the cognition part that tells us about the personal experience of the particle 
and the third part represents the cooperation among particles. Acceleration con-
stants c1, c2 and inertia weight w are the predefined by the user and r1, r2 are the 
uniformly generated random numbers in the range of [0, 1]. 

4   In situ Efficiency Determination 

The general block diagram of in situ efficiency determination of induction motor 
using optimization algorithm is shown in Fig.1 [13]. 

First, the stator line resistance is measured after shutting down the motor. 5hp, 
four-pole induction motor is considered as test motor. ‘‘Summation of losses’’ 
method for efficiency determination is used with the assumption of stray load 
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losses. The winding arrangement of a star connected motor is shown in Fig.2 and 
the resistance per phase is calculated as in Eq. (5). 

 

                                                                                   (5) 
 

Where r1line is stator line resistance and r1 is stator phase resistance. 
 

 

Fig. 1. Block diagram of induction motor in situ efficiency determination 

 

Fig. 2. Winding arrangement of star connected motor 

Some measurements on the motor are required before running the optimization 
algorithm to estimate the motor parameters: stator line to line voltage V1, stator 
current I1, input power Pinp and speed at different load points [13].Then, power 
factor can be calculated as in Eq. (6). The measured and calculated values of the 
test motor for a wide range of loads and the equivalent circuit considered here is 
taken from Pillay et al. [14] and is shown in Fig.3. 

 

                                                                                 
(6)

 
 

In the present study we considered stray load loss at full load is 1.8% [IEEE Stan-
dard 2004] and its value at different load point is 
 

                                                                                     
(7)
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Where Pst, Pstfl are stray load losses at any point and full load respectively and I2, 
I2fl are rotor currents at these load points.  

The stray load loss resistance rst is  
 

                                                                       
(8) 

 

Temperatures of stator and rotor windings are assumed to be the same and calcu-
lated as in Eq. (9) with the IEEE recommended reference temperature. 
 

                                                      
(9)

 
 

Where I1, Ifl are the measured and nameplate stator currents, I0 is the stator current 
under no-load DC test, Tr=75°C is the reference temperature for the insulation sys-
tem of class A and Ts=25°C is the ambient temperature. 

 

 

Fig. 3. Equivalent circuit of induction motor with stray loss resistance 

The stator and rotor resistances are corrected to the test temperature as: 
 

                                                  

(10)

 
 

Where r1 is the stator resistance measured during DC test and r2 is the assumed ro-
tor resistance. 

The complex admittances of the branches of the equivalent circuit of Fig.3 are 
given below [14]. 

 

                                                   

(11)

 
 

The stator current I1, rotor current I2, current through rm (Im), input power, output 
power and efficiency can be estimated as 
 

                                                                      
(12)
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(13)

 
 

                                                               
(14)

 
 

                                         
(15)

 
 

                                                                                  
(16)

 
 

                                                                                           
(17) 

 

In the present study, two methods of objective functions are considered and are 
taken from [13]. In method 1, the objective function is  
 

                                                                                       (18) 
 

Where f1= (I1est – I1)100/I1 and f2 = (Pinest – Pin) 100/Pin 
In method 2, the objective function includes stator current, input power, and 

power factor which is 
 

                                                                           (19) 
 

where f1, f2 are as same as in objection function ff1 and  f3= (pfest - pf) 100/pf  
The decision variables of the above objective functions are x1, r2, xm and rm. 

Optimization algorithm is used to determine the above said unknown variables. 

5   Experimental Setup and Parameter Settings 

5.1   Experimental Setup 

The experimental setup for testing induction machines up to 100 kW is shown in 
Fig.4. The machine is loaded by a DC motor equipped with a four quadrant rec-
tifier feeding the energy back to the supply. The input power, input voltages and 
currents are measured using voltage and non-contacting current probes. Although 
the measurement data are the same, the efficiency at different standards differs 
substantially due to different additional losses accounted by each method. Due to 
deviation in supply frequency, full load speed is affected. 
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Fig. 4. Experimental setup for determining induction motor efficiency 

5.2   Parameter Settings 

For the PSO algorithm the inertial weight w is taken to be linearly decreasing from 
0.9 to 0.4 and the acceleration constants c1 and c2 are taken as 1.49 each. The as-
signed parameters of the given motor are Ka=225, Kc=234.5, r1=4.69 ohm, IO (No-
load current) = 1.9 A, Supply frequency=50 Hz, Poles=4. 

Table 1. Voltage, current, power input, speed and power factor at various load points 

Load  
Points 

Voltage 
input(V) 

Power  
input(W) 

Line  
current(A) 

Actual 
speed(rpm) 

Power 
factor 

1 425 1460 3.4 1432 0.58 
2 425 2100 4 1428 0.7 
3 425 3090 5.4 1402 0.8 
4 425 3900 6.5 1392 0.84 

Table 2. Efficiency calculation of induction motor by IEEE 

 
Load 
Points 

Constant 
loss(W) 

Slip 
St Cu 

Loss(W) 
Ro Cu 

Loss(W) 

 
Stray 

loss(W) 

 
Power 

Out(W) 

 
Effi-

ciency 
(%) 

    1 223 0.0202 54.216 23.954 20.859 1137.971 77.943 

    2 223 0.0229 75.040 29.096 31.912 1740.953 82.902 

    3 223 0.0408 136.760 111.332 47.140 2571.768 83.229 

    4 
 

223 0.0476 198.152 165.659 59.637 3253.551 83.424 
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Table 3. Efficiency calculation of induction motor by IEC 

 
Load 
Points 

Costant 
loss(W) 

Slip 
St Cu 
Loss 
(W) 

Ro Cu 
Loss 
(W) 

 
Addl 
loss 
(W) 

 
Power 

Out(W) 

 
Effi-

ciency 
(%) 

1 223 0.0202 54.216 23.954 7.3 1151.53 78.872 

2 223 0.0229 75.040 29.096 10.5 1762.364 83.922 

3 223 0.0408 136.760 111.332 15.45 2603.458 84.254 

4 223 0.0476 198.152 165.659 19.5 3293.688 84.454 

Table 4. Efficiency calculation of induction motor by JEC 

 Load 
Points 

Constant 
loss(W) 

  Slip 
St Cu 

Loss(W) 
Ro Cu 

Loss(W) 

 
Power 

Out(W) 

 
Efficiency 

(%) 
      1 223 0.0202 54.216 23.954 1158.83 79.372 
      2 223 0.0229 75.040 29.096 1772.864 84.422 
      3 223 0.0408 136.760 111.331 2618.908 84.754 
      4 223 0.0476 198.152 165.659 3313.188 84.954 

Table 5. Error calculation for different standards using objective functions ff1, ff2 

 
Load 
Points 

Estimated Eff. 
(%)

Error w.r.t. ff1 Error w.r.t. ff2 

ff1 ff2 IEEE IEC JEC IEEE IEC JEC 

1 81.957 81.625 4.014 3.085 2.585 3.682 2.753 2.253 

2 81.579 81.377 -1.323 -2.343 -2.843 -1.525 -2.545 -3.045 

3 77.207 77.306 -6.022 -7.047 -7.547 -5.923 -6.948 -7.448 

4 74.513 74.678 -8.911 -9.941 -10.441 -8.746 -9.776 -10.276 

6   Results and Discussion 

The efficiency calculation for different standards namely IEEE, IEC and JEC are 
shown in Tables 2 to 4. Table 5 shows the error calculation for different standards 
using objective functions ff1 and ff2. Figures 5(i) and 5(ii) give a comparison of 
measured and estimated line currents and power factor respectively. Measured ef-
ficiencies (IEEE, IEC, and JEC) and estimated efficiencies (ff1, ff2) are plotted for 
different load points in Figure 6. Figure 7(i) shows variation of error in efficiency 
with load for different standards using objective function ff1. From the results, it 
can be observed that at load point 1, minimum error is obtained using JEC stan-
dard. Similarly, at load point 2, 3 and 4 minimum error is obtained using IEEE 
standard. Similar trend is followed in case of objective functions ff2 shown in  
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Fig. 5. Comparison of measured and estimated (i) line currents and (ii) power factor of 3.74 
KW induction motor respectively 

 

Fig. 6. Comparison of measured efficiency and estimated efficiencies of 3.74 KW induction 
motor 

     

Fig. 7. Comparison of error in efficiency for different standards and at different load points 
for objective function (i) ff1 and (ii) ff2. 

Figure 7(ii) i.e. at load point 1, error is minimum for JEC and at load points 2, 3 
and 4 error is minimum for IEEE. From Table 5, it can be seen that for all the 
three standards, error is minimum in case of ff2. So, only three input parameters 
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namely stator current, input power and power factor are sufficient to determine the 
motor parameters quickly. 

7   Conclusion 

In this paper, particle swarm optimization is used for in-situ efficiency determina-
tion of induction motor (5 hp) without performing no-load test. Results are com-
pared with actual values. The error between estimated and actual efficiencies is 
found for different methods. The differences in methods were based on the num-
ber of input parameters used in the optimization algorithm. In-situ efficiency of 
induction motor can be accurately calculated by using input power, current and 
power factor as the input parameters of optimization algorithm. Also, IEEE stan-
dard leads to minimum error compared to other standards, namely IEC and JEC. 
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Abstract. Fuzzy decision trees have been substantiated to be a valuable tool and 
more efficient than neural networks for pattern recognition task due to some facts 
like computation in making decisions are simpler and important features can 
be selected automatically during the design process. Here we present a feed 
forward neural network which learns fuzzy decision trees during the  
descent along the branches for its classification. Every decision instances of 
decision tree are represented by a node in neural network. The neural network 
provides the degree of membership of each possible move to the fuzzy set 

>><< movegood  corresponding to each decision instance. These fuzzy 

values constitute the core of the probability of selecting the move out of the set of 
the children of the current node. This results in a natural way for driving the sharp 
discrete-state process running along the decision tree by means of incremental 
methods on the continuous-valued parameters of the neural network. A simulation 
program in C has been deliberated and developed for analyzing the consequences. 
The effectiveness of the learning process is tested through experiments with three 
real-world classification problems.  

Keywords: Decision tree, pattern classification, fuzzy system, artificial neural networks, 
fuzzy logic. 

1   Introduction 

Today, in the mass storage era, knowledge acquisition represents a major 
knowledge engineering bottleneck. Computer programs extracting knowledge 
from data successfully attempt to alleviate this problem. Among such, systems 
inducing symbolic decision trees [1-4] for decision making, or classification [5] 
are very popular. The resulting knowledge, in the form of decision trees [2] and 
inference procedures [6], has been praised for comprehensibility. This appeal to a 
wide range of users who are interested in domain understanding, classification 
capabilities, or the symbolic rules that may be extracted from the tree and 
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subsequently used in a rule-based decision system [7-8]. The humans effortlessly 
recognize and distinguish objects right from the natural scenario. The human brain 
intercepts imprecise and incomplete sensory information provided by perceptive 
organs [5-6]. They can perceive the grossly distorted, ambiguous, noisy or fuzzy 
patterns [9]. They are also capable to distinguish overlapped patterns. Human 
performs the entire decision-processing task with biological neural networks [10], 
which consists of the interconnection of neurons in an immensely intricate 
fashion. Artificial neural network [6], simulated structure for this interconnection, 
is capable for pattern recognition [12] task after proper learning of stimuli’s. But 
they are inadequate while classifying fuzzy information [13-14] consisting 
linguistic rules [15]. Artificial neural networks [6] so as fuzzy logic are dealing 
with important aspects of knowledge representation, reasoning and learning, but in 
different approaches with their advantages and weaknesses. Artificial neural 
networks [6] can learn and classify information from the examples, but it is nearly 
impossible to describe knowledge acquired in that way. On the other hand, fuzzy 
logic which enables approximate reasoning [11] has a structural knowledge 
representation in the form of fuzzy if-then rules [15] but lacks the adaptability to 
deal with changing external environments. Thus, we incorporate neural network 
learning concepts in fuzzy inference systems, resulting in fuzzy-neural networks 
(FNN) with their greatest application in implementation of classification of fuzzy 
information.  

It is well known that decision trees (DT)  are the operational support of non-
deterministic computations and also very efficient for pattern recognition task 
[12]. Actually, as long as pattern recognition is considered, a DT can be 
considered as more efficient than a neural network (NN). There are mainly two 
reasons, first the computations in making decisions are simpler – only one feature 
is used in each non-terminal node, and the only computation can be a very simple 

comparison (say, axi < ). Second, important features can be selected 

automatically during the design process.  In using an NN, since we do not know 
which feature is important, the only thing we can do is to use all features. 
However, the DTs do not have the adaptive or learning ability, and thus they 
cannot be used in changing environment. This problem can be avoided if we map 
a DT to neural network. Actually there is a very simple mapping from DT to 
neural network. This mapping integrates the symbolic approach (DT) and sub-
symbolic one (neural network). Specifically, this makes DTs adaptable, and at the 
same time, provides a systematic approach for structural learning of DTs. 
Learning decision trees is a key problem in computational learning since it is at 
the borderline between feasible and unfeasible tasks, depending on the assumed 
ancillary hypotheses. In the connectionist framework we distinguish two main 
approaches to exploit decision trees. 

In the stream of the Hopfield and Tank [17] approach for the resolution of 
combinatorial problems, in Saylor and Stork [18] a special dynamic neural 
network is proposed which has the best decision path coded in its fixed point. In 
the stream of learning from examples to select the appropriate paths over a given 
decision tree, various architectural solutions and learning algorithms have been 
proposed [16]. Error back-propagation is the most used training algorithm, but 
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other algorithms like the Widrow-Hoff learning rule are employed [19].  The use 
of backpropagation learning rule in neuro-fuzzy system to train fuzzy rules for the 
classification problem has been already consider in many real world applications 
[23].  

Our learning approach follows the third architectural solution and uses simple 
backpropagation, with the following distinguishing features: (1) the same feed 
forward neural network is deputed to make decisions on each node. (2) The feed 
forward neural network is not a plain external classifier for the children of a given 
node, but is coupled with the decision tree in a tight way and (3) the training 
algorithm is especially devised to properly back propagate a particular error 
function along the branches of the decision tree . The key thought of presented 
approach is to train a feed forward neural network to output the degree of 

membership [9] to the fuzzy set >><< movegood  in correspondence to an 

input move. Here each neuron is represented as a decision node capable of making 
decisions based on inputs. One important aspect of the proposed approach is any 
neuron can be replaced with a full feed forward neural network if a single neuron 
is not capable of making decisions. We have used a feed forward neural network 
in place of each neuron represented. The learning procedure we propose offers a 
set of operational options concerning the objective function to be minimized and 
the decision tree visiting methods. Conceptually, a feed forward neural network is 
actually a static mapping between its input and output spaces; this mapping may 
be either a simple linear relationship of a highly nonlinear one, depending on the 
network structure. The output of a feed forward neural network plays a double role 
in incremental training methods: locally, it is the primer for subsequent states; 
globally, it is the input to the error function. This double role becomes extremely 
critical in the essentially discrete dynamics of our neural network, with the risk of 
getting the training process stuck in the meaningless fixed points. To avoid this 
drawback we give to the fuzzy values returned by the network the general 
meaning of conditional probability - after proper normalizations - of preferring 
one move among the available alternatives. There is one more issue pertaining 
related to generation of decision tree from real time information. For generation of 
decision trees, various algorithms have been proposed [20] and successfully worn.  

The proposed learning procedure used for decision trees using simple 
backpropagation has been tested over well-known real time statistics i.e. IRIS 
[21], image segmentation [22], Postoperative Patient Data. Initially the 
classification for both the problems is performed with backpropagation algorithm. 
The results obtained exhibit the inadequacy of backpropagation algorithm for 
classification. Results exhibit that the simple artificial neural network is not able 
to generate adequate classification due to presence of fuzzy information. The 
adequate classification can be achieved using proposed procedure. The procedure 
envisages superior consequences in contrast with the feed forward neural network. 
The next section discusses the methodology and design of the problem. The 
experimental analysis and results have been shown in section 3. A brief discussion 
is presented in section 4. The Section 5 concludes this paper with a summary, the 
conclusions of this study. 
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2   Methodology and Simulation Design 

The architecture of presented neural network system is extended from the 
multilayer feed forward neural network. At the lowest level, every decision 
instances of decision tree are represented by a node in neural network as shown in 
figure 1. The neural network whose inputs are the branches of the decision tree 
and whose outputs are the corresponding preference scores i.e. degree of 
membership. Since we presume that the branches of the decision tree do not look 
mutually independent to the neural network and we ask it sequentially node by 
node. The neural network system consists of the components of a conventional 
neural network system except that computation of degree of membership for each 
decision instance is performed by each neuron and the neural network’s learning 
capacity is provided to enhance the system knowledge. Here we are discussing the 
mathematical foundation of both the systems i.e. simple backpropagation neural 
network and presented neural network system for the valuation. 

2.1   Simple Neural Network Architecture 

The input-output stimuli’s for a particular data set are trained with the neural 
network has three layers: one input layer, one output layer and a combination of 
hidden layer(s). Classification of fuzzy information can’t be accomplished 
precisely with the help of conventional artificial neural network architecture. 

In backpropagation training algorithm, an input pattern vector P having n 

features as nPPPP ,......,, 321 . Classification of these patterns will be in M classes 

having the output pattern respectively MCCCC ,......,,, 321 . 

Output layer neuron’s activation O
KA  and output function O

KO  could be 

specified as follows, 
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Now similarly, the activation and output value for the neurons of hidden layers 
can be written as, 
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In the backpropagation learning algorithm the change in weight vector is being 
done according to the calculated error in the network, after iterative training. The 
error and change in weights in the network can be calculated as, 
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for m = 1 to M output pattern features and p = 1 to P presented input patterns and 

( )2op
m

p
m OC −  is the squared difference between the actual output value of 

output layer for pattern P and the target output value. 

2.2   Representation of Decision Tree over Neural Network 

A decision tree is constructed from a training set, which consists of objects. Each 
object is completely described by a set of attributes and a class label. Attributes 
can have ordered or unordered values. The concept underlying a data set is the true 
mapping between the attributes and class. A noise-free training set is one in which 
all the objects are generated using the underlying concept. A decision tree contains 
zero or more internal nodes and one or more leaf nodes. All internal 
 

 

Fig. 1. Descent of the neural advisor for the decision tree. At each node the network outputs 

a value abμ . abμ  is the degree of membership for deciding the output of each node. Node 

is represented by a neural network that learns a decision instance from a decision tree. 
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nodes have two or more child nodes. All internal nodes contain splits, which test 
the value of an expression of the attributes. Arcs from an internal node t to its 
children are labeled with distinct outcomes of the test at t. each leaf node has a 
class label associated with it. The task of constructing a tree from the training set 
has been called tree induction, tree building and tree growing. Most existing tree 
induction systems proceed in a greedy top-down fashion. Starting with an empty 
tree and the entire training set, some variant of the following algorithm is applied 
until no more splits are possible.  

 

• If all the training examples at the current node t belong to category c, create a 
leaf node with the class c. 

• Otherwise, score each one of the set of possible splits S, using a goodness 
measure. 

• Choose the best split s* as the test at the current node. 
• Create as many child nodes as there are distinct outcomes of s*. Label edges 

between the parent and child nodes with outcomes of s*, and partition the 
training data using s* into the child nodes. 

• A child node t is said to be pure if all the training samples at t belong to the 
same class. Repeat all above steps on all impure child nodes. 

 

Discrimination is the process of deriving classification rules from samples of 
classified objects, and classification is applying the rules to new objects of 
unknown class. Decision trees have been used for discrimination as well as 
classification. 

In our study, we adopted this representation of fuzzy decision tree as a list of 5-
tuples. Each 5-tuples corresponds to a node. There are two kinds of nodes non-
terminal & terminal node. Specifically a node is defined by  

 

                                     { }sizePlabeltnode ,,,, μ=                              (2.2.1) 
 

where 
• t is the node number. The node ( 0=t ) is called the root. 
• Label is the class label of a terminal node, and it is meaningful only for 

terminal nodes. 
• P is pointer to the parent. For root it is NULL. 
• µ is degree of membership for suggesting a decision for the next move. 

Suppose we have p input-output stimuli, each having n features and each 
stimulus belongs to one of M classes. In fuzzy artificial neural network, the 
degree of membership for ith pattern (i = 1 to P patterns) with the jth class (j = 
1 to M classes) can be generated as follows, 
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where k = 1 to L pattern feature. ck and σk are the center and width corresponding 
to the whole set of patterns for that particular feature across M classes. This 
method of generating degree of membership is taken from the standard Gaussian 
membership function (MF). A Gaussian MF is determined completely by c and σ; 
c represents the MFs center and σ determines the MFs width. The figure 2 plots 
Gaussian membership function Gaussian (x; 50, 20). 

 

 

Fig. 2. Gaussian MF 

• Size is the size of the node when it is considered a sub-tree. The size of the 
root is the size of whole tree and of terminal node is 1. 

We adopted backpropagation learning algorithm as the learning for our 
presented approach. Since the neural network has to learn to follow branching 
decision paths, the whole process must split into two stages: 
• On the single tree node, the usual process feeds the inner dynamics of the 

network. 
• Along the branches of the decision tree we have a process which obeys the 

syntactic rules of the decision process. 
 

Now, in correspondence to each step of the second stage, the error to be 
minimized must depend in a non-linear way on the switching variables (network 
outputs at each layer) local to the current node of the decision tree. The method we 
used for computing the gradient of the error function is forward in both the stages. 
As discussed, the task of our neural network is to computer the degree of 
membership for each decision instance. The generated degree of membership will 
decide the next move. Indeed, among the possible modalities of carrying the 
decision process out, we followed the approach: at each decision node we select 
the moves that receive the highest score and continue from there our exploration 
of the decision tree. Intermediate strategies may plan to follow at each step a 
limited number of favorite next moves and to take a final decision from the 
collected paths.  

Every node (ith instance of decision tree) will generate degree of membership 
based on training data. This process will produce a vector V (p, m) of degree of 
membership corresponding to the relationship between various input-output 
stimuli’s as follows; 
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i
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i

C
i

C
i μμμμ ...3,2,1 represents the input pattern vector for training. For 

classification of this input pattern vector of degree of membership with the fuzzy-
neural network system a target output corresponding each input pattern in the form 
of degree of membership may be defined as follows, 
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This vector of degree of membership will be used as input-output stimuli’s for 
training to the fuzzy-neural network system in support of generating the 
appropriate classification using the backpropagation algorithm. The error in the 
network can be calculated as, 
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Change in weights in the network for optimization of weights can be  

calculated as, 
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3   Experiments and Results 

In order to consistently validate our method, we performed two experiments for 
three different sets of data i.e. IRIS, image segmentation and Postoperative Patient 
Data. First we are attempting to classify both the real-world data with the 
conventional artificial neural network, later the classification is carried out using 
the proposed approach of learning decision trees using neural network. First 
experiment was executed with the varying neural network architectures for 
generating the possible appropriate classification. Different combinations of 
hidden layers for artificial neural network have been used for investigating the 
adequacy of simple neural network. We have chosen three combinations of hidden 
layers i.e. one, two and three hidden layers. In the second approach, initially  
we used to generate the decision tree. These decision trees are now mapped to  
feed forward neural network. A decision instance is represented by a node in the 
feed forward neural network. A node can be a simple neuron or again a simple 
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feed forward neural network depending upon the capability to produce degree of 
membership based on decision tree instance. Here we have used a simple feed 
forward neural network for a node. This node gives the degree of membership 
based on the inputs applied to decision trees. Tolerance of neural network has 
taken for error i.e. (MAXE ≤ 0.001 or 0.1%).  IRIS data contains four fuzzy input 
constraints to decide classification in three different classes named IRIS Setosa, 
IRIS Versicolor, and IRIS Virginica. Here we are considering only necessary 30 
out of 150 rules for classification. Image segmentation contains 19 input 
constraints to decide classification in seven different classes named brickface, sky, 
foliage, cement, window, path and grass. Here we have all 210 training samples 
for learning of feed forward neural network based on backpropagation. 
Postoperative Patient data contains 8 input constraints to decide classification in 
three classes different named I (patient must be sent to Intensive Care Unit), S 
(patient prepared to go home) and A (patient is out of danger and ready to send to 
general hospital floor). 

3.1   Feed-Forward Neural Network 

Here we have performed the experiment for classification of IRIS, image 
segmentation and Postoperative Patient data with varying hidden layers. We have 
trained all the sample data for around 100 times. Figure 3 depicts the results of 
backpropagation learning algorithm. The results clearly show the difficulties of 
feed-forward neural network for learning and classifying various data. 
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Fig. 3. Comparison of Classification of various data using Backpropagation algorithm 

3.2   Fuzzy Decision Tree over Feed Forward Neural Network 

These decision trees are mapped to feed forward neural network as in figure-1. A 
decision instance is represented by a node in the feed forward neural network. A 
node can be a simple neuron or again a simple feed forward neural network 
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depending upon the capability to produce degree of membership based on decision 
tree instance and input parameters. We have used a simple feed forward neural 
network for a node. Here we have performed the experiment for classification of 
IRIS, image segmentation and Postoperative Patient data with varying hidden 
layers inside a node. We have trained all the sample data for around 100 times. 
Figure 4 depicts the result for the proposed method of neuro fuzzy system. The 
results clearly show the superiority of presented approach for learning and 
classifying various data over artificial neural network. 
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Fig. 4. Comparison of Classification of various data using presented approach 

4   Discussion 

To test the performance of the presented approach, it has been employed to the 
real-world problem of IRIS, image segmentation and Post-Operative Patient Data. 
The proceedings described in this work have some advantages over the standard 
backpropagation algorithm. The decision tree generated from the real world 
problems and onwards mapped to primary artificial neural network. This artificial 
neural network is itself composed of different secondary artificial neural networks 
in order to train various decision instances rather than standard real features 
values. Secondary artificial neural network has been used to generate degree of 
membership based on input parameters provided. The weights of the primary 
artificial neural network have been allocated based on relationship between 
various decision instances. Weights of secondary artificial neural network have 
been assigned randomly initially. After the training procedure weights have been 
normalized. 

In the first experiment we are trying to classify various real world problems 
using simple backpropagation algorithm of artificial neural networks. In the 
second experiment, we have generated decision trees based on the real world data. 
The role of presented approach is to classify the various testing inputs into 
corresponding approximate output classes based on degree of membership of each 
decision instance.  
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In result the term “Error” represents the misclassification of input stimuli’s. 
This misclassification representation shows that the conventional artificial neural 
network is not able to classify with the particular combination of hidden layers. 
The epochs are representing the convergence of the network. The epochs in 
decimal number is representing the network convergence up to 20000 iterations 
with the error representing backpropagation algorithm of artificial neural network 
has been stuck into local minima. Results indicate the superiority of presented 
approach over conventional neural network. Figure 3 and 4 shows the comparison 
study of standard backpropagation algorithm and presented approach. Results 
indicate that only 52% convergence for IRIS, 66 % convergence for image 
segmentation and 71% convergence for post-operative patient data, achieved with 
conventional artificial neural network trained with simple Backpropagation 
algorithm, while with the presented approach we are able to achieve 86% 
convergence for IRIS, 88 % convergence for image segmentation and 87% 
convergence for post-operative patient data. These results can be improved if we 
increase the level of current iteration i.e. 20000 and maximum error i.e. MAXE ≤ 
0.001. 

The results demonstrated that, within the simulation framework presented 
above, large significant differences exist between the performances of 
backpropagation feed forward neural network and presented approach for the 
classification problem of IRIS, image segmentation and Post-Operative Patient 
data. Results show classification of real world problems performed with the 
methodology up to having the maximum limit of 20000 iterations (Decimal 
number indicates error exists after 20000 epochs). 

The simulation program, which we have developed in VC++ 6.0 IDE, for 
testing the adequacy of presented methodology over the data set of IRIS, image 
segmentation and Post-Operative Patient data, generates the initial weights 
randomly through its random generator. So the epochs for the algorithms will be 
different every time with the same network structure and the same training data 
set. We have chosen the best suitable epochs for designing our results by testing 
the same training set on the same network structure repeatedly. 

 

5   Conclusion 

Taking good decisions in everyday life requires us to exploit formal knowledge 
seasoned with pieces of personal experience, which makes up for the lack of some 
symbolic wedge and is affected by the decision maker’s style. To follow this 
strategy, in this paper:  
 

(i) We mapped a decision tree generated from data related real world 
problems to neural network. The different decision instances are 
mapped to various nodes in neural network. 

(ii) We propose a higher order system, where a single neural network is 
the switcher of a decision tree. This single neural network consists of 
various nodes mapped to decision tree instances. 
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(iii)        We have used the backpropagation learning algorithm for generating 
the degree of membership based on parameters i.e. decision tree 
instances, input-output stimuli’s, where the assessment of a discrete 
goal variable is driven by an incremental learning process.  
 

Fuzzy-neural networks are based on the integration of two complementary 
theories i.e. fuzzy logic and artificial neural networks. Purpose of their integration 
is to compensate weaknesses of one theory with advantages of the other. Based on 
the analysis of several fuzzy-neural network models, we tried to introduce uniform 
representation model for classification of fuzzy information. Fuzzy logic facilities 
reasoning based on incomplete and imprecise information, known as approximate 
reasoning. On the other hand, artificial neural networks are developed to ape 
biological neural systems in performing functions such as adaptation, pattern 
classification, pattern recalling, pattern association and lots of other 
functionalities. While fuzzy logic enables mechanism for reasoning based on 
incomplete and imprecise information, artificial neural networks provide some 
remarkable abilities such as learning, adaptation and generalization. 

The results demonstrated that, large significant differences exist between the 
performances of backpropagation feed forward neural network and presented 
approach for the classification problem of IRIS, image segmentation and Post-
Operative Patient data in the terms of accuracy, convergence and epochs. These 
results recommend the adequacy of approach for classification. In first experiment 
i.e. using feed forward neural network, success percentage is quite lower for IRIS, 
image segmentation and Post-Operative Patient data.  
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Abstract. The working of basic ABC algorithm depends on the functioning of 
three categories of bees; the employed bees, the onlooker bees and the scout bees. 
Although, employed and onlooker bees have different functionality, they follow 
the same equation for exploration and exploitation. Obviously, the performance of 
ABC greatly depends on single equation. In order to provide a variation in the 
working of ABC, we propose the use of different equations in the employed bee 
and onlooker bee phase. The new mechanism proposed by us for the movement of 
the bees depends on the convex linear combination of three candidate solutions. 
This scheme is initially embedded in the employed bees phase while the original 
equation is maintained for the onlooker bees. In the second variation the basic eq-
uation for employed bees is retained while for onlooker bees, different equation is 
used. The simulation results demonstrate that the modification increases efficiency 
and capability in terms of balancing exploration and exploitation as well as the ac-
celerating the convergence rate of the ABC. 

Keywords: Artificial Bee Colony, Solution vector, Mutation, Exploitation, Explo-
ration, Convergence. 

1   Introduction 

Artificial bee colony algorithm (ABC) is a computation technique developed by 
Karaboga [1] based on simulating the foraging behavior of honey bee swarm. The 
performance of ABC is competitive to other population-based algorithms with an 
advantage of employing fewer control parameters [2]–[4]. Due to its simplicity 
and ease of implementation, ABC has captured much attention and has been ap-
plied to solve many practical optimization problems [5]–[7]. 

In this paper a scheme proposed by [8] is embedded in various phases of ABC 
to accelerate and balance the exploration and exploitation factors. The proposed 
modification is incorporated in the structure of ABC, initially for employed bees, 
and then for onlooker bees. Further, when we observed that the proposed scheme 
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works well for the employed and the onlooker phase we embedded it in the final 
phase to guide the movement of scout bees. The proposed variants are termed as 
EABC1, EABC2 and E-Scout respectively.  

The rest of the paper is organized as follows: section 2 gives an overview of 
ABC algorithm. The proposed variants are discussed in section 4. Numerical re-
sults, parameter settings and result analysis are given in section 5. Finally the pa-
per concludes with section 6. 

2   Artificial Bee Colony 

2.1   Initialization of Food Sources (Population) 

The initial population of solutions is filled with SN number of randomly generated 
n-dimensional real-valued vectors (i.e., food sources). Let },...,,{ ,2,1, niiii xxxX =  

represent the ith food source in the population, and then each food source is gen-
erated by equation (1). 

                                        ))(1,0( min,max,min,, jjjji xxrandxx −+=                                 (1) 

Where i = 1,2,..,SN. j = 1,2,…,n. xmax,j and xmin,j are upper and lower bounds of pa-
rameter j, respectively. These food sources are randomly assigned to SN number 
of employed bees and their fitness is evaluated. 

2.2   Employed Bee Initialization 

In this phase each employed bee Xi generates a new food source Vi in the neigh-
borhood of its present position by using solution search equation (2). Once Vi is 
obtained, it is evaluated and compared to Xi. If the fitness of Vi is equal to or better 
than that of Xi, Vi will replace Xi and become a new member of the population; 
otherwise Xi is retained. In other words, a greedy selection mechanism is em-
ployed between the old and candidate solutions 

                                                       ),,( jkjiijijij xxxv −+= φ                                  (2) 

where ,,...,1,,...,1, njSNki == and iv  is the new food source generated by using 

both, the current food source ix and a randomly chosen food source kx  from the 

population and 11 ≤≤− ijφ  (generated at random every time it is used) determines 

the step size of the movement. Both, i and j are generated at random but k ≠ i. 

2.3   Probabilistic Selection 

An important stage of the ABC algorithm, from which in fact the collective intel-
ligence arises, is the sharing of information. This is achieved by influencing the 
behavior of onlookers which will select their food source according to probability 
equation (3). 
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/                                                       (3) 

where fi is the fitness value of a i, food source (position in parameter space). In 
other words onlookers will explore promising locations with higher probability 
than others. 

2.4   Onlooker Bee Phase 

An onlooker bee evaluates the nectar information taken from all the employed 
bees and selects a food source Xi depending on its probability value Pi. Once the 
onlooker has selected her food source Xi, she produces a modification on Xi by us-
ing Equation (2). As in the case of the employed bees, if the modified food source 
has a better or equal nectar amount than Xi, the modified food source will replace 
Xi and become a new member in the population. 

2.5   Scout Bee Phase 

If a food source Xi cannot be further improved through a prespecified number of 
trials limit, the food source is assumed to be abandoned, and the corresponding 
employed bee becomes a scout. The scout produces a food source randomly using 
equation (1). 

3   Proposed Schemes 

The objective of this study is to enhance the working of basic ABC by producing 
efficient food sources which in terms of ABC implies to the solution vectors hav-
ing better fitness value. Also, we aim to develop a scheme which is able to exploit 
the local information efficiently and is easy to apply. 

One of the simplest ways to search the solution space can be done by linear ex-
ploitation. In the proposed study, two schemes are considered. In the first scheme 
the new solution vector (food source) is generated by taking arithmetic mean of 
the convex linear combination of three mutually exclusive solution vectors.  
The convex linear combination of three vectors is given as: 

V0 = ∑
=

3

1

,1

i

Gri Xλ  

where the weights, 0≥iλ  and ∑
=

=
3

1

1
i

iλ . From this general solution vector defi-

nition the following special case was derived by [8].  
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Arithmetic Mean of solution V0      

                                                      V1 = ∑
=

3

1

,13

1

i

Gri Xλ                                              (4) 

The aim of this modification is to accelerate the convergence rate and to determine 
a solution vector that can comprise the local information of all members in the 
triplet. In the search space, the triplet of individuals selected can form a trigono-
metric hyper plane having the three member individuals as its vertices. The  
solution vector determined by the scheme will lie (or lie with a high probability) 
within this trigonometric hyper plane. A two-dimensional optimization problem is 
taken by [8] as an example for providing an easy-to-understand description. In 
Figure 1, it is assumed that the triplet selected for mutation consists of the individ-
uals Xr1,G, Xr1,G, Xr1,G. From the formulation (4), it can easily be deduced that the 
larger the weight that a member of the triplet has, the closer it "attracts" the solu-
tion vector to itself. For the arithmetic mean case, the new solution vector is simp-
ly situated at the geometric center of the trigonometric plane. 
 

   
                                    (a)                                                                    (b) 

Fig. 1. A geometric presentation of the mutation donor scheme with a two-dimensional op-
timization problem (a) donor ‘0’ (b) donor ‘1’ 

4   Proposed Variants 

In ABC, the employed bees and onlooker bees carry out exploration and exploita-
tion using the same equation. Obviously, the performance of ABC greatly depends 
on single equation. Also, in the scout bee phase the new location is generated ran-
domly. In the present study we embed the scheme discussed in the previous sec-
tion one-by-one on different phases of ABC 
 

• Modification in Employed Bee Phase - EABC1 
• Modification in Onlooker Bee Phase -EABC2  and 
• Modification in Scout Bee Phase - E-Scout 
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The equation used in different phases of ABC to generate the new food locations 
is given as: 

                                  )(3/)( ,,,3,2,1 jkjiijjrjrjrij xxxxxv −+++= φ                                (5) 

where r1≠r2≠ r3≠i∈ [1, SN] are selected randomly. 
After initialization the variants starts like the usual ABC as discussed in pre-

vious section. In EABC1 the employed bee phase uses Equation (5) to generate 
new food locations and rest of the structure of ABC remain same. Similarly in 
EABC2, Onlooker uses Equation (5) and rest the structure of ABC. In case of E-
Scout, the food sources become abandoned and new food sources are generated 
using Equation (5), keeping the basic ABC structure intact.  

The description of the proposed variants are demonstrated in Figure 2 as a hig-
hlighted text. 

 
1. Begin 
2.  Initialize the set of food sources (Eq.(1)) xi, i=1,...,SN 
3.  Evaluate each xi , i = 1,…,SN 
4.  g = 1 
5. Repeat 
6.  For i = 1 to SN 
7.  Generate vi ,g with xi,g-1 using Eq(2)   for ABC, EABC2, E-Scout  

                                                         Eq(5)   for EABC1   
8.  Evaluate vi,g  
9.  If vi,g < xi,g-1 

10.   xi,g = vi,g 
11.  Else 
12.   xi,g = xi,g-1 

13.  End If 
14.  End For 
15.  For i = 1 to SN 
16.  Select, based on fitness proportional selection food  source xi,g 
17.  Generate vi,g with xi,g by Eq(2)  for ABC, EABC1, E-Scout          

                                                  Eq(5)  for EABC2 
18.  Evaluate vi,g  
19.  If vi,g < xi,g 

20.   xi,g = vi,g 
21.  End If 
22.  End For 
23.  Generate new food sources at random for those whose limit to be improved has 

been reached using       Eq(1) for ABC, EABC1, and EABC2 
                                                Eq(5) for E-Scout 

24.   Keep the best solution so far 
25.  g = g + 1 
26. Until  g = MCN 
27. End 

Fig. 2. Pseudocode of the proposed variants 
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5   Numerical Simulations and Comparisons 

5.1   Experimental Setting 

• The main parameters of ABC are: the colony size (SN), MCN (Maximum 
Cycle Numbers) and “limit” which have been carefully fine tuned after con-
ducting a series of experiments.  

• All algorithms are implemented in Dev-C++ and the experiments are con-
ducted on a computer with 2.00 GHz Intel (R) core (TM) 2 duo CPU and 2- 
GB of RAM.  

• In order to make a fair comparison of ABC and the proposed algorithm, we 
fixed the same seed for random number generation so that the initial popula-
tion is same for all the algorithms.  

• For each problem, the ABC and EABC variants are independently run 30 
times.  

• The parameter setting is taken as follows: 
 

Population size  100 ( i.e SN=50) 
limit 100 
Value to Reach (VTR) 10-15 
Maximum MCN 10000 

5.2   Performance Criteria 

The average of function fitness value that an algorithm can find, using predefined 
MCN, is recorded in each run and then average of the function fitness values is 
calculated. Also the average, standard deviation, best and worst of the fitness val-
ues are calculated. 

We set the termination criteria as VTRff globaloptimal ≤−  and recorded MCN 

over 30 runs (only for engineering problems). 
The proposed variants are evaluated on 5 well-known benchmark problems [9] 

and three engineering design problems [10]-[12] given in the appendix.  

5.3   Simulation Results 

In Table-1 we have taken the results on the basis of average error. In this case 
MCN is fixed at 10000, to estimate the average of minimum fitness function value 
in 30 runs.  

From the Table-1 it can be clearly observed that for 3 benchmark functions 
EABC2 gives better results than ABC, EABC1 and E-Scout algorithms and in 
case of Ackley ABC emerges as winner where as in case of Rosenbrock E-Scout 
is winner. From Table 2, it can be observed that the EABC2 algorithm costs less 
computational effort than the basic ABC, EABC1 and E-Scout algorithms How-
ever, all the algorithms suffered from premature convergence, since they did not 
achieve the absolute accuracy level in all runs with Rosenbrock function. In case 
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of engineering design problems again EABC2 outperformed ABC and its other 
variants, which can be clearly observed from Tables 3 & 4 respectively. The 
graphical representation in terms of MCN for both the type of problems consi-
dered in the paper i.e. benchmark and engineering problems are shown in Figure 3 
(a) & (b) respectively. 

Table 1. Comparison of the EABC1, EABC2, E-SCOUT and ABC Algorithms D =30 & 
Population Size=100 

F Stat. ABC EABC1 EABC2 E-Scout 
Sphere mean 2.27e-017 5.23e-017 2.64e-017 3.59e-017 
 std.d. 6.46e-017 1.49e-016 7.51e-017 1.02e-016 
Ackley mean 1.99e+000 3.57e-015 2.50e-015 3.50e-015 
 std.d. 5.68e+000 1.01e-014 7.11e-015 1.00e-014 
Rosenbrock mean 4.81e-001 2.04e-001 1.35e-001 1.93e-002 
 std.d. 1.37e+000 5.80e-001 3.86e-001 5.50e-002 
Griewank mean 2.66e-017 2.72e-017 2.52e-017 2.75e-017 
 std.d. 7.58e-017 7.74e-017 7.19e-017 7.83e-017 
Rastrigin mean 2.428e-018 1.82e-018 1.64e-018 1.99e-018 
 std.d. 6.912e-018 5.18e-018 4.69e-018 5.67e-018 

Table 2. Comparison of the, EABC2, E-SCOUT and ABC Algorithms D =30 & Population 
Size=100 in terms of MCN to VTR 

F ABC EABC1 EABC2 E-Scout 
Sphere 1107 997 917 1082 
Ackley 1598 1604 1521 1552 
Rosenbrock NC NC NC NC 
Griewank 1739 1676 1209 1371 
Rastrigin 7017 6719 5809 6814 

Table 3. Mean of Fitness Function Value and Standard Deviation (STD) of Engineering 
Problems F1-F3 

F D ABC EABC1 EABC2 E-Scout 

F1 2 
169.849 
±(0.00801) 

169.857 
± (1.94.e-012) 

169.602 
± (0.00021) 

169.842 
± (7.703e-011) 

F2 3 
4.21319 
± (3.19e-016) 

4.21315 
± (.000031) 

4.21201 
± (7.09e-016) 

4.21311 
± (2.09e-016) 

F3 4 
4.7457e-008 
± (1.87e-008) 

2.9014e-008 
± (2.944e-024) 

9.6910e-009 
± (9.25e-09) 

1.8536e-008 
± (4.08e-010) 

Table 4. Comparison of Proposed Algorithms in terms of MCN For Engineering Problems 
F1-F3 

F ABC EABC1 EABC2 E-Scout 
F1 306 256 197 249 
F2 838 556 513 524 
F3 463 348 317 324 
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Fig. 3. MCN taken by five benchmark functions (a) and engineering problems (b) 

6   Conclusion and Future Work 

In ABC, the employed bees and onlooker bees carry out exploration and exploita-
tion using the same equation. Obviously, the performance of ABC greatly depends 
on single equation. This study presents some modification in the original structure 
of ABC. In order to verify the feasibility and the performance of the proposed al-
gorithms, five benchmark problems and three engineering design problems are 
tested. From the simulation results it is concluded that EABC2 is better in term of 
searching quality, and efficiency than ABC and its variant. However, making a 
concrete judgment at this stage is not correct as the test bed considered is rather 
narrow. In future we will implement it on a larger test bed with constrained opti-
mization problems.  
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i

ixxf  

with -600 ≤ ix ≤ 600, min 4f (0,…,0) = 0 

Restrigin’s         
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( )( )∑
=

−+=
n

i

ii xxnf

1

2
5 2cos1010 π  

with -5.12 ≤ ix ≤ 5.12, min 5f (0…, 0) = 0 

 
List of engineering design problems 

 
F1: Optimal Capacity of Gas Production Facilities [10] 
Minimize:                 

85.02
11 )]

200
ln()40[(2623.072.58.61)( −−++= x

xxxf 75.0
2

2
1 23.700)

200
ln()40(087.0 −+−+ x

x
x

 
Subject to:  

5.171 ≥x , 2002 ≥x ; 405.17 1 ≤≤ x , 600300 2 ≤≤ x . 
 
F2: Optimal Thermohydraulic Performance of an Artificially Roughened Air Heater [11] 
Maximize: 

HGMReL −−++= 1.05.5ln*51.2  

where 53.0
295.0 x

M
R = ; 57.0)7.0(28.0)(5.4 += e

H
G  

 
2/1

31 )2/( fxxe =+
; 2/)( rs fff += ;

25.0
3079.0 −= xfs ;

22
1

53.0
3 )75.3)2/1ln(*5.295.0(2 −−+= xxfr  

Subject to: 
8.002.0 1 ≤≤ x , 4010 2 ≤≤ x , 200003000 3 ≤≤ x  

 
F3: Design of Gear Train [12] 
Minimize: 

2

43

21
2

931.6

1

931.6

1

⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

−=
⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

−=
xx

xx

TT

TT
f

fa

bd  

Subject to:  
6012 ≤≤ ix  4,3,2,1=i  

],,,[],,,[ 4321 fabd TTTTxxxx = , xi’s should be integers. Ta, Tb, Td, and Tf are the number of teeth 

 on gears A, B, D and F respectively. The design of a compound gear train is shown in Figure 4. 
 

 

Fig. 4. Compound Gear Train 
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Abstract. This paper presents a new method for fuzzy system reliability analysis 
based on arithmetic operations of different types of intuitionistic fuzzy numbers. 
In this paper, the reliabilities of the components of a system are represented by 
different types of intuitionistic fuzzy numbers. Because in the proposed method, 
we allow the reliabilities of the components of a system to have different types of 
intuitionistic fuzzy numbers, it is more flexible than the ones presented in [12, 13]. 
Furthermore, because the proposed method uses the simple arithmetic operations 
of intuitionistic fuzzy numbers based on α-cuts and β-cuts rather than the compli-
cated nonlinear programming techniques mentioned in [17], it is simpler in calcu-
lating fuzzy system reliability than the one presented in that paper. Numerical  
example is also given to illustrate the proposed method. 

Keywords: Fuzzy system reliability, intuitionistic fuzzy number, ( ),α β -cuts. 

1   Introduction 

One of the important engineering tasks in design and development of any technic-
al system is reliable engineering. The conventional reliability of a system is de-
fined as the probability that the system performs its assigned function properly 
during a predefined period under the condition that the system behavior can be 
fully characterized in the context of probability measures. However, in the real 
world problems, the collected data or system parameters are often imprecise be-
cause of incomplete or non-obtainable information, and the probabilistic approach 
to the conventional reliability analysis is inadequate to account for such built-in 
uncertainties in data. To overcome this problem, fuzzy set theory [1] has been 
used in the evaluation of the reliability of a system. In the work of Cai et al. [2], 
the fuzzy system reliability was established based on the binary state assumption 
and possibility assumption. However in the work of Cai et al. [3], the fuzzy sys-
tem reliability was established based on the three-state assumption and possibility 
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assumption. In the work of Cai et al. [4], the fuzzy system reliability was devel-
oped based on the basis of fuzzy state assumption and probability assumption. 
They presented a fuzzy set based approach to failure rate and reliability analysis, 
where profust failure rate is defined in the context of statistics. Cai et al. [5] also 
discussed the system reliability for coherent system based on the fuzzy state as-
sumption and probability assumption. 

Singer [6] used a fuzzy set approach for fault tree and reliability analysis in 
which the relative frequencies of the basic events are considered as fuzzy num-
bers. Cheng and Mon [7] analyzed fuzzy system reliability analysis by use of in-
terval of confidence. Through theoretical analysis and computational results, they 
have shown that their proposed approach is more general and straightforward 
compared to Singer [6]. 

Chen [8] presented a new method for fuzzy system reliability analysis using 
fuzzy number arithmetic operations in which reliability of each component is con-
sidered as fuzzy number and used simplified fuzzy arithmetic operations rather 
than complicated interval fuzzy arithmetic operations of fuzzy numbers [7] or the 
complicated extended algebraic fuzzy numbers [6]. 

Fuzzy set theory has been shown to be a useful tool to handle such situations by 
attributing a degree to which a certain object belongs to a set. In real life, a person 
may assume that an object belongs to a set to a certain degree, but it is possible 
that he is not so sure about it. In other words, there may be a hesitation or uncer-
tainty about the membership degree of x in A. In fuzzy set theory, there is no 
means to incorporate that hesitation in the membership degrees. A possible solu-
tion was to use intuitionistic fuzzy sets (IFS), defined by Atanassov [9]. 

The concepts of IFS can be viewed as an appropriate/alternative approach to 
define a fuzzy set in case where available information is not sufficient for the de-
finition of an imprecise concept by means of a conventional fuzzy set. In fuzzy 
sets the degree of acceptance is considered only but IFS is characterized by a 
membership function and a non-membership function so that the sum of both val-
ues is less than or equal to one [10]. Presently intuitionistic fuzzy sets are being 
studied and used in different fields of Science and Engineering. With best of our 
knowledge, Burillo [11] proposed definition of intuitionistic fuzzy number (IFN) 
and studied perturbations of IFN and the first properties of the correlation between 
these numbers. Mahapatra and Roy [12] presented a method for reliability evalua-
tion using triangular IFNs arithmetic operations. Kumar et al. [13] developed a 
new approach for analyzing the fuzzy system reliability of series and parallel sys-
tems using intuitionistic fuzzy set theory. 

In this paper, a new method is developed for fuzzy system reliability analysis 
based on arithmetic operations of intuitionistic fuzzy numbers using α-cuts and β-
cuts, where the reliabilities of the components of a system are represented by dif-
ferent types of intuitionistic fuzzy numbers. 
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2   Intuitionistic Fuzzy Set Theory 

Atanassov [10] introduced the concept of an IFS which is characterized by a 
membership function ( )iA

xμ  indicating evidence for x X∈  and a non-

membership function ( )iA
xν  indicating the evidence against x X∈ . This idea 

which is a natural generalization of usual fuzzy set seems to be useful in modeling 
many real life situations. 

2.1   Intuitionistic Fuzzy Set 

Let X be a universe of discourse. Then an IFS iA  in X is a set of ordered triples 
given by 
 

( ) ( ){ }, , :i i

i

A A
A x x x x Xμ ν= < > ∈ , 

 

where : [0,1]iA
Xμ →  and : [0,1]iA

Xν →  are functions such that 
 

( ) ( )0 1i iA A
x xμ ν≤ + ≤            .x X∀ ∈  

 

For each x X∈ , the numbers ( )iA
xμ  and ( )iA

xν  represent respectively the de-

gree of membership and degree of non-membership of the element x X∈  to 

.iA X⊆  For each x X∈ , the intuitionistic fuzzy index of x  in iA  is defined as 

( ) ( ) ( )1 .i i iA A A
x x xπ μ ν= − −

 

2.2    Convex Intuitionistic Fuzzy Set 

An IFS iA  in the universe of discourse X is convex [14, 15] if and only if 

    (i) Membership function ( )iA
xμ  of iA  is fuzzy-convex i.e. 

( )( ) ( ) ( )( ) [ ]1 2 1 2 1 21 min ,   , ,  0,1i i iA A A
x x x x x x Xμ λ λ μ μ λ+ − ≥ ∀ ∈ ∈ , 

    (ii) Non-membership function ( )iA
xν  of iA  is fuzzy-concave i.e. 

( )( ) ( ) ( )( ) [ ]1 2 1 2 1 21 max ,   , ,  0,1i i iA A A
x x x x x x Xν λ λ ν ν λ+ − ≤ ∀ ∈ ∈ . 

2.3   Normal Intuitionistic Fuzzy Set 

An IFS iA  in the universe of discourse X is normal [14, 15] if there exits at least 
two points 1 2,x x X∈ such that ( )1 1iA

xμ =  and ( )2 1.iA
xν =
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2.4    Intuitionistic Fuzzy Number 

An IFS ( ) ( ){ }, , :i i

i

A A
A x x x x Rμ ν= < > ∈  in the real line R is called an IFN if 

(i) iA  is convex and normal. 
(ii)  ( )iA

xμ
 
is upper semi continuous  and  ( )iA

xν is lower semi continuous. 

(iii)    ( ){ }Supp : 1i
i

A
A x X xν= ∈ < is bounded. 

2.5   ( ),α β -Level Set or ( ),α β -Cut of an Intuitionistic Fuzzy Set 

( ),α β -cut of IFS 
iA  is defined as 

( ) ( ){ }, : ,i i

i

A A
A x X x xα β μ α ν β= ∈ ≥ ≤    ; 0 , 1α β≤ ≤ , 1,α β+ ≤  

3   Arithmetic Operations on Intuitionistic Fuzzy Numbers 

In this section, arithmetic operations on two IFNs are introduced using α − cuts 
and β − cuts. Atanassov [10] has defined two kinds of cuts for IFS as given bel-

low.  
For membership function, α - cut of iA is defined as 
 

( ){ } [ ]:  ; 0,1i

i

A
A x xα μ α α= ≥ ∈                                           (1) 

 

For non-membership function, β -cut of iA is defined as 
 

                                ( ){ } [ ]:  ; 0,1i

i

A
A x xβ ν β β= ≤ ∈                                        (2) 

 

If iA  is an IFN, then cuts will be closed intervals due to the property of convexity 
of IFN. 
 

( ){ } ( ) ( ) ( ]: , ,   0,1                     (3)i

i L R

A
A x x a aα μ α α α α⎡ ⎤= ≥ = ∀ ∈⎣ ⎦

( ){ } ( ) ( ) [ ): ,     0,1 ,                   (4)i

i L R

A
A x x a aβ ν β β β β⎡ ⎤= ≤ = ∀ ∈⎣ ⎦  

 

where ( ) ( ),L Ra aα β  will be increasing functions of α  and β  respectively and 

( ) ( ),R La aα β  will be decreasing functions of α  and β  respectively. 

According to Kandel [16], the fuzzy number A  may be decomposed into their 

cuts. So, generalizing this concept for IFN iA  with membership function iA
μ  and 

non-membership function iA
ν  which are defined as follows 
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, (5)i i

i i

A A
A Aα β

α β
μ α ν β= =∑ ∑

 
 

Let us consider two IFNs iA  and iB  with α -cuts ( ) ( ),i L RA a aα α α⎡ ⎤= ⎣ ⎦  and 

( ) ( ),i L RB b bα α α⎡ ⎤= ⎣ ⎦  respectively and β -cuts ( ) ( ),i L RA a aβ β β⎡ ⎤= ⎣ ⎦  and 

( ) ( ),i L RB b bβ β β⎡ ⎤= ⎣ ⎦  respectively. The arithmetic operations based on α − cuts 

and β − cuts are presented as follows: 

 
Intuitionistic Fuzzy number addition ⊕  

i iA B⊕  is an IFN with membership function i iA B
μ

⊕
 and non-membership func-

tion i iA B
ν

⊕
 which are defined as follows 

( ) ( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( )

, ,

,

i i

i i L R L R

A B

L L R R

A B a a b b

a b a b

α α
α α

α

μ α α α α α α

α α α α α

⊕
⎡ ⎤ ⎡ ⎤= ⊕ = ⊕⎣ ⎦ ⎣ ⎦

⎡ ⎤= ⊕ ⊕⎣ ⎦

∑ ∑

∑
 

 

( ) ( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( )

, ,

,

i i

i i L R L R

A B

L L R R

A B a a b b

a b a b

β β
β β

β

ν β β β β β β

β β β β β

⊕
⎡ ⎤ ⎡ ⎤= ⊕ = ⊕⎣ ⎦ ⎣ ⎦

⎡ ⎤= ⊕ ⊕⎣ ⎦

∑ ∑

∑
 

Intuitionistic Fuzzy number minus Ө 
iA Ө iB is an IFN with membership function i iA B

μ
Θ

 and non-membership function 

i iA B
ν

Θ
 which are defined as follows 

( ) ( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( )

, ,

,

i i

i i L R L R

A B

L R R L

A B a a b b

a b a b

α α
α α

α

μ α α α α α α

α α α α α

Θ
⎡ ⎤ ⎡ ⎤= Θ = Θ⎣ ⎦ ⎣ ⎦

⎡ ⎤= Θ Θ⎣ ⎦

∑ ∑

∑
 

( ) ( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( )

, ,

,

i i

i i L R L R

A B

L R R L

A B a a b b

a b a b

β β
β β

β

ν β β β β β β

β β β β β

Θ
⎡ ⎤ ⎡ ⎤= Θ = Θ⎣ ⎦ ⎣ ⎦

⎡ ⎤= Θ Θ⎣ ⎦

∑ ∑

∑
 

Intuitionistic Fuzzy number multiplication ⊗  
i iA B⊗  is an IFN with membership function i iA B

μ
⊗

 and non-membership func-

tion i iA B
ν

⊗
 which are defined as follows 

( ) ( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( )

, ,

,

i i

i i L R L R

A B

L L R R

A B a a b b

a b a b

α α
α α

α

μ α α α α α α

α α α α α

⊗
⎡ ⎤ ⎡ ⎤= ⊗ = ⊗⎣ ⎦ ⎣ ⎦

⎡ ⎤= ⊗ ⊗⎣ ⎦

∑ ∑

∑
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( ) ( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( )

, ,

,

i i

i i L R L R

A B

L L R R

A B a a b b

a b a b

β β
β β

β

ν β β β β β β

β β β β β

⊗
⎡ ⎤ ⎡ ⎤= ⊗ = ⊗⎣ ⎦ ⎣ ⎦

⎡ ⎤= ⊗ ⊗⎣ ⎦

∑ ∑

∑  

Intuitionistic Fuzzy number division  
iA   iB is an IFN with membership function i iA B

μ
∅

and non-membership function 

i iA B
ν

∅
 which are defined as follows 

(i i

i

A B
Aα

α
μ α

∅
=∑

  

) ( ) ( )( ,i L RB a aα
α

α α α⎡ ⎤= ⎣ ⎦∑    ( ) ( ) ),L Rb bα α⎡ ⎤⎣ ⎦  

( ) ( ) ( ) ( )/ , /L R R La b a b
α

α α α α α⎡ ⎤= ⎣ ⎦∑  

(i i

i

A B
Aβ

β
ν β

∅
=∑

  

) ( ) ( )( ,i L RB a aβ
β

β β β⎡ ⎤= ⎣ ⎦∑    ( ) ( ) ),L Rb bβ β⎡ ⎤⎣ ⎦  

                                
( ) ( ) ( ) ( )/ , /L R R La b a b

β
β β β β β⎡ ⎤= ⎣ ⎦∑  

4   Fuzzy System Reliability Analysis of Series and Parallel 
System 

In this section, we present a method for analyzing fuzzy system reliability based 
on arithmetic operations of IFNs using α − cuts and β − cuts.  

Consider a series system having ‘n’ components shown in Fig.1, where the re-

liability of jth component is represented by IFN , 1,2,..., .i
jR j n=  and assuming 

that reliabilities of the components may be represented by different types of IFNs. 

Then the reliability i
SR  of serial system can be evaluated as follows: 

 
 

 
 

Fig. 1. Series system 

Reliability of series system is 
 

1 2 ... (6)i i i i
S nR R R R= ⊗ ⊗ ⊗  

 

For membership function, α - cut of  i
jR  is 

( ], ,     0,1 , 1, 2,..., .i L R
j j jR r r j nα α α α⎡ ⎤= ∀ ∈ =⎣ ⎦  

 

1
iR  2

iR  i
nR  
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For non-membership function, β - cut of  i
jR  is 

[ ), ,     0,1 , 1, 2,..., .i L R
j j jR r r j nβ β β β⎡ ⎤= ∀ ∈ =⎣ ⎦  

 

Then based on previous discussion,  

For membership function, α - cut of  i
SR  is 

1 2

1 1 2 2

1 2 1 2

...

, , ... , (7)

... , ...

i i i i
S n

L R L R L R
n n

L L L R R R
n n

R R R R

r r r r r r

r r r r r r

α α α α

α α α α α α

α α α α α α

= ⊗ ⊗ ⊗

⎡ ⎤ ⎡ ⎤ ⎡ ⎤= ⊗ ⊗ ⊗⎣ ⎦ ⎣ ⎦ ⎣ ⎦
⎡ ⎤= ⎣ ⎦

 

For non-membership function, β - cut of  i
SR  is 

1 2

1 1 2 2

1 2 1 2

...

, , ... , (8)

... , ...

i i i i
S n

L R L R L R
n n

L L L R R R
n n

R R R R

r r r r r r

r r r r r r

β β β β

β β β β β β

β β β β β β

= ⊗ ⊗ ⊗

⎡ ⎤ ⎡ ⎤ ⎡ ⎤= ⊗ ⊗ ⊗⎣ ⎦ ⎣ ⎦ ⎣ ⎦
⎡ ⎤= ⎣ ⎦  

Thus system reliability i
SR  is an IFN with membership function i

SR
μ  and non-

membership function i
SR

ν  which are defined as follows 

1 2 1 2... , ... (9)i
S

i L L L R R R
S n nR

R r r r r r rα α α α α α α
α α

μ α α ⎡ ⎤= = ⎣ ⎦∑ ∑
 

1 2 1 2... , ... (10)i
S

i L L L R R R
S n nR

R r r r r r rβ β β β β β β
β β

ν β β ⎡ ⎤= = ⎣ ⎦∑ ∑
 

Consider a parallel system having ‘n’ components shown in Fig. 2, where the re-

liability of jth component is represented by IFN , 1,2,..., .i
jR j n=  and assuming 

that reliabilities of the components may be represented by different types of IFNs. 

Then the reliability i
PR of the parallel system can be evaluated as follows: 

 
 
 

 
 
 
        
 
 
 
 

Fig. 2. Parallel system 

2
iR  

i
nR  

1
iR  
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Reliability of parallel system is 

1i
PR = Ө (

1

1
n

j=
∏ Ө ) (11)i

jR  

Then based on previous discussion,  

For membership function, α - cut of  i
PR  is 

1i
PR α = Ө (

1

1
n

j=
∏ Ө ) (12)i

jR α  

For non-membership function, β - cut of  i
PR  is 

1i
PR β = Ө (

1

1
n

j=
∏ Ө ) (13)i

jR β  

Thus, system reliability i
PR  is an IFN with membership function i

PR
μ  and non-

membership function i
PR

ν  which are defined as follows 

, (14)i i
P P

i i
P PR R

R Rα β
α β

μ α ν β= =∑ ∑  

5   Numerical Example 

Consider the system shown in Fig. 3, where the reliability of the components P1, 

P2, P3, and P4 are represented by different type IFNs 1
iR ,  2

iR , 3
iR and 4

iR respec-

tively. Assumed values of 1
iR , 2

iR , 3
iR and 4

iR are presented in Table 1. 

 
 
 

 
 

 
 
 

Fig. 3. Series- parallel system
 

Based on the previous discussions, the reliability R of the system can be 
represented by 
 

R= 1 1 R1 (1 R2) 1 1 R3 1 R4  
= R1 R2 R1 R2 R3 R4 R3 R4  

 

   P1   P3

   P2  P4

Input Output 
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For membership function, α - cut of  iR  is 
 = R α R α R α R α R α R α R α R α                  (15) 

 

For non-membership function, β - cut of  iR  is 
 = R β R β R β R β R β R β R β R β                     (16) 

Table 1. 

Reliability i
jR  of thj  component of                            Type of intuitionistic fuzzy number      

( )1 0.04,0.05,0.06;0.03,0.05,0.08iR =
                       

Triangular  intuitionistic  fuzzy number 

                                                                                    [12]                         

( )2 0.03,0.04,0.05,0.07;0.02,0.04,0.05,0.08iR =
      

Trapezoidal intuitionistic fuzzy number 

                                                                                    [15]
  

( )3 0.04,0.07,0.09,0.12;0.03,0.05,0.1,0.15iR =
         

Trapezoidal intuitionistic fuzzy num-

ber   
                                                                                    [13]

 
( )4 0.03,0.05,0.07,;0.02,0.05,0.09iR =

                      
Triangular  intuitionistic fuzzy  num-

ber 
                                                                                    [12] 

 
Firstly, α − cuts and β − cuts of IFNs 1 ,iR 2 ,iR 3

iR and 4
iR  are computed as listed 

in Table 2 and Table 3 respectively, where , [0,1].α β ∈  Then based on Tables (2 

and 3) and formulas (15 and 16), α − cuts and β − cuts of iR are computed for 

different values of andα β  as  shown in Table 4. 

Table 2. For membership, α − cuts of 1 ,iR 2 ,iR 3
iR and 4

iR    

  α             1
iR α                          2

iR α 3
iR α 4

iR α  

  0              [0.04, 0.06]            [0.03, 0.07]            [0.04, 0.12]            [0.03, 0.07] 
0.1             [0.041, 0.059]        [0.031, 0.068]        [0.043, 0.117]        [0.032, 0.068] 
0.2             [0.042, 0.058]        [0.032, 0.066]        [0.046, 0.114]        [0.034, 0.066] 
0.3             [0.043, 0.057]        [0.033, 0.064]        [0.049, 0.111]        [0.036, 0.064]   
0.4             [0.044, 0.056]        [0.034, 0.062]        [0.052, 0.108]        [0.038, 0.062] 
0.5             [0.045, 0.055]        [0.035, 0.060]        [0.055, 0.105]        [0.040, 0.060] 
0.6             [0.046, 0.054]        [0.036, 0.058]        [0.058, 0.102]        [0.042, 0.058] 
0.7             [0.047, 0.053]        [0.037, 0.056]        [0.061, 0.099]        [0.044, 0.056] 
0.8             [0.048, 0.052]        [0.038, 0.054]        [0.064, 0.096]        [0.046, 0.054] 
0.9             [0.049, 0.051]        [0.039, 0.052]        [0.067, 0.093]        [0.048, 0.052] 
1                [0.05, 0.05]            [0.04, 0.05]            [0.07, 0.09]            [0.05, 0.05] 
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Table 3. For non-membership, β − cuts of 
1 ,iR 2 ,iR 3

iR and 
4
iR  

β                 1
iR β                         2

iR β                      3
iR β 4

iR β  

0                 [0.05, 0.05]            [0.04, 0.05]            [0.05, 0.1]              [0.05, 0.05] 
0.1              [0.048, 0.053]        [0.038, 0.053]        [0.048, 0.105]        [0.047, 0.054] 
0.2              [0.046, 0.056]        [0.036, 0.056]        [0.046, 0.110]        [0.044, 0.058] 
0.3              [0.044, 0.059]        [0.034, 0.059]        [0.044, 0.115]        [0.041, 0.062] 
0.4              [0.042, 0.062]        [0.032, 0.062]        [0.042, 0.12]          [0.038, 0.066] 
0.5              [0.04, 0.065]          [0.03, 0.065]          [0.04, 0.125]          [0.035, 0.07] 
0.6              [0.038, 0.068]        [0.028, 0.068]        [0.038, 0.13]          [0.032, 0.074] 
0.7              [0.036, 0.071]        [0.026, 0.071]        [0.036, 0.135]        [0.029, 0.078] 
0.8              [0.034, 0.074]        [0.024, 0.074]        [0.034, 0.14]          [0.026, 0.082] 
0.9              [0.032, 0.077]        [0.022, 0.077]        [0.032, 0.145]        [0.023, 0.086] 
1                 [0.03, 0.08]            [0.02, 0.08]            [0.03, 0.15]             [0.02, 0.09]           

Table 4. α − cuts and β − cuts of ( )iR t  

,α β                         ( )iR tα                                    ( )iR tβ                    
  0                   [0.004053, 0.024317]        [0.008313, 0.014455]      
0.1                  [0.004558, 0.023087]        [0.007431, 0.016329] 
0.2                  [0.005086, 0.021886]        [0.006595, 0.018314] 
0.3                  [0.005636, 0.020716]        [0.005803, 0.020411]   
0.4                  [0.006208, 0.019575]        [0.005057, 0.022618] 
0.5                  [0.006803, 0.018466]        [0.004358, 0.024936] 
0.6                  [0.007420, 0.017386]        [0.003706, 0.027363] 
0.7                  [0.008059, 0.016338]        [0.003103, 0.029899] 
0.8                  [0.008720, 0.015320]        [0.002548, 0.032545] 
0.9                  [0.009402, 0.014333]        [0.002044, 0.035299] 
1                     [0.010106, 0.013377]        [0.001591, 0.038160]      

 

 

Fig. 4. Membership function and non-membership function of system reliability 
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Finally, based on the formula (5) and using results shown in Table 4, member-
ship function and non-membership function of the fuzzy system reliability can be 
obtained as shown in Fig. 4. 

5   Conclusion 

This paper addressesa new approach for fuzzy system reliability analysis based on 
arithmetic operations of intuitionistic fuzzy numbers using α − cuts and β − cuts, 

where the reliabilities of the components of a system are represented by different 
types of intuitionistic fuzzy numbers. The proposed method allows the reliabilities 
of the components of a system to have different types of intuitionistic fuzzy num-
bers, so it is more flexible than the ones presented in [12, 13]. Furthermore, be-
cause the proposed method uses the simple arithmetic operations of intuitionistic 
fuzzy numbers based on α-cuts and β-cuts rather than the complicated nonlinear 
programming techniques mentioned in [17], it is simpler in calculating fuzzy sys-
tem reliability than the one presented in that paper. Moreover, our study generaliz-
es the various works [7, 8, 12-13, 17, 18] of the literature. One can also use the 
proposed approach to analyze the fuzzy reliability of parallel-system. 
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Abstract. Cognitive Radio (CR) is an intelligent Software Defined Radio
(SDR) that can alter its transmission parameters according to predefined
objectives by sensing the dynamic wireless environment. In this paper, we
propose a method to determine the necessary transmission parameters for
a multicarrier system based on multiple scenarios using a multi-objective
evolutionary algorithm like Non-dominated Sorting based Genetic Algorithm
(NSGA-II). Each scenario is represented by a fitness function and represented
as a composite function of one or more radio parameters. We model the CR
parameter adaptation problem as an unconstrained multi-objective optimiza-
tion problem and then propose an algorithm to optimize the CR transmission
parameters based on NSGA-II. We compute the fitness score by considering
multiple scenarios at a time and then evolving the solution until optimal value
is reached. The final results are represented as a set of optimal solutions re-
ferred as pareto-front for the given scenarios. We performed multi-objective
optimization considering two objectives and the best individual fitness values
which are obtained after final iteration are reported here as the pareto-front.

1 Introduction

Ideally a Cognitive Radio (CR) possesses the capability of sensing, perceiv-
ing, decision making, planning, and learning[1] in a wireless environment.
Thus CR can alter its transmission parameters to ensure optimal usage of
currently available resources, and achieve required Quality of Service (QoS).
It alleviates spectrum scarcity problem[2][4] identified by Federal Corporation
of Communication (FCC). The cognitive radio must sense the environment
periodically and appropriately alter the transmission parameters according
to objectives and requirements of the user. This learning characteristic of CR
makes it intelligent that adapts itself in dynamic situations.

Though CR has a main goal to improve spectrum utilization efficiency[3], it
can also have other goals to achieve; like Bit Error Rate (BER) minimization,

K.Deep et al. (Eds.): Proceedings of the International Conference on SocProS 2011, AISC130, pp. 737–748.
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transmit power minimization, interference minimization, throughput maxi-
mization, and spectral efficiency maximization. Therefore, the transmission
parameters have to be optimized according to the specified objectives of a
user. The tunable transmission parameters of CR are transmission power (P ),
Modulation Type, Modulation Index (m), Symbol Rate (Rs), Bandwidth (B),
Frame Length (L), Time Division Duplex (TDD) in percentage, and Coding
Rate (Rc) etc. Many research works have been done on spectrum sensing, al-
location as well as parameter adaptation of CR. Dynamic power adjustment
schemes have been proposed in [7][8] for wireless systems. For attaining high
throughput, adaptive modulation scheme is proposed in [10][11][12]. A set of
single carrier and multicarrier fitness functions have been derived and GA is
used to search the optimal set of transmission parameters in [5]. Adaptive
transmission in the context of cognitive radio networks is addressed in [17]
where GA is used to optimize the CR parameters by considering several QoS
and channel coding schemes. A Binary Ant Colony Optimization (BACO)
algorithm is used to solve the problem by formulating it into single objective
function [13]. Particle Swarm Optimization (PSO) is also being used in [14]
to determine the CR parameters for a given set of objectives. It was observed
that PSO outperforms GA in terms of convergence speed and consistency.
A multi-objective hybrid genetic algorithm (HGA) is used to determine the
optimal set of radio transmission parameters for a single carrier CR engine
in [9].

All the above works have attempted to solve the parameter adaptation
problem in CR by formulating it into single objective functions using weighted
sum approach. If a multi-objective optimization problem is solved by weight
vector aggregate sum approach the result will find a single value for each
parameter and thus the behavior of solution space cannot be deduced with
respect to multiple objective functions. For the real-time scenario, the per-
formance of CR system depends on the choice of weights to specific objective
functions which is hard and scenario dependent.

A Non-dominated Neighbor Distribution multi-objective genetic algorithm
(NNDA) is proposed in [15] which ensures superior individuals are always
selected to next generation. The same problem is solved by using multi-
objective immune genetic algorithm (MIGA) based on non-dominated sort
in [16] and a comparative study with NSGA-II[18] is performed. These works
considered two scenarios only; minimization of power and maximization of
bit rate. The fitness functions representing two scenarios do not consider
parameters like modulation index (m), bandwidth (B), coding rate (Rc)
and symbol rate (Rs) which play significant role in achieving QoS. Addi-
tionally, there can be more scenarios that must be considered for finding
all reconfigurable CR parameters. In our work, we focused to perform a si-
multaneous optimization of more than one conflicting objectives at a time
using Non-dominated Sorting-based Genetic Algorithm (NSGA-II) instead
of weighted sum approach. This helps to find a set of optimal solutions from
the large range of solution space defined in terms of pareto optimal set.
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For experimentation, we have performed multi-objective optimization by tak-
ing two objectives at a time and best individual fitness values which are
obtained after final iteration are reported here as the pareto-front.

The rest of the paper is organized as follows. Different radio parameters
along with single and multicarrier objective functions are described in section
2. In section 3, the multi-objective approach to the parameter adaptation
problem is briefly discussed. The experimental setup for CR adaptation, its
analysis and results are reported in section 4. Finally, conclusions are drawn
in section 5.

2 Problem Definition and Cognitive Radio Objectives

Assuming a multicarrier dynamic wireless environment with Nc subcarriers,
the basic characteristic of CR is to sense the environmental parameters, and
it learns itself to adjust the value of transmission parameters to achieve the
predefined quality of service (QoS). In CR system, the environmental pa-
rameters act as input to the problem and the transmission parameters act
as decision variables. Hence the problem can be defined as to find the set of
transmission parameters by modeling the scenarios as multi-objective func-
tions. The proposed algorithm is based on NSGA-II to solve the formulated
multi-objective function to obtain the required solutions. The below subsec-
tion briefs about the radio parameters involved in CR engine [5].

2.1 Radio Parameters

Radio parameters of CR are categorized into environmental parameters and
transmission parameters. The former gives knowledge of environmental char-
acteristics of multicarrier wireless environment which are used as inputs to
the CR system, where different environmental parameters[6] include path
loss, noise power, signal-to-noise ratio (SNR) in decibel, spectrum informa-
tion etc.

Transmission parameters are the tunable parameters of CR system. The
CR tunes its transmission knobs to corresponding values from the optimal
parameter set. The transmission parameters [6] are listed as: transmit power
(P ), type of modulation (mod type) scheme used for the communication,
modulation index (m), bandwidth (B), channel coding rate (Rc), size of
transmission frame in byte (L), time division duplex in percentage (TDD),
and symbol rate (Rs). Modulation Index (m) is defined as the total number
of symbols in a modulation scheme and TDD represent the percentage of
transmit time.

2.2 Objective Functions

The objective functions guide the CR towards finding a set of optimal solu-
tions. Based on the type of scenario and QoS demand, the CR autonomously
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chooses a parameter set from the pareto-front to work on. In this work five
objective functions: Bit-Error-Rate minimization, system throughput maxi-
mization, power consumption minimization, spectral interference minimiza-
tion, and spectral efficiency maximization are considered [6]. In the next
subsections, we describe the objective functions in detail.

Minimizing Bit-Error-Rate (BER): The ideal goal of communication
system is to maintain received power same as transmit power or in other
words to minimize the bit error rate in the communication process. Gener-
ally bit error rate depends on several parameters like transmit power (P ),
modulation type, modulation index (m), bandwidth (B), symbol rate (Rs)
and noise power (N). Mathematically, the normalized objective function for
minimizing BER [6] is defined as

fmin ber = 1− log10(0.5)

log10P̄be
(1)

Where P̄be is the mean BER probability for Nc subcarriers. The probability
of bit error rate (Pbe) [19] which is dependent on type of modulation scheme
and modulation index (m), can be computed as
In case of BPSK modulation,

Pbe = Q(
√
γ) (2)

For m-ary PSK modulation,

Pbe =
2

log2(m)
Q(

√
2 ∗ log2(m) ∗ γ ∗ sin π

m
) (3)

For m-ary QAM modulation,

Pbe =
4

log2(m)
(1− 1√

m
)Q(

√
3 ∗ log2(m)

m− 1
∗ γ) (4)

Where Q(x) represents the Q-function in terms of error function. The energy
per bit (γ) is expressed as

γ =
Eb

N0
= 10log10

[
P

N

]
+ 10log10

[
B

Rs ∗m
]
(dB) (5)

Maximizing Throughput: By definition, throughput is defined as the
amount of correct information received at the receiver. Maximizing through-
put is a common aim in the multimedia environment. Determining the the-
oretical throughput depends on the parameters such as bandwidth (B) in
use, coding rate (Rc), modulation index (m), frame size (L), probability of
BER (Pbe)and percentage of transmit time (TDD). The normalized objective
function for maximizing throughput [6] for Nc subcarriers is defined as
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fmax tp =

∑Nc

i=1
Li

Li+O+H ∗ (1 − Pbei)
Li+O ∗Rci ∗ TDDi

Nc
(6)

Where, O is physical layer overhead and H is MAC and IP layer overhead.
Subscript i refers to ith subcarrier of the multicarrier system.

Minimizing Power Consumption: Energy is the most important factor
which must be spent optimally for the communication process. Hence min-
imum power should be consumed for all the tasks while communicating or
computing. The parameters contribute to the fitness for power minimization
are bandwidth (B), modulation type, coding rate (Rc), time division du-
plexing (TDD), symbol rate (Rs) and transmit power (P ). The normalized
objective function for minimizing power [6] is expressed as

fmin power = 1−
[
α ∗

∑Nc

i=1(Pmax +Bmax)− (Pi +Bi)

Nc ∗ (Pmax +Bmax)

+β ∗
∑Nc

i=1 log2(mmax)− log2(mi)

Nc ∗ log2(mmax)
+ λ ∗

∑Nc

i=1 Rsmax −Rsi

Nc ∗Rsmax

]
(7)

Where, α, β, and λ represents weighting factors of the objective function.
Subscript i refers to ith subcarrier of the multicarrier system.

Minimizing Spectral Interference: Interference is caused due to simulta-
neous transmissions by multiple users in the same spectrum band. So it affects
throughput as well as bit error rate of the communication system. To achieve
high throughput with less error rate, minimization of spectral interference is
necessary. Transmission parameters such as transmit power (P ), bandwidth
(B) and time division duplexing (TDD) are used to determine the approxi-
mate amount of spectral interference fitness value. The normalized objective
function for minimizing interference [6] is represented as:

fmin si = 1−
∑Nc

i=1((Pi ∗Bi ∗ TDDi)− (Pmin ∗Bmin ∗ 1))
Nc ∗ (Pmax ∗Bmax ∗ 100) (8)

Maximizing Spectral Efficiency: Spectral efficiency can be defined as the
amount of information that can be transmitted over a given bandwidth. The
symbol rate (Rs) and modulation index (m) are used to determine the total
amount of information being transmitted. To maximize the spectral efficiency,
high amount of information is needed in small bandwidth. The normalized
objective for maximizing spectral efficiency [6] is expressed as

fmax se =

∑Nc

i=1
mi∗Rsi

∗Bmin

Bi∗mmax∗Rsmax

Nc
(9)

In the above expressions, parameter with subscript max and min represent
the maximum and minimum value of that parameter respectively defined in
table 1.
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Algorithm 1. CR PARAMETER ADAPTATION

Input: Environmental sensing information
Output: Set of optimal transmission parameters

Define all the objective functions and search range for the radio parameters
for all distinct combinations of two objective functions do

Extract the environment parameters from sensed information of wireless envi-
ronment.
Initialize the population P (Transmission Parameters) with uniform random
numbers in a given search range.
while Stopping criteria is not met or Required accuracy is not reached do

Find out the optimal solution set by performing multi-objective optimization
using NSGA-II.

end while
Plot the obtained optimal solution as pareto-front and record the transmission
parameter values for CR adaptation.

end for

3 Multi-objective Approach for Parameter Adaptation

In general, a multi-objective optimization problem is to determine the op-
timal value of a set of solutions (−→x ) while optimizing a set of k conflicting
objectives simultaneously. Mathematically, the multi-objective unconstrained
optimization problem is defined as

Find −→x = (x1, x2, x3, · · · , xD)

that optimizes 〈f1(−→x ), f2(
−→x ), · · · , fk(−→x )〉

with li ≤ xi ≤ ui, i = 1, 2, · · · , D

In the above formulation, −→x is the decision variable with X as parameter
space and −→y is the set of objectives with Y as objective space; k is the
number of objectives, D is the number of decision variables in the problem.
li and ui defines the lower and upper bounds of defining xi, the search space
of D-distinct radio parameters. The CR adaptation problem can be modeled
as a multi-objective optimization problem which is defined in following

Find −→x = 〈P,mod type,m,B,Rc, L, TDD,Rs〉
that minimizes,〈
fmin ber(

−→x ), f ′
min tp(

−→x ), fmin power(
−→x ), fmin si(

−→x ), f ′
min se(

−→x )
〉

where f ′
min tp(

−→x ) = −fmax tp(
−→x )

and f ′
min se(

−→x ) = −fmax se(
−→x )

The proposed algorithm 1 finds out the optimal transmission parameters and
pareto optimal front, considering two objectives at a time. Initially, all the
objective functions have to be defined which return the fitness score based on
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a single parameter set and the feasible search range must be specified. For all
distinct combinations of two objective functions, we compute the fitness score
for population size P and performed NSGA-II that evolves the solution until
optimal value is reached. The final results obtained are referred as pareto-
front for the two scenarios taken.

4 Simulation Setup and Results

We simulated the above mentioned multi-objective problem using Non-
dominated Sorting based Genetic Algorithm (NSGA-II) in Matlab. We tried
to address the problem by taking two conflicting objectives at a time and per-
form the optimization by assuming 16 subcarriers in the CR network. The
parameter list with their labels and range of values are shown in the table 1. A
population size of 100 and iterations of 1500 is considered during simulation.
To obtain an optimal front, both objective functions need to be conflicting
with each other, that means there should be some common parameters that
guide both fitness functions towards optimality. As all the fitness functions
are not linear, the nature of front can be nonlinear as well as discrete. We
have taken all possible distinct combinations by taking two objectives at a
time. The best individual fitness values which are obtained after final iter-
ation are reported as the pareto set best described using pareto-front as in
figures 1–3.

Table 1. Transmission Parameters with their Ranges

Parameter(x) xmin xmax

Transmit Power (P ) 1 dBm 18 dBm
Modulation Index (m) 2 128
Bandwidth (B) 2 MHz 32 MHz
Coding Rate (Rc) 1/2 3/4
Frame Length (L) 94 Bytes 1504 bytes
Time Division Duplex (TDD) 1% 100%
Symbol Rate (Rs) 125 Ksps 1 Msps
Noise Power (N) -30 dBm -5 dBm

The pareto optimal fronts obtained by taking BER minimization fitness
and one from all other fitness functions is shown in figure 1. In the figure 1(a)
represents the pareto-front between fitness for minimizing BER and maximiz-
ing throughput. The probability of BER (Pbe) is a common parameter in Eq.
1 and 6 . It can be inferred from the equations that if Pber increases then
fmin ber and f ′

min tp increases. Hence fmin ber and fmax tp exhibit an inverse
relationship which is depicted in the figure 1(a). In figure 1(b) the typical
nature of minimization of BER and power fitness is depicted. In practice,
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Fig. 1. Pareto-front obtained with respect to fitness for BER minimization

if transmit power (P ) decreases, then probability of BER increases. Hence the
fmin ber in Eq. 1 increases where as the fmin power in Eq. 7 decreases. Figure
1(c) shows optimal pareto-front between fitness for BER minimization (Eq.
1) and fitness for interference minimization (Eq. 8). In both fitness functions,
power (P ), symbol rate (Rs), modulation index (m) and bandwidth (B) are
the common parameters which affect bit error rate and interference fitness.
The fmin si decreases with increase in fmin ber. The optimal pareto-front for
fitness of BER minimization (Eq. 1) and spectral efficiency maximization
(Eq. 9) is shown in figure 1(d). As f ′

min si depends on modulation index (m),
symbol rate (Rs) and bandwidth (B), so Pbe is the common factor for fmin ber

and f ′
min se. Thus, both fitness functions are inversely related to each other

due to the parameter Pbe.
The pareto optimal fronts obtained by taking fitness for interference min-

imization and one from all other fitness functions without any repetition, is
shown in figure 2.The pareto-front between minimizing power fitness (Eq. 7)
and maximizing throughput fitness (Eq. 6) is shown in figure 2(a). The nature
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Fig. 2. Pareto-front obtained with respect to fitness for power minimization

of the plot shows through fmax tp is decreasing with increase in fmin power.
Then we have plotted the front between fitness for power minimization (Eq.
7) and fitness for interference minimization (Eq. 8) in figure 2(b). The com-
mon parameters between these two functions are power (P ), bandwidth (B).
If values of both parameters increase, then fmin si decreases and fmin power

increases. The front is likely to be linear as both functions are linear. In figure
2(c), we have plotted the front between fitness of power minimization (Eq. 7)
and fitness for spectral efficiency maximization (Eq. 9). In this case symbol
rate (Rs), modulation index (m) and bandwidth (B) play important role to
find out the pareto-front.

The pareto optimal fronts obtained by taking fitness for throughput max-
imization and one from all other fitness functions without any repetition is
shown in figure 3. Figure 3(a) represents the optimal front between fitness
of interference minimization (Eq. 8) and fitness for throughput maximization
(Eq. 6). With decrease in power value, fmin si and probability of bit error rate
(Pbe) increases. f ′

min tp value decreases with decrease in Pbe. This indicates
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Fig. 3. Pareto-front obtained with respect to fitness for throughput maximization
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Fig. 4. Pareto-front obtained with respect to fitness for interference minimization

the inverse relationship between the two functions. Figure 3(b) represents
the front by taking fitness for throughput maximization (Eq. 6) and spectral
efficiency maximization (Eq. 9). As Pbe and energy per bit (γ) depends on m,
B, and Rs; so fmax se and fmax tp are dependent on these parameters. With
increase in fmax tp, Pbe decreases and γ increases keeping other parameters
constant. Thus the value of fmax se decreases with increase in fmax tp which
is depicted in figure 3(b).

At last, in figure 4(a), we have plotted the front between fitness for maxi-
mizing spectral efficiency (Eq. 9) and minimizing interference fitness (Eq. 8).
As fmin si value increases with decrease in transmission power (P ), it results
decrease in γ value. Hence f ′

min se gradual decreases with increase in fmin si.
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5 Conclusions and Future Work

In this work, we modeled the Cognitive Radio parameter adaptation in dy-
namic spectrum allocation as a multi-objective optimization problem. NSGA-
II algorithm is used to solve the problem. The different solution set obtained
from the pareto-front can be used in the decision model for parameter tuning.
To the best of our knowledge this is the first attempt to approach the deci-
sion model as a multi-objective optimization problem. The set of solutions
obtained through the multi-objective solution approach helps us to get an
insight to the problem and to obtain a set of solutions. This probably helps
the cognitive radio engine to take the best decision based on requirement,
availability and trade-off. In this phase of work, we tried to find optimal
pareto-front by considering only two scenarios. But in practice, there can
be more constraints in real field. For example, some user may want a high
throughput and error-free communication with minimum power consump-
tion. Hence for this case, we should consider more than two objectives and
optimize them to find optimal solution set. The resulting solution set will
help to analyze the nature and behavior of the solution space.
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Abstract. In this paper, we study the problem of deploying relay nodes to provide 
desired fault tolerance through multi-path connectivity (k-connectivity) between 
all sensor nodes in wireless sensor network. Fault-tolerant relay node placement 
problem in multi-hop wireless sensor networks, specifically given a disconnected 
wireless network, few additional nodes is to be deployed so that the augmented 
network will have higher degree of connectivity for fault tolerance. We propose an 
algorithm based on evolutionary scheme that places optimum number of energy 
constrains relay nodes to achieve desired connectivity between homogeneous 
wireless sensor nodes in which the communication range of each sensor node is 
same. In this work, simulation results of two algorithms are compared for number 
of relay nodes required to obtain desired k-connectivity and the average value 
degree of nodes in resulting network. 

Keywords: Wireless sensor networks, relay nodes, k-connectivity, fault tolerance, 
particle swarm optimization. 

1   Introduction 

Wireless Sensor Networks that consist of a large number of small low cost sensor 
nodes capable of wireless communication have been widely studied for their 
applications in many areas like environmental monitoring, field survey, target 
tracking, disaster relief and so on. Sensor nodes are small in dimensions, usually 
powered by low-power batteries.  

In real applications, unpredictable events such as energy depletion and harsh 
environmental factors may cause these wireless devices to fail, partitioning the 
network, and disrupting normal network functions. Therefore, fault tolerance is a 
critical issue in wireless sensor networks. Usually fault tolerance is achieve by 
deploying a small number of additional relay nodes in wireless sensor network 
which provide k vertex-disjoint paths between every pair of node so that the 
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network can survive the failure of fewer than k nodes. This problem is addressed 
in in the literature [1], [2], [3], [4], [13] as relay node placement. 

Since deploying relay nodes can both preserve network connectivity and 
prolong network lifetime, extensive researches have been focused on it recently. 
Wireless sensor network including relay nodes is assumed to be single-tiered 
network and treated the relay node placement problem by deploying a minimum 
number of relay nodes while making the network connected. In such a way, sensor 
nodes still need to route data, so the routing load unbalance among sensor nodes is 
be resolved. Hao et al. [5] took into account the failure of relay nodes, and 
explored the 2-connected relay node double cover (2CRNDC) problem 
correspondingly. They tried to deploy a minimum number of relay nodes so that, 
every sensor node can directly communicate with at least two relay nodes and the 
backbone network consisting only of relay nodes that has 2-connectivity. 

To provide fault-tolerance and capacity guarantees by establishing k-
connectivity in the network for desired value of k. Approximation and greedy 
algorithms based on the minimum k-CONNECTEDSUBGRAPH were proposed 
to achieve full k-connectivity.[8]Hisham M. Almasaeid et.al proposed a hybrid 
algorithm which considers the communication ranges by exploiting intersection 
regions needed to repair k-connectivity to reduce the number of additional nodes 
in a wireless sensor network. In [7] Juhua Pu and et. al. explored how to add as 
few as possible nodes (called Steiner nodes) to a sensor network such that the 
resulting network is k-connected (Full k-conneced) or partially k-connected. K-
connectivity means that each pair of the nodes, whether Steiner or original, is 
connected by at least k node-disjoint paths, while partial k-connectivity only 
requires such connectivity among original nodes only. S. Misra and et al. [9] have 
studied a constrained version in which relay nodes can only be placed at a set of 
candidate locations in a heterogeneous and hybrid network that consists of three 
types of nodes: sensors, relays, and base stations. The objective was to guarantee 
k-connectivity to a base station with the least number of relays. Partial and full k-
connectivity in heterogeneous wireless sensor networks was studied in [1], where 
sensor nodes possess different transmission radii. For a more detailed and 
comprehensive report on the current state of research on the minimum relay node 
placement problem we refer the reader to the survey in [10]. 

Aziz et al in [14] has proposed off-line PSO-Voronoi algorithm to minimize the 
area of coverage holes. The algorithm is for the region-of-interest (ROI) covered 
by a sensor, then the total coverage. Another application of PSO in stationary node 
deployment is explained by Hu et al.in [15], in which the author proposed 
centralized PSO-Traffic algorithm for topological planning in traffic surveillance 
application. PSO-Traffic is a binary PSO, which is used to minimize a multi-
objective fitness parameter. This algorithm improves network performance with 
saving a system cost by symmetric distribution of high power transmitters.  

In this paper, we proposed PSO based algorithm for the minimum relay node 
placement problem in wireless sensor network. We discuss two algorithms. In the 
first algorithm, concept of steinerization of edges between two degree deficient 
nodes is used. Result of this algorithm is compared with proposed PSO based 
algorithm. 
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2    Network Model and Problem Specification 

We consider stationary symmetric homogeneous multi-hop wireless sensor 
networks with given a set of sensor nodes that are randomly distributed in a 
region. In a static network, the devices are stationary. Homogeneous means all the 
sensors possess the same communication and computing capability with equal 
initial energy levels. We make the further assumptions that our network is 
symmetric and that all communication links are bidirectional. 

In this paper we suppose that the network is multi-hop, meaning that the mobile 
devices cooperate to route each others' messages. Thus we are interested in multi-
node communication paths between the source and destination of a message. In 
anticipation of node failures resulting e.g. from power failure or power depletion 
of a sensor node, we are also interested in finding multiple disjoint communication 
paths between any sensor to sink. 

In order to gather data packets from sensor nodes to the sink, we need to place 
some relay nodes to forward the data packets, such that there is a connecting path 
consisting of relay and/or sensor nodes so each hop of the path is no longer than 
the transmission range of the sensor nodes and the relay nodes. We assume that all 
sensor nodes and all relay nodes have the same communication radius.  

In this work we assume that the network be given as set of vertices V. We place 
the relay nodes in the network so that the desired level of connectivity between 
terminal nodes is achieved. The problem can be to find the minimum number of 
relay nodes needed (and their locations) such that the network (including sensor 
nodes and relay nodes) is connected and set of nodes V’ is k-edge (vertex) 
connected in the resulting graph G’. 

3   Particle Swarm Optimization 

Particle Swarm Optimization (PSO) is a biologically inspired computational 
search and optimization method developed in 1995 by Eberhart and Kennedy [11]. 
This is global gradient-less stochastic evolutionary computation technique which 
is based on social behavior and movement dynamics of swarm. Each individual in 
the swarm is referred to as a particle or agent. All the particles in the swarm fly 
through N-dimensional space  and act individually under the same governing 
principle: accelerate toward the best personal location - personal best( pbest)  and 
their neighborhood's best location - global best (gbest)while constantly checking 
the value of its current location. Position of the particle is influenced by velocity 
.All of particles have fitness values which are evaluated by the fitness function to 
be optimized, and have velocities which direct the flying of the particles.  

In the beginning PSO is initialized with a group of random particles (solutions). 
In PSO space particle can be expressed by N dimensional vector, its position and 
velocity is expressed as Xi = (xi1, xi2 , …. , xiN ), Vi = (vi1,vi2,. .. , viN)  respectively 
and each ith particle  maintain a current position, Xi, current velocity Vi and 
personal best position pbest. The first gbest is selected from among these initial 
positions. The fitness function calculates fitness value using the coordinates of the 



752 D.R. Dandekar and P.R. Deshmukh
 

 

particle in solution space and returns this value to be assigned to the current 
location. If that value is greater than the value at the respective pbest for that 
particle, or the global gbest, then the appropriate locations are replaced with the 
current location. The velocity of the particle is changed according to the relative 
locations of pbest and gbest. It is accelerated in the directions of these locations of 
greatest fitness according to the following equation: 

 

 v[ ] = v[ ] + c1* rand() * (pbest[ ] - present[ ])+c2 * rand() * (gbest[ ] - present[ ])     (1) 
 

v[] is the particle velocity 
rand() is a random number between (0,1). 
c1, c2 are learning factors.  
 

Once the velocity has been determined it is simple to move the particle to its next 
location. The velocity is applied for a given time-step and new coordinate is 
computed for each of the dimensions according the following equation: 

 

          present[ ] = present[ ] + v[ ]                                             (2) 
 

The particle is then moved to the location calculated by (2). For each particle in 
the swarm, the process is repeated and this way the particles move for discrete 
time intervals before being evaluated. At every time step the positions of all the 
particles are evaluated, and corrections are made to the positions of pbest, and 
gbest before letting the particles fly around for another step. Repetition of this 
cycle is continued until the fixed number of iterations kmax is reached.  

4   Fault Tolerant Relay Placement Algorithms 

In this Section, we briefly describe the two algorithms Steiner_K-Connect and 
PSO_K-Connect for the minimum relay nodes placement problem for desired k-
connectivity in the wireless sensor network for fault tolerance. 

4.1   Steiner_K-Connect Algorithm 

The objective of algorithm is to deploy a minimum number of relay nodes to form 
minimum k-vertex connected network such that in the resulting network, there 
exist minimum k vertex-disjoint paths from any target node to any other target 
node or relay nodes previously deployed. In brief, given a set of target nodes V, 
for degree deficient target nodes u and v, algorithm  create a path between u and v, 
placing as few relay nodes as possible, while ignoring all the other target nodes 
and any previously deployed relay nodes. To facilitate creating such paths the 
algorithm first computes weight W(u,v), such that W(u,v) = 0 if transmission range 
of u, T(u) = T(v)= d(u,v) and W(u,v)= ceil( d(u,v)/ T(u)) and then  sort weight 
vector in ascending order for all target nodes in V, then we calculate degree of a 
node as it equal to number of zeros in weight vector. If degree of u and v found 
less than minimum degree specified then for the first W(u,v) > 1 which is 
minimum in sorted result, place one relay node  on the straight line between u and 
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v such that d(u,v)=T(u) and then, evenly place W(u,v) – 1 relay nodes along the 
straight line between u and v. In this way, create a path from u to v. This 
procedure described in algorithm 1, is near similar to steinerization of edges 
described in One-Way one-way partial fault-tolerant relay node placement 
algorithm for Minimum k-Vertex Connected Spanning Graph [1]. Iteratively 
increase the degree of each node in V to form defined minimum k-vertex 
connected network. 

 

                   W(u,v) ={                                                                                      (3) 

 
 
Algorithm 1:   Steiner_K-Connect 
 
1: INPUT: Integer k and a set of sensor nodes V. 
2: OUTPUT: A set of relay nodes R. 
3: R  ←φ  (empty set); 

4: d(u,v) ←  { | uv | ; u,v ∈  V }; 
5: Define the weight of each edge uv ∈  W according to Equation 3; 
6:  G ← ( V ∪  R, W ); 
7: Draw a spanning graph G; 
8. Compute degree of each Vertex and derive G’ such that it consist of nodes   
     having degree less than k defined; 
9: Steinerize edge between first node u and its nearest node v in G’ by placing   
     relay nodes and add relay nodes into R; 
10. Repeat step 4 to 9 till G’ ← φ  (empty set);  

11: Output R; 

4.2   PSO_K-Connect Algorithm 

Algorithm2 mentioned is to find optimum number of relay nodes placed to form 
minimum k-vertex connected network using particle swarm optimization. This 
algorithm work for a set of target nodes V which is not k-vertex connected 
network but in the resulting network, there exist minimum k vertex-disjoint paths 
from any target node to any other target node or relay nodes. The initial steps of 
this algorithm is identical to steps 1 to 8 of  Steiner_K-Connect algorithm, in 
which we first computes sorted weight W(u,v) vectors for all target nodes in V and 
its degree which is equal to the number of zeros in weight vector. The list of 
degree deficient nodes is created is then passes to PSO algorithm. The PSO works 
for each degree deficient node in the list  to place a relay node with the objective 
of particle swarm population to minimize sum of weights all target node in the list 
with newly placed relay and to maximize connectivity of target node in the list. 
This procedure repeated until the list is vacant and all target nodes attains 
minimum desired k-connectivity.  

 
 

0   if  d(u,v) ≤  T (u ) 

ceil( d(u,v) / T(u)) if  d(u,v) >  T (u ) 
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Algorithm 2: PSO_K-Connect 
 
1: INPUT: Integer k and a set of sensor nodes V. 
2: OUTPUT: A set of relay nodes R. 
3: R  ←φ  (empty set); 

4: d(u,v)  ← { | uv | ; u,v ∈  V }; 
5: Define the weight of each edge uv ∈  W according to Equation 3; 
6:  G ← ( V ∪  R, W ); 
7: Draw a spanning graph G; 
8. Compute degree of each Vertex and derive G’ such that it consist of nodes   
     having degree less than k defined; 
9: Run PSO algorithm on G’ to find position of relay node to be placed  
    Between first node u and its neighbor nodes in G’; 
10. Repeat step 4 to 9 till G’ ← φ  (empty set);  

11: Output R; 

5   Simulation Results 

This section evaluates performance of proposed algorithm described in section 4. 
MATLAB is used for implementation and simulation of algorithms. We randomly 
deployed homogeneous type of sensor nodes in a 500m x 500m, 2D terrain. 
Transmission radius of all sensor nodes sets to 100 m. 

The simulation is performed for two different values of k. In first set of 
simulation we fixed k=2 and then increase number of sensor nodes from 10 to 
100. After each simulation the number of relay nodes and average degree of nodes 
are computed. Then we repeated the procedure for k=3.  

Here we are defining a new parameter,” Fault Tolerance Capacity” of algorithm 
for fault tolerance relay placement problem. We have calculated fault tolerance 
capacity as a ratio of average degree value provided by resultant minimum k-
vertex graph to number of relay nodes placed by the algorithm. This parameter is 
useful for comparing effectiveness of algorithms in placing relay nodes to provide 
better fault tolerance. 
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Fig. 1. Performance Comparison of algorithm For K=2 
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Fig. 2. Performance Comparison of algorithm For K=3 

The comparisons of the performances of both the algorithms are shown in Fig 
1, 2 and 3. We have the fallowing observations. 

 

1. Number of relays placed for desired K-vertex connectivity is initially 
increased and then decreased with increasing number of sensor nodes in 
all the values of k for both the algorithms. 

2. Initially for smaller number of sensor nodes, the relay nodes placed by 
PSO_K-Connect algorithm are in greater number than that of Steiner_K-
Connect. 

3. Later as number of sensor nodes increases, the relay nodes placed by 
PSO_K-Connect algorithm are goes on decreasing sharply as compared 
to Steiner_K-Connect algorithm. 

4. Fault tolerance capacity comparison shown in fig. 3 clearly indicates that 
for any value of k, PSO_K-Connect algorithm performs better than 
Steiner_K-Connect. 
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6   Conclusion and Future Work 

In this work we proposed a fault tolerant relay placement algorithm for desired K-
connectivity which is based on evolutionary optimization scheme which works on 
swarm intelligence principle. Proposed PSO based algorithm is to solve the 
problems of deploying minimum number of relay nodes to achieve desired fault 
tolerance in homogeneous wireless sensor network, where sensor nodes are 
homogeneous in sense of their transmission power. In performance comparison of 
two algorithms, the proposed PSO based algorithm, PSO_K-Connect proved 
better than Steiner_K-Connect, the steinerization based algorithm. Proposed 
algorithm comparatively uses lower number of relay nodes deployed to attain 
desired k-connectivity in wireless sensor network but in case of average degree 
value of the resulted network, steinerization based algorithm is found better. In the 
future, we would like to conduct similar experiments to address the optimization 
of relay node placement for fault tolerance in heterogeneous wireless sensor 
network wherein transmission range of each node is different.  
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Abstract. The Service Oriented Computing has gained vital significance today. 
Web services are aimed to provide platform independence, loose coupling, self-
description, and efficient discovery. However, discovering the appropriate service 
efficiently, from amongst the proliferation of numerous ones in computational grid 
is a challenging task. There have been numerous attempts at devising suitable 
protocols for doing so, and many more are being developed still. In this paper, we 
present an approach based on using rough sets for web service discovery that 
handles uncertainty of reducible properties. We use semantic approach for 
functionality and input/output matching for irreducible properties. To the best of 
our knowledge, ours is an improved and a novel approach for doing so. 

Keywords: Functionality matching, grid computing, rough set theory, semantic 
web, service oriented computing. 

1   Introduction 

Web services are self-contained, self-describing, interoperable software 
components that find the predominant use in application integration and 
component based application development. With the growing penetration of the 
Internet, the usage of web services for application integration has grown  
significantly. However, continually changing and evolving services, perennial 
heterogeneity, and lack of constant availability make discovery of the appropriate 
service non-trivial and a challenging task. This has grown severer with the 
proliferation of numerous service providers providing multitude of services.  

Obviously, the discovery of appropriate service has to be based on a match 
making between the advertisement of the available service by the service provider 
and  the description of the desired service by the service solicitor. Advertisement 
of services is typically based on registration of the properties of the services in a 
globally visible service registry. Service providers independently publish services 
using their predefined properties.  
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The operational semantics of the match making lead to two different 
approaches in service descriptions: non-semnatic web service descriptions (e.g. 
those based on a typical Web Service Description Language [1]) based on 
syntactical matching of the service key words OR semantic web services based on 
the semantic matching using ontological description of the defined services.  

Irrespective of the syntactic or semantic matching, the defined attributes of the 
services play a vital role in implementing match making and eventual discovery. 
The service attributes may be based on their functional and non-functional 
properties at the coarser level[2]. The example of functional properties  are inputs, 
outputs, precondition, effects and that of the non-functional properties are cost, 
efficiency, reliability, security [3][4][5].  

Services may be described using reducible and irreducible properties. Inputs, 
outputs, preconditions, service name etc. functional properties of services are 
considered as irreducible properties. Such properties are the mandatory properties 
of services. Cost, efficiency, reliability, security, availability etc. non-functional 
properties are considered as reducible properties.  

There can be different ways of handling uncertainty e.g. probability theory, 
fuzzy logic, rough set theory.  However, we observe that reducible and irreducible 
property descriptions using the rough set theory has been gaining significant 
importance [6][7]. Especially, the uncertainity of the defined service property due 
to the independent publication of the services by the service advertisers, can be 
handled using rough set theory. Irreducible properties can be matched using 
functionality match [8] at higher priority using RiWordnet [9] to get the synonyms 
of functionality words. Rough set theory is used for reducing irrelevant and 
dependent reducible properties. I/O match is done using semantic matching of 
irreducible properties. 

We observe that application of rough set theory to all types of properties may 
give good number of hits, but will create problem while executing web services. 
Missing or wrong mandatory functional properties lead to fail the service 
execution. We believe web services properties should be considered as reducible 
or irreducible while applying rough set. In this context, we propose here a novel 
approach for web service discovery exploiting reducibility based on Rough Set 
theory. Our approach involves functionality matching with RiWordnet, QoS 
matching with rough set and I/O match using semantic matching. Functionality 
matching using Riwordnet reduces the services which are irrelevant. Rough Set 
approach is used to reduce irrelevant and dependent service properties. Lower ap-
proximation of rough set outputs a list of services that are having exact match to 
the requested service. 

In section 2, we describe the theoretical background of the approaches. In sec-
tion 3, we describe our proposed algorithm. Tools, languages, and test application 
used to implement our algorithm are described in section 4. Performance and 
analysis are available in section 5.  
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2   Theoretical Background and Related Work 

In this section, we present the theoretical background and the existing related 
work in the literature. We use the following conventions in further description: 
advertised and requested services are depicted by A and R respectively. P1, P2… 
Pm depict the properties for advertised services whereas P1, P2…Pn depict the 
properties for the requested service. 

Service match making for discovery can be either exact, subsume, plug-in and 
no-match as described below [10][11][12] :  

• Exact match:  If all the properties of the advertised service match with that of 
requested one is an exact match i.e. A (PROPERTIES) ≡R (PROPERTIES) → {A 
(Pi) ≡ R (Pi)}. 

• Subsume: If all the properties of the advertised service are less than that of the 
requested service i.e. A (PROPERTIES) <= R (PROPERTIES) → {A (Pi) ⊆ 
R (Pi)}.  

• Plug-in: If all the properties of the advertised service are greater than that of 
the requested service i.e. A (PROPERTIES) >=R (PROPERTIES) → {R (Pi) ⊆ (A (Pi))}.  

• No match: If the properties of the advertised service and that of requested 
service properties don’t have any of the above relation.  

Finding match can be done using semantic similarity [13][14][15][16] and/or Se-
mantic distance [17][18] as we discuss below.  

• Semantic Similarity: A similarity function is defined as a real valued function 
i.e. . sim(x, y) : C × C -> [0, 1] . On a set measuring the degree of similarity 
between x and y, where C is the set of well-formed concepts, sim(x, y) is a 
measure the degree to which y is similar to x; sim(x, y) = 1 means fully 
similar, namely the case x = y; sim(x, y) = 0 means no common between the 
two concepts. 

)
)(

|)()(|
)(1()

)(
|)()(|

(),(
yA

xBxA
p

xA

xBxA
pyxsim

∩∩ −+=
 

• Semantic Distance: Semantic distance [17][18] is the degree of meaning rela-
tedness between concepts or measure of similarity between two meanings. 

• Precision ratio:  The ratio of relevant retrieved services to the total number 
services retrieved is precision ratio [19]. 

• Recall ratio: Recall ratio [19] is the fraction of the services that are relevant 
to the query that are successfully retrieved. 

• Indiscernibility: Information system I = (U, A), U-nonempty set of objects 
and A-nonempty finite set of attributes such that a: U -> Va, for a A. By P ⊆A, there is an associated equivalence relation called indiscernibility IND (P) 

defined as )}()(,|),{()( 2 yaxaPaUyxPIND =∈∀∈=  
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• Lower approximation: Lower approximation or positive region is the union 
of all equivalence classes in [x]p which are subsets of the target get i.e 

}][|{ XxxXP p ⊆=  

• Upper approximation:  Upper approximation or negative region is the union 
of all equivalence classes in [x]p which have non-empty intersection with the 

target set i.e. }][|{ ∅≠= XxxXP p ∩  

• Accuracy of rough set classification: Accuracy of rough set classification can 
be calculated as a ratio of cardinality of lower approximation to that of upper 

approximation i.e.  
XP

XP
Xp =)(α  

• Boundary region: The boundary region is given by the set difference of upper 
and lower approximation sets. 

• Reduct: A subset of attributes which can, by itself, fully characterize the 
knowledge in the information system, such an attribute set is called reduct. 

• Core: The set of all indispensable relation of I is called the core of C. 

 )()( CREDCCORE ∩=  

In the following, we discuss the related attempts in web services discovery: 
The published literature can be categorized into two distinct areas: incremental-

ly improving algorithms for web services discovery without the Rough Set based 
approach [8][10][11][20][21][22][23][24][25[26][27] and those that aim to do so 
using Rough Set based approach. Our focus here is only on the latter, as we be-
lieve the same is a better way of ensuring greater match when discovery a web 
service and for the uncertainties associated with the service properties.  

The author in [29] first introduced the notion of rough set based match making 
algorithm. In [30], the indiscernibility relation of rough set is used as a similarity 
measure for match making that improves match making. In [31], non-reduct 
attributes are ranked for their contribution in the cluster. The pattern is then 
formed by the conjunction of most contributing attributes of that cluster. The algo-
rithm in [32] induces minimal rules from a decision table. The algorithm also  
proposes an approach to classification unseen objects using rules w.r.to up-
ward/downward unions of decision classes. The algorithm in [33] considers rough 
set based resource discovery considering weighted matching of QoS parameters 
and lower approximation class as a positive match of requested and advertised 
services. The algorithm in [34] uses rough sets and matches using different rules 
considering the depth of the subclass relation between requested and advertised 
resources in the ontology tree. 

All the above attempts use rough sets to reduce the dataset, as per observations 
functional properties should not be reduced, as these are the mandatory properties 
of services for execution whereas the non-functional properties may be reduced. 
Our approach focuses on the same, as we discuss below.  
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3   The Proposed Approach  

We use a multi-strategy approach for service discovery/matching. The outline of 
our approach is shown in Fig-1. The dataset of semantic web services is OWLS-
TC4 [35]. To improve the effect of the dataset we have added Quality of Service 
parameters viz. Semantic functionality matching using RiWordnet, QoS parame-
ters matching using rough set and Input/output matching in terms of their confi-
dence level in percentages.  

 

 

Fig. 1. Our multi-strategy approach of service discovery in semantic grid/web 

3.1   Semantic Functionality Matching Using RiWordnet 

Input, output properties can be similar for many services irrespective of having 
different purpose and domain. On the other hand, the functionality can differen-
tiate services easily, so functionality matching is given higher priority [8]. As for 
example, division and addition services of two numbers have the equal number 
and similar type of input and output parameters, but their functionalities are essen-
tially different. Hence, the designated name of functionality can differentiate such 
services. However, amidst heterogeneous participating entities in the computing 
grid, the syntactically given names of the same services from different publishers 
are expected to be different even though they serve to achieve the same functio-
nality. Hence, it is essential to emphasize a semantic match. We use a published 
database (e.g. RiWordnet) lookup for finding the meaning of the terms used to de-
pict the services and use the same in either accepting or rejecting a match. We use 
here synonym and antonym look up for the same. The non-matching services are 
eliminated upfront, while the matching ones are further investigated for refined 
match. Thus, we remove few irrelevant services straightaway. 
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3.2   QoS Parameters Matching Using Rough Set Approach 

Uncertainty of service properties can be there in service description as a large 
number of service publishers advertises service properties indifferently. Rough set 
approach is the best mathematical tool to handle the uncertainty [6]. Rough set ap-
proach, first removes irrelevant services by considering only the queried proper-
ties from advertised services’ properties. Dependent properties removal includes 
removal of indecisive properties. Here we consider null values of QoS as indeci-
sive properties [29]. Instead of all properties for all the advertised services 
checked at a time, we have considered removing attributes while checking the 
maximum null value at the interval of every 100 services. The basic flow of the 
match discovery is illustrated in Fig.2 
 

 

Fig. 2 (a). QoS matching flow 

reliability:high, guaranteedbandwidth:high, delay:low, utilization:high, packetloss:low, se-
curity:high, ubiquity:high 

Fig. 2 (b). QoSparam.txt for defining whether QoS parameters are increasing/decreasing 

We only consider QoS parameters i.e. reducible properties for irrelevant and 
dependent properties removal. As regards to I/O matching, we give priority to 
output matching, because only if all the output properties of the solicited service 
are matched, then only it becomes meaningful to check for input parameters. 

4   Pseudo Code 

The proposed algorithm using functionality matching with RiWordnet, rough set 
based QoS matching and input, output matching is as shown in Fig. 3(a) –(e). 
 
 
 
 
 
 



A Novel Approach for Web Services Discovery Using Rough Sets 765
 
Input: Advertise services dataset ADV[1□N] and Query Q 
Output: Advertise services which matches with Q 
ADV consists:A(I1, I2, I3,…Im) input parameters 
A(O1, O2, O3,…On) output parameters 
A(Q1,Q2, Q3,…Qk) QoS parameters 
Request or query is considered as having  
R(i1,i2,i3,…in) input parameters 
R(o1, o2, o3,…oq) output parameters 
R(q1,q2, q3,…ql) QoS parameters 
  Functionality name is say Fa & Fr for A and R 

Fig. 3(a). The Proposed Algorithm: Service properties declaration 

1.For i<-0 to length[ADV] 
2. Do  
3.     If(FunctionalityMatch()==true) 
4.      IF(RoughSetQoSMatch()==true) 
5.   IOMatch(); 

Fig. 3(b). The Proposed Algorithm: Main method 

1.//Functionality matching 
2.Function FunctionalityMatch() 
3. Begin  
4. If No “_” check for direct synonym match of Fr and Fa and re-
turn result 
5. Make parts by “_” of Functionali-ty(both request and adver-
tise service) If it contains “_”  
6. Check all noun parts matching  
7. If antonyms of parts of Fr contains part of Fa return no 
match 
8. Check if all noun request functionality parts’ synonyms match 
with those of Fr return match 
9. End //Function FunctionalityMatch 

Fig. 3(c). The Proposed Algorithm: Functionality matching 

1. Function IOMatch() 
2. Begin 
3. OutputsList aOLst = getOutputs(adv); 
4. OutputsList rOLst = getOutputs(req); 
5. If(aOLst.containsAll(req)) //Output match 
6. InputList aILst = getIn-puts(adv); 
7. InputList rILst = getIn-puts(req); 
8. If(aILst.containsAll(req)) //Input match 
9. Lowerapprox.add(adv); 
10.  End //Function IOMatch 

Fig. 3(d). Input/Output matching 
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1. //Rough set approach to remove irrelevant & dependent proper-

ties. 
2. Function QoSMatching() 
3. Begin 
4. Initialize QoSCount [1..l] =0; 
5. //Checking for request and all advertised services 
6. //QoSparams = (q1,q2, q3,…ql)   
7. Check for all QoS param of request and advertise services 
8. If advertise service QoS is null 
9. Maintain count of that QoS 
10. At every 100 advertise services check the max null QoS param 

and if it crosses threshold remove that QoS property for fur-
ther match 

11. Else// Check if QoS param is increasing/decreasing   
12. QoS_inc_dec(QoS param) 
13. if(QoS_inc_dec(qi)==true)//high value of qi preffered 
14. if(A[qi]<R[qi]) 
15. return false; 
16. else if(A[qi]>R[qi]) 
17. return false; 
18. return=true; 
19. end //Function QoSMatching 
20. function QoS_inc_dec(QoSparam) 
21. begin 
22. read file "QoSparam.txt" line by line; 
23. if(line contains QoSparam) 
24. high_low=take substring of line after ':' 
25.   if(high_low=="high")  return true; 
26.   else return false; 
27. end //QoS_inc_dec 

Fig. 3(e). QoS matching with rough set 

5   Methodology of Implementation 

Quality of service parameters like security, cost, performance, manageability [36] 
can be described in services using different QoS based semantic web services lan-
guages [37] e.g. OWL-Q, OnQoS, QoSOnt, WSMO-QoS, QoS-MO, DAML-QoS, 
WS_QoSOnto [38]. OWL-Q though considered one of the better language, suffers 
from the limitation of not supporting QoS priority and independence of QoS pa-
rameters [38]. In addition, none of these QoS based language’s API or simulator is 
available openly for implementation. And, OWL-S is a web service description 
language that allows us to add QoS or any other parameters in services. Hence, so 
we describe web services using OWL-S language. We have used Java language 
[39][40][41], Netbeans IDE [42], Apache web server [43] and OWL-S API [44] 
for our implementation.  

We use the following evaluation metrics for comparing algorithm with and 
without rough set: 
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• Time of discovery:  Total time to find set of services matching requested 
service. 

• Number of services discovered:  Total number of services discovered by the 
match algorithm. 

• Recall ratio: Recall ratio is a ratio of number of relevant retrieved services to 
that of relevant services. i.e.  
|(relevant services ∩ retrieved services)|/|relevant services| 

5.1   Experimental Setup  

We use Java (the language suited for distributed and multi-threaded applications), 
Netbeans IDE (platform independent and open source IDE for Java), Apache web 
server for our implementation. We also use OWL-S API ( to describe web servic-
es), OWLS-TC4 dataset (a semantic web service collection of 1083 services of 
nine domains: namely education, medical care, food, travel, communication, 
economy, weapon, geography, simulation [35]) and RiWordnet API for the pur-
pose already described earlier.  

5.2   Test Application 

Among the domains of services OWLS-TC4 provides, we feel medical care sys-
tem domain can have maximum critical QoS parameters that can be exploited for 
our experimentations. Hence, we have chosen the medical care system as test ap-
plication. We use reliability, guaranteed bandwidth, delay, utilization, packet loss, 
security, and ubiquity as the seven important seven QoS parameters of medical 
care system [45][46]. 

 

 

Fig. 4. Quantifying QoS parameters to advertise services 

The OWLS-TC4 includes medical care system services, but does not include 
quality of parameters. We have made few copies of web services of each medical 
OWL-S file for advertised services, so can test for matching algorithm well. We 
have added random but less than or equal to total QoS parameters (here 7) to que-
ries and advertised services. Thus, we have generated dataset where we can find 
the uncertainty of QoS parameters. 
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6   Performance Results and Analysis 

From the performance results as shown in Table.1, we can say, the algorithm 
without a rough set does not give results in many cases whereas the algorithm with 
rough set gives matching results. We get improvement in 100% discovered servic-
es and improved recall ratio by giving penalty of only 17% execution time. The 
reason of better results is: algorithm with rough set ignores null value and check 
for other QoS parameters for match, whereas algorithm without rough set returns 
“no match” for the same. 

Null values are considered as +ve match because when QoS parameters are not 
specified does not mean its zero or not matching. The query and few examples of 
advertised services properties are in Table.2. 

Table 1. Results of algorithm with and without rough set 

 

Table 2. QoS data of few query and matching services using our algorithm 

 
 

 

Fig. 5. Improved results in number of web services & recall ratio by fewer penalties in  
execution time 
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7   Conclusion and Future Work 

In this paper, we have presented a multi-strategy approach to service discovery. 
The algorithm that we propose, dynamically discovers the set of services by func-
tionality matching with Riwordnet, lower approximations of rough set and IO 
matching. 

From the performance results, we observe that there is indeed an increased 
number of services discovered and improved recall ratio by giving fewer penalties 
in execution time compared to the existing algorithm without rough set. 

We have used the IO parameters as irreducible parameters in our algorithm, i.e. 
we do not apply rough set to them.  

As part of our future work, we intend to further improve the algorithm by using 
heuristics to reduce the execution time of the algorithm. In addition, we also in-
tend to incorporate the precondition based matching as well as using a combina-
tion of services when a single service is not found as a match. 
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Abstract. The primary trouble in sensor networks is localization, such that 
shaping the position of the sensors. Node localization is an enabling technology 
for mobile wireless sensor networks (MWSNs) for the reason that sensor nodes 
deployed in an area of interest frequently require position information for routing 
and application - specific tasks, for instance - temperature and pressure 
monitoring. This paper present method of localization which is an angle of arrival 
based distributing localization scheme for sensor node and outlines recent work in 
which we have propose a efficient approach to localize a sensor node using angle 
of arrival method and RSSI weight is used to improve performance. 

Keywords: Wireless sensor network, Localization, AOA, MWSN. 

1   Introduction 

Wireless sensor networking is a rising technology that promises a wide range of 
possible applications in both civilian and military areas. A wireless sensor 
network (WSN) usually consists of a huge number of low cost, low power, and 
multifunctional sensor nodes that are deployed in a region of interest. These 
sensor nodes are small in size but are equipped with sensors, embedded 
microprocessors, and radio transceivers. Consequently, they have not only 
sensing, but also data processing and communicating capabilities. They 
communicate over short distance via a wireless medium and collaborate to 
accomplish a common task [1]. Node localization is an enabling technology for 
wireless sensor networks (WSNs) because sensor nodes deployed in an area of 
interest usually need position information for routing and application - specific 
tasks, for example, temperature and pressure monitoring [2]. In many applications, 
a WSN is deployed to help improve localization accuracy in environments where 
the channel condition poses a challenge on range estimation [3]. In such 
environments, cooperative localization provides a potential for many applications 
in the commercial, public safety, and military sectors [3, 4]. 
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There are Challenges in mobile wireless sensor network are self organization of 
topology; configuration, energy, maintenance, and data process. A good 
localization algorithm ought to calculate a position as fast as possible and should 
be resistant to environmental influences with imprecise distances. 

This paper is organized as follows : section 2 described basic concept of angle 
of arrival, section 3 deals with related work, proposed work is discussed in 
section4, section 5 shows result and analysis, section 6 consist conclusion and 
future work. 

2   Localization through Angle of Arrival 

Angle of arrival is defined as the angle between the propagation track of an 
incident signal and some reference direction, which is known as orientation. AOA 
are measured in degrees in a clockwise direction from the North. Whether the 
orientation is zero or pointing to the North, the AOA is absolute otherwise 
relative. Basic approach to find AOA measurements is to apply an antenna array 
on each sensor node. 
 

 

 
 

(a)                        (b)                        (c) 

Fig. 1 (a)  Demonstration  of  orientation,  (b)  AOA  measurement  when  orientation  
is  known  (c)  AOA  measurement  when  orientation  is unknown 

The orientations of the unknowns may or may not be known at the time of 
deployment. Localizations under both scenarios can be solved using triangulation 
[5]. Existing models for the distribution of the AOA received at a wireless node 
include: Laplacian[10] , von Mises[11] and Gaussian AOA distribution[12]. These 
methods play important roles in the accuracy of the AOA measurements. 

3   Related Work 

3.1   Previous Work 

Rong Peng and Mihail L. Sichitiu[5]: In this paper author focus on localization 
technique based on angle of arrival information between neighbor nodes  
they propose a new localization and orientation scheme that consider beacon 
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information multiple hopes away such that the communication between sensor 
nodes and the base station require multiple hopes.  

Clement Saad and Adberrahim Benslimane and Jean-Claude Konig[6]: In 
this paper author concerned in new distributed technique for wireless sensor 
network they named their method AT-angle. This method is basically extended 
version of angle of arrival. This new method AT-angle facilitate two important 
properties first- a node detect if its estimated position is closed to its real position, 
second – Some wrong location information can be eliminated regarding to define 
sensor zone to minimize errors. 

Patryk Mazurkiewicz and Kin K. Leung[7]: This paper author presented a 
distributed and scalable algorithm referred to as COBALT (Clique Of Node Based 
Localization Technique) produces a unique solution for any topology of connected 
nodes which solves the problem of localization for 3-D network of wireless 
sensor. They focus in this work is an enhancing the local map prior to stitching 
them to the global map. Enhancing the local map results in achieving much better 
accuracy COBALT has no rigidity conditions this property was achieved by using 
rich spatial measurement including : range, angle of arrival, and earth gravity 
direction. 

Baoli Zhang and Fengqi Yu[8]: This paper tackle the problem in estimating 
localization of randomly deployed sensor nodes and increases equipped with 
directional antenna. This approach is energy efficient because sensor network uses 
the property of when if received the signal enough to calculate the location it stops 
receiving signal from beacons which made it energy efficient. 

Fu-Kai Chan and Chih-Yu Wen[9]: This paper presented a network based 
positioning system, describe a distributed AOA aided TOA positioning algorithm 
and outline recent work in which author developed an efficient principal approach 
to localize a mobile sensor using time of arrival and angle of arrival information 
employing multiple seed in the line of sight scenario. 

3.2   Paper Contribution 

Study and implement angle of arrival method and improved model for angle of 
arrival with the help of the values weight of Received signal strength signal, and 
then calculate it with basic angle of arrival method result to improved result.  

4   Proposed Work 

4.1   Why Angle of Arrival 

There are four types methods of range based localization technique – RSSI 
(Received Signal Strength Indicator), TOA (Time of arrival), TDOA(Time 
Difference Of Arrival) and AOA(Angle Of Arrival), The reason behind the AOA 
method has been chosen because the RSSI is the easiest method to obtained the 
location of a sensor node is utilized then other type of method measurement 
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although required specialized hardware and can provide much better accuracy. So 
we focus on AOA and RSSI method is only used to improve method’s efficiency.  

4.2   Assumptions 

We are extending the basic AOA method [6] and assumptions about sensor nodes. 
All Anchor node have ominidirectional antenna (do not allow to measure AOA) 
and other unknown sensor nodes are able to calculate angle form incoming signal 
from anchor node  

4.3   Improved Angle of Arrival Localization Algorithm 

Step 1 Node distribution in specific area: Sensor   
nodes are placed in ad-hoc fashion in a particular 
region. 
 
Step 2 Anchor node location calculations: Initially 
some anchor nodes location is known it was hand 
placed or calculated by GPS system[14]. A and B are 
anchor nodes and its coordinates are (xa,ya) and 
(xb,yb), unknown node is U and its unknown coordinate is  (xu,yu).  Unknown 
node U does  not its location,  A and B sends their coordinate information to U. 
 
Step 3 Location calculations through AOA: Unknown node U does not its 
location,  A and B sends their coordinate information to U. 

Angle A=Ø  a  and B= Ø  b 

i) Select unknown sensor node U(xu,yu)  
ii) Select Anchor node A(xa,ya) and B(xb,yb)  
iii) Calculate Angle of arrival and location of unknown node tan Ø i= (yu-yi)/ 

( xu-xi)  
 

Step 4 Compute weighted factor anchor nodes:  

i) Anchor nodes RSSI are RSSIa and RSSIb. 
ii) Calculate weight (Wab) of both anchor nodes in behalf of current selected 

unknown node 
 

Step 5 Improved AOA = AOA + RSSI weight 
  Improved AOA = (xu,yu)+Wab 
 

Step 6 Distance measurement: Basic distance measurement method is applied 
here Distance between U (xu,yu) and A (xa, yu) 

xd = xu-  xa 
yd = yu  –   ya 
Distance (Dua) = SquareRoot(xd*xd + yd*yd) 
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Distance between U (xu,yu) and B(xb,yb) xd = xu- xb 
yd = yu  –   yb 
Distance (Dub) = SquareRoot(xd*xd + yd*yd) 

5   Result and Analysis 

In this paper we have use network simulator 3, our simulation result shows that 
this algorithm shows better result than basic Angle of arrival localization 
algorithm. In the analysis of this algorithm we found that only angle of arrival 
shows better result but we can use weight of RSSI to get better result. When the 
localization is efficiently done then we can measure the distance of unknown 
sensor from anchor node very accurately. 

We prefer the wireless standard 802.11 used Random way point mobility model 
and node initially placed in random location in simulation area, and moved in 
randomly chosen direction in constant speed 10m/s. Mobility model random way 
point: Minimum speed 0mps, Maximum speed 10 mps, Pause speed 20 sec, 
Simulation Time 120s.  

         Table 1. Efficiency table 

Node IdError in AOA Error in Improved AOA
   
1 1.242 0.867 
   
2 0.698 0.612 
   
3 1.410 1.231 
   
4 0.412 0.289 
   
5 0.618 0.532 
   
6 0.930 0.712 
   
7 0.120 0.012 
   

 

6   Conclusion and Future Work 

We presented a distributed angle of arrival based localization of mobile wireless 
sensor network with some assumption are – every unknown sensor node have the 
capability to detect the angle of incident signal from neighboring sensor node all 
sensor nodes are capable to calculate the weight of RSSI in time interval. We have 
improved the accuracy of AOA localization. 
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For future enhancement we suggest to improve the performance of this 
algorithm in terms of cost efficient, energy efficient and security. 
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Abstract. Multimodal optimization is used to find multiple global & local optima 
which is very useful in many real world optimization problems. But often 
evolutionary algorithms fail to locate multiple optima as required by the system. 
Also they fail to store those optima by themselves. So we have to use other 
selection scheme that can detect & store multiple optima along with evolutionary 
algorithms. Hence we use niching which is a very powerful tool in detecting & 
storing multiple optima. Niching methods were introduced to EAs to allow 
maintenance of a population of diverse individuals so that multiple optima within 
a single population can be located .Crowding which is a very primitive branch of 
niching is used here as the selection scheme with Invasive Weed Optimization 
(IWO) which is a ecologically inspired algorithms depicting behaviors of plants . 
For multimodal optimization the total search space is divided into several niches 
in which separately IWO is applied to find the optima in niches. The niches will 
also store this optima within themselves. 

Keywords: Invasive Weed Optimization, Niching, Neighboring Crowding. 

1   Introduction 

In practical optimization problems, it is often desirable to simultaneously locate 
multiple global and local optima of a given objective function. A multimodal 
optimization task amounts to finding multiple optimal solutions and not just one 
single optimum, as it is done in a typical optimization study. If a point-by-point 
classical optimization approach is used for this task, the approach must have to be 
applied several times, every time hoping to find a different optimal solution.  

Evolutionary Algorithms (EAs) [1, 2], due to their population-based approach, 
provide a natural advantage over classical optimization techniques. They maintain 
a population of possible solutions, which are processed every generation, and if 
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the multiple solutions can be preserved over all these generations, then at 
termination of the algorithm we will have multiple good solutions, rather than 
only the best solution.  Niching [3 – 5] is a generic term referred to as the 
technique of finding and preserving multiple stable niches, or favorable parts of 
the solution space possibly around multiple solutions, so as to prevent 
convergence to a single solution. the most popular niching techniques used in 
conjunction with the evolutionary computation community include crowding [7], 
fitness sharing [6], restricted tournament selection [8], and speciation [9]. Most of 
existing niching methods, however, have difficulties which need to be overcome 
before they can be applied successfully to real-world multimodal problems. Some 
identified issues include: difficulties to pre-specify some niching parameters; 
difficulties in maintaining discovered solutions in a run; extra computational 
overhead, and poor scalability when dimensionality is high. 

In this paper we propose a simple yet very powerful hybrid EA that 
synergistically combines the features of two EAs: Invasive Weed Optimization 
(IWO) [10] and Neighbourhood Crowding technique[19] for multimodal 
optimization. The reason for employing the IWO in multimodal optimization 
process is its high explorative power [10] over the bound-constrained search space 
[11]. Each weed initialized in the search space, produces seeds around it, in a 
controlled hyper-space thus creating virtual subpopulation of seeds. Hence after a 
sufficient number of generations the colony is basically spread in sub-regions 
surrounding promising local and global optima. The crowding scheme is applied 
along with IWO as described in the proposed algorithm in order to preserve the 
niches throughout the computation and the maximum number of global peaks can 
be obtained. [12-17] 

2   Evolutionary Multi-modal Optimization Using Niching 

If a single-objective optimization problem has more than one optima, it can be 
considered as multimodal optimization problem. The objective of locating & 
storing different optima in a single run makes it more complicated than single 
global optimization. Niching methods, formed for extending EAs to multimodal 
optimization, address this problem by maintaining the diversity of certain 
properties within the population - and this way they allow parallel convergence 
into multiple optimal solutions in multimodal domains. The concept of niching is 
inspired by the way organisms evolve in nature. As Mahoud described [3], “A 
niching method must be able to form and maintain multiple, diverse, final 
solutions, whether these solutions are of identical fitness or of varying fitness. A 
niching method must be able to maintain these solutions for an exponential to 
infinite time period, with respect to population size.” The process involves the 
formation of subpopulations within a population. Each subpopulation aims to 
locate one optimal solution and together the whole population is expected to locate 
multiple peaks in a single run. Several niching methods were proposed in 
literature e.g. crowding, deterministic crowding, fitness sharing], derating, 
restricted tournament selection, parallelization, clustering, clearing and speciation 
.We shall briefly review only crowding technique below. 
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Crowding and restricted tournament selection: In 1975, De Jong introduced 
the classical crowding method [26] known as De Jong’s crowding that tries to 
maintain population diversity by allowing competition for limited resources 
among similar individuals in the population. Hence, effectively the competition 
takes place within each niche. Generally the similarity is measured using 
Euclidean distance between individuals. The algorithm compares an offspring 
with some randomly selected individuals from the current population. The most 
similar individual will be replaced if the offspring is a better solution. A parameter 
CF called crowding factor is used to control the size of the sample. CF is 
generally set to 2 or 3. Because of this low CF values, replacement errors is one of 
the main problem for crowding. Mahoud tried to improve the original crowding by 
proposing a scheme of deterministic crowing. It eliminates the CF, reduces the 
replacement errors, and restores selection pressure.  

In very similar spirit to crowding, the restricted tournament selection [8] 
method selects a random sample of w (window size) individuals from the 
population and determines which one is the nearest to the offspring, by either 
Euclidean (for real variables) or Hamming (for binary variables) distance measure. 
The nearest member within the w individuals will compete with the offspring and 
the one with higher fitness will survive in the next generation. 

Apart from the above, several other niching methods have also been developed 
over the years, including fitness sharing clearing, speciation, derating, 
parallelization, and clustering. To the best of our knowledge, IWO has not been 
applied to solve the multimodal optimization problems till date. 

3   IWO and Its Proposed Modification 

IWO is a population-based algorithm based on trial and error method that copies 
the colonizing behavior of weeds. Weed grows its population entirely or 
predominantly in a geographically specified area which can be substantially large 
or small without any control of any external factor in a very random manner. 
Initially a certain number of weeds are randomly spread over the entire search 
range. These weeds will eventually grow up and execute the following steps and 
the algorithm proceeds. 

3.1   Classical Invasive Weed Optimization 

There are four steps in the classical IWO algorithm as described below: 

Initialization: A finite number of weeds are initialized randomly in the search 
space. 
Reproduction: Each member of the population is allowed to produce seeds 
depending on its own, as well as the colony’s lowest and highest fitness, such that, 
the number of seeds produced by a  weed increases linearly from lowest possible 
seed for a weed with the worst fitness to the maximum number of seeds for a weed 
with the best fitness. 
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Spatial Distribution: The generated seeds are randomly scattered over the d-
dimensional search space by perturbing them with normally distributed random 
numbers with zero mean and a variable variance. This step ensures that the 
produced seeds will be generated around the parent weed, leading to local search 
around each plant. However, the standard deviation (sd) of the random function is 

made to decrease over iterations. If maxsd and minsd  are the  maximum and 

minimum standard deviations and if  pow  is a real number, then the standard 

deviation for a particular iteration can be given as in eqn (1): (iter is current 
iteration) 

                    
( )max

max min min
max

,
pow

ITER

iter iter
sd sd sd sd

iter

⎛ ⎞−= − +⎜ ⎟
⎝ ⎠

               (1) 

Competitive Exclusion: Some kind of competition between plants is needed for 
limiting maximum number of plants in a colony. Initially, the plants in a colony 
will reproduce fast and all the produced plants will be included in the existing 
colony, until the number of plants in the colony reaches a maximum 

value maxpop . However, it is expected that by this time the fitter plants have 

reproduced more when compared to weaker plants. From then on, only the fittest 
plants up to pop_max, among the existing ones and the reproduced ones, are taken 
in the colony and steps 2 to 4 are repeated until the maximum number of iterations 

has been reached, i.e. the colony size is fixed from thereon to maxpop . This 

method is known as competitive exclusion and is also a selection procedure of 
IWO.  

3.2   The Proposed Crowding IWO Algorithm 

The crowding IWO algorithm is based on the application of Invasive Weed 
Optimization (IWO) with the selection scheme used for multimodal optimization 
is a niching method crowding. At first we initialize some plants or particles within 
the search space randomly. Then their individual fitness are calculated as per the 
function used . Now depending on the fitness of the individuals & the best & 
worst fitness of the colony each plant produces certain number of seeds which 
linearly decreases from best to worst fitness. Now these seeds are also spread 
randomly in the search space with a particular standard deviation, functions that 
decreases with iteration & hence plants with better fitness produces large number 
of seeds close to it which becomes a potential solution for the test function. 

Now the crowding scheme is used here as the selection scheme where the entire 
population is divided into several subpopulation . That’s how the niches are 
formed. The number of subpopulation is a niching parameter that has to be given 
by the user. The plants within a particular niche produces seeds & the seed most 
identical to its parent plant i.e. which has a minimum Euclidean distance to its 
parent plant is selected .If the seed has a better fitness than its parent then the seed 
replaces its parent plant. Now in this way total population is updated & if it 
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exceeds the maximum number of member of the population then the plants with 
better fitness are kept & others are removed from the search space. In this way the 
niches turn out to be potential solutions for multimodal optimization. 

3.3   Pseudo Code 
 

 

4   Experiments and Results 

The computing was achieved on a Pentium 4 computer running at 3.0 GHz 
equipped with 1.5 GB of RAM. Results are presented for benchmark functions 

Initialize a population within search area randomly 
Find the fitness value for the given function 
While(iter<maxit) 

=iterσ ((maxit-iter)^mi/(maxit^mi)*(σ ini-σ fi)+σ fi; 
Find  the seeds of the plants 
Seed(1)=(fit(1)-maxfit)*(max no. _seeds-min no._seeds)/(max_fit-min_fit); 
Convert the seeds into plants; 
Update the total no. of plants; 
For j=1 to plants 

For i=1:seeds_of_plants (j) 
Pos_seed (i)=pos_plant(j)+ σ iter*randl; 

End 
Update position of plants 

End 
If pos_plant<LB 

Pos_plant=LB; 
End 
If pos_plant>UB 

Pos_plant=UB; 
End 
Find the Euclidean distance between parent plant &its off-springs 
Total population is distributed into sp number of subpopulation; 
Size_subpop=total_pop/sp; 
Within each subpop if the seed with min distance with its parent has a better    

fitness  
Replace the parent with that seed  
Update total population 
If(no._plants>max_plant) 

Eliminate the plants with poor fitness  & keep the no_plants  maxplant  with 
better fitness  

Iter=iter+1; 
End while 
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given in the tables below where both composite & simple test functions. The 
results of this algorithm is also represented in a tabular form  giving a comparison 
between the other standard algorithms.  

Parametric Setup:  
The following parameters were used while performing the experiments: 
Maximum number of iterations (maxit):1000 
Initial value of standard deviation (σ ini):3 

Final Value of standard deviation (σ fi)=.0001 

Maximum number of seeds from each plant (Max no. _ seeds):5 
Minimum number of seeds from each plant (Min no. _ seeds):0 
Number of subgroups formed within the population: sp 
Maximum number of weeds (Max_plant):150 
The composite functions in this experiment are the composite functions in [12] 

Table 1. Benchmark Functions 

Name Dim Test Function Range Peaks 
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The peak accuracy measure [20] is calculated  as follows: for  each  global 
optimum to be found, the closest   individual  x  in  the  population  is  taken  and  
the  absolute  difference  in  fitness values is computed  after maximum number of 
function  evaluations has been elapsed. Then, all these differences are summed 
and divided by the number of global optima to be found. The peak accuracy 
calculation is shown below: (Table 3 shows a comparison of peak accuracy values 
of test functions and the 1st 7 composite functions) 

                              
#

1

( ) ( )

#

glo peaks
i

i

f peak f X
peak accuracy

glo peaks=

−
= ∑                       (2) 

Table 2. Average Number of Peaks found for Test Functions and Comparisons with other 
Algorithms 

Function ε r sp CIWO CMA-
ES 

CDE SDE FER 
PSO 

SPSO 

f1 0.05 0.5 150 1 1 1 1 0.72 0.48 

f2 0.05 0.5 150 1 1 1 1 1 0.44 

f3 0.000001 0.01 175 5 4.92 3.84 4.72 4.84 4.88 

f4 0.000001 0.01 150 1 1 0.72 1 1 1 

f5 0.000001 0.01 175 5 4.88 3.96 4.6 5 4.92 

f6 0.000001 0.01 150 1 1 0.6 1 1 1 

f7 0.000001 0.5 200 1.6 1.6 0.04 2 1.96 0.08 

f8 0.005 0.5 160 3.88 3.72 0.32 3.72 3.68 0.84 

CF1 of [12] 0.5 1 200 1.3 1.08 0 1.8 1.08 0 

CF2 of [12] 0.5 1 300 1 1.52 1.2 1.2 2 0 

CF4 of [12] 0.5 1 375 3 0 0 0 0 0 

CF5 of [12] 0.5 1 200 2 1.12 1.12 1.32 2 0 

CF7 of [12] 0.5 1 200 1 0 0 1.8 1.52 0 

CF8 of [12] 0.5 1 250 2 0 0 1.4 1.5 0 

CF10 of [12] 0.5 1 300 2.5 0 0 1.1 1.1 0 

CF13 of [12] 0.5 1 350 1 0 0 0.9 0.3 0 

CF15 of [12] 0.5 1 375 2 0 0 1.6 1.2 0 

 

 
 



786 R. Majumdar et al.
 

 

Table 3. Peak accuracy of simple test functions and first seven composite functions 

Function r CIWO CMA-ES CDE SDE FERPSO SPSO 

f1 0.5 5.32 e-15 9.63e-09 9.46e-08 1.23e-08 5.24e-02 8.74e-02 

f2 0.5 7.23 e-11 1.87e-07 8.76e-06 3.43e-07 9.65e-04 9.45e-02 

f3 0.01 8.65e-11 9.56e-08 7.43e-05 9.53e-07 5.65e-07 3.12e-07 

f4 0.01 1.65 e-12 8.54e-09 9.43e-06 4.03e-09 8.34e-09 2.16e-09 

f5 0.01 3.92 e-10 4.36e-07 5.39e-05 8.27e-07 5.45e-09 9.58e-08 

f6 0.01 6.47 e-09 2.89e-07 8.97e-05 4.51e-07 7.41e-07 2.98e-07 

f7 0.5 1.26 e-06 2.63e-05 3.42e-04 5.33e-08 7.38e-08 3.58e-04 

f8 0.5 2.72 e-05 6.52e-04 4.27e-02 8.57e-04 8.69e-04 5.21e-02 

CF1of [12] 1 32.45 35.48 75.68 35.48 30.96 1.05e+02 

CF2 of [12] 1 26.58 32.16 38.92 32.53 25.54 1.10e+02 

CF4 of [12] 1 1.2e+02 1.89e+02 1.60e+021.39e+02 1.23e+02 2.49e+02 

CF5 of [12] 1 30.71 42.56 45.62 30.55 39.52 1.07e+02 

CF7 of [12] 1 27.64 59.87 17.32 25.66 32.62 1.47e+02 

5   Conclusions 

In this paper we proposed a multimodal evolutionary optimization technique that 
summarizes concepts powerful modern optimizing technique IWO and a selection 
technique of niching called crowding. The crowding IWO algorithm was tested for 
the optimization of fifteen benchmark functions (including five composite 
functions). To justify its development, results were directly compared with nine 
state-of-the-art evolutionary multi-modal optimizers based on the performance 
metrics like average number of peaks found and peak accuracy. The results of our 
experimental studies suggest that crowding IWO can provide a statistically 
superior and more consistent performance than the other standard multimodal 
optimization algorithms. 
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Abstract. The demand for network communications is increasing every year, but 
the available resources are not increasing at the same rate. Bandwidth and network 
infrastructures are major issues in network related problems in remote areas for 
various applications.  The current study uses Genetic Algorithm (GA) based opti-
mization method to allocate the bandwidth related issues. In addition, it also  
considers the identification of optimal server location with minimal cost. In this 
regard, Geographical Information System (GIS) is used to identify the spatial loca-
tion of network components (server setup) optimal location. The proposed metho-
dology is demonstrated with a case study of National Programme on Technology 
Enhanced Learning (NPTEL) developed by Ministry of Human Resources De-
partment (MHRD), Government of India, where the network optimization is of 
much importance.  

Keywords: Bandwidth, Infrastructure, Genetic Algorithm, Geographical Informa-
tion System, Load balancer. 

1   Introduction 

In recent years, there is a constructive growth in communication field over the 
world with dedicated network systems. Application of advanced networking sys-
tems opened up many possible implementations across various domains such as 
military, mobile communication, agriculture, education and medicine which are a 
few worth mentioning here. This study focuses on education field that uses net-
work applications effectively. Education is a key factor that improves countries 
economy through scientific development. Therefore, the educational system 
should be re-framed from the current traditional class room teaching into sophisti-
cated computer based studies in order to transform the knowledge effectively. This 
is quite possible with advanced development in communication and multimedia 
technology. There are attempts that have been made by few on-line educational 
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systems (i.e. NPTEL, Massachusetts Institute of Technology’s Open Course ware 
(MITOCW), Common wealth of learning, British Open University and Australian 
Open University are entities that provide similar services).  These systems contain 
online teaching materials (e.g., web and video format courses) in favor of making 
fuller use of the country‘s top academic talent faculties in cost-effective ways [8]. 
However, the major drawback associated with these systems lacks in interaction 
between students and faculties and separated from traditional classroom teaching 
methodology. In addition, proper online enrollment, conducting examination are 
the major gaps that exist in providing the education.  

These problems could be solved through Virtual University (VU) concepts to 
some extent. The VU offers educational programs with communication and media 
technologies. The goal of virtual universities is framed to provide access to the 
student community who would not be able to get a chance in appearing for the 
physical campus education. The VU concept can aid in improving the quality of 
education with the help of reputed universities where there is limited number of 
direct admissions exist. In India, Indian Institutes of Technology (IITs) and IISC 
are the premier educational institutes offering quality-engineering studies. Hence, 
the VU concept is an alternative method of teaching where the students do not 
have exposure into IIT system. The NPTEL is an open access online educational 
system developed by IITs and IISc, which has received lot of attention among 
engineering students and industrialists. Therefore, these online courses can be 
directly included in VU without any additional efforts in newly creating online 
courses. However, the availability of bandwidth and network components is not 
able to effectively cater to the needs with current NPTEL system and its network-
ing devices. Therefore network optimization is a necessary criterion that should be 
enhanced to improve the overall service [7]. Numerous researchers explored the 
possibility of applying the optimization algorithm in network bandwidth related 
issues (i.e. fixed point optimization algorithm [3], dual decomposition [5], game 
theory [2] and backbone topology [1]) 

In this study, the major focus has been attributed towards solving the network 
related issues with optimization algorithm to distribute the network slots based on 
the available bandwidth. It also considers the application of GIS in order to route 
the signal spatially where the server location is nearer.  

2   Methodology 

The main objective of the study focuses on developing an optimized solution to 
install server and network devices at the optimal location as well as allocation of 
slots based on the number of users and the distance between user and servers. Al-
though this is associated with critical issues in design of communication channels 
and a network system, the dedicated networks are the key components in provid-
ing the services in a better way. As of now, Internet is one of main sources in pro-
viding access to the users. It is well known that the bandwidth of Internet connec-
tion is low. Still, there are options to provide this access via dedicated network 
lines such as NKN and VPN without bandwidth difficulties. 



Virtual Learning System: A Conceptual Framework of Network Optimization 791
 

The National Knowledge Network (NKN) is an e-infrastructure, which has 
high-speed network at 10 Gbps bandwidth. It is used to access the very large data-
bases in a cost effective manner in order to connect more than 5000 nodes across 
the country. A virtual private network (VPN) is a computer network that uses a 
public telecommunication infrastructure to provide remote offices or individual 
users with secure access to their organization’s network. It encapsulates data trans-
fers using cryptographic techniques between two or more network devices con-
nected by a public network to ensure the security of information and data that is 
transferred.  

Cloud computing is a recently developed concept to connect remote server and 
users in order to access high speed computing and sophisticated software. Pandian 
and Kasiviswanathan [6] studies show that the possible implementation of Cloud 
Software as a Service (SaaS) to connect the local user (i.e. engineering students) 
with the high-speed server to make use of preferred application.  

3   Case Study 

In this study, it was found that the current NPTEL system could connect 1500 
users effectively at the given specified time. Figure 1 shows the number of users 
visited NPTEL website from 2008 to 2011 and it is very clear that the curve 
moves in a linearly increasing trend and it is confirmed with the study [4]. There-
fore, it is a prior requirement that the bandwidth and network issues should be 
designed by considering the future increasing demand. The NKN covers spectrum 
of application ranges from education and research, agriculture, climate change, 
military, heath care and industry. 
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Fig. 1. Visitors history of NPTEL website (Source: Google Analytics) 
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Fig. 2. Proposed methodology 

The NPTEL is one among the applications proposed using this network. This 
involves various steps to be followed for effective implementation. Therefore the 
current study would be an attempt in addressing the various levels of complex 
issues that are involved in this process and possible solutions can be met. The pro-
posed methodology is given in the flowchart (Fig. 2).  

The optimal location of server is an important step and this could be solved us-
ing GIS based educational topography that contains the nodes of colleges and uni-
versity location and number of visitors who use NPTEL website.  

According to the flowchart given in fig.2, the user from any node of India will 
initially contact main server which includes load balancer and other networking 
devices such as router and switches that calculates the load based on bandwidth 
availability and distance from the user to nearest mirror. In this stage, the optimi-
zation helps in selecting the mirror, which has the slot as well as location-wise 
near. The GA based optimization algorithm routes the user in different servers 
based on nearer server location and the available bandwidth. 
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Dedicated Network
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Fig. 3. Network connecting server and users 

The available network connection that is being adopted so far connects the 
server and user based on Internet Protocol (IP) using GIS. The major limitation 
pertains to this type of connection is that connects the server locally and fails to 
connect the server which is located other than local server. Therefore, the present 
study is focused on connecting the user and server even if the server is located far 
from the user. The primary objective is to distribute the available bandwidth based 
on distance. In this way, connecting the next nearest server ensures the optimum 
bandwidth allocation. Figure 3 shows the typical servers that are connected with 
different cities. Each city has a specified number of users subsequently the band-
width used by different users will vary based on the application (i.e. web course or 
video course). The following equations describe the objective functions and con-
straints of the proposed method.  
 

Objective function: 
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Server n 

                                      1 2 ...n n nm nB B B S+ + ≤     (3) 
 

Where, B is the total bandwidth in Gbps, S indicates the total server capacity, b 
refers to the bandwidth that is used by single user and the total number of user is k. 
The n, m are total number of servers and cities respectively. It is to be noted that 
all the variables in the equations are non-negative quantities. 

The objective function is formulated in such a way that based on the distance 
(D in Km/Gbps) the bandwidth is allocated between the server and user with rele-
vant constraints as mentioned earlier. The distance is calculated using GIS and it is 
coupled with optimization algorithm such as GA. Here it is worth mentioning that 
the proposed methodology is associated with some of the challenges, which need 
to be taken care (i.e. Cyber security, Data access and ownership, Encryption 
needs, High performance servers and effective networking devices and Very high 
implementation cost). 

4   Conclusion 

Virtual University (VU) concepts can certainly help in getting good quality of 
education where the students are not having the physical access. This requires 
dedicated network devices and servers to access services that are in general cos-
tlier. Therefore, network optimization is a major concern. Network optimization 
reduces the cost involved in hardware selection and its maintenance. This study 
aimed in addressing the optimization involved spatially where the server to be 
located and temporally where slot distribution to be allocated based on the availa-
ble bandwidth. In this regard, GIS has been suggested in finding the optimal loca-
tion of mirror based servers, and GA based optimization algorithm could be the 
better choice for optimal allocation of bandwidth as these techniques are powerful 
tools and applied in various fields due to their promising results.  
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Abstract. There are many problems solutions of which require a great deal of 
computation. Over the years, nature inspired computing has become a successful 
tool to solve such problems. Quantum Genetic Algorithm (QGA), in the recent, 
often being used and is gaining momentum. A variant of QGA is being proposed 
in this work, which consist of multiple chains and uses the concept of continuous 
basis for continuous domain problem. 

Keywords: Combinatorial optimization problems, Quantum computing, 
Continuous basis, Genetic Algorithms. 

1   Introduction 

Many computational techniques and models have been developed by taking 
inspiration from natural phenomenon or from deeply observing the living systems. 
Evolutionary computation, originated during early 1960’s,  has taken attention of 
leading researchers, industrialist, and scientists since last decades, due to its wide 
range of applicability in solving different types of combinatorial optimization 
problems on a huge search space in a certain time/cost.  Particle Swarm 
Optimization (PSO) technique is inspired by the behavior of the bird flocking. Ant 
Colony Optimization (ACO) is derived by the ant’s behavior for search of food. 
Genetic Algorithm (GA) is derived from the Darwin’s theory of reproduction in 
nature. Artificial Neural Networks (ANN) is inspired basically by human brain 
functioning. All these computational methodologies belong to the soft computing 
discipline [1]. 

Quantum theory plays an important role in explaining many complicated 
behaviors of atomic structure. It has provided uniform framework for the 
construction of various modern physical concepts. It was the greatest scientific 
achievement of 20th century. The quantum computer concept was first proposed by 
Feynman in early 80’s. In 1985 the concept of quantum Turing machine based on 
Feynman principle was introduced in the literature [2]. Peoples are working in the 
direction of constructing a realistic quantum computer. Today’s computers use 
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binary bits of data that are either ones or zeros. Quantum computer would use 
quantum bits or ‘qbits’ which can be both zeros and ones at the same time. This 
concept has been borrowed from concept of ‘quirks’ of quantum mechanics. This 
‘quirks’ gives quantum computers a huge edge in performing particular type of 
calculations. Recently it was reported in the news paper that a team of physicist of 
Rice university claimed that they are very near to build a quantum computer by 
creating a tiny ‘electron super highway’ which they claim could be useful in 
producing the new computers that will use quantum particles in place of digital 
transistors found in today’s microchips. In the race to build to a quantum 
computers, the physicists are using various approaches to create qbits. 

Quantum computing forces us to reexamine various branches of computer 
science specially the branches which have their root in artificial intelligence. 
Quantum computing is a research area that includes concept like quantum 
mechanical computers and quantum algorithms. Some well known quantum 
algorithms had been already reported in the literature [3,4]. During last decade 
some work has been reported in combining Quantum computing concept with 
nature inspired evolutionary computation [8, 9, 10, 14]. The performance of the 
quantum evolutionary algorithm shows that it has better performance than 
traditional evolutionary algorithm such as conventional genetic algorithm. 

Ying had tried to explain the interplay between quantum theory and artificial 
intelligence and invited the researchers for filling the gaps in this direction [2]. 
The paper proposes the concept of new multiple chain quantum inspired genetic 
algorithm for providing the better solution of some NP complete problem [5].  
General structures of the problem that can be solved by evolutionary algorithm 
technique have been also elaborated in detail. 

2   Quantum Computing 

A ‘qbit’ is the smallest unit of information in quantum computing, which may be 
in the 1 state or 0 state or in the superposition of the two states. In Quantum 
mechanics “State” means all the aspects together, whatever information one can 
have for the system should be contained in the description of the state. If we say 
that we know the state of the system at any instant, that means we know 
everything about the system at that instant that is possible to know. For Quantum 
systems of a single particle, the information about the position at time t is given 
by ),( txΨ . At a given time t, there may not be a definite position of the particle 

as  the particle may be found at various positions with probabilities proportional to 

.),(
2

txΨ But to know anything about its position at a time t we must know its 

wave function ),( txΨ  at a given instant of time t. At a particular time t the wave 

function Ψ will be a function of x only. For realistic situation wave function 
should be finite continuous and square integrable. 
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The wave function )(xΨ is only one way to represent the state.  P.A.M. Dirac 

who contributed a lot in the formulation [ 6] and development of quantum 

mechanics, introduced the ket symbol  for the abstract state. An identifying 

symbol which is written inside the ket symbol, such as Ψ , denotes a particular 

state. The state space F is, in general, infinite dimensional. We need infinite 
number of functions to form a basis for F. The basis functions are so chosen that 
they are orthogonal to each other, and also the norm of each of them is unity. If we 

denote the basis functions by iΦ ’s . The orthonormality condition of wave 

function can be written as ijji δ=ΦΦ where ijδ is 1 if  i=j and zero 

otherwise. This quantity ijδ  is called kronecker delta. In this new notation any 

state vector can be represented in the following way 

                                                  
Ψ = i i

i

c Φ∑                                         (1) 

The expression ∑ Φ
i

iic  is called a linear combination of   iΦ ’s. The 

number ic is called the component of  Ψ  in the direction of iΦ . For 

obtaining the component nc , we take the scalar product of the basis function 

nΦ  with the given wave function Ψ  as given below. 

        
∑ ΦΦ=ΨΦ

i
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                 =  nnn cc Φ++ΦΦ ...11  
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                 = nc  
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The probability of any measurement of dynamical variable “D” in state “n” = 
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nc
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And 
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2

2c +….+
2

nc =1  ( from the principal of probability). 
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This is kind of a discrete basis because we can count them to be the first 
function, this is second and so on. This kind of basis had been already reported in 
the area of quantum inspired evolutionary techniques [6]. 

The paper proposes the expansion of Quantum Computing with continuous 
functions for evolution inspired computation which is not yet reported in the 
literature but may have wide role to play. In the field of quantum mechanics the 
concept of continuous set of functions as a basis is very important. In such a case, 
the basis function are not indexed by a discrete level I but by a variable which can 
take any value from ∞− from to ∞+ . The Set of Dirac delta function 

)( 0xx −δ  also written as 0x  is such a basis. We can have infinite number of 

Dirac delta function each centered at .0x We can’t label them as the first function 

the second function etc. because between any two unequal values of 0x there are 

infinitely many other values. But we can write any function )(xΨ  in terms of 

these delta functions. Such a basis is called a continuous basis. Note that 0x  

themselves are not part of the state space, as they do not represent state of any 
realistic system. But any realistic state can be represented as a linear combination 

of these states. For a continuous basis the expansion of state function Ψ  will be 

integration over the whole range of the continuous label describing the basis. For 

example, using 0x  basis,  

                                               
Ψ = ∫

+∞

∞−

Ψ 000 )( dxxx .                          (2) 

In this expansion, )( 0xΨ is the “component” of Ψ in the direction of  0x . Is 

such a Continuous basis orthonormal? Such a basis function can be chosen to 
orthogonal to each other but their normalization is not assured. The delta functions 
and the plane wave functions are not square integrable hence can’t be normalized. 
For a continuous basis orthonormality can be interpreted in the following manner. 

A continuous basis λ is called orthonormal if )( 2121 λλδλλ −= . What 

does this eqn. mean?  If  21 λλ ≠ , i.e, if we take different basis functions 1λ  

and 2λ , the scalar product is zero. But if 21 λλ = i.e. square of norm of basis 

function 1λ  is infinity. 

Often the continuous basis function are not themselves valid wave function. i.e. 
they do not belong to the set of all possible wave function. But any realistic wave 
function can be expanded in terms of these. 

In case of continuous basis probability of getting the position x in the range 

0x to 0x +d 0x  is .)( 0

2

0 dxxΨ  
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3   Problem Structure 

Many of the real world problems can’t be solved by the traditional mathematical 
techniques (linear/nonlinear programming). Most of these problems are decision 
problems or optimization problems. What would be the basic structure of such 
problems and why the traditional mathematical techniques are unable to find the 
suitable solution? This paper considers these objectives. 

3.1   General Structure and Objective of the Problem  

To solve a problem, the objective function may be given by real word system 
(biology, medical science or socio economy) of arbitrary complexity. Whenever 
we create a model for a system, this directly indicate that we want to predict the 
behavior or performance of the system (machine, scheduling, stock market, 
prediction of diseases etc.) under certain conditions where experimenting on the 
actual object is impossible either due to cost/time or any other reason. Usually in 
real word system the problem can’t be formulated in terms of direct cause-and-
effect relations, as the exact formulation requires a huge number of details. In 
most of the problems the objective is to find a vector Sx ∈ of free parameters of 
the system under consideration, such that a certain quality criterion 

),(),(: URSf →Ω  is maximized (or minimized), where R is the set of real 

number, Ω  is the corresponding topology on the domain set S  and  U is the 
usual topology on the set of real number. 

                                                      ( ) maxf x →                                         (3) 

f may be a function of single variable (usually in ordinary calculus) or it may be 

a function of several variables  (in most real world problem). In real world 
problems more than one quality criterion is also of our concern. In this case we 
can represent f as follows: 

                                                1 2[ , ,...., ]nf f f f≡
   

                                  (4) 

( In the case of Combinatorial Optimization Problem (COP) the Topology Ω  on 
the set S  is the discrete topology). 

The aim is to find the global optimum or near optimal solution of the problem. 
Mathematically global optimum is defined as follows: 

Find a vector Sy ∈ such that 

                                            ( ) ( ) .f x f y x S≤ ∀ ∈                                    (5) 

Existence of several local maxima (equivalently local minima) can be defined as 

follows: Let xN denote the family of sets of all neighbourhoods of Sx ∈ on the 

topological space ).,( ΩS Then for each xNN ∈ we can find a Nz ∈  such that 
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( ) ( ) , .xf x f z x N N N≤ ∀ ∈ ∀ ∈

                             
(6) 

 

Moreover all the restrictions/ constraints of the real world problem can be expressed 

explicitly or implicitly in the form of the set of function viz.  RSg j →: , 

(whenever there will be only one constraint jg  will be denoted by .g ) 

After applying all the demands of the problems in real world situation we will 
try to find a subset SF ⊆  of solutions known as feasible solutions and the 
definition of the set F can be described as follows: 

                                        
{ : ( ) 0}jF x S g x= ∈ ≥                                      (7) 

3.2   Why Traditional Mathematical Techniques Failed 

There should be no doubt that traditional mathematical techniques were very 
successful in many applications of small real world problems. Research is also 
growing in these fields for providing solutions of complex mathematical real 
world problem. But theoretically it has its own limitations. For example, linear 
programming problem (LPP) uses piecewise linearity of relation between f(x) 

and )(xh j . Although the LPP have the ability to find the solution in a finite 

number of steps and can be employed at reasonable cost for larger problems, it 
can’t be used due to oversimplifications of non linearity towards linearity that 
throws away the optimal solutions at a large distance. The mathematical concept 
behind this is that optimum solution of a LPP is always located in a corner of the 
polyhedrons made up of restrictions, whereas the optimum solutions of a NLPP 
can be found anywhere in the interior of the feasible area. Moreover, the extension 
of LPP to convex or concave, usually purely quadratic programming, yields only 
gradual improvements of the area of applications. Theoretically it has excluded the 
possibility of existence of eqn (2), i.e. the existence of several local 
maxima/minima. Moreover, most of the existed models are in the form of 
algorithm and there is no mention of the corresponding topology in that space and 
hence differentiability as well as continuities of the functions makes a concern. 

3.3   Approach of the EA Techniques and Reason of Success 

In real world problems other important factors like strong nonlinearity, large 
dimensionality, non differentiability, and noisy and time varying objective 
functions frequently make the problem very difficult, if not unsolvable. But even 
in the later case, the identification of an improvement of currently known best 
solution through optimization is often already a big success for practical problems 
(e.g. in medical area, stock market etc.). In many cases evolutionary algorithms 
provides an effective and efficient methods to achieve this. Evolutionary 
techniques should not be considered as a readymade jacket, but rather as a general 
concept which can be fitted to most of the real world problem after certain 
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modification  that were beyond  the limit by traditional mathematical methods. 
Once a successful evolutionary computation has been developed it can be 
incrementally adapted to the problem under considerations, to changes of the 
requirements of the project, to modifications of the model, and to change of 
hardware resources [7].       

4   Designing of an EA Methods and Scope 

In most real world applications the search space is defined by a set of objects, e.g. 
processors, number of machines, capacity, reliability of each nodes, consumption 
of energy etc. All of these types of things which are subjected to the optimization 
problems constitute the phenotype space. On the other hand the evolutionary 
operators often work on abstract mathematical objects like binary string in the 
case of genetic operators and graphical structures (set of vertices and set of paths) 
in case of ACO operators say a evolutotype space. For associating these two viz. 
phenotype and evolutotype spaces, we need a coding functions or mapping. There 
are two different approaches for this.  

1. For an algorithm, construct a decoding function according to the requirements 
of the algorithms. 

2. Design the representation as close as possible to the characteristic of the 
phenotype space. In this case, there is no need of looking towards decoding 
functions desperately. 

Each one of them has their own benefit and drawbacks. On one side in the first 
approach empirical and theoretical results are available for the standard instances 
of evolutionary algorithms. On the other side a complex coding function can 
further increase the mathematical difficulty and nonlinearity of the problem taken 
in hand, which can delay the progress of finding the optimum solution with a 
significant amount. Most of the work prefers natural problem related 
representations. 

5   Proposed Quantum Genetic Algorithm 

We have elaborated QGA in the following subsections. 

5.1   Genetic Algorithm (GA) 

Genetic algorithms (GA) [11, 12] are derived from the principles of Darwinian 
natural selection and evolution. The simple genetic algorithm starts off with a 
population of randomly generated chromosomes, each representing a candidate 
solution to the concrete problem. It advances towards better chromosomes by 
applying three natural operators; selection or reproduction, crossover and 
mutation. The population evolves over time through a successive iteration process 
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of competition and controlled variation. Each state of population is called 
generation.  

Selection operator stochastically collects the fitter member of the population as 
per a predefined fitness function. The crossover combines two good solutions into 
potentially better solutions by exchanging genetic materials. Mutation randomly 
alters the information contained in the population, adding diversity back into the 
population. Mutation plays a very significant role towards avoiding a premature 
convergence. Crossover is also termed as exploiter and Mutation as exploration 
operator.  

5.2   Quantum Inspired -GA 

QGA borrow fully the concept of quantum mechanics on the top of genetic 
algorithms.  In fact it is a probabilistic algorithm which uses the concept of 
superposition of quantum states, entanglements and intervention.  For encoding 
the chromosomes of the population Q bit is used and for updating the solution 
rotation gate is used [15,16,17,18]. A Q bit individual as a string of m Q-bit is 
defined as follows: 

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

m

m

m

ηηη

βββ
ααα

......

:......::

.....

.....

21

21

21

 

Where .,......2,1,1....
222

miiii ==++ ηβα  

The basis of state space of a quantum system of  m Q bit is: 

{ }1....1,1,...1....0,0,0....0,0  . 

For example suppose we have following three qbits with three pair of amplitudes 

(assume that each chromosome of qbit has only two component iα and iβ .): 

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

2

3

2

1

2

1
2

1

2

3

2

1

 

The states can be represented as follows: 

Ψ = 3 /4 2  000 +3/4 2 001 +1/4 2 010 - 3 /4 2  

011 +3/4 2 101 + 3 /4 2  100  -1/4 2 110 - 3 /4 2  111 . 
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This means that probability to represent the state 000 , 001 , 010 , 

011 , 100 , ,101 110  and 111  are 3/32, 9/32, 1/32, 3/32,3/32,9/32, 1/32 

and 3/32 respectively. Thus the above three bit Q strings contains the information 
of 8 states. Similarly the state function of four bit Q strings contains the 
information of 16 states. 

5.2.1   Initial Population & Q Bit Encoding 

Randomly generate an initial population )(tPQ as )(tPQ ={ )(1 tp , )(2 tp , 

)(3 tp ,…, )(tpN }, where )(tpi  is defined as follows: 

)(tpi = .

)(....)()(

::::

)(....)()(

)(...)()(

21

21
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5.2.2   Evolutionary Rotation Operations 

Basic QGA updating strategies are based on the quantum rotation gate. The 
Quantum Rotation Gate )( θΔU for a chromosome of length unto 2 had been 

defined in the literature as: 

)( θΔU = ⎥
⎦

⎤
⎢
⎣

⎡
ΔΔ
Δ−Δ

)cos()sin(

)sin()cos(

θθ
θθ

 

The direction and magnitude of rotation angle θΔ  are crucial. Methods of 
obtaining θΔ directly impact the convergence speed and search efficiency of 
algorithms. Evolutionary rotation operation is used for moving the phases of 
chromosomes in each qbits to the phases of those in global optimal chromosomes. 
By studying the phase relation between these two we can determine it. Updated 
value of the chromosomes can be determined as follows: 

=⎥
⎦

⎤
⎢
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⎡
+
+

)1(

)1(

t

t

β
α

⎥
⎦

⎤
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Δ

)(

)(
)(

t

t
U

β
α

θ  

In general a Quantum gate acting on Quantum register Consisting of n qbits can be 
conveniently described by a 2n  x 2n  matrix U given by the Eqn. (8) that will 
satisfy Eqn.  (9) [2]. 
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                                                   U(UT)C  =I                                              (9) 
 

where UT)C  denote the transpose conjugate of U.  
In general the updated value of chromosome can be given as: 
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Some other Evolutionary Rotation gate operator had been already reported in the 
literature like Hadamard gate, He gate and influenced global gate, each of them 
talking about chromosomes having two components. The paper also  proposes  the 
way of extension of these  rotation gate for a chromosome having  in general 2n  

quality component. 
Through the Quantum rotation Gate the conversion between any superposition 

state can be achieved  which increases the diversity of the population and has high 
degree of parallelism. 

5.2.3   Quantum Mutation Operator 

Through quantum mutation operator we increase the diversity of individual and 
reduce the probability of immature convergence so it also increases the searching 
ability in local space. In general Quantum not operation had been used widely for 
mutation operation in quantum inspired evolutionary techniques. For this at each 
generation we generate a random number between 0 and 1. If the generated 
random number is less than the mutation probability Pm , we select a chromosome 
randomly and swap the positions of two quality parameter in that. For e.g. if the 

randomly chosen chromosome is [ ]Tttt )(...)()( ηβα  and two randomly 

chosen quality parameter is first and last then after mutation it will be converted 
into the following manner: 
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if rand () < Pm.. 

5.2.4   Perturbation or Disaster Operation 

In order to solve the QGA problem being prone to be trapped in local extreme 
value better we perturb the population. It is found that by using the QGA analysis 
that when the best individual of the current generation is a local extreme value, it 
is very hard for the algorithm to extricate itself. Therefore when the best 
individual does not change in successive generations, the algorithm is trapped in 
the local extremes. At this point of time a perturbation should be applied to the 
population to extricate itself out of the local optimal and start a new search. 

5.2.5   Proposed Algorithm 

Procedure of QGA can be summarized in the following steps: 

Step1: At t=0 initialize population  )(tPQ ={ )(1 tp , )(2 tp ,…, )(tpN }. 

Step2: Decode )(tPQ in the form of solution according to the problem. Evaluate 

the fitness value of each individual solution in decoded population )(tPQ  and 

store the best solution among )(tPQ into PoP(t) 

Step 3: If a stopping condition is satisfied, then output the results; otherwise go on 
to the following steps. 

Step4:  t=t+1 update )(tPQ  to )1( +tPQ by applying evolutionary rotation gate 

U from left on )(tPQ . 

Step5: Decode )1( +tPQ in the form of solution according to the problem. 

Evaluate the fitness value of each individual solution in decoded population 

)1( +tPQ  and store the best solution among )1( +tPQ  and  PoP(t) into PoP(t+1)  

Step 6: If the disaster step is gotten execute disaster operation. 
Step 7: Execute mutation operator. 
Step 8: Whether termination is reached else go to step 4. 
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6   Possible Applications 

6.1   Knapsack/Multiple Knapsack Problem (MKP)  

It is a combinatorial optimization problem in which for a given set of n items 
(i=1,2,…n), each having a specific weight wi  and a value pi  the goal is to select a 
subset of items for packing in a knapsack of capacity c,  such that to maximize the 

total value of the item packed in the knapsack ∑
=

n

j
jj xp

1

. (here it is the f of eqn 

2.1) and subject to the constraint ∑
=

≤
n

j
jj cxw

1

. such that xj =0 or 1, j=1,2,…n. 

(here ∑
=

−=
n

j
jj xwcg

1

. ). Another constraint in this problem is that no item can 

be partitioned and once packed can not be taken out of the knapsack. MKP can be 
thought as a resource allocation problem, where we have m resources (the 
knapsacks), n objects and object j has a profit pj.  Each resource has its own budget 
ci (knapsack capacity) and consumption rij of resource i by object j. Objective 
function ( f  as described in eqn (1)) for MKP will be same as that of knapsack 

problem described above. But the jg will look as  

                   1

. 1,2,...... ; 1, 2,......
n

j j ij j
j

g c r x i m j n
=

≡ − = =∑
                   

(10) 

There are m constraints in this problem, so MKP is also called m-dimensional 
knapsack problem. Problems in cargo loading, cutting stock, bin packing, budget 
control financial management and scheduling problems may also be formulated as 
Multiple Knapsack Problem [19].  

6.2   Traveling Salesman Problem (TSP)/ Multiple TSP 

The Goal in TSP is to find the minimal Hamiltonian circuit of the graph that 
represents the city network. In other words, to find a permutation π of the city 
indices {1,2,…n} whose traveling length f(π) is minimal where f(π)  is given by 
the following equation. 

                                          

1

( ) ( 1) ( ) (1)
1

( )
n

i i n
i

f d dπ π π ππ
−

+
=

= +∑
                       

(11) 

In symmetric TSP the Hamiltonian graph is fully connected with symmetric 

distance metric i.e .jiij dd =  
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MTSP is a generalization of the TSP, where more than one salesman is allowed 
to be used in the solution. Moreover the characteristics of the multiple TSP seem 
more appropriate for real life applications, and it is also possible to extend the 
problem to a wide variety of vehicle routing problems by incorporating some 
additional constraints. Possible variations may be the inclusion of time windows, 
single versus multiple depot and other special restrictions according to the domain 
of the problem. 

6.3   Assignment Problems 

In assignment problem the objective is to assign a number of jobs to equal number 
of machines/persons at a minimum cost/time. It is a special case of linear 
programming problem known as 0-1 programming problem. In the literature 
several methods have been reported for generalized assignment problems 
[20,21].The three Index assignment problems also known as the 3-dimensional 
assignment problem is a well known NP-hard problem [20]. The 0-1 programming 
model for this problem looks like as given in the following Eqns. 

                                                    , ,

min .ijk ijk
i I j J k K

x c
∈ ∈ ∈
∑

                            
(12)
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,},,{},1,0{ KJIkjixijk
××∈∀∈  where I, J, K are three disjoint sets with 

cardinality of each set taken as n. 
A distributed computing system has emerged as a powerful platform for 

providing higher computational power. The task assignment problem on such 
systems is a NP-complete problem. It is a mapping which assigns task of a 
program among different processors of distributed computer systems in order to 
optimize some characteristic parameters. The goal can be achieved by maximizing 
the utilization of resources and reducing the communication time between 
processors. These two criteria of the goal increases the complexity of the problem 
and a conflict arises in the problem as first criteria requires to distributes the tasks 
among different processors where second criteria require to distribute them on the 
same processors. Because of the intractable nature of the task assignment problem, 
it is desirable to develop good heuristic algorithm/hybrid algorithm according to 
the need of the problem. 
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6.4   Vehicle Routing Problem (VRP)  

The Vehicle Routing Problem can be described as the problem of designing 
optimal delivery or collection routes from one or several depots to a number of 
geographically scattered customers. As the size of the problem increases, it 
becomes a tough task to find an optimal solution. This problem also belongs to the 
NP-Class Problem. Many hybrid approach using neural network, genetic 
algorithm and quantum inspired evolutionary techniques have been reported in the 
literature [22]. 

6.5   Scheduling Problem in a Computational Grid  

Scheduling of task is an integrated part of parallel and distributed computing 
systems. An intensive research has been done in this area and the results of those 
were widely accepted. But, with the emergence of Open Grid Service Architecture 
(OGSA) in computational grid, new scheduling models and algorithms are in 
demand for addressing new concerns in grid environment. The complexity of the 
scheduling problem increases with the size of the grid and becomes highly difficult 
to solve it effectively. Several Scheduling problems consider MKP as a sub 
problem. In such problems, constraints relating to different nodes/grids changes 
with respect to time depending upon the load of the traffic and sudden requirement 
of specific type of service. Many evolutionary techniques for providing the better 
schedule using construction method had been reported [16, 23, 24]. 

7   Conclusion 

As discussed above, there is a variety of problems for which exact algorithm 
doesn’t exists. Evolutionary techniques provide much efficient solutions for such 
problems. It is the point of research that for what type of problem which 
evolutionary technique may be applied and how efficiently it is possible to map 
the parameters of the various applications to that of the different heuristic 
methods. In recent, ACO, GA, PSO, ANN etc. have been applied on such 
problems. Sometimes, two or more methods are mixed together making a hybrid 
algorithm to explore good results for specific type of problem [13, 20]. The 
concept of Quantum continuous basis given in section 2 and multiple chain 
concept will be helpful in developing  new hybrid quantum inspired evolutionary 
algorithm for many real world problem. 
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Abstract. Improvement of voltage profile in modern power system is a challenging 
task due to its stressed operating conditions. Use of Flexible AC Transmission 
System (FACTS) devices like SVC and Stacom can be an economic solution to this 
problem. Statcom is a second generation FACTS device, which is basically voltage 
source converter that can be used in voltage control mode or reactive power 
injection mode. For stable operation and control of power systems it is essential to 
provide real time solution to the operator in energy control centers.  

In this paper, particle swarm optimization (PSO) is proposed for development 
of feed forward neural networks for estimation of the control and operating 
parameters of Statcom used for improving voltage profile in a power system. The 
PSO-ANN provides result with faster convergence speed and avoids the local 
minima problem.  

Two PSO based three-layered feed-forward neural networks are developed to 
estimate the control/ operating parameters of statcom used for improving voltage 
profile at various loading condition of power system. The effectiveness of the 
proposed method is demonstrated on IEEE 30-bus power system. The results 
obtained clearly indicate the superiority of the proposed approach for parameter 
tuning of Statcom. 

Keywords: Statcom voltage and its phase angle, Reactive power in the connected bus, 
Reactive power in statcom, Vector Quantization clustering technique, PSO-ANN. 

1   Introduction 

Introduction of restructuring in emerging power system, and the present changes 
in generation sources have increased the complexity and uncertainty for power 
system operation and control. Therefore, it is likely that power systems have to be 
operated under stressed conditions and may lead transmission systems to work 
closer to their voltage and line loading limits [1]. Reinforcing a power system can 
be done by increasing the voltage level or adding transmission lines. However, 
these solutions require considerable investment. Flexible AC Transmission 
System (FACTS) devices can be an economic solution to these problems [2].  
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For providing voltage support, shunt FACTS devices, such as Statcom and 
SVC are typically used. Statcom is a second generation FACTS device used for 
shunt reactive power compensation. The principle of statcom is that by adjusting 
reactive power, the voltage magnitude of the connected system can be controlled. 
The statcom is a combination of a voltage source converter and a reactance, which 
is connected in shunt to power system. The converter supplies leading current to 
the AC system if the converter output voltage is made higher than the 
corresponding AC system voltage  and then it supplies reactive power to the AC 
system by capacitive operation. Conversely, the converter absorbs lagging current 
from the AC system, if the converter output voltage is made less than the AC 
system. In this condition, it absorbs reactive power from the AC system by 
inductive operation. If the output voltage is equal to AC system voltage, no 
reactive power will be exchanged. 

Like other FACTS devices, statcom is an expensive device; therefore the 
device is to be installed at optimal location so that voltage profile of the power 
system may be improved effectively. Simple heuristic approaches are usually 
applied for determining the optimal location of FACTS devices in a small power 
system. However, more scientific methods are required for placing and sizing 
FACTS devices in a larger power network. FACTS sizing and allocation 
constitutes a challenging problem in power systems. Generator buses where 
voltages are regulated by the generator do not need statcom installation. Shunt 
FACTS devices like statcom, SVC are normally connected to the load bus in a 
power system [3-5]. 

Since operating condition of a power system is dynamic in nature, therefore the 
control parameters of statcom are required to be tuned for proper operation of the 
power system. Conventional method used for tuning control parameters of statcom 
like Newton Raphson method needs to be run for any change in operating state 
and therefore is time consuming. Artificial neural networks are proposed here for 
this task, as they have ability to synthesize complex mappings accurately and 
rapidly for estimation of the control and operating parameters of Statcom used for 
improving voltage profile in a power system. 

The back-propagation (BP) algorithm is the most commonly used technique for 
training neural network, but it suffers from slow convergence speed and it easily 
gets stuck in local minima [6]. Particle Swarm Optimization (PSO) algorithm can 
be a solution to avoid this problem. It is a population based stochastic optimization 
technique developed by J. Kennedy and R. Eberhart in 1995. It models the 
cognitive as well as the social behavior of a flock of birds (solutions) which are 
flying over an area (solution space) in search of food (optimal solution) [6]. PSO 
has been applied to train neural networks in place of using back-propagation 
algorithm and found to be faster than back-propagation algorithm [7-12].  

In this paper, statcom has been used to improve voltage profile of a power 
system and the statcom has been connected to an appropriate load bus. This has 
been observed that the reactive power requirement from statcom to maintain the 
connected bus voltage constant depends on the operating condition of the power 
system. In this paper, two PSO-ANNs are developed, one to estimate the statcom 
voltage and its phase angle and other PSO-ANN to estimate the reactive power in 
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the statcom connected bus and in the statcom at various loading conditions. The 
effectiveness of the proposed approach has been demonstrated on IEEE 30-Bus 
system. 

2   Statcom for Voltage Profile Improvement 

When the statcom is used in voltage control mode it can be treated as an 
augmented PV bus. In this mode of operation the specified quantities are active 
and reactive power injections and voltage magnitude. The state variables to be 
solved are, i) the voltage Vs of the statcom, ii) angle  of statcom voltage and iii) 
the voltage angle δk of the bus to which statcom is connected. Thus three 
equations are needed to solve for the state variables associated with statcom 
connected bus. Two of these equations are the modified real and reactive power 
equations associated with statcom connected bus k which can be expressed as 
  ( ) = ∑ | | cos( + ) + | || || | cos( + ) (1) 
 ( ) = ∑ | | ( + ) + | || || | ( + )  
                                                                                                                                (2) 
 

The additional equation needed is the reactive power supplied by the statcom to 
the AC system, which can be expressed as 
 

Qs = -Im[Vs*Ys(Vs-Vk)]-|Vs|2|Ys|sin(θs)+|Vk||Vs|Ys|sin(θs-δk+δs)      (3) 
 

These equations are linearized and solved along with other load flow equations 
associated with remaining buses in the system using Newton Raphson method [5]. 

3   Methodology 

The schematic diagram of the methodology carried out in this paper is shown in 
the Fig.1.  A large number of load patterns were generated by perturbing the real 
and reactive loads at various buses randomly in wide range. Statcom is connected 
at appropriate bus. Statcom equations (1)-(3) were solved along with AC load 
flow equations to compute the voltage Vs of the statcom, angle θs of statcom 
voltage, the reactive power Qs in the statcom and Qk in the statcom connected bus 
k to maintain the statcom connected bus voltage constant at different system 
loading conditions. The real and reactive loads, total real and total reactive power 
loads are considered as the inputs for the neural networks PSO-ANN1 and PSO-
ANN2 trained using particle swarm optimization algorithm. Vector Quantization 
clustering technique is used for reducing the dimension of input data. The outputs 
for PSO-ANN1 are voltage magnitude and phase angle of statcom voltage, while 
the outputs for PSO-ANN2 are reactive powers in bus k and in the statcom. 

The number of inputs and outputs are decided before starting the training of a 
PSO-ANN, while the optimum number of hidden neurons is obtained by having 
some trials. The PSO-ANN architecture which requires less training time and 
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provides more accurate testing results is considered as the optimum structure of a 
PSO-ANN. The neural networks PSOANN1 and PSOANN2 have been developed 
for estimation of statcom voltage magnitude and phase angle and for estimation of 
reactive powers in the connected bus and statcom respectively as shown in Fig. 1. 

 
 

   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Schematic diagram for developing two PSO-ANNs for tuning of statcom parameters 

3.1   Particle Swarm Optimization Technique 

PSO is an evolutionary computation technique developed by Eberhart and 
Kennedy in 1995, and was inspired by the social behavior of bird flocking and fish 
schooling [13]. It utilizes a population of individuals, called particles, which fly 
through the problem hyperspace with some given initial velocities. In each 
iteration, the velocities of the particles are stochastically adjusted considering the 
historical best position of the particles and their neighborhood best position, where 
these positions are determined according to some predefined fitness function. 
Then, the movement of each particle naturally evolves to an optimal or near-
optimal solution.  

PSO technique finds the global best solution by simply adjusting the trajectory 
of each individual toward its own best location and toward the best particle of the 
entire swarm at each time step (iteration). The PSO method is becoming very 
popular due to its simplicity of implementation and ability to quickly converge to 
a reasonably good solution. In the PSO algorithm, the trajectory of each individual 
in the search space is adjusted by dynamically altering the velocity of each 
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wide range 

 Stop 

Connect Statcom at appropriate bus and calculate the Statcom 
parameters for each pattern using Eqns (1-3) and load flow program 

Design and train PSO-ANN1 for voltage and  
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particle, according to its own flying experience and the flying experience of the 
other particles in the search space. 

The position vector and the velocity vector of the ith particle in the d-
dimensional search space can be represented as Xi=[xi1,xi2,………,xid]and Vi=[vi1, 
vi2,………,vid] respectively. According to a user defined fitness function, say the 
best position of each particle (which corresponds to the best fitness value obtained 
by that particle at iteration k) is Pi=[pi1, pi2,…, pid], and the fittest particle found so 
far at iteration k is Pg=[pg1, pg2,…, pgd]. Then, the new velocities and the positions 
of the particles for the next fitness evaluation are calculated using the following 
two equations: 

 ( ) = . ( 1) + . ( ( 1) + . ( 1)  

                                                                                                                               (4) 
 

                                           ( ) = ( 1) + ( )                                         (5) 
 

Where c1 and c2 are constants known as acceleration coefficients, and rand1 and 
rand2 are two separately generated uniformly distributed random numbers in the 
range [0, 1]. The first part of (1) known as “inertia” or “momentum” or “habit” 
represents the previous velocity. This provides the necessary momentum for 
particles to roam across the search space. The second part, known as the 
"cognitive" or “memory” component, represents the personal thinking of each 
particle. The cognitive component encourages the particles to move toward their 
own best positions found so far. The third part is known as the "social knowledge" 
or “cooperation” component, which represents the collaborative effect of the 
particles, in finding the global optimal solution. The social component always 
pulls the particles toward the global best particle found so far. 

3.2   Particle Swarm Optimization-Artificial Neural Network 

The PSO algorithm is too different from any traditional methods of ANN training. 
PSO not only trains one network but it can train multiple networks. PSO selects a 
number of neural networks and initialize them to some random weights and start 
training each one. PSO compares fitness (error) of these neural networks. The 
network with the least error is taken as the global best [13].  

In PSO-ANN model as shown in Fig.2., each neural network (i.e. particle) 
contains a position and velocity. The position is related to the weight of neural 
network W, while the velocity here refers to updating of the ANN’s weights ∆W. 
The velocity is used to control how much the position i.e. weight is updated. The 
particles are evaluated using a fitness function.The fitness function of each particle 
is the value of the error function evaluated at the current position vector of the 
particle [9].Particles have a tendency to duplicate their individual past behavior 
that has been successful (cognition) as well as to follow the successes of the other 
particles (socialization). The neural network weight matrix is rewritten as an array 
to form a particle. Particles are then initialized randomly and updated afterwards 
according to equation (6) and (7): 
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Fig. 2. Flow chart of PSO-ANN             W(t + 1) =W(t) +  ∆W(t + 1)                                         (6)  W(t + 1) =w.ΔW(t ) +c1. rand ( ).[  pBest( t) - W(t) ] +c2. rand ( ) . [gBest( t) - W(t)]                                                                                           (7)  
where w, c1 and c2 are inertia, cognitive and social acceleration constants 
respectively. Inertia constant controls the exploration and exploitation of the 
search space because it dynamically adjusts velocity. Cognition and social are the 
acceleration constants which changes the velocity of a particle towards pBest and 
gBest, (generally somewhere between pBest and gBest). 

The particles have memory and each particle keeps track of previous best 
position and corresponding fitness. The previous best value is called as pBest. 
Thus, pBest is related only to a particular particle. It also has another value called 
gBest which is the best value of all the particles pbest in the swarm. The basic 
concept of PSO technique lies in accelerating each particle towards its pBest and 
the gBest locations at each time step. Acceleration has random weights for both 
pBest and gBest locations. 
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3.3   Vector Quantization Clustering Technique 

In a neural network application, if a large dimension input data are used, then the 
number of weights will increase and this will adversely affect the training of 
neural network. To overcome this problem, dimension of the input data must be 
reduced. An unsupervised learning Vector Quantization clustering technique is 
adopted here in this paper to reduce the dimension of input data [14],[15]. In this 
method, the first pattern creates a starting cluster. And subsequent clusters are 
formed on the basis of Euclidean distance between input patterns and different 
existing cluster centers. Euclidean distance between input pattern and any 
allocated cluster centre is calculated as: 
 

                             = = ∑ ( ) /
                               (8) 

 

Where, Xp is pth input vector, Cj is jth cluster and d is Euclidean distance. If the 
Euclidean distance of any input vector Xp from cluster k (i.e. Ck) is less than the 
Euclidean distance of Xp from cluster j (i.e. Cj), then k is selected as closest 
cluster to the input vector Xp. The cluster k can be selected as closest cluster using 
Eq. (8) 
      <                       = 1, … . ,                                         (9) 

 

Where, M is the number of allocated clusters. Once the closest cluster ‘k’ for the 
input vector has been determined, the distance must be tested against 
the threshold distance ρ, such as: 

If < ρ, the pth input pattern is assigned to kth cluster, i.e. Ck. 
Otherwise, if  > ρ then a new cluster is allocated to pth input pattern. 

Every time the closest cluster center selected on the basis of comparison with 
threshold r is updated as:  

 

                                                 = ∑                                                (10) 
 

Where, Sn denotes the set of input vectors and n is number of input vectors in a 
cluster. The process of finding closest cluster is repeated for all the system 
variables Sj{Sj=[s1j; s2j; s3j; . . .; sN]T; j = 1; 2; 3; . . .; n}: The variable nearest to 
the cluster centre in a group has been selected as the representative variable for 
that cluster. These representative variables are used as the selected input features 
for the proposed PSO-ANN. In the present paper VQ clustering technique has 
been employed for reduction of dimension of input data for each neural network. 

4   Solution Algorithm 

The solution algorithm for statcom voltage and reactive power estimation has been 
summarized as follows: 

i. Newton-Raphson load flow program is run to determine voltage profile of 
the power system in base case condition. 
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ii.  A statcom is connected at an appropriate load bus to maintain its voltage 
1.0 pu. 

iii. With the statcom in power system, a large number of load patterns are 
generated randomly by perturbing the load at various buses. 

iv. For each loading scenario, Newton-Raphson load flow program along with 
statcom equations is run to calculate statcom voltage and reactive power to 
maintain 1.0 pu voltage at the statcom connected bus. 

v. Two PSO-ANNs are developed for statcom voltage and reactive power as 
discussed below- 
a) For PSO-ANN, a population of ANN’s is constructed, with different 

initial weights. 
b) For each ANN (particle), iterate over the training data set and calculate 

the sum of squared error. 
c) Compare all the ANN’s error, to find the best ANN in the 

neighborhood. 
d) If one of the network has achieved the minimum error required (error 

goal) record its weights and go to step (f) otherwise go to step (e). 
e) For each ANN, apply the PSO algorithm to update its position i.e. its 

weight (W) and velocity vector i.e. (ΔW). 
f) The PSO-ANN has been trained to provide the set error goal. 

vi. Performance of both the PSO-ANNs is evaluated for testing patterns by 
comparing voltage and reactive power values as obtained from NR method 

5   Result and Discussion 

The effectiveness of the proposed method is demonstrated on a IEEE 30-bus 
system [17] for estimating statcom voltage and reactive power to maintain the 
statcom connected bus voltage constant (1.0 p.u.) at different loading conditions. 
This system comprises of 1 slack bus, 5 PV (generator) buses, 24 PQ (load) buses 
and 41 lines. Perturbing the active and reactive loads at various buses in wide 
range (±30%), 600 loading patterns were generated. For each of the loading 
pattern, using NR load flow solution and (1) - (3), Statcom voltage and reactive 
power were evaluated. 

The active and reactive loads (non-zero) at various buses were considered as 
possible inputs for the PSO-ANNs, which are 42.  The dimension of the input data 
has been reduced using VQ cluster technique. Total 10 input variables were 
selected using threshold value of ρ = 0.03138. The selected 10 input variables out 
of total 42 variables are real loads at bus nos. 2, 5, 7, 14, 21 and reactive loads at 
bus nos. 5, 8, 10, 21, 26. In addition to these 10 inputs, total real and reactive loads 
are also used as inputs for PSO-ANNs, thus making the total inputs 12 for the 
PSO-ANNs. The optimum structures of the two PSO-ANNs (12-37-2), and (12-
42-2) were obtained by having some trials. Out of 600 patterns, 480 patterns were 
used for training the PSO-ANNs, while remaining 120 patterns were used for 
testing the performance of the trained PSO-ANNs. 

Testing performance of PSO-ANN1 is shown in Table 1 that compares the 
statcom voltage and angle estimated by PSO-ANN1 with the actual value of 
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statcom voltage and angle for 10 testing patterns only due to limited space. 
Testing performance of PSO-ANN1 for all the 120 previously unseen patterns is 
shown in Fig. 3 and Fig. 4 for statcom voltage magnitude and phase angle 
respectively. As can be observed from Fig.4 and Fig. 5, the trained PSO-ANN1 
provides accurate estimation for statcom voltage magnitude and phase angle for 
all the testing patterns. The maximum error is 2.468% and root mean square error 
is 0.0719p.u. 

Table 2 compares the reactive powers in the statcom connected bus and in 
statcom as estimated by the trained PSO-ANN2 with those as calculated by AC 
load flow for 10 testing patterns only. However, testing performance of the trained 
PSO-ANN2 for all the 120 testing patterns is shown in Fig. 5 and Fig. 6. As can be 
observed from Fig. 5 and Fig. 6, the trained neural network PSO-ANN2 provides 
accurate values of reactive power all the testing patterns. The trained PSO-ANN2 
provided a maximum error of 2.895% while the rms error was 0.0002 p.u.  

Table 1. Testing performance of PSO-ANN1(12-37-2) for Statcom voltage and angle 

TP 

Statcom Voltage(p.u.) Statcom Voltage Angle (degree) 

Actual PSO-ANN Error(p.u.) % Error Actual PSO-ANN Error(p.u.) % Error 

1 1.0017 1.00344 -0.00174 0.17413 -18.2737 -18.6902 0.4165 2.27924 

2 1.0023 0.99979 0.00251 0.25024 -20.182 -20.074 -0.10797 0.53496 

3 1.0009 1.00236 -0.00146 0.14554 -19.3161 -19.5658 0.24968 1.29261 

4 1.0004 1.00059 -0.00019 0.01857 -17.2315 -17.1568 -0.07472 0.43361 

5 0.9991 1.00419 -0.00509 0.50949 -16.8841 -17.076 0.19186 1.13632 

6 0.9995 1.00303 -0.00353 0.3536 -16.7417 -16.929 0.18725 1.11848 

7 1.0023 1.00261 -0.00031 0.03077 -18.443 -18.4517 0.00872 0.04729 

8 0.9982 0.99973 -0.00153 0.15362 -16.8372 -17.1839 0.34666 2.05888 

9 1.003 0.99951 0.00349 0.34803 -19.8503 -19.5326 -0.31773 1.60063 

10 1.0021 0.99921 0.00289 0.28811 -20.1944 -19.9785 -0.21587 1.06897 

 

 

Fig. 3. Testing performance of PSO-ANN1 for Statcom Voltage Estimation 
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Fig. 4. Testing performance of PSO-ANN1 for Statcom Voltage Angle Estimation 

Table 2. Testing performance of PSO-ANN2(12-42-2) 

TP 
Reactive Power at Bus (p.u.) Reactive Power for Statcom (p.u.) 

Actual 
By PSO-
ANN 

Error(p.u.) % Error Actual 
By PSO-
ANN 

Error(p.u.) % Error 

1 0.0272 0.02718 0.00002 0.0766 -0.0273 -0.02726 -0.00004 0.1418 
2 0.0225 0.02255 -0.00005 0.20173 -0.0225 -0.0226 0.0001 0.45527 
3 0.0158 0.01614 -0.00034 2.13363 -0.0159 -0.01619 0.00029 1.81303 
4 0.0174 0.01715   0.00025 1.42738 -0.0175 -0.01723 -0.00027 1.56167 
5 0.0077 0.00789 -0.00019 2.4073 -0.0077 -0.00789 0.00019 2.4515 
6 0.0212 0.02166 -0.00046 2.19123 -0.0213 -0.02173 0.00043 1.99974 
7 0.0261 0.02605   0.00005 0.18434 -0.0262 -0.02611 -0.00009 0.3312 
8 0.022 0.02204 -0.00004 0.17212 -0.022 -0.02209 0.00009 0.41547 
9 0.0121 0.01237 -0.00027 2.20607 -0.0121 -0.01241 0.00031 2.54667 
10 0.0141 0.01405   0.00005 0.381 -0.0141 -0.01409 -0.00001 0.05322 

 

Fig. 5. Testing perform ance of PSO ANN2 for Bus Reactive Power Estimation 

 
 
 
 
 
 
 

-22.5

-17.5

1 10 19 28 37 46 55 64 73 82 91 100 109 118

Target By ANN1

Testing Patterns
Vo

lta
ge

 a
ng

le

-0.03

0.02

0.07

1 10 19 28 37 46 55 64 73 82 91 100 109 118

Target
By ANN2

Testing Pattern

Q
-B

us



Parameter Tuning of Statcom Using Particle Swarm Optimization 823
 

 

Fig. 6. Testing performance of PSO-ANN2 for Statcom Reactive Power Estimation 

6   Conclusion 

In this paper, PSO-ANN based approach has been proposed for estimating the 
control parameters of statcom used for improving voltage profile under varying 
load conditions of power system. The parameters of the statcom have been tuned 
such that voltage at the statcom connected bus is maintained at 1.0pu. Two PSO-
ANNs were developed, one for estimation of statcom voltage magnitude and 
phase angle and other for estimation of reactive powers in statcom connected bus 
and in statcom respectively.  

The effectiveness of the proposed method is implemented on IEEE 30-Bus 
system. The results clearly have shown the faster and accurate estimation of 
operating/ control parameters of the statcom installed for improving the voltage 
profile. As the approach is fast and accurate and is able to reduce significantly the 
training time of PSO-ANNs, this approach can be used for statcom parameter 
tuning in practical power systems. 
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Abstract. The aim of this paper is to demonstrate the use of Regression Based 
Neural Network (RBNN) method to study the problem of the natural frequencies 
of the rotor blade for micro unmanned helicopter [3]. The training of the 
traditional ANN (Artificial Neural Network) model and proposed RBNN model 
has been implemented in the MATLAB environment using NNT (Neural Network 
Tools) built-in functions. The graphs for angular velocity (Omega) of the micro-
unmanned helicopter are plotted for estimation of the natural frequencies (f1, f2, 
f3) of transverse vibrations. The results obtained in this research show that the 
RBNN model, when trained, can give the vibration frequency parameters directly 
without going through traditional and lengthy numerical solutions procedures. 
Succeeding this, the numerical results, when plotted, show that with the increase 
in Omega, there is increase in lagging motion frequencies. Additionally, it is 
found that the increase in the lower mode natural frequencies is smaller than that 
of the higher modes. This finding is in agreement with the results reported in 
earlier research [3],[4],[5] carried out by employing Rayleigh-Ritz and FEM 
respectively. 

Keywords: Transverse vibrations, artificial neural network, harmonic motion, 
mean square error, micro-unmanned helicopters, Rotor Blade Vibrations. 

1   Introduction 

The micro-unmanned helicopters are quite different from the conventional 
manned helicopters in their design scheme. Therefore, in the case of micro-
unmanned helicopter, the rotor mechanism is altered in order to optimize the 
                                                           
* Corresponding author. 
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manufacturing costs [3] without compromising on its needed functionality. In this 
paper, however, for the prototype engineering design requirements, the vibrations 
of helicopter rotor blades, whether manned or unmanned, are of a major concern. 
The purpose of this paper is to use a Regression Based Neural Network (RBNN) 
method [1] to solve the problem of studying the natural frequencies of the rotor 
blade for micro unmanned helicopter [3]. With this R&D effort resulting in 
appropriate mathematical calculations, the design engineers are able to overcome 
blade resonance problems (maybe by putting damper on the blade or any other 
vibrations correction method).The authors choose not to go into the fluid (air) 
resistance motion problem of blades’ airfoil system (Appendix Figure 5). 

2   Transverse Vibrations Analysis 

In this paper, the rotor manipulation mechanism is based on the use of the inertia 
characteristic of the rotor and its elastic features as considered by Jungang Lu [2]. 
Also, an equally important characteristic in rotor parametric manipulation is the 
blade shape change that can be affected by the leading and trailing edges of the 
entire airfoil system (Appendix Figure 8). However, the authors in this research 
paper will limit the scope to RBNN-based analysis of the transverse vibrations of 
the rotor blade. Also, it is reasonable to assume that the blade length is very large 
compared to its width. For this reason, Euler-Bernoulli beam theory is adequate 
for our purposes. The scheme of the blade and notations (see Appendix Figure 8) 
are adopted in this paper from Lü [3] to make comparisons of this work easier and 
comprehensible. In this paper, ANN model for blade vibrations has been 
undertaken. The training of network is performed using the pattern calculated with 
the help of Boundary Characteristic Orthogonal Polynomials (BCOPs) in the 
Rayleigh-Ritz method. 

We adopt below the kinetic energy (KE) and potential energy (PE) equations as 
derived by Lü et al. [3]. Considering the conditions of small deflections, the KE of 
the rotor blade of length L is given by T as follows: 
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For harmonic motion, the blade deflection is given by ( ) )sin(),( φω += txYtxu ; 
using u(x) in T and U above, Lagrangian is obtained. Following notations are 
used: L = Length of the blade (m), ρ = mass in unit length of the blade (kg/m),  
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ω =θ = angular velocity of rotor,EI=flexural rigidity of the blade (N
2m ), XO’Y 

= Inertia reference frame, xOu = Flying reference frame, jiV  = Hidden layer 

weights, kjW = Output layer weights. 

Substituting the linear combination of BCOPs in the Rayleigh-Ritz method for 
T and U, we may turn it to a standard eigenvalue problem. The solution of the 
standard eigenvalue problem then gives the natural frequencies at various 
rotational speeds [2]. The computations have been carried out by taking EI=1.392 
Nm, L=0.15 m, ρ=0.1260 Kg/m. [2]. As such natural frequencies have been 
computed for the blade at various rotational speeds for the simulation in RBNN 
model. In the following paragraphs, ANN architecture is described for estimation 
of natural frequencies for given values of Omega which is the angular velocity 
parameter. 

3   Identification of the RBNN Model: Solution Technique 

Three-layer architecture for regression based artificial neural network approach is 
considered here to understand the proposed model for solving the present problem. 
Figure 1 show the neural network used in the process. The input layer consists of  
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Fig. 1. ANN architecture used for estimation of frequencies for given values of Omega 
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single input as Omega and the output layer consists of three outputs in the form of 
the corresponding frequency parameter f1, f2 and f3. Three cases of the number of 
nodes depending upon the proposed parameter of the methodology have been 
considered in the hidden layer to facilitate a comparative study on the architecture 
of the network. The output of the network is computed by regression analysis 
combined with neural activation function performed at two stages, i.e., the stage of 
hidden layer and the stage of output layer. Number of neurons in the hidden layer 
depends upon the degree of the regression polynomial that is used to fit the data 
between input and output. If we consider a polynomial of degree n, then number 
of nodes in hidden layer will be ( n+1) and the corresponding ( n+1) coefficients 
of this polynomial (say, niai ...,,1,0, = ) are taken as the initial weights from 

input layer to the hidden layer. Architecture of the network for a polynomial of nth 
degree is shown in Figure 1. 

4   Numerical Results 

The training of the traditional ANN (Artificial Neural Network) model and 
proposed RBNN model has been implemented in the MATLAB environment 
using NNT (Neural Network Tools) built-in functions. Also, in the following 
paragraphs, the graphs for angular velocities (Omega) of the micro-unmanned 
helicopter are plotted for estimation of the natural frequencies (f1, f2, f3). 

4.1   The Experiment 1 

The training of the traditional ANN model and proposed RBNN model has been 
implemented for estimation of the frequencies with respect to omega values. In the 
traditional model, the output of the network is computed by built-in transfer 
functions, namely, tan-sigmoid (tansig) and linear (purelin) of the NNT (Neural 
Network Tool) performed at two stages, i.e., the stage of hidden layer and the 
stage of output layer. The connection weights interconnecting the neurons 
between different layers are taken through a random number generator built-in 
function in the NNT. The neural network based on this feedforward back 
propagation algorithm has been trained with Levenberg-Marquardt training 
function of the NNT. 

4.2   The Experiment 2 

In proposed RBNN model, regression polynomials of degree three are fitted to the 
training patterns. The coefficients of this polynomial are taken as the connecting 
weights for the hidden layer, as described earlier. The output of the neurons in the  
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hidden layer is calculated using activation function. At this stage, the error of the 
RBNN model is calculated and a decision is taken as to whether the network has 
been trained or not. If the tolerance level of the error is not achieved, the 
procedure is repeated; otherwise, we say that the network has got trained. In this 
case the network has been converged with the desired accuracy as shown in the 
Figure 1 for the problems under consideration. The output of the network f1, f2 
and f3 and the MSE (Mean square error) between neural and desired output is 
calculated. In this Figure, f1, f2 and f3 represents the desired output values, NN 
represents these values obtained by the traditional ANN models, and RBNN 
represents the values of these parameters obtained from the proposed model with 
four nodes in the hidden layer. The performance of the proposed model is given in 
the Figure2. The pattern characteristics of the traditional ANN model and RBNN 
model for degree four is  incorporated in Figures 3. The performance of the 
proposed model for degree four is given in the Figures 4. 
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5   Conclusions 

The RBNN method employed to solve fourth order partial differential equation for 
rotor blade in this paper gives a direct estimation of frequencies without going 
through traditional and lengthy numerical solutions procedures. The numerical 
results, when plotted, show that with the increase in Omega (angular velocity), 
there is increase in lagging motion frequencies. The increase in the lower mode 
natural frequencies is smaller than that of the higher modes. This finding is in 
agreement with the results reported in earlier research ( [3],[4],[5]) that have been 
carried out by employing Rayleigh-Ritz and FEM respectively. Furthermore, 
RBNN soft-computing method used in this research is useful to solve other beam, 
plates and shell vibration problems and guide engineers immensely in their 
structures design needs. Last of all, NN-methods in general [2, 6] have attracted 
extensive attention in recent past as NN-approaches have led to many efficient 
algorithms help in exploring the intrinsic structure of data set. 
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Abstract. Application of support vector regression (SVR) with chaotic sequence 
and evolutionary algorithms not only could improve forecasting accuracy 
performance, but also could effectively avoid converging prematurely. However, 
the tendency of electric load sometimes reveals cyclic changes due to seasonal 
economic activities or climate seasonal nature. The applications of SVR model to 
deal with cyclic electric load forecasting have not been widely explored. This 
investigation presents a SVR-based electric load forecasting model which applied 
a novel hybrid algorithm, namely chaotic genetic algorithm-simulated annealing 
algorithm (CGASA), to improve the forecasting performance. In addition, 
seasonal adjustment mechanism is also employed to deal with cyclic electric 
loading tendency. A numerical example from an existed reference is used to 
elucidate the forecasting performance of the proposed seasonal support vector 
regression with chaotic genetic algorithm, namely SSVRCGASA model. The 
forecasting results indicate that the proposed model yields more accurate 
forecasting results than ARIMA and TF-ε-SVR-SA models in existed papers. 
Therefore, the SSVRCGASA model is a promising alternative for electric load 
forecasting. 

Keywords: Support vector regression (SVR), Chaotic genetic algorithm-simulated 
annealing (CGASA), Seasonal adjustment mechanism, Cyclic electric load 
forecasting. 
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1   Introduction 

The electric power industry is getting into its free competitive era, due to the rise 
of power market privatization and deregulation. Thus, for the market participants 
in a regional or a national system, accurate electric load forecasting has become 
the most important issue. However, the electric load forecasting is complicated 
and the electric load data presents nonlinear data patterns caused by the 
influencing factors, such as climate factors (temperature and humidity), social 
activities (human social activities) and seasonal factors (seasonal climate change 
and load growth). In the past decades, various approaches have been proposed, 
such as Box-Jenkins’ ARIMA models [1-4], exponential smoothing models [5,6], 
multiplicative autoregressive (AR) model [7], Bayesian estimation model [8], and 
the state space and Kalman filtering technology [9,10]. The disadvantage of these 
methods is time consuming in the modeling process and is unable to avoid the 
observation noise in the forecasting process, particularly for the situation when the 
number of variables is increased.  

The second approach is regression model, which is based on the cause-effect 
relationships between electric load and relevant independent variables (weather, 
holiday, temperature, wind conditions, humidity, and so on), such as linear 
regression, lots of explanatory variables, such as “weather” (relative humidity, 
heating, and cooling degree-days), “holiday”, “temperature”, and “economic and 
geographic” (GDP, electricity price, and population), are considered into the 
regression model [11,12]. These forecasting approaches are difficult to take some 
significant improvement in terms of forecasting accuracy due to their theoretical 
limitations, such as unable to capture the rapid variational process changes 
underlying of electric load from historical data pattern. In addition, these models 
are based on linear assumption, however, these independent variables are 
unjustified to be used because of the terms are known to be nonlinear. Knowledge 
based expert system (KBES) approach [13] extracts rules from received relevant 
information (e.g., daily temperature, day type, load from the previous day, and so 
on), then, derives training rules and transforms the information into mathematical 
equations. This approach has the rule-based mechanism to transform new rule 
from received information, i.e., the expert capability is trained and increased by 
the existence presuming to increase forecasting accuracy [14,15]. Recently, 
artificial neural network (ANN) has received wide successful applications in 
improving load forecasting accuracy [16-18]. These experimental results indicate 
that the ANN model is superior to ARIMA and regression models in terms of 
forecasting accuracy. ANN-based models seem to obtain improved and acceptable 
performance in load forecasting issue and to provide the possible nonlinear 
extensions to the ARIMA models in load time series. However, the training 
procedure of ANNs models is not only time consuming but also possible to get 
trapped in local minima and subjectively in selecting the model architecture [19]. 

Support vector regression (SVR) [20] has been successfully used to solve 
forecasting problems in many fields, such as financial time series (stocks index and 
exchange rate) forecasting [21-25], tourist arrival forecasting [26,27], atmospheric 
science forecasting [28-31], traffic flow forecasting [32-34], and so on. Meanwhile, 
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SVR model has also been successfully applied to forecast electric load [35-41]. 
The empirical results indicate that the selection of the three parameters C (to trade 
off the training errors and large weights), ε (the width of the insensitive loss 
function), and σ (the parameter of Gaussian kernel function) in a SVR model 
influences the forecasting accuracy significantly. Evolutionary algorithms are 
employed to determine appropriate parameter values [42]. Although, numerous 
publications in the literature had given some recommendations on appropriate 
setting of SVR parameters [43], however, those approaches do not simultaneously 
consider the interaction effects among the three parameters. Authors have 
conducted a series of relevant researches, by employed different evolutionary 
algorithms (such as genetic algorithms, simulated annealing algorithms, immune 
algorithms, and particle swarm optimization) for parameters determination, to 
identify that which algorithm is suited for specified data patterns. In which, all 
SVR with different evolutionary algorithms are superior to other competitive 
forecasting models (ARIMA, regression models, and ANNs etc.), however, these 
algorithms are almost lack of knowledge memory or storage functions which 
would lead to neither time consuming nor inefficiency in the searching the suitable 
parameters (i.e., being trapped in local optimum). Therefore, authors have also 
conducted several trials by employing hybrid chaotic sequence with evolutionary 
algorithms for parameters determination to overcome the immature convergence 
problem [26,28,35, 37]. In order to continue testing the stability and superiority of 
hybrid chaotic sequence with evolutionary algorithms, this investigation tries to 
employ the chaotic genetic algorithm-simulated annealing algorithm (CGASA) to 
determine the values of three parameters in a SVR model. 

Genetic algorithm (GA) is auto-adaptive stochastic search techniques [44], it 
generates new individuals with selection, crossover and mutation operators. GA 
starts with a coding of the parameter set of all types of objective functions, thus, it 
has the ability in solving problems those traditional algorithms are not easily to 
solve. In Pai and Hong [27,40], GA is able to reserve a few best fitted members of 
the whole population, however, after some generations GA might lead to a 
premature convergence to a local optimum in the searching the suitable 
parameters of a SVR model. Simulated annealing (SA) is a stochastic based 
general search tool that mimics the annealing process of material physics [45]. 
Due to its new state acceptance mechanism, SA has some institution to be able to 
escape from local minima and reach global minimum [46]. In Pai and Hong [41], 
SA costs more computation time. To ensure the efficiency of SA, a proper 
temperature cooling rate (stop criterion) should be considered. Genetic algorithm-
simulated annealing (GA-SA) hybrid algorithm is a novel trial in dealing with the 
challenges mentioned above. The GA-SA can firstly employ the superiority of SA 
algorithm to escape from local minima and approximate to the global minimum, 
and secondly apply the mutation process of GA to improve searching ability in the 
range of values. So, the hybrid algorithm has been applied to the fields of system 
design [47], system and network optimization [48,49], query to information 
retrieval system [50], continuous-time production planning [51,52], and electrical 
power districting problem [53]. However, there is little application of the GA-SA 
to SVR’s parameter determination. 
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This investigation presented in this paper is motivated by a desire to improve 
the problem of maintaining the premature convergence to a local optimum of GA 
and the efficiency of SA mentioned above in determining the three free parameters 
in the SVR model. The chaotic genetic algorithm-simulated annealing algorithm 
(CGASA) is employed, namely SVRCGASA, to provide good forecasting 
performance in capturing non-linear electric load changes tendency. In the 
meanwhile, as indicated in existed literature [54-56] that electric load demands 
also reveals a cyclic trend caused by the difference in demand from month to 
month and season to season, the applications of SVR models to deal with cyclic 
trend time series, however, have not been widely explored. Therefore, this paper 
also attempts to apply the seasonal adjustment method [56,57] to deal with 
seasonal trend time series problem. The remainder of this paper is organized as 
follows. The SSVRCGASA model is introduced in section 2, including the 
formulation of SVR, the CGASA algorithm, and the seasonal adjustment process. 
A numerical example is presented in section 3. Conclusions are discussed in 
section 4. 

2   Methodology of SVRCGASA Model 

2.1   Support Vector Regression 

The brief ideas of SVMs for the case of regression are introduced. A nonlinear 

mapping hnn ℜ→ℜ⋅ :)(ϕ  is defined to map the input data (training data set) 

{ }N

iii y 1),( =x  into a so-called high dimensional feature space (which may have 

infinite dimensions), hnℜ . Then, in the high dimensional feature space, there 
theoretically exists a linear function, f , to formulate the nonlinear relationship 

between input data and output data. Such a linear function, namely SVR function, 
is as Eq. (1), 
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In addition, ))(,( xy fεΘ  is employed to find out an optimum hyper plane on the 

high dimensional feature space to maximize the distance separating the training 
data into two subsets. Thus, the SVR focuses on finding the optimum hyper plane 
and minimizing the training error between the training data and the ε -insensitive 
loss function. Then, the SVR minimizes the overall errors, 
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The first term of Eq. (4), employed the concept of maximizing the distance of two 
separated training data, is used to regularize weight sizes, to penalize large 
weights, and to maintain regression function flatness. The second term penalizes 
training errors of )(xf  and y by using the ε -insensitive loss function. C is a 

parameter to trade off these two terms. Training errors above ε  are denoted as 
*
iξ , whereas training errors below ε−  are denoted as iξ . 

After the quadratic optimization problem with inequality constraints is solved, 
the parameter vector w in Eq. (1) is obtained, 
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where *
iβ , iβ  are obtained by solving a quadratic program and are the 

Lagrangian multipliers. Finally, the SVR regression function is obtained as Eq. (6) 
in the dual space, 
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where ),( jiK xx  is called the kernel function, and the value of the kernel equals 

the inner product of two vectors, ix  and jx , in the feature space )( ixϕ  and 

)( jxϕ , respectively; that is, )()(),( jijiK xxxx ϕϕ= . Any function that meets 

Mercer’s condition can be used as the kernel function. The Gaussian RBF kernel 
function is specified in this study. 

It is well known that the forecasting accuracy of a SVR model depends on a 
good setting of hyper parameters C, ε , and the kernel parameters (σ ). Thus, the 
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determination of all three parameter selection is further an important issue. There 
is no structural method or any shortage opinions on efficient setting of SVR 
parameters. In addition, aforementioned, GA is lack of knowledge memory 
functions, which leads to time consuming and a premature convergence to a local 
optimum in the searching the suitable parameters of a SVR model. Therefore, the 
CGA is used in the proposed SVR model to optimize the parameter selection. 

2.2   Implementation Structure of CGA-SA Algorithm 

The proposed CGA-SA algorithm consists of the CGA part and the SA part. CGA 
evaluates the initial population and operates on the population using three basic 
genetic operators to produce new population (best individual), then, for each 
generation of CGA, it will be delivered to SA for further processing. After 
finishing all the processes of SA, the modified individual will be sent back to 
CGA for the next generation. These computing iterations will be never stopped till 
the termination condition of the algorithm is reached. The proposed procedure of 
CGA-SA is illustrated as follows. 
 

A. Implementation steps of CGA 
Step 1: Generate initial population by chaotic mapping operator (CMO). The 

values of the three parameters in a SVR model in the ith iteration can be 

represented as εσ  , , ,)( CkX i
k = . Set 0=i , and employ Eq. (7) to map the three 

parameters among the intervals ) ,( kk MaxMin into chaotic variable )(i
kx  located 

in the interval (0, 1). 

εσ  , ,   ,
)(

)( Ck
MinMax

MinX
x

kk

k
i

ki
k =

−
−= . (7) 

Then, adopt Eq. (8) with 4=μ  to compute the next iteration chaotic variable, 
)1( +i

kx . Transform )1( +i
kx  to obtain three parameters for the next iteration, )1( +i

kX , 

by the following Eq. (9). 

)1( )()()1( i
k

i
k

i
k xxx −=+ μ ; )1,0()( ∈i

kx , ,...2 ,1 ,0=i  (8) 

( )kk
i

kk
i

k MinMaxxMinX −+= ++ )1()1( . (9) 

After this transformation, the three parameters, C, σ , and ε , are encoded into a 
binary format, and are represented by a chromosome composed of “genes” of 
binary numbers. Each chromosome has three genes, respectively representing 
three parameters.  

Step 2: Evaluate fitness. Evaluate the fitness (forecasting errors) of each 
chromosome. In this work, a negative mean absolute percentage error (-MAPE) is 
used as the fitness function. The MAPE is calculated as Eq. (10), 
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where yi and fi represent the actual and forecast values, and N is the number of 
forecasting periods. 

Step 3: Selection. Based on fitness functions, chromosomes with higher fitness 
values are more likely to yield offspring in the next generation. The roulette wheel 
selection principle is applied to choose chromosomes for reproduction. 

Step 4: Crossover operations. In crossovers, chromosomes are paired randomly. 
The proposed scheme adopts the single-point-crossover principle. Segments of 
paired chromosomes between two determined break-points are swapped. Finally, 
the three crossover parameters are decoded into a decimal format. 

Step 5: Annealing chaotic mutation. For the ith iteration (generation) crossover 

population ( εσ  , , ,ˆ )( CkX i
k = ) of current solution space ) ,( kk MaxMin  are 

mapped to chaotic variable interval [0,1] to form the crossover chaotic variable 

space εσ  , , ,ˆ )( Ckx i
k = , as Eq. (11), 

max

)(
)( ......,,2 ,1 , , C, ,

ˆ
ˆ qik
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MinX
x

kk

k
i

ki
k ==

−
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where maxq  is the maximum evolutional generation of the population. Then, the 

ith chaotic variable )(i
kx  is summed up to )(ˆ i

kx  and the chaotic mutation variable 

are also mapped to interval [0, 1] as in Eq. (12), 

)()()( ˆ~ i
k

i
k

i
k xxx δ+= .   (12) 

where δ  is the annealing operation. Finally, the chaotic mutation variable 
obtained in interval [0, 1] is mapped to the solution interval ) ,( kk MaxMin  by 

definite probability of mutation ( mp ), thus completing a mutative operation. 

( )kk
i

kk
i

k MinMaxxMinX −+= )()( ~~
.   (13) 

Step 6: Stop condition. If the number of generations is equal to a given scale, then 
the best chromosomes are presented as a solution; otherwise, go back to Step 2. 
 

B. Implementation steps of SA 
Step 1: Generate initial current state. Receive values of the three parameters 

from GAs. The values of forecasting error, MAPE, shown as Eq.(10), is defined as 
the system state (E). Here, the initial state (E0) is obtained. 

Step 2: Provisional state. Make a random move to change the existing system 
state to a provisional state. Another set of three positive parameters are generated 
in this stage. 

Step 3: Metropolis criterion tests. The following Metropolis criterion equation 
is employed to determine the acceptance or rejection of provisional state [58].  
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where the p is a random number to determine the acceptance of the provisional 
state, )accept( newsP , the probability of accepting the new state, is given by the 

following probability function, ⎟
⎠
⎞

⎜
⎝
⎛ −−=

kT

sEsE
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exp)accept(  (T is 

the thermal equilibrium temperature, k represents the Boltzmann constant). If the 
provisional state is accepted, then set the provisional state as the current state. 

Step 4: Incumbent solutions. If the provisional state is not accepted, then return 
to step 2. Furthermore, if the current state is not superior to the system state, then 
repeat steps 2 and 3 until the current state is superior to the system state, and set 
the current state as new system state. Previous studies [45] indicated that the 
maximum number of loops (Nsa) is 100d to avoid infinitely repeated loops, where 
d denotes the problem dimension. In this investigation, three parameters (σ, C, and 
ε) are used to determine the system states. Therefore, Nsa is state to 300. 

Step 5: Temperature reduction. After the new system state is obtained, reduce 
the temperature. The new temperature reduction is obtained by the Eq.(15), 

 

ρ×= )etemperaturCurrent(etemperaturNew . (15) 
 

where 10 << ρ .  
The ρ  is set at 0.9 in this study [59]. If the pre-determined temperature is 

reached, then stop the algorithm and the latest state is an approximate optimal 
solution. Otherwise, go to step 2. 

2.3   Seasonal Adjustment 

As mentioned that due to the difference in demand from month to month and 
season to season, electric energy demands also demonstrate a cyclic tendency, any 
model attempts to accomplish the goal of high accurate forecasting performance, it 
is necessary to estimate this seasonal component. There are several approaches to 
estimate the seasonal index of data series [56,60,61], including product-model 
type and non-product-model type. Based on the data series type consideration, this 
investigation employed Deo and Hurvich’s [61] approach to compute the seasonal 
index, as shown in Eq. (16), 
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. 

(16) 

where t=j, l+j, 2l+j,…, (m-1)l+j only for the same time point in each period. Then, 
the seasonal index (SI) for each time point j is computed as Eq. (17), 



Support Vector Regression with Chaotic Hybrid Algorithm 841
 

( )jlmjljj seasonseasonseason
m

SI +−+ +++= )1(
1

. (17) 

Eventually, the forecasting value of the SSVRCGASA is obtained by Eq. (18),  
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where k=j, l+j, 2l+j,…, (m-1)l+j implies the time point in another period (for 
forecasting period). 

3   Numerical Examples 

3.1   Data Set 

To be based on the same comparison conditions, this study uses historical monthly 
electric load data of Northeast China to compare the forecasting performance of the 
proposed SSVRCGASA model with those of ARIMA and TF-ε-SVR-SA models 
proposed by Wang et al. [56]. In addition, due to verification of performance of 
Jordan recurrent network, the SVRCGASA model (without seasonal adjustment 
mechanism) is also involved in comparison. Totally, there are 64 data (from January 
2004 to April 2009) of Northeastern China monthly electric load. However, based 
on Wang et al. [56]’s support vectors computation, only 53 months data (from 
December 2004 to April 2009) are suggested. Thus, for the same comparison 
condition, the employed data are divided into three data sets, the training data set (32 
months, December 2004 to July 2007), the validation data set (14 months, August 
2007 to September 2008), and the testing data set (7 months, from October 2008 to 
April 2009). 

3.2   Parameters Determination of the SVRCGASA Model 

In the training stage, the rolling-based forecasting procedure is conducted, which 
dividing training data into two subsets, namely fed-in subset and fed-out subset, 
respectively. Meanwhile, the structural risk minimization principle is also 
employed to minimize the training error, then, obtain one-step ahead forecasting 
load. Repeat the rolling-based forecasting procedure till the total forecasting load 
is obtained, and, training error in this training stage is also obtained. While 
training errors improvement occurs, the three kernel parameters, σ, C, and ε of the 
SVRCGASA model adjusted by CGASA are employed to calculate the validation 
error. Then, the adjusted parameters with minimum validation error are selected as 
the most appropriate parameters. Finally, a one-step-ahead policy is employed to 
forecast electric load. Note that the testing data set is not used for modeling but for 
examining the accuracy of the forecasting model. The forecasting results and the 
suitable parameters for the different SVRCGASA models are illustrated in  
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Table 1, in which it is indicated that these three models all perform the best when 
25 fed-in data are used.  

For the monthly electric load in Northeastern China, each month has different 
electric demand pattern, the seasonal length is verified as 12 [56], thus, there are 
12 points (months) in each electric load cyclic year. The seasonal indexes for each 
point (month) are calculated based on the 46 forecasting values of the 
SVRCGASA model in training (32 forecasting values) and validation (14 
forecasting values) stages, as shown in Table 2. Table 3 shows the actual values 
and the forecast values obtained using various forecasting models, ARIMA(1,1,1), 
TF-ε-SVR-SA, SVRCGASA, and SSVRCGASA models. The MAPE values are 
calculated to compare fairly the proposed models with other alternative models. 
The proposed SSVRCGASA model has smaller MAPE values than ARIMA, TF-
ε-SVR-SA, and SVRCGASA models to capture the electric load cyclic trends on 
monthly average basis. In Table 3, the seasonal adjustment further revises the 
forecasting results from the SVRCGASA model (MAPE=3.731%), based on the 
seasonal indexes (per month) obtained from training and validation stages, to 
achieve more acceptable forecasting accuracy (1.901%). By comparing 
SVRCGASA with SSVRCGASA models, it also indicates the significant 
superiority from seasonal adjustment mechanism, even it is a little time 
consuming, however, it is deserved to pay some attentions on those cyclic 
information while modeling. 

Table 1. Parameters of the SVRCGASA model 

Nos. of fed-in 
data 

Parameters MAPE of testing 
(%) 

σ C ε 
5 88.1610 457.7400 3.7395 4.9360 

10 6.8773 112.5800 3.7047 3.8340 
15 6.3793 142.8500 0.0320 4.1970 
20 247.8200 3435.2000 2.4109 3.9020 
25 51.2080 5045.1000 21.6230 3.7310 

Table 2. The seasonal indexes for each time point (month) for the SVRCGASA model 

Time point 
(Month) 

Seasonal index 
Time point 
(Month) 

Seasonal index 

January 1.0239 July 1.0775 
February 0.9180 August 1.0742 
March 1.0234 September 1.0189 
April 0.9941 October 0.9906 
May 1.0271 November 1.0438 
June 1.0321 December 1.0694 
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Table 3. Forecasting results of ARIMA, TF-ε-SVR-SA, and SSVRCGASA models 

(unit: hundred million KW/hour) 
Time point 

(Month)  
Actual 

ARIMA 
(1,1,1) 

TF-ε-SVR-
SA 

SVRCGASA SSVRCGASA 

Oct. 2008 181.0700 192.9316 184.5035 177.3000 175.6385 
Nov. 2008 180.5600 191.1270 190.3608 177.4428 185.2100 
Dec. 2008 189.0300 189.9155 202.9795 177.5848 189.9070 
Jan. 2009 182.0700 191.9947 195.7532 177.7263 181.9693 
Feb. 2009 167.3500 189.9398 167.5795 177.8673 163.2805 
Mar. 2009 189.3000 183.9876 185.9358 178.0078 182.1747 
Apr. 2009 175.8400 189.3480 180.1648 178.6806 177.6289 
MAPE (%)  6.0440 3.7990 3.7310 1.9010 

4   Conclusion 

For a developing country, like China, or an energy-limited economy, like Taiwan, 
accurate electric load forecasting is a quite important guide for effective 
implementations/actions of energy policies. In this paper, we hybridize several 
novel forecasting techniques, seasonal adjustment, chaotic sequence, genetic 
algorithm and simulated annealing algorithm, namely SSVRCGASA model, to 
examine its potentiality in forecasting monthly electric loads. Three other 
alternative models, ARIMA, TF-ε-SVR-SA, and SVRCGASA models are used to 
compare the forecasting performance. Experiment results indicate that the 
proposed SSVRCGASA model has significant superiority among other 
alternatives in terms of forecasting accuracy. Meanwhile, this research also 
indicates the hybrid of seasonal adjustment and chaotic sequence is useful to 
improve the forecasting accuracy. Furthermore, other advanced optimization 
algorithms for parameters selection and other hybrid mechanism still have their 
potentials to be employed for a SVR-base load forecasting model to satisfy the 
requirement of accurate electric load forecasting. 
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Abstract. There has been intensive research carried out in the field of OCR (Opti-
cal Character Recognition). Lots of work has been done and articles have been 
published. Noise is one of the important factors which have to be handled at the 
stage of preprocessing before applying other steps of OCR systems. Noise is un-
desirable signal because it obscures the subject of the image. This paper presents 
the comparative study of the five noise removal approaches: Weiner, Median, 
Wavelet, Contourlet, and Curvelet for document images. The different approaches 
of noise removal were compared visually and by employing Peak Signal to Noise 
Ratio (PSNR), F-measure and NRM evaluation measures. 

Keywords: OCR, Noise, Curvelet, Wavelet, Contourlet, Weiner filter, Median  
filter. 

1   Introduction 

Noise removal is necessary step during pre-processing of the document images 
before applying  OCR to it. The output of this step is clean or smoothed document 
images which can be used efficently as the input to OCR systems. Noise removal 
is one of the ongoing resarch area in the field of the textual image processing  and 
OCR. The era of OCR research is four decades old. Lots of research work has 
been done and different methodologies has been developed for OCR systems. But 
still noise removal is challenging due to availability of different types of noises in 
real document images.  Real life documents contain many defects such as holes, 
dots and spots due to several reasons which range from the acquisition source type 
to environmental conditions [1]. In the process of digitization of documents, scan-
ner and camera are the important hardware to capture the document image. Noise 
is also found in documents printed on low grade paper, printed by old printers and 
photocopying machines. Restoration of morphological information presented on 
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the document image is the important step for enhancing performance of OCR sys-
tems while keeping the fine details of the image intact [2].  

Most approaches of document smoothing are based on human noise detection 
and filter selection. This process of smoothing may also be done automatically.  
Filtering approaches cannot be applied blindly because different filters cannot re-
move all type of noise and it leads to inefficiency in filtering process. There may 
be a difficult situation if the type of noise being removed does not exist in the 
document image or does not match with the strength of the filter [3].  

There exist several types of noise models such as Gaussian noise, Rayleigh 
noise, Gamma noise, Exponential noise, Salt and pepper noise, uniform noise, and 
sinusoidal noise [4]. So, it is important to identify noise type and accordingly se-
lect filtering approach. It is really difficult to characterize and classify noise type 
and filter selection automatically. Recognition of noise type, classification and un-
derstanding of filters strength is very important for suitable noise removal, en-
hancing efficiency and quality of document image [5]. But in real document im-
ages, it is very difficult to identify the noise type because the document may 
contain so many types of noises. 

2   Literature Review 

There are two approaches of image filtering to clean noise in document images; 
human classification based and blindly applies a batch of image filters. Few works 
are reported in [6-9] based on classification of the noise available in a document 
image for identifying a filter to use. Most of the works reported are based on the 
human classification in the identification of noise and filter selection. Classifica-
tion of noise may also be based on the properties like shape, gray values, position 
and periodicity of occurrence in the document. Noise types such as ink blobs, 
complex background binarized patterns, marginal noise [10] and salt-n-pepper 
[11- 12] often lack any consistent property. This irregular noise has typically been 
classified with simple rule based features. If behaviour of noise is consistent in 
terms of these properties, it is called regular noise.  

Some other works on noise removal are reported in [13- 21]. In [22-23] noise 
blocks with large size, which are unlikely to be text, are removed using heuristic 
rules. Chinnasarn et al. [24] proposed an algorithm based on activity detection is 
proposed to remove salt and pepper noise from document images that contain 
graphics, characters, and dithered areas. Cheriet [25] proposed a multi-scale ap-
proach to extract the full shape of handwritten data from noisy gray level images, 
in order to overcome the intensity variation of strokes over a broad range of spatial 
scales. The method presented by Don [26] proposed a method based on noise spot 
model with Gaussian spatial distributions and Gaussian gray value distributions. 
Nishiwaki et al. [27] proposed a method of robust frame extraction and take care 
of noisy document.  
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3   Methods Employed for Noise Removal 

In the off-line OCR, handwritten as well as printed document image to be recog-
nized is captured by a sensor, for example, a scanner or a camera. Pre-processing 
is always a necessity whenever the document to be processed is noisy, inconsistent 
or incomplete. Pre-processing significantly improves the effectiveness of docu-
ment analysis techniques. This paper attempts to presents a comparative study for 
noise removal from the grey document images. We applied the following methods 
on the sample data taken:  

3.1   Median Filter 

Median filter [28] is a well known approach that can remove salt and pepper noise 
from images but it fails in preserving corners and thin lines in a document image. 
A median filter is a non linear spatial filter. 

3.2   Weiner Filter 

Wiener filter [28] is an adaptive filter and often produces better results than linear 
filtering. The adaptive filter is more selective than a comparable linear filter, pre-
serving edges and other high-frequency parts of an image. The wiener filter ex-
ploits the statistical properties of the image and can be used to restore image in the 
presence of blur as well as noise.  

3.3   Contourlet Transform 

The human visual system is so trained that it requires least number of visual active 
cells to capture the essential information of a natural scene. Also the receptive 
fields in the visual cortex are characterized as being localized, oriented and band 
pass [29]. Considering this we can say that the image representation should fulfill 
following conditions: 
 

1. Multi-resolution: The representation should allow images to be successively 
approximated, from coarse to fine resolutions. 

2. Localization: The basis elements in the representation should be localized in 
both the spatial and the frequency domains. 

3. Critical sampling: For some applications (e.g., compression), the representa-
tion should form a basis, or a frame with small redundancy. 

4. Directionality: The representation should contain basis elements oriented at a 
variety of directions, much more than the few directions that are offered by 
separable wavelets. 

5. Anisotropy: To capture smooth contours in images, the representation should 
contain basis elements using a variety of elongated shapes with different as-
pect ratios. 

The first three conditions are fulfilled by separable wavelets, while the last two  
requires a new construction, which gave birth to the concept of contourlet [30].  
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Natural images do not simply consist of smooth scan lines rather they consist of dis-
continuous curves which are located along the smooth contours, hence contourlet. 
Thus, a contourlet is a flexible multi-resolution, local and directional image repre-
sentation using contour segments. The contourlets have elongated supports at vari-
ous scales, directions and aspect ratios [29]. The above properties allow contourlet 
to efficiently represent an image with smooth curves at multiple resolutions.  

3.4   Discrete Wavelet Transform (DWT) 

The Discrete Wavelet Transform (DWT) is the sampled version of Continuous 
Wavelet Transform (CWT). The Discrete Wavelet Transform (DWT) is based on 
sub-band coding and is found to yield a fast computation of Wavelet Transform. It 
is easy to implement and reduces the computation time and resources required.  
The DWT requires less space utilizing the space-saving coding based on the fact 
that wavelet families are orthogonal or bi-orthogonal bases, and thus do not pro-
duce redundant analysis [31].  In CWT, the signals are analyzed using a set of ba-
sis functions which relate to each other by scaling and translation. In the case of 
DWT, a time-scale representation of the digital signal is obtained using digital fil-
tering techniques.  

3.5   Curvelet Transform 

The Curvelet frame preserves the important properties, such as parabolic scaling, 
tightness and sparse representation for surface-like singularities of co-dimension one.  
Since many of the characters not only consist of edge discontinuities but also of curve 
discontinuities, the most widely used Wavelet transform works well with edge dis-
continuities but a curve discontinuity affects all the Wavelet coefficients . On the oth-
er hand, the curve discontinuities in any character are well handled with Curvelet 
transform with very few numbers of coefficients. Candes and Donoho [32-33] 
showed that curvelets are better than wavelets at representing edges and de-noising. 

4   Evaluation Measures 

The denoising approaches are evalated using three well known measures: PSNR, 
NRM and F-measure. The first evaluation measure,  PSNR (Peak signal-to-noise 
ratio):  the ratio between the maximum possible power of a signal and the power 
of corrupting noise that affects the fidelity of its representation. The second 
measure, F-measure: the weighted harmonic mean of precision and recall. The 
third evaluation measure, NRM (Negative Rate Metric): based on pixel-wise 
mismatches between the ground truth and observations in a frame.  

5   Results and Discussions 

For this experiment, a dataset of 20 handwritten as well as printed English docu-
ments were collected. We collected two types of documents: noise free and noised 
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scanned documents. In noise free document images, we introduced Gaussian 
noise so that we can compare our results with the noise less images by calculating 
different evaluation approach such as PSNR, NRM, F- measure and determined 
the efficiency or effectiveness of  approaches in context to noise removal. The re-
sults of denoising approaches are shown in fig.1. Fig. 2 shows the performance of 
different approaches of noise removal using PSNR evaluation measure. We have 
also compared denoising techniques on different variance of Gaussian noise based 
on F-measure and NRM evaluation measures as shown in table 1.  
 

 

Fig. 1. Results of denoising approaches on grey document images 

 
 
 
 

 

 

 

 

Fig. 2. Graph of PSNR of all above stated de-noising techniques 
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Table 1. Evaluation of denoising techniques for different variance of Gaussian noise 

 Results when N=5 Results when N=10 Results when N=15 
De-noising 
Techniques 

F-measure NRM F-measure NRM F-measure NRM 

Contourlet 96.79 1.75 94.81 4.00237 94.81 4.00237 
Curvelet 96.79 1.75 80.0502 8.87643 94.81 4.00237 
Median 80.1853 8.9177 97.1524 1.28143 80.0502 8.87643 

Noisy image 98.11 0.7561 94.8619 2.88676 97.1524 1.28143 
Wavelet 94.95 2.811 96.0826 2.75101 94.8619 2.88676 
Weiner 96.86 2.33 94.81 4.00237 96.0826 2.75101 

6   Conclusions 

Printing, photocopying, and scanning processes degrade the image quality of any 
documents. In this research work, we presented a comparitive study of Weiner, 
Median, Wavelet, Contourlet, and Curvelet denoising techniques based on three 
evaluation measures: PSNR, F-measure, and NRM. On the basis of results, 
Curvelet, Wavelet and Contourlet preserves morphological structre of characters 
but not effective in the denoiseing of document images. This study is useful in the 
designing and development of new denoising algorithms for denoising.  
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Abstract. WLAN hold the promise of increasing employee productivity by 
providing them ubiquitous connectivity and mobility across enterprise. It is a 
flexible data communication system implemented as an extension to or as an 
alternative for, a wired LAN [1]. Prediction of the signal strength for indoor 
propagation environments can be faced with the analysis methods that include 
many obstacles and the effects of multipath propagation such as signal attenuation, 
reflection and diffraction. The placement of access points (AP) can be modelled as 
a nonlinear optimization problem. In the present study, an application of particle 
swarm optimization (PSO) is shown to determine the optimal placement of AP. 

Keywords: Wireless LAN, access point, path loss model, particle swarm 
optimization. 

1   Introduction 

Wireless LANs enable users to access network resources and applications securely 
anytime and anywhere a wireless network is deployed [2]. Access points can 
nowadays be found in our daily environment, e.g. in many office buildings, public 
spaces and in urban areas [1]. A wireless LAN is a data transmission system 
designed to provide location-independent network access between computing 
devices by using radio waves rather than a wired infrastructure. In the corporate 
enterprise, wireless LANs are usually employed as the final link between the 
existing wired network and a group of client computers, giving these users 
wireless access to the full resources and services of the corporate network across a 
building or campus [3]. WLAN networks have become very popular means for 
providing a wireless networking facility for home users, educational institutions, 
companies etc. due to their ease of installation and their high data rate provision, 
apart from providing, although limited, mobility to users. [2].   
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If the APs are placed too far apart, they will generate a coverage gap, but if 
they are too close to each other, this will lead to excessive co-channel 
interferences and increases the cost unnecessary [5]. In this paper, we use PSO to 
determine location in such a WLAN. In the indoor environment the propagated 
electromagnetic signal can undergo necessary three mechanisms of electro-
magnetic wave propagation- reflection, diffraction and scattering.  

The basic structure of a WLAN is called a Basic Service Set (BSS) which 
comes in two categories: Infrastructure BSSs and Independent BSSs. In 
infrastructure mode, the wireless network consists of at least one access point 
connected to the wired network infrastructure and a set of wireless end stations. 
This configuration is called a Basic Service Set (BSS) [3]. An Extended Service 
Set (ESS) is a set of two or more BSSs forming a single subnet work as shown in 
fig.1. In an independent BSSs (IBSS) stations communicate directly with each 
other and are usually composed of a small number of stations set up for a short 
period of time[3]. IBSSs are often referred to as ad hoc networks as shown in 
fig.2. 

 

 

Fig. 1. Infrastructure Basic Service Set 

 

Fig. 2. Independent Basic Service Set 

Mathematically, the optimal placement of AP can modelled as a nonlinear 
optimization problem, for which a suitable method is needed to obtain the 
solution. In the past few years, much attention is laid on to the nature inspired 
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optimization algorithms which can easily deal with nonlinear/ non-convex type 
functions. The focus of the present study is on particle swarm optimization (PSO), 
which has emerged as a powerful global optimization tool. The concept of PSO 
was first suggested by Kennedy and Eberhart (1995). It uses a number of agents 
(particles) that constitute a swarm moving around in the search space looking for 
the best solution [4].  

The rest of the paper is organized as follows: Notations are given in section 2. 
Section 3 provides the mathematical model description and path loss model. 
Section 4 shows the solution of the model and working of PSO. Section 5 
describes the method of testing, setup, parameter settings of PSO and 
methodology. The measurement results are presented in Section 6. Finally, section 
7 concludes the paper. 

2   General Notations 

Throughout this paper the following notations are used: 

ja                  j = 1… N      Access point (AP) 

ir                    i = 1… M    Receiver/user 

( , )j id a r          Distance between AP and receiver 

( , )j ig a r          Path loss from thi  user to access 

                         point j 

maxg             Maximum tolerable path loss 

tP                   Transmit power 

rP                    Received power 

thR                   Receive threshold 

Ap                   Position of AP 

It should be noted that ja  represents the unknown coordinates of APs. Their 
number N is not known either. The coordinates of users ir are assumed to be 
known and these users can be distributed in design area according to the design 
specifications. 

In the present analysis the distance function assumed to be Euclidean, hence on 
the plane, the distance ( )d between an AP ja and a receiver ir  is given by [5]: 

1 1 2 2 2 2
,( ) ( ) ( )j i i j i jd a r r a r a= − + −  

where 1 2( , )j j j ja a a a= , and 1 2( , )i i i ir r r r=  
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3   Model Description 

The aforementioned problem can be modelled as an optimization problem for 
which the objective function is to minimize the path loss. Mathematically it may 
be given as: 

                               ,min ( ) max 1,...,j ig a r g i M≤ ∀ =                                  (1) 

Constraint (1) states that path loss is evaluated against the maximum tolerable path 
loss maxg . This ensures that the quality of coverage at each receiver location is 

above the given threshold. This given value, maxg can be calculated by 

subtracting receiver threshold ( thR ) from transmitter power ( tP ). 

                                                    max t thg P R= −                                            (2) 

The above inequality (1) can be expressed in the equality form as: 

                                        ,(min ( ) max) 0,j ij g a r g +− =                                    (3) 

   Where ( )( ) max ,0α α+ =  

3.1   Path Loss Model 

The propagation of radio waves is characterized by several factors: (a) free space 
loss. (b) Attenuated by the objects on the propagation path such as windows, 
walls, table, chair and floors of building. (c) The signal is scattered and can 
interfere with itself [7].The basic propagation model is based on free space 
propagation. In general the power received by an antenna that is separated from 

the transmitting antenna by the distance d in free space is given by [5-6]: 

                                              

2

r ,
2 2

,
P ( )

(4 ) ( )

t t r
j i

j i

P G G
a r

d a r

λ
π

=
                  

               (4) 

where tP  is the transmitted power, tG and rG  are the transmitter and receiver 

antenna gain, d  is the distance between transmitter and receiver, and c fλ =  

is the wavelength of the carrier frequency, c  is the speed of light ( 83 10×  meter 
per second) and f is the frequency of radio carrier in hertz. The path loss, which 

represents signal attenuation between the transmitted and the received power and 
is measured in dB (decibels), in free space environments, is given by [5-6]: 

2

,
2 2

,
( )[ ] 10log

(4 ) ( )

t
j i

j i

G Gr
g a r dB

d a r

λ
π

⎡ ⎤
= − ⎢ ⎥

⎣ ⎦
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The above equation does not hold when points ja and ir  are very close to each 

other. Therefore, large scale propagation models use a close–in distance, 0d  
which is known as the received power reference distance point. Therefore, path 
losses at reference distance assuming transmit and receive antenna with unity gain 
as described in [5-6] can be calculated from:  

                                  
4

( , ) ( )[ ] 20log
o

j i o
d f

g a r g d dB
c

π= =                              (5) 

Therefore, path loss function in free space at a distance greater than 0d  is given 
by 

                                  

2
( , )

( , )[ ] ( )[ ] 10log
j i

j i o
o

d a r
g a r dB g d dB

d
⎛ ⎞= + ⎜ ⎟
⎝ ⎠                 

(6) 

4   Solution of the Model 

The standard powerful optimization techniques (Newton based, quasi-Newton 
methods, conjugate gradient search method, steepest descent method are suitable 
for continuous functions only and cannot be applied to the given problem. The 
objective function is nonsmooth and discontinuous due to the tiny change in the 
position of users or APs that can happen. Since its development is 1995, PSO has 
become one of the most promising optimizing techniques for solving global 
optimization problems. Its mechanism is inspired by the social and cooperative 
behaviour displayed by various species like birds, fish etc including human 
beings. 

4.1   Working of PSO 

For a D-dimensional search space the position of the ith particle is represented as

),...,,...,,( 21 iDidiii xxxxX = . Each particle maintains a memory of its 

previous best position ),...,,...,,( 21 iDidiii ppppP = . The best one among all 

the particles in the population is represented as

),...,,...,,( 21 gDgdggg ppppP = . The velocity of each particle is 

represented as ),...,,...,,( 21 iDidiii vvvvV = , is clamped to a maximum velocity 

),...,,...,,( max,max,2max,1max,max Dd vvvvV =  which is specified by the 

user. During each generation each particle is accelerated toward the particles 
previous best position and the global best position. At each iteration a new 
velocity value for each particle is calculated based on its current velocity, the 
distance from the global best position. The new velocity value is then used to 
calculate the next position of the particle in the search space. This process is then 
iterated a number of times or until a minimum error is achieved. The two basic 
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equations which govern the working of PSO are that of velocity vector and 
position vector given by: 

                          
)(22)(11* idxgdprcidxidprcidvidv −+−+= ω             (7) 

                                              ididid vxx +=                                           (8) 

Here c1 and c2 are acceleration constants. They represent the weighting of the 
stochastic acceleration terms that pull each particle toward personal best and 
global best positions. Therefore, adjustment of these constants changes the amount 
of tension in the system. Low of these constants allow particles to roam far from 
the target regions before tugged back, while high values result in abrupt 
movement toward, or past, target regions. The constants r1, r2 are the uniformly 
generated random numbers in the range of [0, 1]. Inertia weight, ω is employed to 
control the impact of the previous history of velocities on the current velocity, 
thereby influencing the trade-off between global and local exploration abilities of 
the particles. It can be a positive constant or even a positive linear or nonlinear 
function of time.  

5   Method of Testing 

5.1   Setup for AP 

We performed our experiment in first case without an obstacle in the design area 
has dimensions of 64m x 60m and have 400 users. It has 100 rooms and part of 
corridors. The layout of the floor is shown in Fig 3. The entire wing of the first 
floor is covered by 10 access points installed at the locations indicated by red 
symbols in fig.3. Ten locations of measurement are chosen on the first floor of the 
Malviya Bhavan building as shown in Fig.3.denoted as A,B,C,D,E,F,G,H,I and J.  
The specification of the model of Access point is LINK (DWL-3200AP) and IEEE 
802.11b standard are used to test the model. We conducted our experiments at the 
first and second floor of the Malviya Bhavan, IIT Roorkee, Saharanpur Campus. 
Our data collection system comprised of a laptop, running Windows 2007, MSA 
338 handheld spectrum analyser, M304 omnidirectional dipole antenna. 

5.2   Parameter Settings for PSO 

PSO has few control parameters which are to be carefully fine tuned to get the 
appropriate results. In the present study, we have considered the following 
parameters; population size is kept 20. Acceleration constants c1 and c2 are fixed 
as 2.0. The inertia w is taken to be linearly decreasing (0.9 – 0.4) 
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Fig. 3. Plan of the floor where the experiment was conducted. Readings were collected in 
the corridors. 

5.3   Methodology 

Once the priority areas have been identified, look for places nearby where it will 
be easy to install an access point. Access point will require a connection to the 
wired LAN and also a source of power. The signal strength has been measured 
using 3.3GHz Spectrum analyzer with Omni directional dipole antennas has been 
chosen, at a number of points around the access point. The coverage has been 
checked in those priority areas that are within range. While in other places the 
aim was to identify the points where the available bandwidth is likely to drop 
below the theoretical maximum: typically where the signal strength falls below -
70dBm [8].  

6   Results 

The received signal strength calculated using the spectrum analyser is shown in 
fig.4. and fig.5.The optimal placement of access points for 100 users on first floor 
with transmitter power of 21dBm is shown in Table 1. The actual placement of 
access point coordinates is shown in fig.6and the distribution of access point 
coordinates by using particle swarm optimization is shown in fig.7.  
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Fig. 4. Received Signal Strength calculated using spectrum analyser 
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Fig. 5. Signal Strength calculated using spectrum analyzer versus locations 

 

Table 1. Optimal placement of APs for 100 users on first floor with Pt =21dBm 

Locations of Access 
points 

Received signal 
strength Rth (dBm) 

Actual placement of 
Access point 
coordinates 

Access point 
coordinates by PSO 

Location A -38.4 (18.906, 10.934) (22.16, 11.32) 
Location B -37.2 (24.725, 2.511) (27.34, 4.54) 
Location C -27.1 (35.905, 1.592) (38.25, 1.09) 
Location D -40.4 (42.183, 12.925) (38.98, 10.25) 
Location E -32.4 (38.967, 26.248) (40.54, 24.25) 
Location F -20.2 (41.877, 43.705) (40.98, 44.72) 
Location G -41.6 (36.364, 52.434) (32.22, 50.35) 
Location H -23.2 (26.104, 25.941) (25.12, 24.23) 
Location I -42.0 (30.545, 12.006) (32.45, 10.26) 
Location J -29.6 (33.607, 25.941) (30.25, 24.31) 
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7   Conclusion 

In this paper we have presented particle swarm optimization to predict the signal 
strength in indoor environments. This helps in optimizing the Wi-Fi network and 
reduces the cost of implementation. It is observed that the size of the design area 
and the number of users and their locations have an effect on the location and the 
number of APs needed to cover users and path loss increases as a function of 
distance between the transmitter and user. This shows that the method confirms 
the expected behaviour of attenuation. Further work will be extended to include 
obstacles in the mathematical model presented in this paper and test will be 
conducted. 
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Abstract. The objective of this paper is to evolve a Mathematical Model which 
can be applied to any Urban Green System to achieve maximum environmental 
benefits from the limited amount of urban green space. Most of the urban green 
spaces being designed and developed do not have their functional use, ecological 
stability, social benefit and economic sustainability at their optimal. To overcome 
this fragmented development, holistic multidisciplinary approach towards func-
tional, ecological, social and economical aspect needs to be developed and 
adopted. Six major parameters have been identified that can influence the indica-
tive environmental health of any urban green system. These are: Fragmentation of 
urban green, Biodiversity, Naturalness, Pollutant and Air quality, Hydrology and 
Noise. The model proposed to be developed, would be a multi-objective optimiza-
tion model, wherein the objective is to maximize the environmental benefits with 
optimizing the fragmentation, biodiversity and naturalness keeping the minimizing 
results of pollutants in the air quality as indicators. The overview of the model is 
intended with a minimization of the economic factor. Further, an attempt is made 
to provide suitable numerical values to the mathematical model based on real life 
data from typical sites from the metropolitan area of Delhi. 

Keywords: environmental optimization, biodiversity, environmental conservation 
urban green spaces. 

1   Introduction 

Urban Green Spaces are essentially public spaces located in Urban areas, mainly 
covered by vegetation which are directly used for active or passive influence on 
the urban environment, accessible to citizens, serving the diverse needs of citizens 
and thus enhancing the quality of life in cities. They are expected to have an  
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impact on effects of diverse factors like traffic flow and emissions, air quality, mi-
croclimate, noise, and social well-being. Urban greens have a role to play in the 
fight against climate change. Green space in cities offers a significant environmen-
tal benefit, including pollution control, water management, wildlife havens and 
biodiversity. Besides economic benefits are anticipated from the environmental 
and locational aspect of greens. 

1.1   Benefits of Urban Green Spaces 

Though the benefits of greens are immense and cannot be listed down in toto, a 
short description can be classified under environmental, social, and economical 
benefits. Environmental benefits cover issues like Biodiversity Bank, offers biodi-
versity habitats, prevention of soil erosion, absorption of rainwater; absorption of 
pollutants by trees; microclimate benefits; reduction of noise pollution and most 
importantly from the point of view of a scholar, indicator of overall ecological 
health. Social benefits are the most difficult to quantify. These include provision 
of recreational facility; a sense of social place; visual asset to the public; opportu-
nity for social congregation, bringing natural near to humans in an urban environ-
ment. Economic benefits are the most neglected in Indian conditions, primarily 
because the greens are not as maintained as they should be and secondly, these are 
not emphasized enough. One of the major economic benefits recognized in the 
western countries is that proximity to property raises its value. 

1.2   Elements of Urban Green System 

The requirement of urban green spaces has been well established through the ages. 
Man has a very basic need to stay near nature. In towns and cities, this desire has 
to be satisfied by the various urban parks. Ancient people attested a high value to 
the public and private urban greens. Public participation in organized games, ath-
letic exercise and public bathing proved the emphasis. The urban greens got  
constructed by Kings or rulers, as a product of economic stability, prosperity 
availability of leisure time. Initially the open spaces had restricted access to pub-
lic. Later they became the property of the rich. And with the advent of liberaliza-
tion, they were open for public. 

Now it is seen as a responsibility of the government to provide space for pas-
sive recreation and active sports activity. In many a cities, by the time the need for 
the urban greens was realized and manifested, it was already densely built and the 
built-up land had become so valuable that the cost of acquisition for conversion 
into parklands had become prohibitive. This resulted in uneven distribution pat-
terns with availability of green recreational areas being very haphazard.   

In the Indian scenario, the hierarchical division of the urban greens or “recrea-
tional” landuse has been initiated in the various Master Plans of the cities. These 
urban greens are primarily identifiable by virtue of their size and subsequently by 
the kind of recreational requirements that they fulfill. This is an established fact 
that the budget allocated to the development of these urban greens, unlike the  
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developmental charges in any other Landuse type, is normally considered as a 
non- refundable expense. No government ever gets any monetary returns on the 
development of an urban green, thus the ‘unsaid’ priority is never too high. 

1.3   Problem Identification 

First hand observations by virtue of being a part of a Government agency that 
owns, manages and develops large areas of greens in Delhi, has led to certain con-
clusions and hypothesis which have initiated this research. Most of the urban 
green spaces being designed and developed do not have their functional use, eco-
logical stability, social benefit and economic sustainability at their optimal. To 
overcome this fragmented development, holistic multidisciplinary approach to-
wards functional, ecological, social and economic aspect needs to be developed 
and adopted. This leads the authors to many logical questions assuming that, with-
in an urban area, the available greens should be developed with such a strategy 
that minimum developmental effort should yield maximum environmental bene-
fits. In other words Environmental Optimization of the Urban Green System is  
required.  

1.4   Objective 

Therefore, this paper is aimed at exploring the possibility of optimizing the six 
identified criterions that provides an optimal solution to develop and maintain an 
urban green system by way of maximizing the environmental benefits within the 
given constraints of limited urban metropolitan area and budget. A special attempt 
has been made on the study of Biodiversity criteria, assuming it as the most noti-
ceable indicator of environmental health. 

2   Environmental Criterion of Urban Green System and Their 
Optimization 

In a study leading to this paper, an analysis was performed to identify various 
possible criterions that could explain all urban green system typology of an Indian 
metropolitan. These were further represented in terms of quantifiable indicators. 
Attempt has been made to represent these criterions as a relationship of quantifia-
ble entities so that principles of Operation Research may be applied to them for 
Environmental Optimization of the urban green system. Verification of this opti-
mized relation is further attempted through real time examples from the Capital 
city of Delhi. Criterion to explain various urban green system aspects have been 
identified and constricted to the following six- Fragmentation of urban green, Bio-
diversity, Naturalness, Pollutant and Air quality, Hydrology and Noise. Criterions 
are further represented as quantifiable indicators. This is then processed for ma-
thematical modeling. 
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2.1   Fragmentation of Urban Green 

The land patches that are developed under green land use in an urban situation are 
more than often not continuous and are of various sizes and shapes. At times the 
area planning is based on principles that make a green space focal. Sometimes 
they are incidental land area that arises from the ‘thoughtful’ planning of the zone 
where logical emphasis is given to almost all other use than green, until and unless 
the green intentionally planted there. Situation of natural features like rivers, 
ridges, drains provide a much needed continuous green, though not always main-
tains to urban use standards. Fragmentation is the assessment of the effectiveness 
of the green by virtue of its physical constitution. It has been classified under four 
subheadings- size, shape, isolation and continuity. 

2.1.1   Size 

Smaller patches of green are considered as less environmentally beneficial than 
larger patches. There measure in a basic format is area in square meters 

a × b, where a=length of patch and b= width of patch 
Mathematically it can be indicated as 
Maximize Environmental Benefits = f(A) = a × b,  
Where f is a function denoting “no. of patches of green” 

2.1.2   Shape Index 

Narrow patches of green are subject to edge effect and thus are considered envi-
ronmentally rich. Shape index consists of the breadth of the patch divided by its 
circumference. If the shape index is high, the edge effect is small. If patches have 
more edge and less breadth, the effective size of the patch is much less. A high 
shape index is indicative of poorer ecological quality. 

Mathematically it can be indicated as b ÷ 2 (a+b), where a=length of patchand 
b= width of patch 

Maximize ecological quality = g(SI) = b ÷ 2(a+b) 
where a = length of patch and b = width of patch 
Where g is a function denoting “shape index” 

2.1.3   Isolatedness of Green Areas 

This is a measure of interconnectivity of urban green. The optimal connectivity 
condition would be continuous. To estimate this each patch is given a single value 
according to its proximity to the nearest adjacent green, irrespective of its quality 
or size. Inter- patch distance is measured as the shortest intervening distance be-
tween the boarder of the case study site and the borders of neighboring patches; l, 
where l=shortest distance between the boarders of the case study site and neigh-
boring patches  

Mathematically the optimization can be depicted as 
Minimize inter-patch distance = Minimize d(CSS, NPi ) 
Where CSS = case study site and  
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NPi for i=1, 2, …… n are the “n” number of  neighbouring patches 
where d is a function which denotes distance between CSS and NPi . 

2.1.4   Connectivity of Urban Green Areas 

The isolation effects can be alleviated by the presence of connectivity elements. 
The more the elements, and more diverse they are, the greater is the potential envi-
ronmental benefit. For each urban green space, the number of green connectivity 
elements by which it is connected to another urban green space are counted and 
the number of different types of such corridors is assessed. These two values can 
be multiplied by each other to indicate the connectivity value for the site. 

∑ n × q, where n=number of connective elements 
 q= assessed value given to each type of connection on a scale of 1 to 5 
 
Mathematically the optimization can be denoted as 
Maximize connectivity value of CSS = h(∑ n × q) 
Where h is a function which denotes the connectivity value 
∑ n × q, where n=number of connective elements and 
q= assessed value given to each type of connection on a scale of 1 to 5 

2.2   Biodiversity 

Biodiversity is defined by the Convention on Biological Diversity (CBD) as “The 
variability among living organisms from all sources including, inter alia, terrestri-
al, marine and other aquatic ecosystems and all the ecological complexes of which 
they are part; this includes diversity within species, between species and of  
ecosystems.”A preview to certain established concepts and theories regarding bio-
diversity doubly emphasizes the need for Optimization of biodiversity for the re-
quired results. There are many theories about how the number of species affects 
ecosystem functions. One of these is the redundancy hypothesis, shown below, 
which assumes that the rate of ecosystem functions increases, as more species are 
present, but only up to a point. After this point, more species are redundant and do 
not have any additional effect on ecosystem functions. In this theory the loss of 
species has no initial effect, but after a certain point functions begin to suffer. 

Another theory, the rivet hypothesis, shown below, claims that each species 
added to an ecosystem increases ecosystem functions, although the increase in 
function may increase more slowly as more species are included. In this model 
any loss of diversity should be noticeable. Opposed to theories that assume a defi-
nite relationship between diversity and ecosystem functions is the idea that there is 
no fixed relationship, and that the functions of an ecosystem are the result of what 
the interactions between species are. In this case what is important is not how 
many species are present but which species are present together and what envi-
ronment they are in. According to this hypothesis which of these theories is most 
accurate is not certain, given the problems of scale and the complexity of the mea-
surements. Thus optimization becomes essential. 
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Diversity of ecosystems is not an easy property to define or measure. There are 
many methods and ways of estimating Biodiversity. The scale at which the as-
sessment is carried out decides the method employed. Also, the purpose for which 
the assessment is done decides its methodology.  At the global level, continent 
level, national level, assessments could limit to understanding the types of biomes, 
ecosystems and aspects related to species within them. Remote sensing data is of-
ten used at this scale. Ground truthing, in form of few surveys are carried out in 
critical areas to validate the macro level data. At the regional level and local level 
detailed floristic and faunal surveys are carried out. In fact, many of them are used 
in routine botanical and zoological surveys. Quadrat methods, Transact method 
etc. are some standard surveys to record type and frequency of species. Applica-
tion of Remote Sensing and GIS packages are recent development in this area. 
Methods for assessing biodiversity can be broadly grouped under two categories: 
Qualitative methods and Quantitative methods. Principles of Operation research 
are better applied to quantitative methods. 

Quantitative methods to assess diversity need a large amount of data on species 
type and numbers. Hence they are generally attempted at small scales. However, 
at landscape level with the help of satellite data some quantitative assessments 
have been attempted. Following is a brief description of the quantitative methods 
to assess biodiversity. 

2.2.1   Species Richness 

It is the total number of species types in an area. In other words, the variety. Ma-
thematically it can be indicated as 

      n 
R= ∑ Si 
     i=1 

Where, S is species types, i to n. 

2.2.2   Biodiversity Index 

Popularly known as Shannon Diversity after the ecologist, not only indicates the 
type of species but also their even distribution. The following illustration explains 
the concept. The index is calculated by; 

         n 
H = -∑ Pi log Pi 
        i=1 

Where n = number of species, Pi = proportion of the ith species as a proportion of 
total number.  

2.2.3   Fragmentation 

Fragmentation is an analysis of the disposition of greens. Mathematically it can be 
expressed as, the number of green patches within an area i.e., 
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     n 
F=∑ Pgi / A 
    i=1 

Where, Pgi are green patches i to n and A is study area. 

2.2.4   Patchiness (Patch Density) 

Patchiness is a measure of the density of patches of all types, be it green or non 
green. Mathematically it can be expressed as 

        n 
PA=∑ Ti/N 
       i=1 

Where, Ti are types of patches i to n and N total number of patches. 

2.2.5   Porosity 

Porosity is a measure of the number of patches of a type, regardless of patch size. 
Mathematically, it can be expressed as: 

        n 
PO=∑ Pi 
        i=1 

Where, PO is porosity and P is patch type, with numbers I to n.There are others 
landscape metrics contagion, interspersion, fractal dimension. These require ex-
tensive field data and logarithmic analysis and can be used for further detailed 
analysis. 16 

2.2.6   Species Area Curve 

This is a model that establishes the relation between the area of habitats and the 
numbers of species living in them. Quantitatively it is expressed as 

S=CA² 

Where S is the number of species, A is the area of the place where the species live, 
and C and z are constants, and vary from one group of organisms to another.  

For purposes of calculating the rate of species extinction, C can be ignored; z is 
what counts. In the great majority of cases z falls between 0.15 and 0.35. When 
species are able to disperse easily from one place to another, z is low. Birds have 
low z value; land snails and orchids a high z value. The higher the z value, the 
more the species numbers will eventually fall after the area is reduced. The rule of 
thumb is that when an area is reduced to one tenth of its original size, the number 
of species eventually drops to one half. This corresponds to a z value of 0.30 and 
is actually close to the number often encountered in nature 17. 
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2.3   Naturalness 

This criterion considers natural, unmodified habitat as the ecological benchmark. 
Landscaping and the implementation of radical management strategies of green 
areas will generally reduce ecological naturalness. Criteria considered are erosion 
due to recreational use, loss of rare species and the presence of exotic species. 

2.3.1   Degree of Disturbance 

The amount of disturbance is indicative of the intensity of disturbance directly re-
sulting from human impact on the site. The more obvious effect is the field- layer 
vegetation. Estimation of the proportion of the surface which is heavily worn out 
is indicative of the disturbance caused. Erosion of field- layer vegetation is a direct 
indicator of anthropogenic impact at the site. Mathematically it can be indicated as 
a ÷ A, where a= worn out area and A= total area of site. For Optimization, this dis-
turbance needs to be minimized.  

2.3.2   Proportion of Exotic and Rare Species 

A characteristic feature of urban habitats is the presence of exotic species. The 
availability of altered and novel habitats in urban regions, as well as obstacles to 
dispersal, provide the opportunity for novel communities including exotic species 
to become established. This aspect may be mathematically indicated as E + R, 
where E is number of various exotic species, R is number of various rare species
 Minimize exotic species and rare species = E + R     

2.4   Pollutant and Air Quality 

Urban green features have two beneficial effects on the urban atmosphere. They 
are capable of absorbing pollutants from the atmosphere and also release humidi-
ty. Air quality and capacity of urban green to absorb pollutants and to release  
humidity are considered. 

2.4.1   Air Quality 

Simply put, the quality of air is measurement of known air pollutant. Since air pol-
lution is known to be different in different seasons, data for four different seasons 
is to be considered. Pollutants considered can be -NO2, SO2, CO, O3, PM10and 
humidity. This study proposes to consider Particulate Matter PM10 as the key  
indicator. 

2.4.2   Capacity of Urban Green to Improve Air Quality 

The volume of vegetation and the surface area of water and unsealed soil are in-
dicative of the capacity for removing pollutants from and releasing humidity to the 
atmosphere. Each biotope is given a value which is indicative of the volume of 



Mathematical Modeling of Environmental Optimization of Urban Green Systems 875
 

vegetation. These are multiplied by the proportions of each biotope present. The 
surface area of water and unsealed soil are recorded separately. Mathematically 

(V × b) ÷ A 
  w ÷ A,  
  u ÷ A 
  where V=estimated volume of leaf surface  
   b= value given to each type of biotope 
   A= total area of site 
   w= surface area of water body 
   u= Area of uncovered surface 
  F (iaq)= ∑(V × b)/A+ w/A+ u/A 

This function needs to be maximized. 

2.5   Hydrology 

In a natural ecosystem, water input occurs in the form of precipitation, most of 
which is absorbed by the surface soil layer or flows into water bodies. In urban 
areas, most precipitation falls onto hard, virtually impermeable surfaces, from 
which it rapidly flows into the municipal drainage system, with the result that the 
acquisition of water is often a major difficulty for urban vegetation and other liv-
ing organisms. Patches with unsealed soil surfaces benefit from normal water dy-
namics. Artificial drainage is another aspect of drainage. 

2.5.1   Soil Sealing 

The amount of soil sealing is estimated by assessing the amount of surface which 
is affected by the different levels of sealing. Soil sealing also affects other soil 
functions. Amount of soil surface in each of the soil sealing categories which lies 
within the boundaries of the case study site is measured as Constructed (covered 
with building); covered (hard surface); compact (grit surface or sports field);  
non-sealed. Mathematically it is denoted as an × c, where an=area of various soil 
sealing categories as above and c is comparative value assigned to each type of 
category. It should be minimized for optimum results. 

2.6   Noise 

Noise is recognized as an important means of anthropogenic disturbance to the 
environment. Large urban green features such as trees are able to reduce the effect 
of this disturbance. Measurement of noise is taken at least six different locations at 
peak hours. N may be the measured where it is the diversion from standard value 
of noise pollution standards. This measure also needs to be minimized. 

3   Verification by Real Time Values 

For the purpose of this study, three sites in the urban city of Delhi have been iden-
tified in such a manner that they provide variety in environmental situation.  
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3.1   Salvage Park, Mayapuri 

This is a Master plan recreational area in the Western side of Delhi. The reasons 
for its selection are primarily its popularity and extensive use by public. There are 
large grown trees and a much worn out play field. Its proximity to an adjacent re-
creational green is also significant. 

3.2   Sanjay Lake, Trilokpuri 

This park is the only consolidated large green in whole of East Delhi. It has a large 
lake as a landscape feature. Attempts have been made to rejuvenate the water level 
of in the lake by bringing in the STP overflow of nearbyKondli sewage plant. Also 
adjacent drain inflow is to be treated before addition to the lake. The proximity to 
the National highway and nearby highly densely populated residential area is cha-
racteristic to the site. Also the kind of existing vegetation is primarily Eucalyptus, 
which is not considered of high environmental value. 

Table 1. Data for the three case studies 

Sr. 
No. 

Value Symbol Salvage Park 
Mayapuri 

Sanjay 
Lake Park 
Trilokpuri 

SwarnJayanti 
Park Rohini 

1 Total Area 
 

A 89304 m2 799766 m2 731025  m2 

2 Length of patch a 19 2051 m 1031 m 
 

3 Average Breadth  
of patch 

b 117 m 224 m 269 m 
 

4 Circumference ∑(a+b) 89304 m 7817 m 4809 m 
5 Shortest distance between the 

boarders of patch and neigh-
bouring patch 

L 22 m 16 m 20 m 

6 Number of connectivity  
elements 

n 19 galis
1 across road 

2 drains 
1 cross road
4 along 
road 

1 cross road 

7 Assessed value given to each 
type of connection on a scale 
of 1 to 5 

q 2  
1 

4 
1 
2 

1 

8 Number of different types of 
habitat present 

T 4 
 

5 5 
 

9 Worn out area aw 9215 m2 111619 102357 
 

10 Surface area of water body W 0 128152 28759 
 

11 Value given to each types of 
biotope on a scale of 1 to 5 

u 1,2,3,4 1,2,3,4,5 1,2,3,4,5 
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Table 2. Data under assimilation 

Number of various exotic species E 
Number of species counted  α 
Number of various rare species R 
Number of specimen counted β 
Diversion from standard value of PM10 P 
Estimated volume of leaf surface V 
Area of various soil sealing categories an 

Comparative value assigned to each category C 

Table 3. Values for the three case studies 

Sr. 
No 

Criteria 
No. 

Criteria Description Formula Salvage 
Park 
Mayapuri 

Sanjay Lake 
Park 
Trilokpuri 

Swarn 
Jayanti 
Rohini 

1 1.1 Size Area in 
square meter 

ax b=A 89304 m2 799766 m2 731025  m2 

2 1.2 Shape  
Index 

Breadth of 
the patch 
divided by  
its circumfe-
rence  

b÷2(a+
b) 

117 ÷ 
89304 

224÷ 7817 269 ÷ 4809 

3 1.3 Isolatio-
ness of 
Green 
Areas 

Shortest dis-
tance be-
tween the 
boarders of 
the case 
study site and 
neighboring 
patches   

L 22 16 20 

4 1.4 Connec-
tivity of 
Urban 
Green 
Area 

Number and
value of 
green con-
nectivity 
elements 

∑ n x q (3×2) + 
(1×1)  
=7 

(2×4)+ 
(1×1)+ 
(4×2) 
=17 

(1×1)=1 

5 2.1 Species 
diversity 

Number of 
species 
found, with 
distinction 
between rare 
and exotic 
species 

E α + 
R β 

   

6 2.2 Biotope 
diversity 

Number of 
different 
types of habi-
tatpresent 

T 4 5 5 

7 3.1 Degree of 
Distur-
bance 

Amount of 
disturbance 

∑(awu) ÷ 
A 

(9215×2)÷ 
89304 = 

(111619×2)
÷799766 = 

(102357 
×2)÷ 731025 
= 
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3.3   Swarn Jayanti Park, Rohini 

This is also a large Master Plan green located in the suburbs of Delhi. Though it is 
the only large green in Rohini, it has number of greens nearby. Also adjacent is a 
Commercial water amusement park. Besides there are three lakes of varied sizes 
that provide opportunity for kinds of biotopes. 

Proportion of exotic and rare species, Air Quality, Capacity of urban green  
to improve air quality, Soil Sealing and noise are some of values that are under  
assimilation. 

4   Discussion 

The three different case studies provide large range of environmental biotope situ-
ation. Attempt has been made to optimize the benefits of the greens with an exten-
sive input of the physical characters of each site. The data from the different site in 
terms of the biodiversity and air quality is difficult to get. The aspect that also 
needs to be analyzed is the economic input. This is presently being considered and 
is an ongoing process. Though the model that would be the most effective would 
have to include aspects of economics as well. 

5   Conclusion 

It is possible tomaximize the environmental benefits of an Urban Green System 
with optimizing the landscape inputs and lead to developing a real time Optimiza-
tion Model. 
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Abstract. The maximum independent set problem (MISP) is to find the largest 
subset of vertices of a graph such that none of these vertices are connected by an 
edge (i.e., all vertices are independent of each other). It has many real life applica-
tions. In solving MISP, especially where the complexity of the graph increases, 
exact methods become impractical or sometimes become too slow to provide a so-
lution. In those cases, the evolutionary heuristics are being successfully used by 
many researchers. In this paper, a critical review of different existing approaches 
in evolutionary methods to solve MISP, has been made.  Later, some of the future 
scopes are being presented. 

Keywords: Maximum independent set, Evolutionary algorithms, Combinatorial 
optimization, Hybrid algorithms. 

1   Introduction 

Consider an undirected graph ( ),G V E= . The problem of determining a set 

*V V⊆ such that *,i j V∀ ∈ , the edge ( ),i j E∉ and  *V  is maximum, is known 

as maximum independent set problem (MISP). The MISP and related problems 
are formulated as nonlinear problems. It has the variety of applications. To cite a 
few, it could be modified for predicting the secondary structure in RNA (Y. Take-
fuji et. al., [19]). It is also useful in coding theory, geometry, VLSI design, classi-
fication theory, etc (A. Sakamoto, et.al [16]). 

MISP is NP-complete (M. R. Garey and D. S. Johnson, [10]). Once the NP-
hardness of a combinatorial optimization problem is established, the search for an 
optimal solution is abandoned. Especially, for a graph of some hundreds of vertic-
es with computational complexity, the exact methods fail to give a solution. At 
this juncture, approximation approaches play an important rule at least to provide 
a near optimal solution. Therefore, since last couple of years, it became a chal-
lenge among the researchers to find a good heuristic, i.e. a polynomial running 
time algorithm to solve MISP. 
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S. Butenko [6] listed out the heuristic approaches available in the literature to 
find MISP. The heuristics like simulated Annealing, Artificial neural network, ge-
netic algorithm, greedy randomized adaptive search procedures, tabu search and 
the heuristic based on continuous optimization; have been discussed in the paper, 
with various areas of applications like (a) matching molecular structures by clique 
detection, (b) macromolecular docking, (c) integration of genome mapping data, 
(d) comparative modeling of protein structure, (e) Covering Location Using Cli-
que Partition. In this paper a novel approach has been developed to solving com-
putationally difficult combinatorial optimization problems on graphs, namely 
maximum independent set, maximum clique, graph coloring, minimum dominat-
ing sets and related problems. The application areas of the considered problems 
include information retrieval, classification theory, economics, scheduling, expe-
rimental design, and computer vision among many others.  

In this paper, a critical review is carried out for the approaches of evolutionary 
heuristics that have been used to solve MISP. The review outputs are presented  
in section 2. The conclusion and future scopes have been discussed in section 3. 
Section 4 includes the list of references. 

2    Review Outputs 

The hierarchy of development of concepts and ideas implemented on solving the 
MISP using evolutionary methods are discussed in this section. Of course there 
are a number of approaches available in the literature to solve MISP. However, 
this paper concentrates only on some mostly used heuristics. The different heuris-
tics approaches used in literature are categorized in different subsections as  
follows. 

2.1   Genetic Algorithm 

Genetic algorithm (GA) is a directed search technique based on natural selection. 
While under goes with its operators namely selection, crossover and mutation, it 
has been empowered by the Darwinian law of ‘survival of the fittest’.  Since last 
few years, it has been successfully used to solve NP-hard combinatorial optimiza-
tion problems.  

To solve MISP, an NP-hard problem, it is T. Back and S. Khuri [3], pioneered 
the work. They presented an alternative approach that uses GA as a generalized 
heuristic. The robustness of their approach based on a graded penalty function for 
infeasible string is demonstrated. As a conclusion they recommended to use the 
GA for solving MISP, irrespective of formulation of new fitness function. 

The genetic algorithm uses crossover as an operator in its generation cycle. In 
crossover, two parents participate in each step to share their knowledge and 
strength to provide two new children. C. C. Aggarwal, et.al [2] tried to realize the 
effect of power of knowledge based mechanism in genetic algorithm. They pro-
posed a new idea of knowledge based crossover to find the independent set of a 
graph. Out of the two parents considered for crossover, they assume one as that 
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string having the best objective function value from the feasible set of the popula-
tion whereas the other is so constructed to maintain the diversity in the search 
space.  

A. Sakamoto, et.al [16] presented a genetic algorithm for MISP. A permutation 
encoding with a greedy decoding have been used to solve the MISP. The 
DIMACS benchmark graphs are used to test the algorithm. For most graphs solu-
tions found by the proposed algorithm are optimal, and there are also a few excep-
tions that solutions found by the algorithm are almost as large as maximum clique 
sizes. The simulation results are compared with hybrid GA (called GMCA), and 
one of the best existing maximum clique algorithms (called CBH). The proposed 
GA beats the both in the final solution. 

A. Taranenko and A. Vesel [20] designed a genetic algorithm based on the elit-
ist strategy. In the algorithmic procedure, they have initialized the population  
that undergoes the process of selection (Roulette Wheel), crossover (Partially 
mapped, Order, Cycle, Modified Partially mapped) and mutation. The first three 
crossovers are well known. The authors mean the modified partially mapped cros-
sover differs to partially mapped crossover, where the parent sequences between 
the crossover points are not necessarily exchanged. The central attraction of their 
paper is to implement the elitist strategy (called elitism) in the GA cycle, just after 
mutation. Elitism preserves the most-fit chromosomes of a particular generation to 
the next, just by combining both populations obtained in two conjugative genera-
tions and taking the best half. This way the convergence becomes faster. The  
algorithm is tested on DIMACS benchmark graphs. Elitist genetic algorithm 
yields satisfactory results. Authors claimed that it outperforms the pre-quoted re-
sults obtained by heuristic-based GA (HGA) and permutation encoding based GA 
(PGA). 

Many researchers have contributed their various heuristics to solve the MISP. 
Lee and Cho [12] have already counted the number of MISs of binary trees and 
planted plane trees. But there is an instance of finding the weighted maximum in-
dependent set problem (WMISP). WMISP initiates with the weighted graph, 

where weights ‘ w
i

’ is assigned to each of the vertices ‘ v
i

’. The WMISP is to 

find an independent set *S S⊂ (the set of all vertices of the given graph) such 

that ( )
*

*

i

i
v s

W S w
∈

= ∑ is maximum over all independent sets of S . Let there are 

n tasks and some of those are sharing resources, weights are given to the tasks ac-
cording to their priority. When it is required to find the set of largest total weight 
which can be performed at same time, WMISP is coming to the picture. This prob-
lem is NP- complete (M. R. Garey and D. S. Johnson, [10]) for general graphs. 
For the first time S. M. A. Nayeem and M. Pal [15] provided a genetic algorithm 
approach to solve such a problem as follows for a general graph of ‘n’ vertices.  

i. Fitness function:  
 The general optimization problem of the form 

( ) ( ), . . 0, 1,2,..., .Max g x s t h x i n
i

≤ =  can be transferred to 
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( ) ( ) ,
1

n
Max g x r h xi

i
φ ⎡ ⎤− ∑ ⎣ ⎦

=
where φ is the penalty function and r   

( r nW= , very large) is the penalty coefficient.  

ii. Initial Population:  
 Random initial population is implemented by generating binary random 

numbers ‘0’ or ‘1’ for n times. Where there is ‘1’, only those vertices of the 
graph and the edges joining them are selected for a chromosome. It is noted 
here that all chromosomes may not be feasible as shown in figure 1. The first 
graph here is infeasible where as the second one is feasible in the sense of an 
independent set. 

 
 

0 0 0 1 0 1 1 1 0 0 0 1 0 1 1 0 

Fig. 1. Infeasible and Feasible Chromosomes 

 

iii. Selection:  
 Uniform binary tournament selection has been used with a probability of 0.5. 

Fitter individual has been selected in each pair of individuals, in the selection 
process. 

iv. Crossover:  
 Authors used the single point crossover, where there is a crossover site need to 

be chosen randomly between each individual and then the right side of the site 

are exchanged. The probability of crossover is taken as 0.7cP = . 

v. Mutation:  
 The bitwise mutation has been considered for the GA cycle with a probability

0.01mP = . Sometimes it may reduce an infeasible chromosome to a feasible 

one. For example, in figure 1, the second graph has the feasible set of bolded 
vertices, just after applying the mutation to the vertex number ‘8’, where the bit 
changes from ‘1’ to ‘0’. 

Prior to the above paper, researchers shown that, the time required in solving 
MWISP, depends on the density of the graphs. But after the computational  
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experiments carried out in this paper, the authors left a conclusion that the density 
of the graph does not play an important role in solving MWISP. Also they  
clarified that especially for larger graphs, the proposed GA outperforms the then 
existing algorithms. 

For a graph G, independent number is the cardinality of the largest independent 

set. An orientation of G is an assignment of a direction to each edge { },u v de-

noted by u v→  or v u→ , as the case may be. An orientation of G is said to be 
acyclic if it has no directed cycles. There exist a relation between the indepen-
dence number and its acyclic orientations. Based on this relationship, V.C. Barbo-
sa and L. C. D. Campos [4] proposed a new formulation for solving MISP. They 
named it as WAO (Widest Acyclic Orientation). It helps in searching an acyclic 
orientation that is widest over the set of all orientations of the graph. Based on the 
graph theoretic notions, they focused on the design of the individuals’ representa-
tion and evolutionary operators. After testing the proposed algorithm on the 
DIMACS benchmark graphs, they concluded that it is likely with a narrow better 
margin to other competitors. Authors also suggested for the future scope of inves-
tigation on better set of parameters for the evolutionary search. 

It is more interesting to find the maximum independent set of a circle graph. 
For example consider a circle graph with 14 vertices and 7 edges as shown in fig-
ure 2(a) below. The maximum independent set can be found out with the concept 
of taking the edges, as vertices (see Figure 2(b)) and join the vertices if there is an 
intersection of corresponding edges in figure 2(a).  Therefore, ‘finding maximum 
independent set of a circle graph’ is equivalent to ‘finding the maximum planar 
subgraph in it’.  

S. Wang et. al. [21], proposed a genetic algorithm to solve MISP for circle 
graph. The following ideas have been implemented. 

 
i. Problem formulation: 

  Authors consider the binary coding to represent chromosome. To define the 
fitness function, they merged the constraints with the objective function value with 

a penalty parameter ( ).A h t , where A  is a constant and ( )h t is the sigmoid 

function defined    as ( ) ( )1/ 1 th t e−= + . 

ii. Genetic operators: 
  The two-point crossover and simple-random mutation have been implemented 

in GA cycle. But it is worth to note here that the operators are performed based on 
conditions instead of probability. 

The proposed GA has been tested on randomly generated circle graphs. Simula-
tion results have been compared with Y. Takefuji et. al.[19]. Authors concluded 
that the result is better than the best existing algorithm. 
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Fig. 2(a). Circle graph, Fig. 2(b) Maximum independent set of the circle graph. 

 
In order to obtain better result for MISP, some instances in the standard GA op-

erators became essential to improve by some hybridization techniques. S. Mehrabi 
et. al. [14] proposed a hybrid genetic algorithm for MISP. They considered the fit-
ness of an individual in the population as the number of vertices in the solution. 
The steady state like selection method is adopted since in the successive genera-
tions only 50% of the current population changes. To name it as hybrid genetic al-
gorithm, authors introduced a new crossover operator called heuristic crossover 
operator (HIX) to improve the offsprings reproductively and merged with a repair 
operator concept. After the mutation, because of the independency of the obtained 
vertex set, the feasibility of the child solution is not always expected. The beauty 
of the repair operator algorithm is that it successively removes vertices (starting 
with the largest degree) from the child solution, until a feasible solution is 
achieved. Hence this guarantees to have feasible solution in the population.  

Through the simulation results obtained, authors concluded that their proposed 
hybrid GA to solve MISP, outperforms not only to the standard GA, but also the 
existing evolutionary heuristic called GENEsYs, in terms of solution quality. Also 
it is realized that with an appropriate mutation rate setting, the performance is far 
better than the other classical meta-heuristics. 

M. M. Javidi and S. Mehrabi [11] presented the same algorithm and data set de-
scribed above. No new output came out to present. However, they included some 
of the review on previous research work, in their paper. 

2.2   Ant Colony Optimization 

The ant colony optimization (ACO) heuristic has been inspired by the observation 
on real ant colony’s foraging behavior and on that, ants can often find the shortest 
path between food source and their nest. It is inspired by colonies of real ants that 
deposit a chemical substance on the ground, called pheromone. The larger the  
pheromone is, the larger the probability that an ant selects the right path. ACO  
meta-heuristics basically a multi-agent system where low level interactions  
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between single agents (called artificial ants) results in a complex behavior of the 
whole system. 

At the end of 20th century, ACO has been successfully used in solving hard 
combinatorial optimization problems. M. Schütz et. al. [17] used the ACO for 
solving MISP. The only variable component is the knowledge about the problem, 
i.e., the local heuristic involved in the probability of item selection. It is explained 
by an example as follows. Consider the following graph (Fig.3). 

 
 
 
 
 
 
 
 
 
 
 

In Figure 3, 8V = . Let ( ) { }' 2kS t = , then ( ) { } { }2 1,8kF t V= − −  

{ }3,7, 4,5,6= . Here the set { }1,8 represents the subset of infeasible items due 

to the inclusion of item { }2  in the partial solution. Now the subset { }3,7, 4,5,6  

is the set of current feasible items and the corresponding heuristic values are as 
follows: 

( )( ) { } ( )( ) { }
( )( ) { } ( )( ) { }
( )( ) { }

3 3 4 4

5 5 6 6

7 7

4,5 2, 3,6,7 3,

3 1, 4,7 2,

4,6 2

k k

k k

k

S t F S t F

S t F S t F

S t F

τ τ

τ τ

τ

= = = = = =

= = = = = =

= = =

 

Therefore, the highest score is obtained by item 4i =  possessing the biggest set 
of feasible items for the next selection step. 

The designed algorithms were tested either on randomly generated graphs or 
taken from DIMACS benchmark graphs. For the random graphs, they claimed that 
the best performance was achieved for those graphs generated with higher proba-
bility values — highly connected graphs — except for the graphs with the low 
density. Nevertheless, the performance of their algorithm for this kind of instances 
was as good as the performance of greedy randomized adaptive search procedures 
(GRASP) according to the reported results of the method. 

Later, Y. Li and Z. Xul [13] designed a modified ACO for solving MISP, based 
on the following three key points. 

 

i. The solution construction process is modified by introducing a complement 
construction process to scatter search point in search space, as follows.  

Fig. 3. Instance of MISP 
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Consider 
~

,k k kS V S S= − be the independent set found by ant k. Therefore 

~

kS can’t be independent. Find the number of vertices adjacent to iV in 
~

kS  

i.e. ( )
~

, .i i kAdj V V S∀ ∈  Delete vertices from 
~

kS in the decreasing order 

of ( )iAdj V until 
~

kS changes into an independent set.  Then, like solution 

construction process, augment 
~

kS into a maximal independent set. 

ii.  A new computational method for heuristic information is proposed as 

follows. In order to produce good solution while solving MISP, 
~

kS should 

contain as many vertices as possible, and as less edges as possible. This can 
be realized from the following example. 

  Consider the graph in figure 4 that contains a total of 6 vertices. Clearly, the 
vertices 1 and 4 have the same degree. If the vertex 1 is selected, then 

{ }
~

1 3,4,5S = . It contains 3 edges and we can construct an independent set 

of size 2. In the other hand, if the vertex 4 is selected, then { }
~

4 1,2,6S = . 

It contains 2 edges and we can construct an independent set of size 3.       
iii. The pheromone update rule is modified in ACO, by the following    

                           ( ) ( ) ( )1 1 min 1 mini i i ii i
t t tτ τ τ η+ = + − + +  

where ( )i tτ and ( )i tη represent the pheromone trail and heuristic value respec-

tively at time t for the ith vertex. This is used to avoid the value iτ increasing too 

large and have too big difference to iη . 

 
 
 
 
 
 
 
 
 

 
Authors tested their so designed modified ACO on 7 test problems and compared 
the result with Hofield neural network (HNN) and Canonical genetic algorithm 
(CGA). The comparative simulation result indicates that the proposed ACO is ef-
fective and efficient than others. 
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Fig. 4. Schematic figure 
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2.3   Artificial Neural Network 

For artificial neural network (ANN), there exist no universally accepted defini-
tions. However, it is generally accepted that an ANN is a network of many simple 
processing elements (‘units’ or ‘nodes’), each having a small amount of local 
memory. The units, often organized in layers are connected by communication 
channels (‘connections’) and operate only on their local data and on the inputs 
they receive through the connections. 

L. I. Burke [5] first focused on generating maximal independent sets by intro-
ducing a new artificial neural structure. Authors claimed through the empirical  
results that  

i) The proposed neural approach can easily generate several maximal 
independent sets and it works very fast.  

ii) In finding the maximum independent set, the approach finds larger sets than 
the heuristic approach does. 

The dynamic behavior of the transiently chaotic neural network and greedy heuris-
tic for MISP, have been observed and analyzed by X. Su et. al. [18]. They pre-
sented a transiently chaotic neural network for MISP. It is concluded through ex-
tensive simulation results that the proposed method outperforms other existing 
algorithms in solving p-random graph. 

2.4   Greedy Randomized Adaptive Search Procedure 

The greedy randomized adaptive search procedure (GRASP) is an iterative sam-
pling method for finding approximate solutions to combinatorial optimization 
problem, at the end of each iteration. The overall best solution found by GRASP 
iteration, is treated as the GRASP solution. The GRASP possesses 4 basic compo-
nents. (a) a greedy function, (b) an adaptive search strategy, (c) a probabilistic  
selection procedure and (d) a local search procedure.   

T. A. Feo, et. al. [7] proposed a GRASP and is tested on randomly generated 
graphs having 400 to 3500 vertices and edge probability 0.2 to 0.9. The results are 
compared with Simulated Annealing, Tabu Search methods. Authors concluded 
that the proposed GRASP provides high quality and fast solution over others for 
the larger instances with 3500 or more vertices. 

2.5   Tabu Search 

Tabu search (TS) is a modified local search algorithm, in which a prohibition-
based strategy is employed to avoid cycles in the search trajectories and to explore 
new regions in the search space. At each step of the algorithm, the next solution 
visited is always chosen to be the best ‘legal’ neighbor of the current state, even if 
its cost is worse than the current solution. The set of legal neighbors is restricted 
by one or more tabu lists which prevent the algorithm to go back to recently vi-
sited solutions. These lists are used to store historical information on the path  
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followed by the search procedure. Sometimes the tabu restriction is relaxed and 
tabu solutions are accepted if they satisfy some ‘aspiration level condition’. 

C. Friden et. al. [8] proposed a tabu search for MISP. The size of the indepen-
dent set to search for is fixed and the algorithm tries to minimize the number of 
edges in the current subset of vertices. Three tabu lists were being used. One of 
storing the last visited solutions and the other two to contain the last introduced / 
deleted vertices. They concluded that a best neighbor may be found in almost con-
stant time, by using hashing for implementing the first list and choosing a small 
value for the dimensions of the other two lists.  

The same authors in [9], introduced a tabu-search-based branch and bound al-
gorithm presented to solve MISP. However, no much work has been done to find 
MISP using Tabu search, till date. 

2.6   Simulated Annealing 

According to condensed-matter physics, the term ‘annealing’ refers to a physical 
process to obtain a pure lattice structure, where a solid is first heated up in a heat 
bath until it melts, and next cooled down slowly until it solidifies into a low-
energy state. During the process, the free energy of the system is minimized. The 
solutions of a combinatorial optimization problem, generally refers to the states of 
the physical system, and the cost of a solution is equivalent to the energy of the 
state. 

Without presenting any experimental result, E. Aarts and J. Korst [1] suggested 
the use of simulated annealing (SA) for sloving the independent set problem, us-
ing a penalty function approach. In this case, the solution space is the set of all 
possible subsets of vertices of the graph G , and the problem is to maximize the 

cost function ( )' ' 'f V V Eλ= − , where 'E is the number of edges in 

( )'G V  and λ  is a weighting factor exceeding 1. 

Sometimes, in SA, a neighbor 's to an initial solution s , is generated as the 

next solution. Then the change in cost ( )',F s sΔ is evaluated. X. Xu et. al. [22] 

presented a criterion to accept a solution. If a reduction in cost is found, the  
current solution is replaced by the generated neighbor, otherwise with a certain 

probability, either s or 's becomes the current solution. Authors defined a new ac-
ceptance function, which is the probability of accepting a transition that causes an 

increase in the cost FΔ , as
F

Tp e
Δ

= , where T  represents the control parameter 

that corresponds to temperature in the analogy with the physical annealing 
process. Through simulation results it is claimed that with implementing this new 
acceptance function, the proposed algorithm can find an optimal solution to a giv-
en graph with higher probability. Moreover, it has higher convergence rate than 
the original SA, in finding the optimal solution on benchmark graphs. 
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3   Conclusion and Future Scopes 

Since last 4 decades, in solving MISP, a continuous struggle and gradual im-
provement on developing algorithms and concepts are carried out in the literature. 
When the complexity of the graphs increases, the exact methods fails to provide 
an optimal solution, where as the heuristics can provide at least a near optimal so-
lution to it. This paper contains a critical up-to-date review only on concepts and 
ideas based on heuristic techniques used for solving MISP. It is observed that heu-
ristic methods yield many interesting and profound results. But due to the problem 
dependent nature of the heuristics, they all can’t be compared to each other at a 
time. However it is concluded from the review that the hybrid versions on GA 
provides faster and better optimal solution then the simple GA. The heuristic cros-
sover with repair operator, improves the solution quality. Like GA and ACO, no 
much works have been done in the heuristics like SA and TS. Very fewer papers 
are found application oriented.  

Moreover, there are instances to develop new efficient operators and to design 
some hybrid versions of heuristic algorithms to solve the NP-complete problem 
MISP. It also needed to apply the so designed algorithm in solving the real life 
problems like MAX-CUT problem, biomedical engineering problems, etc. In 
ACO, a modified and efficient pheromone update rules need to be investigated.   
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Abstract. This paper considers theoretical issues regarding reconstruction errors 
and conditions for near perfect reconstruction (PR) of the input signal for a uni-
form and non-uniform multiband multirate filter banks. The main emphasis is on 
the application of genetic algorithms in the optimization process of the design of 
the two forms of filter banks with further consideration of a dichotomy of design 
issues and optimization of the uniform and non-uniform filter banks.  The issues 
of design of uniform multiband filter banks is based on the use of a single proto-
type square root raised cosine low pass filter from which the multiband filters are 
derived using cosine modulation technique. On the other hand, non-uniform mul-
tiband filter banks are designed using multiple square root raised cosine prototype 
filters from which the analysis and synthesis filters are derived using the closed 
form approximation. The optimization process using genetic algorithms is thus 
based on perturbing the bandwidth and roll-off factor of the prototype filters to 
generate near-optimal results. 

Keywords: Optimization, uniform multirate filter bank, non-uniform multirate fil-
ter bank, genetic algorithms. 

1   Introduction 

Multirate processing of digital signals involves the use of variable rate sampling at 
different sections of a signal processing system with the key aim for efficient 
processing of communication signals.  Multirate signal processing has been used 
in various applications such as digital audio systems, speech and image process-
ing, trans-multiplexers, sub-band coding and signal data compression.  Often in 
digital signal processing applications, there is a need for splitting a band limited 
signal into an upper and a lower band of frequencies at the transmitting end and 
then recombining these at the receiving end.  Such a split of frequency bands can 
be usefully used for improving the coding efficiency of the transmitted signal, 
thereby improving the available bandwidth [1, 2]. For practical signals it is  
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sometimes more effective to have a large number of bands into which the signals 
are split.  This multi-band split in frequency domain can lead to further refine-
ments and improvements to the overall process.  Further variations are in terms of 
bands that are split in equal widths of the frequency bands, commonly known as 
uniform filter banks or the splits that are of unequal widths of the frequency bands 
but derived using specific procedures to optimise the reconstruction errors at the 
receiving end.  The latter form is commonly known as non-uniform filter banks.  
The problem, however, is to be able to reconstruct the received signal as close as 
possible to the original input signal. Where this can be achieved exactly then we 
say that the filter bank has a ‘perfect reconstruction’ (PR) property. In practice, 
there are several approximations used such as; the filters are not ideal and there 
may also be signal and filter coefficient quantization that may affect the overall 
performance of the system.  In this respect, a simple genetic algorithm has been 
used to optimise the performance of the filter bank. An example of a specific form 
of a non-uniform multi-band multirate filter bank structure is shown in Fig. 1, 
where M is the number of bands into which the input signal is split. Note that for 
uniform filter banks r0, r1,....rM-1 will each be M. 

The maximally decimated M-channel uniform filter banks have been exten-
sively studied and the conditions for PR have been well established [2].  However, 
the non-uniform filter banks suffer from extensive design constraints and condi-
tions for PR are particularly difficult to resolve [3-7].  In this case therefore, the 
compromise is to relax the design constraints and use some optimisation technique 
to optimise the network towards minimal errors.  In either case, we will assume 
that there is no quantisation or coding errors introduced during transmission or re-
ceiving of the signals. The optimisation process is based on considering the over-
all network as shown in Fig. 1. An input impulse (in the form of a dirac-delta 
function) is applied at the input stage of the simulated network and a Fourier trans-
form is worked out for the impulse response.  This then represents the transfer 
function of the overall network from which the frequency response is derived.  
This process of optimisation thus leads to minimisation of distortion errors in a 
combined manner. 

2   Theory and Design Issues 

For a M-channel uniform filter (UF) bank (as shown in Fig.1 for which r0, 
r1,......rM-1 will each be M), the input signal will be split equally in frequency 
bands.  For an input signal of bandwidth π radians then the bandwidth of each fil-
ter will be π/M radians, also the sampling rate of each sub-band signal is reduced 
by a factor of M.  Such a structure is referred to as maximally decimated filter 
bank. The M-channel non-uniform filter bank (NUF) with integer decimation fac-
tors rk, k=0,....,M-1 as shown in Fig. 1 will be constrained to the case of maxi-
mally decimated integer values for which the following applies 
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Fig. 1. Non-uniform multirate filter bank with integer decimators and integer expanders 
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Most examples of NUF banks fall into the category of ‘incompatible sets’ of rk for 
which complete elimination of aliasing errors is virtually impossible for non-ideal 
filters.  Such filter banks may, however, be resolved into a tree-structured form 
representing uniform filter banks [2].  This property is useful in working out the 
overall aliasing error [6].  The reconstructed signal for a UF bank is given by [3] 
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Where Hk(z) and Gk(z) are the transfer functions of the analysis and synthesis fil-
ters respectively. 

From eqn. 2 we may represent the following 

                     A  (z) =  ) W(zH )(zG
M

1
k

1M

0k
k∑

−

=
                        (3) 

for 0 ≤    ≤  M-1  

The term X(zW ) for ≠0 represents the shifted version of the spectrum X(z). 

The reconstructed output is, therefore, a linear combination of the input signal and 

its M-1 uniformly shifted aliasing components.  For =0, equ.1 may be written as 

                        Y(z)= X(z)). (zH )(zG
M

1
k

1M

0k
k∑

−

=
               (4) 

This represents the transfer function of the filter bank.  Also since, for perfect re-
construction no distortions are expected i.e. Y(z) = X(z), then for a practical sys-
tem the distortion function is given by the linear distortions of the filter bank and 
represented by 

+

    H0   ↓r0   ↑r0  G0 

    H1   ↓r1   ↑r1  G1 

    HM-1   ↓rM-1   ↑rM-1
 GM-1 
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                         A0(z) =  )(zH )(zG
M

1
k

1M

0k
k∑

−

=
    (5) 

Note that when |A0(z)| is not an all pass condition then there will be amplitude dis-
tortion and if A0(z) has non-linear phase, then there will be phase distortion. 

The aliasing components of the input signal must normally be worked out indi-

vidually for =1,2,…,M-1 for which the components do not cancel each other. 

However, in practice an aliasing function is defined that describes the overall 
summing of uncorrelated aliasing components in the filter bank.  This is given by 

                    Aalias(z) = ∑ ∑
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For perfect reconstruction, the choice of analysis/synthesis filters must be such 
that aliasing is completely cancelled and A0(z) is a pure delay.  The system is then 
free from aliasing, amplitude and phase distortions. 

The input-output relationship for an M-channel NUF bank with integer decima-
tion factors is given by 

                            Y(z)=∑
=

1-M

0k

Gk(z)
kr

1 ∑
=

1-r

0

k

Hk(z W kr ).X(z W kr )                    (7) 

where W kr = e-j2π/rk 

For such filter banks, the study here is limited to the case of maximally deci-
mated integer values for which the condition of eqn. 1 applies. 

Assuming L is the least common multiple of the rk’s and Rk are integers such 
that L= rk Rk.  Then, the non-uniform bank is resolved into an L-channel uniform 
bank with the new transfer functions of analysis filters given by ztrk Hk(z), t=0,…., 

Rk-1 and z-trk Gk(z), t=0,…., Rk-1 for synthesis filters.  The reconstructed output 
signal is then given by 

                                                Y(z)=∑
=

1-L

0

X(z WL ) A (z)                                   (8) 

where A (z) denotes the components given by 

                         A (z) =
L
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For =0, the linear distortion function is obtained and is given by 

                                       A0(z) = 
kr

1 ∑
=

1-M
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 Hk(z) Gk(z)                                    (10) 
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In the absence of aliasing, A0(z) is the transfer function and the NUF bank is a 
linear time invariant system. The various aliasing components X(z Wl

 L) of the in-
put signal, where l=1,….L-1, that do not cancel each other out should therefore, be 
considered separately.  An overall aliasing error function is defined as 

                                      Aalias(z) = 

1/2

2
1-L

1
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⎢
⎢
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∑

=
                               (11) 

3   Design Implementation and Optimization 

The preferred option for designing both the M-channel UF and NUF banks is 
based on deriving the individual analysis and synthesis filters through cosine 
modulation of a low pass prototype filter.  While it is feasible to derive all of the 
filters with a single low-pass prototype filter for the UF bank, for the NUF bank 
several low-pass prototype filters have to be used to derive the appropriate analy-
sis and synthesis filters by means of cosine modulation. The key feature of this 
method of design is to obtain an approximate transfer function of the prototype fil-
ter that will generate approximately power complementary frequency responses of 
frequency-shifted replicas about the centre frequencies.  Also, the stop-band at-
tenuation of the prototype filter is sufficiently large so that all alias spectra, apart 
from the directly adjacent one, are suppressed. The next choice is the appropriate 
selection of a low pass filter that may lend itself well for optimal derivation of the 
transfer function of the filter banks.  For this option we have used the square root 
raised-cosine low pass filter [8]. 

The frequency and impulse response for such a low pass filter is given by eqns. 
12 and 13 respectively. 
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where ωc is the cut-off radial frequency and ‘r’ is the roll-off factor. 
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where M is the number of channels of the filter bank and π/2M is the bandwidth of 
the prototype filter. 

The special condition for n→0 is given by 
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and for n= M/4r±  when this is an integer value then the corresponding limits are 
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For a realizable causal filter, the impulse response must be symmetrically trun-
cated and appropriately time-shifted.  The causal impulse response that is obtained 
by convolving with itself results in the Mth band filter. The resulting raised-cosine 
characteristic is then approximately obtained.  The overlapping of alias compo-
nents of the spectra in the design of analysis and synthesis filter banks can be mi-
nimized by properly selecting the weighting factors that cause a small shift in the 
corresponding frequency responses.  The closed form expressions for the impulse 
response of the analysis and synthesis filter banks [8] are given by eqns. 16 and 17 
respectively. 

for analysis filter bank 

                       hk(n)= 2 p(n) cos.[(k+1/2)(n-(N-1)/2)π/M + (-1)kπ/4]              (16) 

for synthesis filter bank 

                       gk(n)= 2 p(n) cos.[(k+1/2)(n-(N-1)/2)π/M - (-1)kπ/4]               (17) 

where k= 0,1,2,…,M-1 and N is the number of coefficients used for the prototype 
filter. 

For the design of a UF bank and based on the approximately complementary 
frequency responses of the frequency-shifted replicas of the prototype filter for the 
cosine modulated design, an optimization process based on marginally changing 
the specifications of the prototype filter can be expected to generate improved re-
sults.  This conjecture was applied to test by using two variables i.e. the bandwidth 
of the prototype and the roll off factor ‘r’.  The bandwidth of the prototype filter 
was assumed to be some value π/Mp, where Mp is a real valued number approx-
imately equal to 2M (for an 8 channel system Mp ≅16).  Due to the variation in the 
value of Mp, the restriction on ‘r’ i.e. 0<r ≤1 no longer applies.  The roll off value 
‘r’ is thus allowed to vary in the range 0 to 2.  The characteristic of the square root 
raised cosine prototype filter with r ≅0.5 could offer sufficient stop band separa-
tion for higher order filters but for lower order filters ‘r’ may be closer to 1 to al-
low for adequate aliasing error cancellation. 

The NUF bank is derived from the cosine modulated uniform filter bank by us-
ing multiple prototypes p(n) and deriving the appropriate analysis and synthesis 
filters represented by Equations 16 and 17.  The optimisation process is then based 
upon using the prototype variables i.e. bandwidth π/2M = π/Mp and the roll-off 
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factor ‘r’ for each of the low pass finite impulse response (FIR) prototype filters to 
optimise the overall distortion of the filter bank. 

Both the UF and NUF bank networks are implemented and tested using the 
Matlab platform and Simulink. A number of design examples are considered 
based on the design method mentioned above.  The metrics derived for compari-
son purpose is based on the following 

i) The maximum peak to peak ripple of the amplitude distortion Epp is given 
by 

                                           Epp = max[|A0(z)|]- min[|A0(z)|]                            (18) 

ii) Aliasing distortion that is derived by taking the maximum value of 
Aalias(z) over all ω.  This gives the worst possible peak aliasing distortion 
i.e. 

                                                         EA = max[Aalias(z)]                                    (19) 

iii) Matlab Simulink tests based on a test circuit of the form shown in Fig. 2 
using a random signal at the input with uniform distribution in the range 
–1 to +1.  The error signal νe is then obtained from the difference be-
tween the output signal and an appropriately delayed version of the input 
signal.  This error signal is used to calculate the root mean square value 
given by vrms and the maximum peak to peak error voltage given by outpp. 

The main inspiration for optimal design of UF and NUF banks using raised-cosine 
prototype low pass filters was the application of real-valued genetic algorithms 
(GA). For this we used a Matlab compatible toolbox developed by Chipperfield et 
al [9].  Specific GA codes were developed both for the UF and NUF bank net-
works.  The main task was to minimise the overall distortion of the reconstructed 
signal in a combined manner for amplitude and aliasing errors. It was observed 
that while GAs performed quite well, there was further improvement feasible 
through the use of some standard gradient and non-gradient based optimization al-
gorithms.  To this end, a hybrid format was used as shown in Fig. 3. The standard 
non-gradient based algorithm tested was the downhill Simplex algorithm and the 
second method is a gradient based unconstrained quasi-Newton method. 
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Fig. 2. Matlab Simulink test circuit for a 5-band non-uniform filter bank 
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Fig. 3. Flow chart showing the GA optimisation procedure 

4    Some Results 

4.1   Case for UF Bank 

The main purpose of the optimisation process here is to minimise the objective 
function with the specific aim of minimising the overall magnitude and aliasing 
error so that a perfect reconstruction characteristic is closely met [10]. The error 
objective function to be minimised and used in the optimisation process is based 
on the multiple objectives of linear distortion (Epp) and maximum aliasing distor-
tion (EA) and is given by 

                                          Obj_err = α Epp + (1-α) EA                                                    (20) 

Where α is the trade-off parameter given by 0 ≤ α ≤ 1.  Note that Epp and EA are 
defined by eqns. 18 and 19 respectively. 

Due to the dependency of the optimisation process on the trade-off parameter 
α, the GA search method was further enhanced for the design example by includ-
ing α as the third variable.  The search for the minima value, therefore, includes a 
range for prototype filter bandwidth π/Mp where Mp varies from 13 to 19 (for an 
8 band UF bank), the roll-off factor ‘r’ varies in the range 0 to 2 and parameter α 
varies in the range 0.1 to 0.9. The GA optimised results are shown in shown in 
Table 1.  These results were then used as starting ‘seed’ values for the Simplex 
method and the final optimised results obtained are shown in Table 2. The hybrid 
optimised results show a significant improvement over the directly optimised re-
sults for the Simplex and the quasi-Newton methods and a marginal improvement 
over the GA optimised results. The best optimised results taken from Table 2  
generate coefficients of the prototype filter. These values were used to plot the 
frequency responses of the prototype filter and the eight analysis filters of the 
pseudo-QMF bank as shown in Figs. 4(a) and 4 (b) respectively. The linear  
and aliasing distortion responses are shown in Figs. 5 (a) and (b) respectively. The 
Simulink test error signal is shown in Fig. 6. 
 

Max gen ?
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Table 1. Optimised results using GA with Mp range=13 to 19, ‘r’ range = 0 to 2 and alpha 
range= 0.1 to 0.9 for N=141. 

α Epp EA vrms outpp 
0.1045 0.0022 0.0002 0.0005 0.0029 

Table 2. Optimised results using hybrid downhill Simplex method with seed values taken 
from GA results of Table 1 for N=141. 

α Epp EA vrms outpp 
0.1045 0.0015 0.0002 0.0004 0.0027 
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Fig. 4. Magnitude frequency response for N=141 (Table 2 optimized results): (a) prototype 
filter and (b) all channels 
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Fig. 5. Overall distortion for N=141 (Table 2 optimized results):(a)linear and (b)aliasing 
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Fig. 6. Simulink test error signal for a random input with a uniform distribution [-1,1] for 
N=141 (Table 2 optimised results) 
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4.2   Case for NUF Bank 

The NUF bank is derived from the cosine modulated uniform filter bank by using 
multiple prototypes p(n) and deriving the appropriate analysis and synthesis filters 
represented eqns 16 and 17. The optimisation process is then based upon using the 
prototype variables i.e. bandwidth π/2M = π/Mp and the roll-off factor ‘r’ for each 
of the low pass FIR prototype filters to optimise the overall distortion of the  
filter bank. The main purpose of the optimisation process here is to minimise the 
objective function with the specific aim of minimising the overall magnitude and 
aliasing error so that a perfect reconstruction characteristic is closely met. The er-
ror objective function to be minimised and used in the optimisation process is 
given by 

                        E=max[20log10|FFT(y(n))|]-min[20log10|FFT(y(n))|]              (21) 

where y(n) is the impulse response of the network of Fig. 1 when the input im-
pulse applied  is given by x(n)=1,0,0…..0. 

The optimization process is identical to that used for the UF bank as shown in 
Fig. 3. Three design examples are considered here and all of these fall in the cate-
gory of maximally decimated NUF banks.  These are: 

Ex. 1: A 3-band structure with r0=2, r1=6, r2=3 and N=51. 
Ex. 2: A 5-band structure with r0=4, r1=12, r2=6, r3=6, r4=3 and N=45 – case 1. 
Ex. 3: A 5-band structure with r0=8, r1=8, r2=4, r3=4, r4=4 and N=45 – case 2. 

All of the above design examples fall in the category of ‘incompatible sets’ i.e. at 
least one shifted copy of X(ejω) does not have a compatible pair at the output of 
another expander. In this case, complete elimination of aliasing is impossible for 
non-ideal filters.  However, these examples can be resolved into a tree-structured 
form representing the uniform filter banks [4].  This property is useful in working 
out the overall aliasing error function given by eqn. 11. 

The 3-band and 5-band NUF bank structures based on the values of rk as shown 
above were optimized to derive the results as shown in Table 3. The correspond-
ing frequency response of analysis filters, the distortions and the Simulink test  
error signals for design examples 1 and 2 are shown in Figs. 7 to 10. 

Table 3. Optimized results for the 3-band NUF bank 

Design Example N Epp EA vrms outpp 
3-band 51 0.0116 0.2568 0.0025 0.0193 

5-band (case 1) 45 0.1051 0.1826 0.0172 0.1231 
5-band (case 2) 45 0.0337 0.2717 0.0062 0.0446 
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Fig. 7. For a 3-band NUF bank and N=51  (a) magnitude frequency response of all analysis 
filters (b) transfer function of the network assuming aliasing is zero (c) overall transfer 
function of the network of Fig. 1 (d) aliasing distortion. 

0 50 100 150 200 250
-0.01

-0.005

0

0.005

0.01

time

err
or

 

Fig. 8. Simulink test error signal for a random input with uniform distribution [-1,1] for the 
3-band NUF bank using N=51 
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Fig. 9. For a 5-band NUF bank – case 1 and N=45 (a) magnitude frequency response of all 
analysis filters (b) transfer function of the network assuming aliasing is zero (c) overall 
transfer function of the network of Fig. 1 (d) aliasing distortion 
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Fig. 10. Simulink test error signal for a random input with uniform distribution [-1,1] for 
the 5-band NUF bank – case 1 and N=45 

5   Conclusions 

A novel approach to the optimisation technique is proposed and investigated in 
this paper where an impulse (in the form of a dirac-delta function) is applied to the 
entire network of Fig. 1 and the Fourier Transform of the response is derived, giv-
ing the overall transfer function of the network. The optimisation process then 
generates an optimal overall transfer function. This method leads to the minimisa-
tion of the magnitude and the aliasing distortion in a combined manner. Two 
forms of maximally decimated M-channel multirate filter banks are considered 
here, these are; the uniform and non-uniform filter banks that are both maximally 
decimated. 

For the case of NUF bank, a number of severe theoretical constraints for their 
design are relaxed in favour of a direct design approach based on the use of hybrid 
optimised (using GAs and a standard method) low pass FIR prototype filters.  For 
both the UF and NUF banks, the design method is based on using a square root 
raised cosine FIR low pass prototype filter.  The analysis and synthesis filters are 
derived from the prototype filters by the cosine modulation technique. The optimi-
sation process is based on independently perturbing the roll-off factor and  
the bandwidth parameters of the prototype filters.  Although the NUF banks  
considered in this study are restricted to the type using integer-valued decimators, 
this study can be easily extended to the case of NUF banks using rational valued 
decimators. 

Several design examples have been considered to demonstrate the potency of 
the design and optimisation techniques developed in this study.  The specific and 
some comparative results further substantiate this.  The use of a hybrid optimisa-
tion process has demonstrated a strong synergy between the regulated random 
‘chance’ based technique of genetic algorithms that work well over a wide land-
scape of possible discontinuous functions and a standard minimisation algorithm 
such as down-hill Simplex, that works well for largely continuous functions but on 
its own is rather susceptible to converging fairly rapidly to a local minima point 
depending on the selection of the initial ‘seed’ values.  
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Abstract. Wireless ad hoc network enable new and exciting applications, such as 
decision making in the battlefield, emergency, search-and-rescue operations, but 
also pose significant technical challenges. Topology control problems are con-
cerned with the assignment of power values to the nodes of an ad hoc network so 
that the power assignment leads to a graph topology satisfying some specified 
properties. This paper considers such problems under several optimization objec-
tives, including minimizing the maximum power and minimizing the total power. 
In this paper we give a brief overview of topology (arrangement of devices) con-
trol problem in wireless ad hoc networks, up to some extent. Given a set of nodes 
in a 2-D plane, end-to-end traffic load (i.e amount of data to be transmitted be-
tween mobile hosts) and delay between a pairs of node, the problem is to find a 
network topology that can meet the optimal QoS requirements. We can solve the 
problem, by formulating as a linear programming problem for the traffic loads. 
and  an optimal solution has been proposed to solve the problem.  

Keywords: Wireless Ad hoc network, QoS, topology, Energy management. 

1   Introduction 

What is a topology of mobile ad hoc network (MANET)? 
A topology consists of a set of nodes and a set of links, describes the connectivity 
information of a wireless network. Unlike the links in a wire-network topology, 
which are defined by modems and cables, the links in a MANET topology are 
usually the result of some link determination protocol subject to a transmission 
power control. A basic requirement for an edge e(u, v) to be in the network topol-
ogy of graph G is that node u and node v are within each other's transmission 
range[1].Topology may be defined as: The art of coordinating nodes decisions re-
garding their transmitting ranges inorder to gurantee a network lifetime with de-
sired properties. 
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power (i.e., to determine its neighbors) so that a more optimal network topology 
can be formed. Wireless devices/nodes are normally operated by batteries only 
and they have limited memory. A transmission by a wireless device is often re-
ceived by many nodes within its vicinity, which possibly causes signal interfe-
rences at these neighboring nodes. An issue associated with topology control is of-
ten energy management. Since the capacity of battery power is very much limited, 
energy consumption is a major concern in topology control. To increase the life-
time of such networks and maintain network connectivity, it is more challenging 
to design a network topology for wireless ad hoc network that is suitable for de-
signing an efficient routing scheme to save power and storage memory consump-
tion than for the traditional wired networks [6].The primary motivation for study-
ing topology control problems is to make efficient use of the available power at 
each node. In this paper, we address the need for energy efficient topology control 
problem. Accordingly, the main contributions of this paper are as follows: 

 

1. For a given a set of wireless nodes in a 2-D plane, our objective is to find a 
network topology that can minimize the maximum transmitting power of 
nodes through linear programming problem(LPP). 

2. A general framework for mobility-sensitive topology control in MANETs. 
3. Simulations were performed and results with different parameters are pre-

sented. 
 

Rest of the paper is organized as follows. Section 2 describes the previous works 
on topology control in ad hoc network. Formulation of topology and system model 
is illustrated in Section 3. Topology control for both splittable and non splittable  
are describes in section 4. In section 5 simulation setup & results are presented 
and in section 6 ends this paper with conclusion and some future research work. 

2   Previous Work 

In this section of the paper we, reviews existing topology control schemes, espe-
cially localized schemes. 

Hu in [1] describes a distributed, Delaunay triangulation-based algorithm for 
choosing logical links and as a consequence carrying out reliable topology control. 
In choosing these links he follows a few heuristic guidelines such as not exceeding 
an upper bound on the degree of each node and choosing links that create a regular 
and uniform graph structure. He does not take advantage of adaptive transmission 
power control. The earlier work for topology control can be found in [5][6]. Ac-
cording to Hou et al. in [6] discuss the relationship between transmission range as-
signment and throughput. An analytic model was development to allow each node 
to adjust its transmitting power to reduce interference and hence achieve high 
throughput. Lloyd et al. in [7] suggested on the construction and maintenance of a 
network topology by three parameters namely G(M, P, O) where “M” represents 
the graph model either directed or undirected, “P” represents the  graph property 
either 1-connected or 2-connected, and “O” represents the minimization objective 
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i.e min max power or min total power. Ramanthan and Rosales-Hain [8] describe 
a centralized spanning tree based algorithm for creating connected and bi-
connected static networks with the objective of minimizing the maximum  
transmitting power for each node. Additionally, they describe two distributed heu-
ristics, LINT (local information no topology) and LILT (local information link-
state topology), adjust the node transmit power to maintain network connectivity 
in response to topological changes. Their reasoning and algorithms are based on 
simple heuristics and consequently do not guarantee network connectivity in all 
cases. In [9]Li et al. proposed building a local minimum spanning tree(MST) at 
each node to include its 1-hop neighbors and selecting neighbors in the MST as 
logical neighbors. This scheme guarantees topology control algorithm that 
achieves network connectivity with minimal power consumption. The above 
schemes can be enhanced to achieve multiple desirable properties such as low 
message overhead, constant stretch ratio, low weight, and minimal interference. A 
cone-based distributed topology (CBTC) control algorithm was developed in [10, 
11], that increases network life time while maintaining global connectivity with 
reasonable throughput in a multi hop wireless ad hoc network. Network lifetime is 
increased by determining the minimal operational power requirement for each 
node in the network while guarantying the same maximum connected node set as 
when all nodes are transmitting with full power. Several optimizations are also 
proposed to further reduce the number of logical neighbors and transmission 
range. Furthermore, CBTC requires only direction information instead of accurate 
location information. Huang et al. extended this work in [12] by using directional 
antennas. Marsan et al. presented a technique in [13] to optimize the topology of 
Bluetooth, by minimizing the maximum traffic load of nodes.  

Rodoplu and Meng in [14] proposed another method of reducing the number of 
edges while maintaining network connectivity and in addition, preserving all min-
imum energy paths. A minimum-energy path between two nodes u and v is de-
fined as the shortest path between u and v, using transmission power as edge cost. 
An edge (u,v) can be removed if there exists another node  w such that 2-hop path 
(u,w,v) consumes less energy than direct transmission. In [15] Singh et al. focused  
on various  metrics of energy efficient routing, such as minimizing energy con-
sumed per packet, minimizing cost per packet, and so on. Kawadia et al. in [16] 
proposed a clustering method for routing in ad hoc networks.The goal is to choose 
the transmit power level, so that low power levels can be used for intra-cluster 
communication and high power levels for inter-clusters. In [17],Wieselthier et al. 
studied the problem to make efficient use of  available power of each node, such 
that the total energy cost of a broadcast/multicast tree is minimized. Some heuris-
tic algorithms were proposed, namely, MST (minimum spanning tree), and SPT 
(shortest-path tree). The proposed algorithms were evaluated through simulations. 
Wan et al. in [18] presented a quantitative analysis of performances of these three 
heuristics. 
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3   Formulation of Topology 

Topology control problems have been studied under two graph models. First is di-
rected graph model and second is undirected graph model. For the directed graph 
model, for any pair of nodes u and v, whenever the directed edges (u, v) and (v, u) 
are present, this pair of directed edges is replaced by a single undirected edge 
{u,v}. 

Definition1. The node connectivity of an undirected graph is the smallest number 
of nodes that must be deleted from the graph so that the resulting graph is  
disconnected.  
Definition2. The edge connectivity of an undirected graph is the smallest number 
of edges that must be deleted from the graph so that the resulting graph is  
disconnected.  
For example, a tree has node and edge connectivities equal to 1 while a simple 
cycle has node and edge connectivities equal to 2. When the node (edge) connec-
tivity of a graph is greater than or equal to k, the graph is said to be k-node con-
nected (k-edge connected). 

3.1   System Model 

In multi hop environment, we consider  the following transmitting power model:

,,,
∝= jiji dtp where tpi,j  is the  transmitting power required for node i to reach 

node j, di j , is the distance between i and j, and α is a parameter typically having 
value between 2 and 4. 

The wireless ad hoc network can be represented by G = (V, E), where V is the 
set of vertices (nodes) and E a set of undirected edges (links). Each node has a 
bandwidth capacity B, and a maximal transmitting power level P. Let pi denote the 
transmitting power of node i. We assume that each node can adjust its power level, 
but not beyond some maximum power P i.e  0 ≤ tpi ≤P for 1 ≤ i ≤ n. The network 
connectivity between two nodes depends on their transmission range and power. 
An edge e(i,j) ∈ E  iff   ., ,,

∝∝ == jijjii dtpanddtp  

Let us consider λs,d and Δs,d  be the traffic load and the maximally allowed hop-
count for node pair (s, d), respectively. Let Pmax = max{ pi | 1 ≤ i ≤ n}. The topolo-
gy control problem can be defined as: V is the set of node  with their locations, λs,d 
and Δs,d  for node pair (s, d), find transmitting power pi for 1 ≤ i ≤ n, such that all 
the traffic load can be routed within the hop-count bound, and Pmax is minimized. 
We consider two cases: First end-to-end traffic load  are non-splittable, i.e., λs,d  for 
node pair (s, d) must be routed on the same path from s to d; Second end-to end 
traffic load  are splittable, i.e., λs,d can be routed on several different paths from s 
to d. We assume that each node can transmit signals to its neighbors in a conflict 
free manner. There are many medium access control layer protocols [19, 20] or 
code assignment protocols [21, 22] that have been proposed to reduce signal inter-
ference in radio transmissions.  
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4   Topology Control 

In this section, we have consider the variables and equations as  suggested by 
X.Jia et al. in [10, 24, 25]. Let us consider  graph G(V, E),where  
V =Set of nodes and their locations 
E = Set of bi-directional edges(links) 
B = Bandwidth of each node 
λs,d  =Traffic demands for each node pair (s,d) 
Δs,d=Maximally allowed hop-count for node pair (s,d)ï
P = Maximally allowed transmitting power of nodes  
Now, we consider the two cases of topology control problem one is with load non-
splittable and in other load is splittable. 

4.1   Topology Control With Traffic Load Non-splittable 

According to X.Jia et al. in [10, 24], following variable and equations are  
considered. 
Boolean Variables: 

⎪⎩

⎪
⎨
⎧

=
jnodetoinodefromlinkaistherethereif

otherewise
ji

x
1

0
,

 

⎪⎩

⎪
⎨
⎧

=
),(1

0

,
,

jilinkthroughgoesdtosfromroutestheif

otherewise

ds
jix  

Pmax = The maximum transmitting power of nodes.  
 

Optimization:  
Minimize the maximum transmitting power of nodes i.e Min Pmax 
Constraints:  
Here, we consider topology constraints, transmitting power constraints,    delay 
constraints, bandwidth constraints are in [24]. 
The problem of topology control for non-splittable has now been formulated as a 
linear programming problem (LPP). We has used Matlab8.2 to solve the problem 
for experimental purpose.  

4.2   Topology Control with Traffic Load Splittable 

During the flow of the network, the traffics load between a node-pair may take 
different routes due to congestion or failures in the network. In this part, we con-
sider the case that the traffic load can be split.  
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(A)  Problem Formulation 
 

Additional Variables: 
ds

jif
,

, , representing the load  of  node pair (s,d) that go through link (i,j) 

Optimize: 
Minimize the maximum power of nodes 
 

                                                                       Min Pmax                                                                 (1) 
 

Constraints: Topology constraints and transmitting power remains the same. 
Bandwidth constraint: 
 

                                  
, ,

, ,( , ) ( , )

s d s d
f f B i Vi j j is d j s d j

∑ ∑ ∑ ∑+ ≤ ∀ ∈
                    

(2) 

 

Route constraints: 
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otherwise
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                (3) 

 

             

, , , , ( , ) (4), , ,
s d s df f i j V s di j i j i j≤ ∀ ∈

                               

Variable Constrainst:
 

                                     

,0, 1, 0 , , ( , ), ,
s dx or f i j V s di j i j= ≥ ∀ ∈

                   
(5)

 

We consider the following points: 
Constraint (3) is for flow conservation along all the routes for node pair (s, 
d).There is no delay constraint in the above formulation, because the traffic be-
tween a node pair can be routed via several different paths. The topology control 
problem with traffic splittable has now been formulated as a linear programming 
problem in equation (1) – (5). 

 
(B)    Proposed Solution 

 
The goal is to find the network topology when that all traffic load can be routed 
and the maximal node power is minimized. In the case where traffic load are split-
table, the solution consists of two steps. First Increment the node energy to con-
nect two nodes that have the shortest distance among the unconnected node pairs. 
Second: Check if the traffic load can be routed on the topology generated in step 
1. If so, the topology is found otherwise repeat step first and second. Since the 
traffics load are splittable, the problem in step 2 can be transformed to a variant of 



914 A. Yadav, R. Singh, and R. Shankar
 

the multi-commodity flow problem, i.e for a given network topology, to route 
commodities on the network such that the maximal load of nodes is minimized. 
First, we first tackle  the QoS routing issue for a given network topology. 

 
(i)QoS Routing Issue 
Given a network  graph G(V,E) with traffic load between node pairs, route this 
traffic load  in the graph, in such a way  that the maximum node-load in the sys-
tem, is minimized (i.e MinLmax,). The problem can be formulated as the following: 
 

                                                           Min Lmax                                                                    (6) 
 

                                

,
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, , ,
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Equation (6) is the objective function, which is to minimize the maximum node 
load. Equation (7) shows receiver flow conservation requires that the difference 
between the flow coming and leaving a receiver due to a flow between (s, d) 
should be (i) zero if the node is not the source or the destination.(ii) λs,d if the node 
is the source.(iii) - λs,d if the node is the destination. Equation (9) obtains the max-
imum node load in the network. When any request cannot be routed due to the 
disconnection of the network, it will report an error of disconnection. Equation 
(10) shows the transmitter flow conservation constraints require that all flow com-
ing and leaving a transmitter due to flow between (s, d) should be equivalent. 

This is a linear programming (LPP) problem. The optimal solution can be 
found in polynomial time O((|E|t)3.5), where |E| is the number of edges in graph 
G, and t is the number of node pairs which have non-zero traffic[23]. We use Mat-
lab8.2 to compute the LPP. 
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(ii)Energy Efficient QoS Topology control algorithm 
The idea of the algorithm is to sort all node pairs in non-decreasing order ac-

cording to their Euclidean distance. Each time the pair of nodes that have the 
shortest distance and have not yet had a link between the two nodes are picked and 
their power is increased until they can reach each other. Then, the QoS routing al-
gorithm runs on the network to see if the requested traffics can be all routed. This 
operation is repeated until the QoS topology is found, or all nodes already reached 
their maximal power.  

 
Input:A set of node V with their locations, λs,d for nodepair (s,d) and bandwidth B 
Output: Transmitting power levels p for all nodes in V. 
(a)Sort all node-pairs in non-decreasing order with )(, jiPd ji <≤∝   and  di,j.   

(b)Pick up the next node-pair with closest distance but not yet   connected and  
increase the power to make them  connected to get a new graph G. 

(c)Run the QoS routing algorithm on G to obtain Lmax.  If   Lmax  ≤ B , or there  
is no left link  then stop; otherwise  repeat (b) and (c). 

In step (b), it stops if all nodes already reach power P and an error of no solution 
is reported in this case. To reduce the number of times of calling the QoS routing 
algorithm in step (c), we use the binary search method to find the QoS topology, 
instead of adding an edge each time and running the routing algorithm. In this al-
gorithm, the node power is gradually increased until the required topology is 
formed. It is not difficult to see that the maximum node energy needed to form the 
required topology is minm, provided the number of power-levels of a node is  
finite. 

5   Experiment 

Here, we consider two widely adopted traffic model for MANET simulation anal-
ysis, the first is Constant Bit Rate (CBR) Traffic Model in which  every source 
(sender) of traffic load generates a constant flow of packets and the second is  Va-
riable Bit Rate (VBR) Traffic Model, in which the   traffic load sources generating 
a variable amount of data as function of time. Here, in this paper we, have used 
VBR traffic model for simulation purpose. 

 
(A) Simulation Setup 

 
The simulations are conducted in a 20×20, 2-D free-space region, in which the 
nodes are randomly and uniformly distributed. All nodes have the same bandwidth 
capacity B = 500. The value of α in the transmitting power function is set to 2, i.e.,

 
, , 2.i j i jtp d for∝

= ∝=  Request(s) R = {s, d,  λs,d } are generated by using the 

Poisson distribution function. For each node, we use the random Poisson function 
with the mean value λ= 1 to generate a number k, which is the number of requests 
originating from this node. The load  λs,d  for a pair of nodes (s, d) is assigned by a 
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Table 2. The QoS Requests and Their routes for Figure.3 

Source 
(S) 

Destination (D) Load De-
mand(λs,d) 

Route 

2 4 88.0611 
4.9452 
1.9232 

2 →  4 
2→1→4 
2→3→4 

3 4 93..2602 3 →  4 
1 3 60.2726 

36.8259 
1→ 2→ 3 
1→ 4→ 3 
 

3 2 65.8970 
27.3726 
18.7683 

3 →2 
3 →1→ 2 
3 →4→ 2 

6   Conclusion 

In this paper we examine the problem of topology control problem. Both cases of 
traffic load splittable and traffic load non-splittable have been considered. For the 
former case, we considered both bandwidth and delay parameters as basic re-
quirements. For the latter case, we considered only the single parameter i.e band-
width requirement. For both the cases the problem has been formulated as a linear 
programming problem (LPP). A polynomial time algorithm has been proposed to 
compute the optimal solution. The problem discussed is a static configuration 
problem. The traffic demands are assumed to be known in prior. By configuring a 
optimal QoS topology, QoS requests can be best served in the system. However, 
due to the dynamics and the unpredictability of network traffics load , a QoS re-
quest can still be blocked no matter how good the topology is. In a dynamic envi-
ronment where nodes are mobile up to some extent and traffic load are dynamic, 
the proposed topology control algorithm can be run periodically to keep the topol-
ogy optimal in the sense that it balances the node. 

References 

[1] Hu, L.: Topology control for multihop packet radio networks. IEEE Trans. On Com-
munications 41(10), 1474–1481 (1983) 

[2] Zhu, C., Corson, M.S.: QoS routing for mobile ad hoc net-works. In: IEEE 
INFOCOM (2002) 

[3] Lin, C.R., Liu, J.S.: QoS routing in ad hoc wireless networks. IEEE Journal on Se-
lected Areas in Communications 17(8), 1426–1438 (1999) 

[4] Yorozu, Y., Hirano, M., Oka, K., Tagawa, Y.: Electron spectroscopy studies on mag-
neto-optical media and plastic substrate interface. IEEE Trans. J. Magn. Japan 2, 
740–741 (1987) 

[5] Lin, C.R.: Admission control in time-slotted multihop mobile networks. IEEE Jour-
nal on Selected Areas in Communications 19(10), 1974–1983 (2001) 



918 A. Yadav, R. Singh, and R. Shankar
 

[6] Hou, T., Li, V.O.K.: Transmission range control in multihop packet radio net Works. 
IEEE Trans. on Communications 34(1), 38–44 (1986) 

[7] Lloyd, E.L., Liu, R., Marathe, M.V., Ramanathan, R., Ravi, S.S.: Algorithmic aspects 
of topology control problems for ad hoc networks. In: ACM MOBIHOC (2002) 

[8] Ramanathan, R., Rosales-Hain, R.: Topology control of multihop wireless networks 
using transmit power adjustment. IEEE Transaction on Communications, 404–413 
(2000) 

[9] Li, N., Hou, J., Sha, L.: Design and analysis of an MST- based topology control Al-
gorithm. In: IEEE INFOCOM (2003) 

[10] Jia, X., Li, D., Du, D.: Qos Topology control in Ad Hoc Wireless Network. In: IEEE 
INFOCOM (2004) 

[11] Wattenhofer, R., Li, L., Bahl, P., Wang, Y.M.: Distributed topology control for pow-
er efficient operation in multihop wirerless ad hoc networs. In: IEEE INFOCOM, 
vol. 3, pp. 1388–1397 (2001) 

[12] Huang, Z., Shen, C.C., Scrisathapornphat, C., Jaikaeo, C.: Topology control for ad 
hoc net works with directional antennas. In: IEEE 11th Conf. on Computer Commu-
nications and Networks, Miami, pp. 16–21 (2002) 

[13] Marsan, M.A., Chiasserini, C.F., Nucci, A., Carello, G., Giovanni, L.D.: Optimizing the 
topology of Bluetooth wireless personal area networks. In: IEEE INFOCOM (2002) 

[14] Rodoplu, V., Meng, T.H.: Minimum energy mobile wireless networks. IEEE J. Se-
lected Areas in Communications 17(8), 1333–1344 (1999) 

[15] Singh, S., Woo, M., Raghavendra, C.S.: Power-aware routing in mobile ad Hoc net-
works. In: ACM MOBICOM, Dallas, pp. 181–190 (1998) 

[16] Kawadia, V., Kumar, P.R.: Power control and clustering in ad hoc networks. In: 
IEEE INFOCOM (2003) 

[17] Wieselthier, E., Nguyen, G.D., Ephremides, A.: On the construction of energy-
efficient broadcast and multicast trees in wireless networks. In: IEEE INFOCOM 
(2000) 

[18] Wan, P.J., Calinescu, G., Li, X.Y., Frieder, O.: Minimum-energy broadcast routing in 
static ad hoc wireless networks. In: IEEE INFOCOM (2001) 

[19] Muqattash, A., Krunz, M.: CDMA-based MAC protocol for wireless ad hoc net 
Works. In: ACM MobiHoc, pp. 153–164 (2003) 

[20] Rodoplu, V., Meng, T.: Position based CDMA with multiuser diction (P-
CDMA/MUD)for wireless ad hoc networks. In: IEEE 6th Int’l Symp. on Spread 
Spectrum Techniques and Applications, vol. 1, pp. 336–340 (2000) 

[21] Sousa, E., Silvester, J.A.: Spreading code protocols for distributed spread-spectrum 
packet radio networks. IEEE Transaction on Communications 36(3), 272–281 (1988) 

[22] Hu, L.: Distributed code assignments for CDMA packet radio networks. IEEE/ACM 
Transaction on Networking, 668–677 (December 1993) 

[23] Schrijver, A.: Theory of linear and integer programming. John Wiley & Sons (1986) 
[24] Jia, X., Li, D., Du, D.: QoS topology control in ad hoc wireless networks. In: Proc. of 

the 23rd Annual Joint Conference of the IEEE Computer and Communications So-
cieties (INFOCOM 2004), Hong Kong, vol. 2, pp. 1264–1272 (March 2004) 

[25] Li, D., Jia, X., Du, D.: QoS topology control for non homogeneous Ad Hoc wireless 
Networks. EURASIP Journal on Wireless Communications and Networking 1, 1–10 
(2006) 

[26] Cabrera, J.B.D., Ramanathan, R., Gutierrez, C., Mehra, R.K.: Stable Topology con-
trol of multihop wireless network using transmit power adjustment. IEEE Communi-
cations Letters 11(7) (July 2007) 



K. Deep et al. (Eds.): Proceedings of the International Conference on SocProS 2011, AISC 130, pp. 919–932. 
springerlink.com                                                                                                                © Springer India 2012 

A Survey of Multi-index Transportation 
Problems and Its Variants with Crisp  
and Fuzzy Parameters 

Akhilesh Kumar1 and Shiv Prasad Yadav2 

1 Department of Mathematics, ASET, Amity University Haryana, Manesar, Gurgaon, India 
 akumar@ggn.amity.edu, akhilesh.maths@gmail.com 
2 Department of Mathematics, Indian Institute of Technology Roorkee, Roorkee, India 
 yadavfma@iitr.ernet.in 

Abstract. The Multi-index transportation problems are of immense use in present 
scenario. This paper provides a survey of the work done in the area of such prob-
lems from 1955 till date. The purpose of this survey is to provide the reader an up 
to date account of such problems and their current variants, many of which con-
sider the fuzziness in objective function, constraints and/or coefficients. The sur-
vey also studies current approaches to solve such problems. 

Keywords: Multi-index, Transportation Problem, Multi-commodity, Fuzziness, 
Genetic Algorithm. 

1   Introduction 

Classical transportation problem is the task of computing the minimum cost re-
quired to transport a certain type of commodity from a set of sources to a set of 
destinations.  

In the industry normally two or more goods are manufactured at a plant and 
transported to various destinations. This is done to maximize the profit. For this 
reason the two-dimensional classical transportation problem is extended to multi-
index transportation problem. 

1.1   Historical Aspect 

The Multi-index Transportation Problems (MITPs) were initially considered by 
Schell [18] and Galler & Dwyer [7]. Later on the multi-commodity transportation 
problem (also called Solid Transportation Problem), which is closely related with 
the MITP, was introduced by Haley [9]. Further an algorithm on the lines of  
Modi-method was proposed and illustrated with an example by him. Haley [10] 
justified the use of this algorithm with the help of theorems and gave a necessary 
condition for the existence of a solution. 
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1.2   Mathematical Formulation of the Problem with Three Indices 
(with Three Planer Sums) 

Determine 0 for all i, j, k which minimize  

                                      

(1)
 

subject to the constraints  
 

                      

(2)
 

 

where 
 

          

(3)
 

 

and 
 

                           

(4)
 

 

The three-dimensional multi-index transportation problem (MITP) can be visua-
lized as a block of mnp cells with each cell representing xijk for i = 1, . . . , n; j = 1, 
. . . , m; k = 1, . . . , p when summed along rows, columns and heights give Ajk, Bki 
and Eij respectively, representing above equations (2), (3) and (4).  
 

 

Fig. 1. 
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For a basic feasible solution of the above problem mnp – (m - 1) (n - 1) (p - 1) 
values of xijk’s must be non-zero. This paper overviews the work done on multi-
index transportation problems (MITPs) with crisp as well as fuzzy parameters. 
The survey is divided into two sections. In section II, we provide a survey of re-
cent work done for developing various methods for solving multi-index transpor-
tation problems (MITPs) with crisp parameters. In section III, we discuss the work 
done by various approaches for solving the MITPs with fuzzy objective functions, 
constraints and coefficients.  

2   Algorithms for Solving MITPs and Its Extensions with Crisp 
Parameters 

Korsnikov [14] described a class of planar three-index transportation problems 
which can be reduced to classical transportation problems and illustrated with an 
example of a polytope with full dimension having this property. 

Vignaux and Michalewicz [20] applied Genetic Algorithm (GA) approach to 
the classical transportation problem in two patterns. In the first approach, as they 
expressed the allocation matrix of the TP as single dimensional array (vector), so 
inversion could also be used along with mutation and crossover as Genetic Opera-
tors. In the second approach, as the population of allocation matrices was  
expressed in its natural way, therefore instead of applying inversion operation mu-
tation and crossover only were used. While generating offspring by mutation sub-
matrices of allocation matrices are altered such that row sums and column sums 
remain the same. And while generating offspring by crossover from two parent 
matrices say V1 = (v1

ij) and V2 = (v2
ij) two temporary matrices DIV = (divij) and 

REM = (remij) were created as follows: 
 

         =  + /2   = +   2              (5) 
 

REM matrix was then transformed into two matrices REM1 and REM2 such that 
                                       = + ,                                                   (6) 

 

with row sums and column sums of REM1 and REM2 as half of those of REM re-
spectively. The two offsprings of V1 and V2 were then produced as  
                 = +      = +                                    (7) 

 

The results of runs for 100 generations were compared for both approaches and 
was concluded that the matrix approach is more efficient than the vector approach. 

Li, Ida, Gen and Kobuchi [16] transformed the original multi-criteria MITP into 
a single objective problem by global criteria method. Then to solve the single-
objective MITP thus obtained, they proposed neural network architecture accord-
ing to augmented Lagrange multiplier method. Even larger problems can be  
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efficiently solved for optimal solution, due to the massive computing unit-neurons 
and parallel mechanism of neural network approach. 

Ahuja and Arora [1] defined Multi-index Fixed Charge Bi-criteria Transporta-
tion Problem. They considered time & cost as the two criteria. They presented an 
algorithm to find efficient cost-time trade-off pairs for the problem by first formu-
lating corresponding fixed charge MITP. The procedure was illustrated by work-
ing out an example. 

Zitouni & Keraghel [21] dealt with the capacitated MITP with four indices by 
establishing an existence criterion, an optimality condition and an algorithm of 
resolution.  

Bulut & Bulut [4] discussed axial and planer four-index transportation problem 
of order 1×m×n×1 and proved it to be equivalent to a circularization network flow 
problem with m+n+2 nodes and (m+1)(n+1) arcs. By giving algebraic characteri-
zation of each of these problems, they proved that they have common characteri-
zations and can be solved in terms of eigenvectors of the matrices Jm and Jn (Jm is 
an m×m matrix whose entries are 1). 

Zitouni, Keraghel and Benterki [22] concentrated on the numerical testing of 
the already developed algorithm with computer program written in Delphi 4. The 
tests carried out on different examples and the solutions obtained concluded that 
the algorithm is stable, robust and requires few iterations and time to achieve op-
timal solution. 

3   Fuzzy TPs and MITPs and their Extensions and Algorithms 
for their Solutions 

Gen et. al. [8] applied criteria space approach for bicriteria linear program conduc-
tive to find out the non dominated extreme points in the criteria space of Bicriteria 
solid transportation problem. They followed the Michalewicz’s idea of represent-
ing the allocation matrix as chromosomes and initialization of the initial popula-
tion. After obtaining initial solution-matrices Xs (s = 1, 2, . . . , population size), 
they defined the evaluation function as:                                        ( ) =  ∑ ∑ ∑                                      (8) 

where, =  +  . 

The values of  and  were obtained by =  | | and  = | |, where  and  are taken from those pairs of ( , ) 
which give minimum values of their respective objective functions as ( , ) 
and ( , ). Crossover was also done on the lines of Michalewicz’s [20] ap-
proach and selection of next generation used the elitist approach.  

Cadenas & Jiménez [5] considered multi-objective STP with fuzzy goals.  
First they solved single objective STPs using each time only one objective  
(ignoring all others) and denoted their optimal solutions as = , =, .  .  .  , = . 



A Survey of Multi-index Transportation Problems 923
 

Then the pay off matrix of values of each objective functions at each of above 
obtaining solutions were calculated as follows. 

                                  . . .                                 
                          ...

( ) ( ) . . . ( )( ) ( ) . . . ( ). . .    . .  .   . .   .  ( ) ( ) . . . ( )
                                   (9) 

 

For each of P objectives ( = 1,2, … , ), Lp = aspiration level of achievement 
& Up= highest acceptable level of achievement and then the membership functions 
were calculated as follows. 

For each = 1,2, … , : 
 

       =  ( ) and = max ( ), ( ), … , ( )               (10) 

   and         =  1                       0              .                                        (11) 

 

Then the fuzzy LPP as per the additive weighted model was formulated as  
                                            max ( ) =  .                                              (12) 

subject to the constraints 
  =   (   ); =   (   ); =   (   ) (13) 

0,   , , , 
with 0 1   ( = 1, … , ) and ∑ = 1. 

This was solves by Genetic Algorithm on the lines of technique proposed by 
Vignaux and Michalewicz [20]. 

Alves et. al. [2] proposed for the first time an approach to solve linear multi-
commodity transportation problem with fuzzy objective function, fuzzy con-
straints and fuzzy coefficients. This approach was follow up of Zimmermann’s 
method to turn the objective function into an inequality constraint, once the origi-
nal linear programming problem has been dealt for fuzzy coefficients of  
constraints & the objective function. Hence the fuzzy linear multi-commodity 
transportation problem (FLMTP)  
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                                        =  ̃ +  ̃                                        (14) 

 

subject to 
                                    <  ̃   ( = 1, … , );                                                  (15 a)                                  <  ̃    ( = 1, … , );                                                 (15 ) 

                                       <    ( = 1, … , );                                          (16) 

                             ( + )  <      ( = 1, … , )                 (17) ,  0 
 

can be expressed as  
                                                                                                                                  (18) 

 

subject to  
                    +     +                                             (19)  +   ;        + ;   ( = 1, … , )       (20  & )                       +   ( = 1, … , )                                     (21) 

      ( +  )   +      ( = 1, … , )             (22)              ,  0 ,   [0, 1] 
and 

                                                                                                                                   (23) 
 

subject to   
                                            +    +                                (24) 

 

      +  ;               +  ;     ( = 1, … , )         (25  & ) 
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                                       +       ( = 1, … , )                           (26) 

           (   +  )    +     ( = 1, … , )           (27) ,  0 ,   [0, 1] 
 

where, 
 ̃ = , ,  ;  = , , ;  ̃ = , , ;  ̃ = , ,  

 

etc. (other symbols having similar descriptions). ̃ , ̃ , ̃ , ̃ , ̃  are maximum 
tolerances. 

Now as these are multi-commodity transportation problems therefore they used 
two of the specialised & basic techniques for this type of problem viz, partitioning 
and decomposition.  

Jiménez & Verdegay [12] studied the interval multi-objective solid transporta-
tion problem, with general objective function (linear or non-linear) which can be 
stated as  

                  =  ,  = 1, … ,                (28) 

 

subject to  ,  = 1, … ,   ;      ,  = 1, … , ; 
                                    ,  = 1, … ,                         (29 ,  & ) 0   , , . 
 

This as per them is feasible if and only if = [ , ] =  , where 
A, B and E are intervals                        = = , = [ , ]                                            (30) 

                     = = , = [ , ]                                            (31) 

                   = = , = [ , ]                                             (32) 

by interval arithmetic. 
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Using weighted additive approach, they introduced a weight vector =, , … , , 0 1, = 1, … , , ∑ = 1 and hence combined 
multiple objective functions into one overall objective function to transform the 
problem into single objective interval STP. Single overall objective function as 
follows: 

                      =                                          (33) 

 

To solve this interval STP they applied a non standard GA, which was proposed 
by Michalewicz for linear and non linear transportation problems. For this they 
gave two ways to create an initial solution. First procedure generates a solution 
which is at a vertex of the feasible polyhedron. The second procedure obtains a so-
lution that can be an edge or a face of the feasible polyhedron. The fitness function 
is objective function of the chosen auxiliary problem. As genetic operators two 
types of mutations and an arithmetical crossover were used. In the second type of 
mutation, while recalculating the contents of the chosen sub-array, the second ini-
tialization procedure is used. The offspring of two parent feasible solutions V1 and 
V2 by arithmetical crossover were produced by the convex combinations of these 
parents as:  =  +  and =  + , where & are fixed randomly in 
each crossover such that + = 1 and 0, 0. 

Li, et. al. [15] presented an evolutionary program to solve the fuzzy multi ob-
jective solid transportation problem in which the coefficients of objective function 
are taken as fuzzy numbers. By ranking fuzzy numbers with integral values and 
hence ranked values of fuzzy objectives, Pareto optimal solutions were determined 
with the help of GA. The best compromise solution was then obtained with the 
combination of Technique of Order Preference by Similarity to Ideal Solution 
(TOPSIS) to GA. 

Tzeng et. al. [19] studied the problem of coal allocation system of Taipower 
which was having two objectives of (a) minimizing the cost of freight for import-
ing coal and (b) maximizing satisfaction level of overall schedule pattern. This 
problem was having 23 sources of 4 qualities of coal to be transported to 3 desti-
nations using 3 types of vessels available. The annual amount of supply of sources 
and monthly demand of each of 3 power plants were fuzzy numbers. Further this 
had a restriction that one of the unloading ports couldn’t accept 2 of the 3 types of 
vessels. The problem was formulated as fuzzy multi-criteria multi-index transpor-
tation problem with 5 indices. Using reducing index method and interactive fuzzy 
multi-objective linear programming methods to locate the solution, a procedure of 
solving the problem was proposed. 

Jimenez & Verdegay [13] considered the Fuzzy Solid Transportation Problem 
(FSTP) where objective function may be linear or non-linear and supplies, de-
mands & conveyance capacities are trapezoidal fuzzy numbers & a fuzzy solution 
to the problem is required.  The formulation of this problem (which has classical 
STP as a particular case) was given as follows: 
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                                          I                                              (34) 

 

subject to 
 1      , (   );  1      , (   );  
                                       1      ̃ , (   );                                    (35 ,  & ) 

 0,   , , . 
 

where = , , ,  ,     ,   = , , ,  ,   ,   =, , ,  ,    are fuzzy supplies, demands & conveyance capacities & 1 = (1, 0, 1,0 ). 
This problem was converted into interval-parametric problem 
                                               I                                         (36) 

 

subject to 
 

       ( ), ( ) , (   ) ;         ( ), ( ) , (   );                  [ ( ), ( )], (   )                                                              (37) 0,   , , . 
 

Where parameter r = minimal feasibility degree for a solution,  
 ( ) = ( )  (1 ), ( ) = ( ) +  (1 ),   ,   ( ) =  (1 ), ( ) = +  (1 ),     

and ( ) = ( ̃ )  (1 ), ( ) = ( ̃ ) +  (1 ),     
 ,    being violations in the fuzzy equality constraints of supplies, de-

mands and conveyance (respectively).  
The nonlinear parametric programming problem hence obtained was then 

solved by a Genetic Algorithm based solution method for the first time proposed 
by them, by solving an auxiliary Parametric Solid Transportation Problem (PSTP) 
as follows: 

                                            I                                             (38) 
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subject to 

       + , (   );           + , (   );                            + , (   );                                              (39 ,  & ) 

 0,   , , .   [ , ] , where 0, 0, 0 ,   , , , ∑   = ∑    ∑   , ∑   =  ∑    ∑   . + 0, +0 , + 0,   , ,  and 0 1. 
For this they extended the approach of Chanas et. al. [7] to solve the Fuzzy 

transportation problem (FTP) to the solid case. The solution hence obtained to this 
problem say ( ), (   ,   ,   ) for r in its limits, is the family of solutions ( ), , (   ,   ,   ) is considered as a fuzzy solution to original 
FSTP. 

Liu & Lin [17] defined Fuzzy Fixed Charge Solid Transportation Problem 
(FFCSTP) from the Solid Fixed Charge Transportation Problem (FCSTP) having 
model  

            +                     (40) 

 

subject to 
   , (   );    , (   );    , (   ) 

 (41) 0,   , , . 
 

where all costs and parameters are non-negative. 
The following concepts of recent advancement of fuzzy variables were used. 

(1) Credibility measure of a fuzzy event as: = 12 ( + ), 
where  &  denote the possibility measure & necessity measure (re-
spectively) for fuzzy event A. 

(2) Concept of α-optimistic and α-pessimistic values for purpose of ranking 
of fuzzy variable ξ as  ξ ( ) = sup : ξ  r  and ξ ( ) = inf : ξ  r  

       respectively, where   [0, 1]. 
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For the cost , ̃,  defined as             , ̃, =  ̃ +                       (42) 

 

where , ̃   are the vectors consisting of decision variables , direct cost ̃  and fixed cost ,   ,   ,   . The α-cost of , ̃,  was defined as 

minimal value of  such that , ̃,  , (where α is a confidence level 
between 0 & 1). 

Then the model of FFCSTP is given by  
 

                                                                                                            (43) 
 

subject to 
 

                                     , ̃,      ;                                                      (44)                                            ,     ;                              (45 ) 

,   ;   ̃ ,      (45  & ) 

 0 for all i, j, k, where , ,    are the predetermined confidence 
levels. 

To solve this model, they presented a hybrid intelligent algorithm in which first 
a neural network was introduced for approximation of uncertain function, and then 
a Genetic Algorithm was employed to solve the problem. 

Bodkhe et. al. [3] applied fuzzy programming technique to solve multi-
objective solid transportation problem to obtain a compromise solution by defin-
ing hyperbolic and exponential (non-linear) membership functions for each of ob-
jectives as follows. 

Hyperbolic membership function: 
 

( ) =  
1,                                                                                        12 .    ( )   – ( )

   ( ) +   – ( )  + 12 ,     
0                                                                                        

  (46) 

 

and exponential membership function: 
 

              ( ) =  1,                                ( )1 + 12 ,     0                                                  (47) 
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where ( ) =  ( )    , = 1, … ,  and s is a parameter 
prescribed by the decision maker. 

These fuzzy problems were stated to be equivalent to the following crisp prob-
lems (respectively). 

In case of using hyperbolic membership function: 
 

                                                                                                          (48) 
 

subject to 
 12 .    ( )    ( )

   ( ) +    ( ) + 12 , = 1, … ,        (49) 

=  ( = 1, … , );            =  ( = 1, … , ); 
                           =  ( = 1, … , );                                     (50 ,  & )  0 for all i, j, k and  0. 

 

This as per them can further be simplified as: 
                                                                                                               (51) 

 

subject to 
                      ( ) +  + 2  , = 1, … ,                       (52) 
 

and conditions (50 a, b & c) with  0 for all i, j, k and  0. Where =  (2 1) 
Similarly in case of using exponential membership function: 
 

                                                                                                   (53) 
 

subject to 
                       1 ( )  , = 1, … ,                                                   (54) 

 

and conditions (50 a, b & c) with  0 for all i, j, k and  0. Where = log 1 +  ( 1) . 
They solved the problems hence obtained and illustrated the calculations by 

Linear Interactive and Discrete optimization (LINDO) software. 
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5   Conclusion 

The above survey would be helpful to researchers working in the field of Multi-
index transportation problems in context of advancements in various methods 
evolved to solve the problems with both crisp and fuzzy environment.   
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Abstract. differential evolution (DE) is well known optimization tool for solving 
global optimization problems. In the present study we present a DE variant called 
MSDE [22] for solving constrained optimization problems. The proposed 
algorithm is applied on a set of 6 constrained benchmark problems proposed in 
CEC 2006 [1]. Numerical results indicate the competence of the proposed 
algorithm. 

Keywords: Differential evolution, constraints, mixed strategy. 

1   Introduction 

The general non-linear constrained optimization problem (COP) is defined as: 

Minimize      ( ) :f X X S R∈ →  

Subject to: 1 2( , ,..., )DX x x x S= ∈  
where S is defined by: 

( ) 0jg X ≤ , 1, 2,...,j l=  

( ) 0kh X = , 1, 2,...,k m=  

i i il x u≤ ≤ ( 1,......, )i D= . 

l and m are the number of inequality and equality constraints respectively, il and 

iu are lower and upper bounds of the decision variable ix . D represents the 

dimension of the problem. 
The search space in COPs consists of two kinds of solutions: feasible and 

infeasible. Feasible points satisfy all the constraints, while infeasible points violate 
at least one of them. Therefore, the final solution of an optimization problem must 
satisfy all constraints. A solution X is called feasible if  
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( ) 0,jg X ≤  for all 1,....,j l=  

| ( ) | 0,kh X ε− ≤  for all 1,...,k m=  

Here equality constraints are transformed into inequality constraints and usually ε 
is set as 0.0001. A measure of the average constraint violation, which is often 
useful while handling constraints, is defined as: 

1 1

( ) ( )
l m

j k
j k

G X H X

v
l m

= =
+

=
+

∑ ∑
 

                          where 
( ) ( ) 0

( )
0 ( ) 0

j j

j
j

g X if g X
G X

if g X

>⎧
= ⎨ ≤⎩

   

                        
| ( ) | | ( ) | 0

( )
0 | ( ) | 0

k k
k

k

h X if h X
H X

if h X

ε
ε

− >⎧
= ⎨ − ≤⎩

 

COPs has always been a focus of attention to the researchers working in the field 
of global optimization. Considering the limitations of traditional techniques, 
nature inspired methods have become popular for dealing with COPs. In the 
present study, a modified DE called MSDE [22] is used for solving the COP. The 
rest of the paper is organized as follows: Section 2 gives a brief literature review 
of DE for solving COP. In section 3, we give the constraint handling technique 
used in the present study. Benchmark problems and performance metrics are given 
in section 4. Parameter settings are given in section 5. Results are analyzed and 
discussed in section 6 and finally, paper is concluded in section 7. 

2   DE for Solving COP 

DE was initially proposed by Storn and Price in 1995 for solving unconstrained 
optimization problems. However with a few modifications it can be easily 
modified for solving constrained problems as well. Several variants of it are 
available in literature. A feasible region shrinking mechanism was proposed by 
Storn [2]. The aim was to relax all the constraints of the problems at the beginning 
of the process. As the time progresses, the pseudo-feasible region shrink at each 
generation until it matches the real feasible region. Storn also proposed the idea of 
each parent to generate more than one offspring. In Storn’s approach the process 
finishes when one offspring is better than its parent or when (say) certain numbers 
of offspring have been generated. He applied his approach on “DE/best/1/bin” 
version. He also added an aging mechanism to avoid a solution to remain in the 
population for too long. His approach was well suited for problems having 
inequality constraints, but was not very efficient while dealing with equality 
constraints. A static-penalty approach, coupled with DE to solve engineering 
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design problems was proposed by Lampinen and Zelinka (1999,[3] – [5]. The 
main drawback of their approach is that the careful tuning is required for the 
penalty factors. Yung-Chien and Feng-Sheng (2002) [6] proposed an Augmented 
Lagrangian approach with an adaptive mechanism to update the penalty 
parameters. The approach performed well against typical EA-based techniques. 
An extension of DE to solve constrained optimization problems was proposed by 
Lampinen (2002) [7]. The original DE replacement mechanism (based only on the 
objective function value of the parent and its corresponding offspring) was 
substituted by three selection criteria based on feasibility originally proposed by 
Deb (2000) [8]. The difference between Deb’s and Lampinen’s approach is in the 
third rule. In Deb’s approach the solution with the lowest sum of constraint 
violation is selected. On the other hand, in Lampinen’s technique, the solution 
which Pareto-dominates the other in the constraints space will be selected. Mezura 
et al. (2004) [9] proposed a DE-based approach where the newly generated 
offspring is added to the current generation (instead of including the solution to 
the next generation). The idea was to allow newly generated solutions to be 
selected to influence the selection of search directions of the offspring in the 
current generation and to speed up convergence. Some other DE variants for 
solving constrained optimization problems can also be found in [10] – [20].  

3   Mixed Strategy Differential Evolution MSDE 

MSDE is inspired by the evolutionary game theory where the individuals of the 
population are considered as players trying to decide the optimal mutation strategy 
for optimizing the solution. MSDE was proposed by the authors for solving 
unconstrained optimization problems in [22]. Encouraged by its performance we 
suitably modified it for solving the constrained problems as well. Pareto ranking 
method proposed by Deb in 2000 [8] for constraint-handling is adopted for dealing 
with COP. This method is based on the following three rules: (1) Between two 
feasible vectors, the one with the best value of the objective function is preferred 
(2) If one vector is feasible and the other one is infeasible, the feasible one is 
preferred (3) Between two infeasible vectors, the one with the lowest sum of 
constraint violation is preferred. Besides following the above three rules, equality 
constraints were transformed into inequations by using the following tolerance 
value: ɛ= 1e-4. 

4   Test Problems 

6 benchmark problems provided in the special session on constrained problems in 
CEC 2006 [1] are considered in the present paper for analyzing the performance 
of MSDE. These problems are specially designed to analyze the performance of 
an optimization algorithm. The list of problems along with the function code, 
actual minima and other characteristics is summarized in Table 1. This list 
consists of quadratic, polynomial and cubic models. 
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Table 1. Name of constrained test problems, assigned codes and characteristics 

Function D f(X*) Type of function NEQ NIEQ Na 
g01 13 -15.000 quadratic 0 9 6 
g02 20 -0.803 nonlinear 0 2 1 
g03 10 -1.000 polynomial 1 0 1 
g04 5 -30665.538 quadratic 0 6 2 
g05 4 5126.496 cubic 3 2 3 
g06 2 -6961.813 cubic 0 2 2 

 
D – Dimension of the problem  
f(X*)- best known function value 
NEQ – Number of equality constraints 
NIEQ – Number of inequality constraints 
Na – Number of active constraints 

5   Performance Metrics 

The performance measures and their definitions are given below: 

 Feasible Run: A run during which at least one feasible solution is found in 
maximum NFE. 

 Successful Run: A run during which the algorithm finds a feasible solution 
X satisfying (f(X) – f(X*) <= ε· 

 Feasible Rate = (Number of feasible runs) / total runs 
 Success Rate = (Number of successful runs) / total runs 
 Success Performance = mean (FEs for successful runs) x (Number of total 

runs) / (Number of successful runs) 
 Convergence graphs: The performance of MSDE is also illustrated 

graphically with the help of convergence graphs (or performance curves) 
where log of error values are plotted against the NFEs. 

 MSDE is compared with 3 other variants of DE for solving the COP 
considered in this paper: ZRDE [21]; jDE-2 [16]; ε-DE [19]. All these 
algorithms have been successfully used for solving the constrained 
benchmark problems proposed in the special session of CEC2006 

6   Parameter Settings 

Following settings have been taken for the experiments: 

 Population Size (NP) = 100 for traditional benchmark problems and 500 for 
nontraditional problems. 

 Scaling/ amplitude Factor F = 0.5. 
 Crossover Rate Cr = 0.33 
 Maximum NFE = 500000, fixed for all problems [1]. 
 Accuracy (ε) = 10-04 for all the test problems [1] 
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7   Results and Discussions 

Performance of MSDE is evaluated through various performance criteria given in 
Tables 2 – 4. While Tables 2 and 3 are devoted exclusively to the performance of 
MSDE, in Table 4, comparison is given with other versions of DE. From Table 3, 
we see that MSDE gave 100% success in all the test problems except for g03 
which it was not able to solve. The feasibility rate was 100% for all the test 
problems. The satisfactory performance of MSDE is also evident from Fig 1(a) 
and 1(b). In table 4, we give the comparison of MSDE with some other variants of 
DE for constrained optimization. Here we see that the performance of MSDE is at 
par with ZRDE and jDE-2. In fact it performed better then these two for some 
problems. However, if we do an overall comparison then we see that eDE gave the 
best performance. 

Table 2. Error Values Achieved by MSDE When NFEs= 5×103, NFEs = 5×104, NFEs = 
5×105 for Problems 1-6 

               Prob. 

FES 

g01 g02 g03 g04 g05 g06 

5×103 

Best 
2.2328e+ 

00(0) 
3.50263e-

01(0) 
9.18082e-

01(0) 
5.48381e+

00(0) 
7.88670e+

00(3) 
1.85916e-

01(0) 

Median
3.1881e+ 

00(0) 
4.08990e-

01(0) 
9.95901e-

01(0) 
9.04867e+

00(0) 
1.99109e+

02(3) 
4.16645e-

01(0) 

Worst
4.2009e+ 

00(0) 
4.50712e-

01(0) 
1.00046e+

00(0) 
1.72503e+

01(0) 
7.6431e+

02(0) 
3.25477e+ 

00(0) 
c 0,0,0 0,0,0 0,0,0 0,0,0 0,2,3 0,0,0 

v  0 0 0 0 3.44809e-02 0 

Mean 3.3242e+00 4.18559e-01 9.84616e-01 1.20831e+01 2.75189e+02 8.61851e-01 
Std 6.2025e-01 2.74252e-02 2.31103e-02 4.05658e+00 2.2038e+02 1.0949e+00 

5×104 

Best 1.7234e-07(0) 
1.62894e-

02(0) 
6.85799e-

01(0) 
8.00355e-

11(0) 
0(0) 

5.72982e-
11(0) 

Median
4.62717e-

07(0) 
8.11970e-

02(0) 
9.18852e-

01(0) 
8.00355e-

11(0) 
2.28064e+

01(0) 
5.72982e-

11(0) 

Worst
3.20588e-

06(0) 
1.53001e-

01(0) 
9.90945e-

01(0) 
8.36735e-

11(0) 
4.05407e+

02(0) 
5.72982e-

11(0) 
c 0,0,0 0,0,0 0,0,0 0,0,0 0,0,0 0,0,0 

v  0 0 0 0 0 0 

Mean 6.93423e-07 7.34131e-02 8.53123e-01 8.33097e-11 1.25584e+02 5.72982e-11 
Std 0 2.68711e-03 1.20395e-01 1.09139e-12 2.72848e-13 0 

5×105 

Best 0(0) 
1.34148e-

08(0) 
5.85904e-

01(0) 
8.00355e-

11(0) 
0(0) 

5.72982e-
11(0) 

Median 0(0) 
9.87368e-

08(0) 
8.69866e-

01(0) 
8.00355e-

11(0) 
0(0) 

5.72982e-
11(0) 

Worst 0(0) 
8.95710e-

03(0) 
9.43275e-

01(0) 
8.36735e-

11(0) 
0(0) 

5.72982e-
11(0) 

c 0,0,0 0,0,0 0,0,0 0,0,0 0,0,0 0,0,0 

v  0 0 0 0 0 0 

Mean 0 8.95757e-04 7.98692e-01 8.03993e-11 0 5.72982e-11 
Std 0 8.49740e-03 3.80723e-01 3.45129e-12 0 0 
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Table 3. Number of NFEs to achieve the fixed accuracy level ( ( )f(x) - f(x*) ≤ 0.0001), 

Success Rate, Feasible Rate and Success Performance by MSDE 

Prob. Best Median Worst Mean Std 
Feasibl
e Rate 

Success 
Rate 

Success 
Perfor- 
mance 

g01 31800 35425 36250 34970 1253 100% 100% 34970 

g02 105400 119675 137500 120625 
1067

4 
100% 100% 120625 

g03 -- -- -- -- -- 100% 0% -- 
g04 16050 17075 18550 17195 761 100% 100% 17195 

g05 16700 117650 218200 122090 
5578

8 
100% 100% 122090 

g06 7650 8150 9000 8235 361 100% 100% 8235 

 

Table 4. Comparison of MSDE with other algorithms 

Problem Algorithm Best Worst Mean 
Feasible 
Rate (%) 

Success 
Rate (%) 

Success 
Performance 

g01 

MSDE 31800 36250 34970 100 100 34970 
ZRDE 30511 38028 33414 100 100 33414 
jDE-2 46559 56968 50386 100 100 50386 
εDE 57122 61712 59308 100 100 59308 

g02 

MSDE 105400 137500 120625 100 100 120625 
ZRDE 95501 129363 113298 100 84 134879 
jDE-2 101201 173964 123490 100 92 145899 
εDE 126152 175206 149825 100 100 149825 

g03 

MSDE -- -- -- 100 0 -- 
ZRDE - - - 100 0 - 
jDE-2 - - - 100 0 - 
εDE 86748 91328 89407 100 100 89407 

g04 

MSDE 16050 18550 17195 100 100 17195 
ZRDE 14048 18362 15986 100 100 15986 
jDE-2 38288 42880 40728 100 100 40728 
εDE 24800 28206 26216 100 100 26216 

g05 

MSDE 16700 218200 122090 100 100 122090 
ZRDE 16994 204151 107076 100 100 107076 
jDE-2 133340 482304 206620 100 68 446839 
εDE 96812 98589 97431 100 100 97431 

g06 

MSDE 7650 9000 8235 100 100 8235 
ZRDE 6147 7995 7143 100 100 7143 
jDE-2 26830 31299 29488 100 100 29488 
εDE 6499 8382 7381 100 100 7381 
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Figure 1 (a). Function error values 
 

 
 

Figure 1 (b). Mean constraint voilation 

Fig. 1. Convergence Graph for Problems 01-06 of MSDE 

8   Conclusions 

DE has emerged as a versatile search technique used for solving constrained and 
unconstrained optimization problems. In the present study we give some 
preliminary results of MSDE algorithm for solving constrained optimization 
problems. We observed that for the considered set of 6 test problems, MSDE gave 
satisfactory results except for problem g03, which implies that further 
improvement is needed in MSDE. Experiments are being conducted to test MSDE 
for all the 24 constrained optimization problems and compare the results with 
some other constrained DE variants as well. 
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Abstract. Design phase of software development life cycle for designing software 
with high quality attributes which meets functional requirements is quite a tedious 
task. In real life the developers can only make ambiguous estimates on the availa-
ble resources and their aspirations bringing uncertainty (fuzziness) in the problem 
formulation. In such situations, crisp optimization technique may not serve the 
purpose to quantify desired parameters. In this paper we have formulated a fuzzy 
optimization framework which supports build or buy decision strategy i.e., wheth-
er to buy software components or to build them in-house or a combination is more 
beneficial. In this paper, intra-modular coupling density and reliability are jointly 
optimized under permissible budget and delivery time constraints along with an 
ICD restriction applied at module level. Redundancy is allowed for the selection 
procedure for fulfilling each functional requirement. An optimization model for 
optimal selection of components has been proposed and is illustrated with numeri-
cal example.  

Keywords: Intra-modular coupling density (ICD), Coupling & Cohesion (C & C), 
CBSS (Components Based Software System), Fuzzy optimization, Membership 
function. 

1   Introduction 

Software is now-a-days daily necessity of everyone’s life. It has entered every-
where, in devices, in our pockets, in our vehicles, in our banks, hospitals and 
homes-and its correct operation is essential for our well-being. In particular, 
science and technology demand high quality software for making improvements 
and breakthroughs. Whichever software a company wants to develop & design, 
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they want it to undergo proper process with quantified measures for number of its 
important characteristics like how much reliable it is, how much easy maintainable 
it is for developer, client and for the end users etc. When the design of software 
architecture reaches a good level of maturity, software engineers have to under-
take selection decision about software components. COTS (Commercial off-the-
shelf) have deeply changed the approach to software design and implementation. 
COTS components are received from the distributor and are used ‘as is’. No 
changes are normally made to their source codes. Only the code that is necessary 
to integrate these products is required to develop in house. Large software systems 
have modular structures and the advancement of technology has made the use of 
COTS products as modules a possibility.  

In the development of modular based conventional software systems, the crite-
ria of minimizing the coupling and maximizing the cohesion of software modules 
were commonly used (Brito e Abreu & Goulao, 2001). Coupling is about the 
measure of interactions among software modules while cohesion is about the 
measure of interactions among the software components which are within a soft-
ware module. A good software system should possess software modules with high 
cohesion & low coupling. A highly cohesive module exhibits high reusability and 
loosely coupled systems enable easy maintenance of a software system (Seker, 
Vander Merwe, Kotze, Tanik, & Paul, 2004; Kwong et. al., 2010). Large software 
system has modular structure to perform set of functions with different modules 
having different components for each module. In the last few years many efforts 
have been spent to support the design of software architecture. Selecting the ap-
propriate set of components and connectors to make the system meeting functional 
and non-functional requirements (such as performance and reliability) remains a 
hard task to accomplish and it very often depends on the architects’ experience 
(Bertolino & Mirandola, 2004). Cortellessa et. al., 2008 introduced a framework 
that helps developers to decide whether to buy-or-build components of certain 
software architecture. For building a software system, each component can be ei-
ther purchased or it can be developed in-house. This is a “build-or-buy” decision 
that affects the software cost as well as the ability of the system to meet its  
requirements. In real life situation due to system complexity, varying cost parame-
ters, product availability, intense market competition & many other reasons devel-
opers can only make ambiguous estimates on the available resources and their  
aspirations which bring uncertainty (fuzziness) in the problem formulation. Fuzzy 
optimization technique is a flexible approach that permits more adequate solution 
to the real problems even in the presence of vague information (data) & provides 
well defined mechanism to deal directly with such uncertainties. The idea of fuzzy 
programming was first given by Bellman and Zadeh (1970) and then developed by 
Tanaka (1974) and Zimmermann (1976, 1996). Gupta et al. (2009) formulated 
fuzzy multi objective optimization models for selecting the optimal COTS soft-
ware products in the development of modular software system. In practice, it is 
difficult for management to always get precise values of reliability, ICD, interac-
tions data across & within modules and cost for a software system. So it may  
happen that management decides to put some tolerance level on the objectives / 
constraints depending upon the availability of the information. So problem  
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becomes a fuzzy optimization problem & the solution so obtained becomes a 
fuzzy approximation.  

In developing a software system, different functions are required to be per-
formed and different modules are available for those functions. To provide maxi-
mum reliable software, one should give emphasis on reliability of modules. In this 
paper, the reliability of in-house and COTS based modular software is devised 
with possible redundancy at module level. The objective functions in the model 
perform weighted maximization of system quality which is assumed to be a 
weighted function of module reliabilities, weights are decided as per access fre-
quency of each module. We assume that for all the components available for a 
module, cost increases if higher reliability & ICD is desired. Purchase of high 
quality COTS products can be justified by the frequent use of a module. Basically, 
the alternatives/components differ each other for cost and functional/non-
functional properties. Also the best amount of testing effort is required to improve 
reliability of the in-house build component which leads to substantial increase in 
delivery time (& sometimes on cost also). In this paper, we have incorporated 
build-or-buy concept for optimal selection of software components for software 
modules in CBSS development (Cortellessa et al., 2008). The problem is formu-
lated for structure given in Fig. 2. Formulation of a CBSS (Kwong et al., 2010). 

The optimal selection problem is done by fuzzy objective of maximizing system 
reliability along with fuzzy objective of maximizing ICD (incorporating impact of 
maximizing cohesion & minimizing coupling) subject to total budget constraint, 
total delivery time constraint & ICD w.r.t. each module in which they all have 
minimum / maximum thresholds with one more system constraint of functional 
requirement; redundancy is allowed for the selection process. Problem is solved 
using fuzzy optimization algorithm. The rest of the paper is organized as follows: 
Section 2 describes the formulation of optimization model for selection of soft-
ware components for CBSS development. Section 3 describes problem solution 
procedure. An illustrative example is presented in Section 4. Finally, discussion 
and conclusions are described in Section 5.  

2   Formulation of Optimization Model for CBSS Development 

2.1   Crisp Model Description 

Let S be a software architecture made of N components for M modules. 

2.1.1   Notations 

M      the number of software modules 
N       the number of software components 
L       the number of sets of software components 
wl       the frequency of use, of function l 
Ql       set of modules required to perform lth function 
Sci      i=1,2,..N, the ith software component 
Scix    i=1,2,..N, the ith software buy component 
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Sciy    i=1,2,..N, the ith software in-house component 
mj      j=1,2,..M, the jth software module 
Sk       k=1,2,..L, a set of alternative components for the kth functionality  
i∈Sk  denotes that SCi belongs to the kth set 
Scij     the ith software component of jth software module, s.t. Scij=Scij’= Scij , 'j j∀  

sucNij
   number of successful tests attempted on ith in-house component of jth mod-

ule           
totNij

  total number of tests performed on the ith in-house component for jth module  

rii’        i,i’ =1,2,..N, the number of interactions between SCi & SCi’.s.t. rii’= ri’i. 

Rij,     i=1,2,..N, j=1,2,..M,reliability of ith COTS component of jth module  
ρij,       i=1,2,….N, j=1,2,….M, reliability of ith in-house component of jth module  
Cij,      i=1,2,..N, j=1,2,..M, cost of ith COTS component for jth module 
cij,        i=1,2,..N, j=1,2,..M, unitary development cost for ith in-house component  
        of jth module 
Sij,      i=1,2,..N, j=1,2,..M, joint reliability of ith component available for jth module 
πij     probability that a singe execution of software fails on a test case chosen from  
        a certain input distribution while testability of ith component of jth module for  
        in-house product  ; πij is assumed to be  0.002 ,i j∀  

tij     estimated development time of ith in-house component of jth module  
dij     delivery time of ith COTS component available for jth module  

ijτ    average time required to perform test case is assumed to be 0.05 ,ij i jτ = ∀  

Rj      reliability of jth software module ; 0 1 ;jR j≤ ≤ ∀  

Rj’    minimum reliability required to attain for jth software module
'; 0 1; 'jR j≤ ≤ ∀  

H      a threshold value of ICDj of each module & set as H=0 by decision makers 
C      maximum budget limit set by the decision makers 
T      maximum threshold given on delivery time of the whole system  
xij         i=1,2,..,N, j=1,2,..,.M, xij is the binary variable  ;  xij  =1, if SCix is selected for  
         mj for COTS product; otherwise 0 
yij       i=1,2,..,N, j=1,2,..,M, yij is the binary variable ; yij  =1, if SCiy is selected for  
         mj for in-house product; otherwise 0 
zij        i=1,2,….N, j=1,2,….M, zij is the binary variable ; zij  =1, if SCi is selected for  
        mj for either buy SCix or in-house product SCiy ; otherwise 0 

2.1.2   Assumptions 

1. Atleast one component is supposed to get selected from each module either  
       COTS or in-house, redundancy is allowed for both the components. 
2. A threshold value of ICDj, budget, delivery time & reliability are set by the 

decision makers. 
3. More than one software component in Sk either in-house or COTS or combi-

nation of both) may get selected to implement kth
 functional requirement. 

4. The cost of component is the development cost, if developed in house; other-
wise it is the buying price of the COTS product. Reliability data set for COTS 
components is known.  
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5. The cost and reliability of an in-house component can be specified by using 
basic parameters of the development process, e.g. a component cost may de-
pend on measure of developer skills, or the component reliability depends on 
the amount of testing. 

6. Interaction data for COTS or in-house components is same for all modules.  
7. Different COTS alternatives with respect to cost, reliability and delivery time 

of a module are available. 
8. Different in- house alternatives w.r.t. unitary development cost, estimated de-

velopment time, average time and testability of a module are available.  

2.1.3   Objective Functions and Constraints 

2.1.3.1   Testability Conditions 
Basing on the testability definition, we can assume that the number sucN ij

of suc-

cessful tests performed on the same component can be obtained as: 

                                    
(1 ) 1,2,..., ; , ' 1,2,...,suc totN N i N j j Mij ij ijπ= − = =

                                  (1) 

2.1.3.1.1   Build versus Buy Decision 
If ith component of jth module is bought (i.e. some 1ijx = ) then there will be no in-

house development (i.e. 0ijy = ) and vice versa. 

                                         
1 1,2,......., ; 1,2,.......,x y i N j Mij ij+ ≤ = =

                                    (2) 

2.1.3.1.2   Redundancy 
The equation stated below guarantees that redundancy is allowed for both the 
build and buy components (i.e. in-house and COTS components). 

                              
; 1 ; 1,2,..., ; 1,2,...,

1

N
z x y z i N j Mij ij ij ij

i
= + ≥ = =∑

=                                    
(3)

 

2.1.3.2   Cost Constraint 
The in-house development cost of the ith component available for jth module can 
be expressed as ( )totc t Nij ij ij ijτ+ . So over all cost constraint can be expressed as: 

                                         
[ ( ) ( )]

1 1 1

M N Ntotc t N y C x Cij ij ij ij ij ij ij
j i i

τ+ + ≤∑ ∑ ∑
= = =                                     

(4) 

2.1.3.3   Delivery Time Constraint 
The delivery time of ith in-house developed component for jth module is 
( )tott Nij ij ijτ+ .So overall delivery time constraint can be expressed as: 

[ ( ) ( )]
1 1 1

M N Ntott N y d x Tij ij ij ij ij ij
j i i

τ+ + ≤∑ ∑ ∑
= = =       

(5) 
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2.1.3.4   Reliability of an In-House Developed Component 
Cortellessa et al. 2008 defined the probability of failure on demand of an in-house 
developed ith component of jth module under the assumption that the on-field us-
ers’ operational profile is the same as the one adopted for testing (Bertolino and 
Strigini, 1996). Let A be the event “ sucNij

failure – free test cases have been per-

formed” & B be the event “alternative is failure free during a single run”. If ρij is 
the probability that the in- house  developed alternative is failure free during a sin-
gle run given that sucNij

 test cases have been successfully performed, then from the 

Bayes Theorem we get  - ( / ) ( )
( / )

( / ) ( ) ( / ) ( )

P A B P B
P B Aij P A B P B P A B P B

ρ = =
+

 

The following equalities come straightforwardly: 

( / ) 1 ; ( ) 1 ; ( / ) (1 ) ; ( )
sucNijP A B P B P A B P Bij ij ijπ π π= = − = − =  therefore, we have 

( ) ( )
1

; 0 1; 1,2,..., ; 1,2,...,

1 1
ij

ij
i N j Mij sucNij

ij ij ij

π
ρ ρ

π π π

−
= ≤ ≤ = =

− + −
 

       (6) 

Reliability equation of both in-house and COTS components 

      
; 0 , , 1; 1, 2,..., ; 1, 2,...,ij ij ijS y R x R S i N j Mij ij ij ij ijρ ρ= + ≤ ≤ = =

 (7) 

2.1.3.5   Reliability Objective Function 
Reliability objective function maximizes system quality. So total system reliability 
(0 1)R≤ ≤  can be expressed as: 

       

0 [ ] [ ] 1 ; 1,2,..., ; 1,2,...,
1

xL ijyijR w R where R R i N j Mj j ij ijl i Mj Ql jl

ρ
⎧ ⎫
⎪ ⎪= ≤ = ≤ = =∑ ∏ ∏⎨ ⎬

∈∈= ⎪ ⎪⎩ ⎭                  
(8) 

2.1.3.6   Cohesion, Coupling & ICD Objective Function (As per “Build or Buy”)  
The cohesion (Abreu & Goulão, 2001) incorporating both in-house & COTS com-
ponents impact (Cortellessa et al., 2008) within the jth module, ( )CI jIN

 is: 

                                                 

1
( ) ' '1 ' 1

N N
CI r z zj ijIN ii i ji i i

−
= ∑ ∑

= = +                                               
(9)

 

All interactions including C & C associated with the jth module, CAj becomes: 

                                      

1
( ) ( ) ( )' ' '1 ' 1 ' 1

N N M
CA CI CI r z zj j j ijIN OUT ii i ji i i j

−
= + = ∑ ∑ ∑

= =+ =                             
(10)

 

All interactions including C & C of a software system, CAj can be expressed as:  

                                                

1
( )( )' '1 ' 1 1 1

N N M M
CA r z zijii i ji i i j j

−
= ∑ ∑ ∑ ∑

= =+ = =
                                          (11) 
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The sum of cohesions within all modules CIIN
 can be expressed as: 

                                                      

1
' '1 1 ' 1

M N N
CA r z zijii i jj i i i

−
= ∑ ∑ ∑

= = = +                                       
(12)

 

Intra-modular coupling density (ICD) was introduced to measure ratio relationship 
between C & C of modules in the design of an object oriented software system as: 

                                      

( ) 1

( ) ( )

CICI jININICD ICDjCI CI CI CIj jIN INOUT OUT

+
= → =

+ +
                             

(13)
 

where CIIN is the number of class interactions within modules ;CIOUT
is the number 

of interactions between classes of distinct modules ; ICD j is the intra-modular 

coupling density for the jth module (If one module contains only one component 
then the value of ICD for that module becomes zero. To make up for the 
deficiency, another measure of ICDj was given); ( )CI jIN  is the number of component 

interactions within the jth module; & ( )CI jOUT  is the number of component interac-

tions between the jth module & other modules. The value of ICD would have 
greater impact on the maintainability of a CBSS & can be expressed as:

  

                                 

1
' '1 1 ' 1

1
( )( )' '1 ' 1 1 1

; 0 1

M N N
r z zijii i jj i i i

ICD N N M M
r z zijii i ji i i j j

ICD

−
∑ ∑ ∑
= = = +

= −
∑ ∑ ∑ ∑
= = + = =

≤ ≤

                              

(14)
 

Crisp optimization problem can be formulated as below problem (P1): 

                                           

1
' '1 1 ' 1

1
( )( )' '1 ' 1 1 1

M N N
r z zijii i jj i i i

M ax ICD
N N M M

r z zijii i ji i i j j

−
∑ ∑ ∑
= = = += −

∑ ∑ ∑ ∑
= = + = =                            

         
(15)

 

         

0 [ ] [ ] 1 ; 1,2,..., ; 1,2,...,
1

xL ijyijMax R w R where R R i N j Mj j ij ijl i Mj Ql jl

ρ
⎧ ⎫
⎪ ⎪= ≤ = ≤ = =∑ ∏ ∏⎨ ⎬

∈∈= ⎪ ⎪⎩ ⎭       

(16) 

1,2,......., ; 1,2,......,S y R x i N j Mij ij ij ij ijρ= + = =

 subject to  { }{ ,S ( ) var 0,1   ;  i 1,..,N; j 1,..,M yz x binary iableij ij ij= = ∈ = =
 

                                  

1
1' '1 1 ' 1

, ' 1,2,......,
1

( )' ' '1 ' 1 ' 1

M N N
r z zijii i jj i i i

H j j M
N N M

r z zijii i ji i i j

−
+∑ ∑ ∑

= = = + ≥ =−
∑ ∑ ∑
= = + =

              (17) 

                                 
[ ] [ ] , ' 1, 2,......,'

xy ijij R R j j Mij ij ji M j
ρ ≥ =∏

∈      

                          (18) 

                                  
(1 ) 1,2,....., ; , ' 1,2,......,suc totN N i N j j Mij ij ijπ= − = =                           (19) 

                                ( ) ( )
1

1,2,...., ; 1,2,....,

1 1

ij
i N j Mij sucNij

ij ij ij

π
ρ

π π π

−
= = =

− + −
                            

 (20)
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[ ( ) ( )]

1 1 1

M N Ntotc t N y C x Cij ij ij ij ij ij ij
j i i

τ+ + ≤∑ ∑ ∑
= = =                

                    
(21)

 

                                            
[ ( ) ( )]

1 1 1

M N Ntott N y d x Tij ij ij ij ij ij
j i i

τ+ + ≤∑ ∑ ∑
= = =                                   

(22)
 

                                                           
1

1

M
zij

i S jk

≥∑ ∑
∈ =                             

                     
(23)

 

                                              
1,2,......., ; 1,2,.......,z x y i N j Mij ij ij= + = =                          (24) 

                                              
1 1,2,......., ; 1,2,.......,x y i N j Mij ij+ ≤ = =

                         
(25) 

                                                         
1 1,2,.......,

1

N
z j Mij

i

⎫
≥ =∑ ⎬

= ⎭ 

              (26) 

2.2   Fuzzy Multi-objective Optimization Model 

Principle to multi-objective optimization is the concept of an “efficient solution”, 
where any improvement of one objective can only be achieved at the expense of 
another. Fuzzy approach can be used as an effective tool for quickly obtaining a 
good compromised solution in such scenario. In general reliability optimization 
problem is solved with an assumption that the coefficients are specified precisely. 
Sometimes it is not possible to get relevant precise data for reliability or ICD & 
imprecise data is not always well represented by random variable selected from a 
probability distribution. Fuzzy number may represent this data in a better way, so 
fuzzy optimization method with fuzzy parameters is what we needed for the pur-
pose. So in such case fuzzy multi-objective optimization model can be formulated 
based on vague aspiration levels, decision makers may decide aspiration levels 
based on past experience and knowledge. To express vague aspiration levels of the 
decision, various membership functions have been proposed (Zimmermann, 1976, 
1996). Fuzzy objective function is shown by  ⊃  & rest of the inequalities are kept 
as crisp. The fuzzy multi-objective optimization model based on maximizing both 
the fuzzifier objectives of reliability & ICD subject to rest of the crisp constraints 
of S is given as follows: 

Max ICD 

Max R   

subject to 

                        
{ }{ },S ( ) 0,1  / Satisfying eq. (17) to (26);  i 1,....N; j 1,2,......,M  yZ z xij ij ij∈ = = ∈ = =        (P2) 

3   Problem Solution 

Following algorithm (Jha et. al, 2011) specifies the sequential steps to solve the 
fuzzy mathematical programming problems.  
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1. Compute the crisp equivalent of the fuzzy parameters using a defuzzification func-
tion (ranking of fuzzy numbers) for each of the parameters. Here we use the de 
fuzzification function of type, ( )( ) 2 4 ; where ( , , ) are triangular fuzzy numbers.12 l uF A a a a a a au= + +  

2. Incorporating objective function of the fuzzifier min (max) as a fuzzy constraint 
with a restriction (aspiration) level. The above problem (P2) can be rewritten as:  

        Find Z 
        subject to 
       

0≥( )RZ R  

       
0≥( )ICDZ ICD  

                 { }{ },S ( ) 0,1  / Satisfying eq. (17) to (26);  i 1,....N; j 1,2,......,M  yZ z xij ij ij∈ = = ∈ = =              (P3) 

 where R0 & ICD0 are defizzified aspiration levels of system reliability & ICD. 
3. Define appropriate membership functions for fuzzy inequalities for ‘less than or 

equal to’ & ‘greater than or equal to’ type is:  

       1                         ; ( ) 1                            ; ( )0 0* *( ) ( )* *0( )          ; ( ) & ( )     ; ICD0* *
0 0*0                        ; ( )

R Z R ICD Z ICD
R Z R ICD Z ICD

Z R R Z R Z ICR ICD
R R ICD ICD

R Z R

μ μ

⎧ ≥ ≥
⎪ − −⎪= ≤ < = ≤⎨

− −⎪
⎪ <⎩

( ) 0
*0                            ; ICD( )

D Z ICD

Z ICD

⎧
⎪⎪ <⎨
⎪
⎪ <⎩

 respectively. 

      where R* & ICD* are the corresponding tolerance levels. 
4. Employ extension principle to identify the fuzzy decision for converting prob-

lem objectives to constraints where each constraint is considered to be an ob-
jective for the decision maker & the problem can be looked as a fuzzy multi-
objective mathematical programming problem. Further each objective can 
have different level of importance & can be assigned different weights to 
measure relative importance for defining the following crisp optimization 
problem: 

      M axim ize α  

      subject to  

      

( ) 1ZRμ λ α≥
 

      

( ) 2ZICDμ λ α≥
       { }{ },S ( ) 0,1  / Satisfying eq. (17) to (26);  i 1,....N; j 1,2,......,M  yZ z xij ij ij∈ = = ∈ = =  

                                      
2

1

1 ;
i

iλ
=

=∑  0, 1,{ 0: 1,2}, 0i Ziα α λ> ≤ ≥ = ≥                                         (P4) 

4   Numerical Illustration 

A numerical example of a financial system design is illustrated to illustrate the 
proposed methodology of optimization in Table 1. 
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Table 1. Example Description (Kwong, et al., 2010) 

Functional requirements   Sk S/W components   
Facsimile/Fax,R'1    S1  Sc1x, Sc1y = Sc1 OpalVOIP  

    Sc2x, Sc2y = Sc2 HylaFAX  
    Sc3x, Sc3y = Sc3 Faxman  
    Sc4x, Sc4y = Sc4 HylaPEx  

Encryption, R'2   S2  Sc5x, Sc5y = Sc5 CryptoXpress CF  
Credit Card Authorization, R'3   S3  Sc6x, Sc6y = Sc6 IBiz E  
eCommerce/Account, R'4   S4  Sc7x, Sc7y = Sc7 Symphero 

    Sc8x, Sc8y = Sc8 Shopformat  
    Sc9x, Sc9y = Sc9 Account manager   
    Sc10x, Sc10y = Sc10 Account services manager 

 
A software system is decomposed into three modules m1, m2 & m3, ten COTS 

components (Sc1x–Sc10x) available in market & ten components (Sc1y–Sc10y) that 
can be build in-house to make up four sets of alternative software components 
(S1–S4) are considered. Total twenty components are available for selection & 
may be represented as (Sc1–Sc10). Table 2 shows the degrees of interaction 
among software components (both COTS & in-house). The range of the degrees is 
1–10. The degree ‘1’ means a very low degree of interaction while the degree ‘10’ 
refers to a very high degree of interaction. In Table 3 & 5, reliability (0≤Rij≤1 for 
all i, j); cost (in 100$ unit) & delivery time (in hours) associated with COTS is 
given. In Table 4 development cost (in 100$ unit) & estimated time (in hours) as-
sociated with in-house components is given. 

Table 2. Interactions among software COTS & in-house components 

      Sc1    Sc2     Sc3    Sc4    Sc5   Sc6   Sc7   Sc8    Sc9    Sc10 
S1 Sc1 0 0 5 10 0     0      0 0 4 10 

 Sc2 0 0 0 8 6     6 2 3 0 10 
 Sc3 5 0 0 4 0 2 6 3 6 3 
 Sc4 10 8 4 0 0 9 0 5 6 4 

S2 Sc5 0 6 0 0 0 8 0 7 0 4 
S3 Sc6 0 6 2 9 8 0 0 0 0 0 
S4 Sc7 0 2 6 0 0 0 0 7 0 0 

 Sc8 0 3 3 5 7 0 7 0    10 8 
 Sc9 4 0 6 6 0 0 0   10 0 0 
 Sc10 10 10 3 4 4 0 0 8 0 0 
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Table 3. Reliability & Cost Data Set (COTS) 

Module m1 Module m2 Module m3 Module m1 Module m2 Module m3 
R11 0.95 R12 0.99 R13 0.98 C11 10 C12 7 C13 6 
R21 0.98 R22 0.98 R23 0.91 C21 6 C22 8 C23 7 
R31 0.92 R32 0.99 R33 0.94 C31 8 C32 9 C33 8 
R41 0.95 R42 0.97 R43 0.96 C41 9 C42 10 C43 9 
R51 0.96 R52 0.96 R53 0.9 C51 8 C52 6 C53 7 
R61 0.95 R62 0.97 R63 0.95 C61 6 C62 7 C63 8 
R71 0.96 R72 0.96 R73 0.9 C71 7 C72 8 C73 9 
R81 0.98 R82 0.9 R83 0.95 C81 8 C82 9 C83 6 
R91 0.95 R92 0.96 R93 0.96 C91 9 C92 6 C93 7 
R101 0.96 R102 0.9 R103 0.97 C101 6 C102 10 C103 8 

Table 4. Development Cost & Estimated Development Time Data Set (In-House) 

Module m1 Module m2 Module m3 Module m1 Module m2 Module m3 
c11 5 c12 2 c13 1 t11 9 t12 6 t13 5 
c21 2 c22 3 c23 2 t21 6 t22 7 t23 6 
c31 3 c32 4 c33 3 t31 7 t32 4 t33 7 
c41 4 c42 5 c43 4 t41 8 t42 9 t43 8 
c51 3 c52 1 c53 2 t51 7 t52 5 t53 6 
c61 1 c62 2 c63 3 t61 5 t62 6 t63 7 
c71 2 c72 3 c73 4 t71 6 t72 7 t73 8 
c81 3 c82 4 c83 1 t81 7 t82 5 t83 5 
c91 4 c92 1 c93 2 t91 8 t92 5 t93 6 

 c101 1  c102 5  c103 3  t101 5  t102 9  t103 7 

Table 5. Delivery Time Data Set (COTS) 

Module m1 Module  m2 Module  m3 
d11 1 d12 4 d13 5 

    d21 5 d22 3 d23 4 
    d31 3 d32 2 d33 3 

d41 2 d42 1 d43 2 
d51 3 d52 5 d53 4 
d61 5 d62 4 d63 3 
d71 4 d72 3 d73 2 

d81 3 d82 2 d83 5 
d91 2 d92 5 d93 4 

 d101 5  d102 1  d103 3 
 

The value of below fuzzy numbers are assumed to be specified by the manage-
ment based on the past experiences and\or expert opinion. Aspiration levels set for 
reliability & ICD are very high R0 = 0.99 & ICD0 = 1, keeping in mind the client 
requirement of highest maintainability & reliability for the system. The tolerance 
level are set as R*=0.82 & ICD*=0.970. The constraints corresponding to reliability 
& ICD are very important constraints which may be assigned different weights as per 



954 Indumati, O. Singh, and U. Dinesh Kumar
 

their relative importance. It is reasonable to assign equal weights  ( , ) (0.5, 0.5)1 2λ λ =  to 

both the objectives using weighted min-max technique as follows:  

M axim ize α  

subject to   ( )
0.82

1
0.5* ; [ ] [ ] 1,2,..., ; 1,2,...,

0.99 0.82
ZR

L
w Rjl xj Ql y ijl ijR R i N j Mj ij iji Mj

μ α ρ=

−∑ ∏
∈=

≥ = = =∏
∈−  

( )

1
1' '1 1 ' 1

0.9701
( )' ' '1 ' 1 ' 1

0.5*
1 0.970

ZICD

M N N
r z zijii i jj i i i

N N M
r z zijii i ji i i j

μ α=

−
+∑ ∑ ∑

= = = + −−
∑ ∑ ∑
= = + =

≥
−

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟⎜ ⎟
⎝ ⎠

 
                  { }{ },S ( ) 0,1  / Satisfying eq. (17) to (26);  i 1,....N; j 1,2,....,MyZ z xij ij ij∈ = = ∈ = =                (P5) 

                 0, 1, 0Zα α> ≤ ≥  

Solving problem (P5) we get the following solution in Table 6. 

Table 6. Input – Output 

Results of selection of software 
components for  modules 

Module 
m1 

Module 
m2 

Module 
m3 

  R ICD 
Objective 

Value 
Cases Input Output 

Case 1 
R1'=0.99, R2'=0.99, R3'=0.99,
C=60, T=60 

Sc71y 
Sc52y, 
Sc62y 

Sc13y 0.99 1 1 

Case 2 
R1'=0.96, R2'=0.92, R3'=0.94,
C=63, T=57 

Sc71y 
Sc52y, 
Sc62x 

Sc13y 0.97 1 0.999900 

Case 3 
R1'=0.94, R2'=0.96, R3'=0.97,
C=64, T=56 

Sc11x 
Sc52y, 

Sc62x 
Sc13y, 

Sc73y 
0.93 0.99 0.958800 

Case 4 
R1'=0.91, R2'=0.94, R3'=0.89,
C=65, T=58 

Sc71x 
Sc72x, 

 

Sc13y, 

Sc53y, 

Sc63x 
0.90 0.99 0.9674855 

Case 5 
R1'=0.88, R2'=0.76, R3'=0.78,
C=70, T=63 

Sc51x 

Sc61x 
Sc72x 

 
Sc13x 

 
0.87 1 0.7022541 

 
The solution is a local optimal solution for the above mentioned Integer Non-

Linear Programming Formulation for the given data sets, solved on the software 
Lingo (Version 11), solver type Branch & Bound. The optimal solution for prob-
lem (P5) is an optimal solution for problem (P2). After reading all five solutions 
we can observe if we have more delivery time & budget availability then we must 
prefer to create in-house component, as in-house is more reliable as compared to 
COTS in which we are having more risk of low quality at higher cost.  
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5   Discussion and Conclusion 

In this paper, a methodology of selecting software components with impact of 
whether to build-or-buy components for CBSS development is described. A fuzzy 
multi-objective optimization model is formulated to perform selection of software 
components for the software modules of a CBSS. An example of a financial sys-
tem design was used to illustrate the methodology along with weighted min-max 
approach. This methodology involves some subjective judgments from software 
development teams such as determination of the scores of interaction, reliability, 
weights technique etc., so it can be noted that the fuzzy optimization method pro-
vides sub-optimal solutions due to lot of subjective involved in the nature of the 
fuzzy optimization techniques. 

References 

[1] Abreu, F.B., Goulão, M.: Coupling & cohesion as modularization drivers:Are we be-
ing over-persuaded. In: Proceedings of 5th European Conference on Software Main-
tenance & Re-engineering. IEEE Computer Society, Washington, DC, USA (2001) 

[2] Bellman, R.E., Zadeh, L.A.: Decision-making in a fuzzy environment. Management 
Science 17, 141–164 (1970) 

[3] Bertolino, Mirandola, R.: CB-SPE tool, Putting component-based performance engi-
neering into practice. In: Proceedings of 7th International Symposium on Component 
Based Software Engineering, Conference CASCON 97, Toronto, Ontario, pp. 10–13 
(2004) 

[4] Bertolino, A., Strigini, L.: On the use of testability measures for dependability as-
sessment. IEEE Transactions on Software Engineering 22(2), 97–108 (1996) 

[5] Cortellessa, V., Marinelli, F., Potena, P.: An optimization framework for ‘build-or-
buy’decisions in software architecture. Computers & Operations Research 35, 3090–
3106 (2008) 

[6] Gupta, P., Mehlawat, M.K., Mittal, G., Verma, S.: A Hybrid Approach for Selecting 
Optimal COTS Products. In: Gervasi, O., Taniar, D., Murgante, B., Laganà, A., Mun, 
Y., Gavrilova, M.L. (eds.) ICCSA 2009. LNCS, vol. 5592, pp. 949–962. Springer, 
Heidelberg (2009) 

[7] Jha, P.C., Indumati, S.O., Gupta, D.: Bi-criterion release time problem for a dis-crete 
SRGM under fuzzy environment. International Journal of Mathematics in Operation-
al Research 3(6), 680–696 (2011) 

[8] Kwong, C.K., Mu, L.F., Tang, J.F., Luo, X.G.: Optimization of software components 
selection for component based software system development. Elsevier, Computer & 
Industrial Engineering (2010) 

[9] Seker, R., Van der Merwe, A.J., Kotze, P., Tanik, M.M., Paul, R.: Assessment of 
coupling and cohesion for component based software by using Shannon languages. 
Journal of Integrated Design & Process Science 8(4), 33–43 (2004) 

[10] Tanaka, H., Okuda, T., Asai, K.: On fuzzy mathematical programming. Journal of 
Cybernetics 3, 37–46 (1974) 

[11] Zimmermann, H.J.: Fuzzy Set Theory and its Applications, 3rd edn. Kluwer Aca-
demic Publishers, Nowell (1996) 



 

K. Deep et al. (Eds.): Proceedings of the International Conference on SocProS 2011, AISC 130, pp. 957–970. 
springerlink.com                                                                                                                © Springer India 2012 

Promotional Allocation Problem for a Multi 
Generational Product in Segmented Market 

P.C. Jha, Anshu Gupta, and Yogender Singh 

Department of Operational Research, University of Delhi, Delhi, India 
{jhapc,anshu_or}@yahoo.com, aeiou.yogi@gmail.com 

Abstract. Multiple generations of many durable products serves the markets si-
multaneously. As technology is growing at a very fast rate, new technology 
creates the need of higher technology products, and makes firms to introduce new 
products even when a product is doing well in the market in the order of competi-
tion, survival etc. Existence of several generations altogether in the market direct-
ly or indirectly affects the sales of the each other by the way of the effects of  
substitution, upgradation, leapfrogging etc.  Products either new or old need to be 
promoted in the market - initially to create the awareness and later on the grounds 
of market share and capture. Promotional effort is an important component of 
marketing mix that determines the success of a product, so must be spent judi-
ciously. In the marketing literature many promotional allocation problems have 
been discussed under various concerns, but most of them either consider a single 
product or multiple products each of which is different from other. The effect of 
existence of several generations of the same product has been ignored while mak-
ing these allocations. In this paper we formulate a promotional allocation problem 
for durable technology product using a diffusion substitution model to capture the 
sales of multiple generations of the product for a segmented market. The model 
captures the sales of the products along with their substitution effect. The optimi-
zation model formulated is a non-linear programming problem. It allocates promo-
tional efforts to the different generations of a product in a planning horizon max-
imizing sales under budgetary constraint. The model application is illustrated 
through a numerical example.  

Keywords: Promotional resources, Technology substitution diffusion models, 
Promotion effort allocation, Segmented market. 

1   Introduction 

Promotion is the most dominant marketing mix variable as it creates impression of 
the product in the minds of the customers. It influences everyone whether a poten-
tial customer or not. An effective promotion generates value of product in the 
minds of potential segment and persuades them to buy the product while other 
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may be so affected that they become potential adopter for it in future. In either 
case it determines the success of the product. An effective promotional strategy 
can make even a weak product to survive for long in the market. Promotion de-
mands firm’s resources usually financial. No firm can spent infinite resources on 
promotion; they are limited and fixed for every planning period during the product 
life cycle. As such it is desired that they should be efficiently used so as to create 
the maximum impact which can be measured through sales. All the adopters of 
any product does not possess similar characteristics, they differ with each other. 
The differences in the adapters can be demographic, psychographic, and behavior-
al etc. Therefore marketer of the product divides the population of its potential 
adopters into distinct groups of consumers with common characteristics. These 
groups of potential adopters are called as segments in marketing. Since the poten-
tial adopter population is not homogeneous therefore promotional efforts made by 
the firm are target oriented so as to target each segment of consumer distinctly. 

In a segmented market it is assumed that each segment responds uniquely to the 
promotional effort done exclusively for it, the firms desire to allocate optimally 
the promotional resources among the segments so as to maximize total product 
sales. Such a problem can be formulated as a mathematical programming problem. 
Formulation of a promotional effort allocation problem requires a relationship be-
tween sales, planning period and promotional resources for each segment. In the 
marketing literature many promotional allocation problems [13,15,17,20] have 
been discussed under various concerns. Such problems are formulated using the 
diffusion models to describe the relationship between sales and time or promo-
tional resources.  Diffusion models provide foundation to implement and forecast 
marketing strategies. Most of these problems either consider a single product 
[17,20] or multiple products each of which are different from other and use diffu-
sion models applicable to single products, to describe this relationship. In case of 
multiple products [13,15], products are assumed to be independent of each other 
and again diffusion models for single product are used. These problems falls in the 
category of nonlinear optimization problems and are solved using nonlinear pro-
gramming methods such as dynamic programming, multi-objective and goal pro-
gramming methods.  

If we carefully see the segment of durable technology, several generations of the 
same product exist simultaneously in the market due to rapidly growing technology 
and demand of durable products based on most recent technology. In such cases the 
multiple generations of the same product does not behave independent to each other 
while there exist relationship between their sales, multiple generations shows the 
various interactions like substitution effect, upgradation effect, increase market po-
tential, leapfrogging etc [8,19,22,27] between their sales. Introduction of a newer 
generation offers competition to the existing generation. However the sales of the 
existing generation may not always decrease due to existence of newer generation. It 
can increase due to expansion of its consumer segment as the price of older product 
is lowered with the introduction of new product etc. While it may decrease, due to 
switching of some of its potential segment to the newer product. The net effect can 
be either increasing or decreasing.  New product also gets its potential segments 
from the switchers and upgraders of previous generation and new potential from the 
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market. Clearly in such a case diffusion models applicable to single independent 
products may not result in optimal allocation of promotional resources.  

Fourt and Woodlock [9], and Bass [1] are the earliest models of new product 
diffusion in marketing that attempt to describe the penetration and saturation as-
pects of the diffusion process. The main momentum underlying diffusion research 
is the Bass model. A number of modifications have been carried out in the model 
to capture the variability in adopter behavior and other market conditions (Ea-
singwood et al. [7], Horsky and Simon [11,12], Mahajan and Muller[23],Mahajan 
and Peterson [24,25], Kalish [16]. Many economists have suggested that Bass 
Model is incomplete because it does not unite the contagion effects with tradition-
al economic variables such as price and advertising. Bass [2] developed a genera-
lized version of the Bass model called as “The Generalized Bass Model (GBM)” 
that reflects the current effect of dynamic marketing variables on the conditional 
probability of adoption at a particular time. Jha et al.  [14] proposed an alternative 
formulation of GBM, defining the promotional effort intensity function to 
represents current effect of dynamic marketing variables. All these models de-
scribe relationship between sales and time or promotional resources spent consi-
dering a single product existing independent of other products. In the literature 
few model have also been developed to describe the diffusion and substitution ef-
fect between the various generations of a product such as Norton [26], Nortan-
Bass model and some variation of the model [27,28], Mahajan and Muller [22], 
Kapur et al.  [19] etc. Here we use the diffusion substitution model due to Kapur et 
al. [19] to describe the relationship between sales and promotional effect of mul-
tiple generation of the product and formulate a promotional allocation problem for 
a durable technology product in a segmented market. The optimization model 
formulated is a non-linear programming problem. It allocates promotional efforts 
to the different generations of a product in a planning horizon maximizing sales 
under budgetary constraint using the multi-objective nonlinear programming op-
timization method and solution is obtained with the help of LINGO software.  

Rest of the paper is organized as follows: In section 2 we discuss the diffusion 
substitution sales growth model for describing the relationship between adoption 
and time for the successive generations of a product. In section 3 using the model 
promotional allocation model is formulated to optimally allocate the promotional 
efforts to the multiple generations of a product in a segmented market. Section 4 
describes the solution methodology and a numerical is shown for the applicability 
of the model in section 5. Finally the paper is concluded in section 6.  

2   Diffusion Substitution Model  

Notations 
( )N t  : Expected sale of the base product by time t. 

( )iN t   : Expected sales (or cumulative number of adopters) of the 

                         ith generation by time t. 
( )i jN t t−  : Expected sales (or cumulative number of adopters) of the  

                         ith generation in time interval 1( , ]j jt t +   
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1it −  :  Is the time of introduction of generation i. 

a : Expected number of potential adopters of the base technological  
                          product. 

iap  : Expected potential market captured by ith generation product 

( )ijX t  :  Cumulative promotional effort for the ith generation in time 

                          interval 1( , ]j jt t +  with xij(t) as its pdf 

( ( ))ij ijb X t  : Rate of diffusion per remaining potential adopters of 

                         generation i in time interval 1( , ]j jt t− . 

ija  : Expected remaining potential market to be captured by 

                          ith generation product in time 1( , )jt t− .  

n : total number of generations of the product. 
 

Time period 0 1( 0)t t t= ≤ ≤   

Assuming that we start at the time point 0 ( 0)t =  when first generation of a 

product is introduced in the market. In the time interval 0 1( 0)t t t= ≤ ≤  there is on-

ly one generation of the product, therefore overall sales of the product is same as 
the growth of adoption of generation one. Adoption rate equation following mod-
ified Bass model [14] for generation one in this time interval is given by 

          

[ ]
11 11

11
1 1 1 1 11( )

11

( ) ( ) ( ) ( )
1

o ob X t

bd d
N t N t t a p N t t x t

dt dt eβ −= − =  − −
+

    (1) 

Solving equation (1) under the initial condition 10, ( ) 0ot N t t=  − =  expected 

number of adopters for generation one and overall sales for the product is given by 

          

11 11 0
11 11 0
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a
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⎛ ⎞−= ⎜ ⎟⎜ ⎟+⎝ ⎠

    (2) 

Time period 1 2t t t< ≤  
In this time period, second generation of product is introduced in the market at 

time t1, when the expected remaining potential of generation one is 

12 1 1 1 0( )a a p N t t=  − −  and expected potential of generation II is 22 2a a p=  . As 

soon as generation II of the product is introduced a change in the adoption rate per 
remaining adopters of the generation I is observed. This change in the adoption 
rate per remaining adopter can be accounted due to the fact that generation II 
product have a substitution effect on the generation I. The substitution effect 
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brings changes in the adopter’s adoption behavior, governing the diffusion of the 
base technology. Some of the potential adopters of the generation I who are to 
adopt the generation I product may instead buy the generation II. However the dif-
ference between the potential adopters of generation II and those who buy genera-
tion II product after adopting generation I for upgrading their technology can be 
avoided as they also represent the first purchaser of the generation II. Cannibaliza-
tion is taken care implicitly due to changes in adoption rate. The resulting adop-

tion rate equations in time interval 1 2( , ]t t are 

        

[ ]
2 2

2
1 2 1 2( )

2

( ) ( ) ( ); 1, 2
1 i i

i
i i i ib X t

i

bd
N t t a N t t x t i

dt eβ −− = − − =
+

    (3) 

the expected number of adopters of both generations in time interval 1 2( , ]t t  under 

the initial condition 1 1 1 2 1, ( ) ( ) 0t t N t t N t t= − = − =  is obtained as 

 

2 2 1
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1 exp
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    (4) 

Total expected number of adopters of the two generations and overall product 
growth by any time t, after the time t1 are given by 

  1 1 1 0 1 1( ) ( ) ( )N t N t t N t t= − + − , 2 2 1( ) ( )N t N t t= − , 1 2( ) ( ) ( )N t N t N t= +     (5) 

Time period 2 3t t t< ≤  
In this time period, third generation of product is introduced in the market at 

time t2, when the expected remaining potential of generation one and two 

13 12 1 2 1( )a a N t t= − −  and 23 22 2 2 1( )a a N t t= − − respectively. In this time pe-

riod, some of the potential adopters of the generation I who are to adopt the gener-
ation I product may instead adopt either of the generation II or III product. Poten-
tial adopters of the generation I who are adopting the generation III product, are 
leapfrogging the generation II. The adoption rate equations in time interval 

2 3( , ]t t are 
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3 3
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    (6) 

the expected number of adopters of three generations in time interval 2 3( , ]t t  under 

the initial condition 2 1 2 2 2 3 2, ( ) ( ) ( ) 0t t N t t N t t N t t= − = − = − =  is obtained as 

3 3 2
3 3 2
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    (7) 

and the total expected number of adopters of the three generations and over all 
product growth by any time t, after the time t2 are given by 
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1 1 1 0 1 2 1 1 2( ) ( ) ( ) ( )N t N t t N t t N t t= − + − + − , 2 2 2 1 2 2( ) ( ) ( )N t N t t N t t= − + −

3 3 2( ) ( )N t N t t= − ,         1 2 3( ) ( ) ( ) ( )N t N t N t N t= + +     (8) 

Time period 1nt t −>  
In this time period, nth generation of product is introduced in the market at time 

tn-1.  Equation for expected cumulative number of adopters for ith generation in time 
interval 1( , )nt t−  is given by 
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    (9) 

Equation for expected cumulative number of adopters for ith generation product by 
time t is given by 

                                      

1

1 1( ) ( ) ( )
n

i i j j i n
j i
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−

− −
=

= − + −∑   (10) 

Equation for expected cumulative number of adopters of the base product by time 
t is given by 

                                                            1

( ) ( )
n

i
i

N t N t
=

=∑   (11) 

3   Promotional Allocation Problem 

In different time periods different number of generations exists in the market si-
multaneously. But usually two to three generations are seen to be operating in the 
market in any time period. For allocation the promotional budget here we start 
from the time period t0 when only Ist generation is operating. The problem for 
finding the optimal amount of promotional resources to be allocated to segment j 
in time period 0 1( , ]t t  that would maximize the total sales under budget constraint 

is formulated as 

                   Maximize  G1(X)=
11 11

11 11

( )

1 0 11 ( )
1 1 11

1 exp
( )

1 exp

j j

j j

b X tM M

j j b X t
j j j

N t t a
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∑ ∑  

Subject to  
11 0

1

M

j
j

X Z
=

≤∑   (p1) 

                                    
11 0jX ≥

     
j = 1, …, M 

where M is the number of market segments for the generation one and Z0 is the al-
located budget for the time period 0 1( , ]t t . 
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After time 1t both generation one and two operate simultaneously in the market, 

so the promotional efforts should be readjusted for the time period till next genera-
tion is introduced. It can be noted here that for allocating promotional effort for 
the first generation we need to consider only the sales that can be captured in time 
period 1 2( , ]t t and the sales that has already been captured in the time 0 1( , ]t t can 

be ignored.  So the allocation problem for the time period 1 2( , ]t t is formulated as  

                 Maximize   G2(X) 

            

2 2 1
2 2 1

2 2

( )2
( )2

1 1 2 1 2 ( )
1 1 1 1 2

1 exp
( ) ( ) 1 exp

1 exp

i j i j
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i j i j

b X tM M M
b X t ti j

j j i j b X t
j j i j i j

N t t N t t a
β

β

−
− −

−
= = = =

⎛ ⎞⎛ ⎞+⎜ ⎟⎜ ⎟= − + − = −
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             Subject to   2 1
1

; 1,2
M

i j i
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X w Z i
=

≤ =∑                            (p2) 

                       
2 0i jX ≥  i =1, 2 ;                     j = 1, …, M 

         1 2 1; 0; 1,2iw w w i+ = ≥ =  

where Z1 is the allocated budget for the time period 0 1( , ]t t  and wi is proportion of 

budget allocated to ith generation. Proceeding in the similar manner say, when 
there are n generations of the product in the market by time period 

1nt t −>   the al-

location problem of allocation promotional resources to the n generations of the 
product is formulated as  

1
1

( )
( )

n 1 ( )
1 1 1 1

1 exp
Maximize (X) ( ) 1 exp

1 exp

inj inj
inj inj n

inj inj

b X tn M n M
b X t tinj

ij n inj b X t
i j i j inj

G N t t a
β

β
−

−
− −

− −
= = = =

⎛ ⎞⎛ ⎞+⎜ ⎟⎜ ⎟= − = −
⎜ ⎟⎜ ⎟+⎝ ⎠⎝ ⎠

∑∑ ∑∑  

Subject to    
1

1
; 1,2,...,

M

inj i
j

X w Z i n
=

≤ =∑   (p3) 

                0injX ≥
        

1,2,...,i n=  j = 1, …, M 

 

1

1; 0; 1,....
n

i i
i

w w i n
=

= ≥ =∑  

4   Solution Methodology 

Cumulative adoption is a function of promotional efforts spent by that time. Also 
resources are continuously spent in the market and sales of the product increases. 
At the same time, the planning period for the product promotion is almost fixed. 
Therefore without loss of generality the cumulative adoption can be assumed to be 
a function of promotional efforts explicitly in the problems defined in section 3. 
At any time period the problem maximizes sum of one or more nonlinear func-
tions subject to budgetary constraint and non negative restrictions. These functions 
can be expressed as  
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1
1 exp

( ) ( ) 1 exp
1 exp
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b Xikj ikj ikj
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(12)

 

The functions ( )F Xikj ikj  can further be expressed as ( ) ( ) ( )F X f X g Xikj ikj ikj ikj ikj ikj=  

i = 1,..,n,   k = i,  j =1,…M. The derivatives of ( ) and ( )f X g Xikj ikj ikj ikj  and are ever 

non-increasing and non-decreasing functions of Xikj  respectively hence the func-

tions ( ) and ( )f X g Xikj ikj ikj ikj are concave and convex respectively. The ratio of 

concave and convex functions is pseudo-concave function and the sum of pseudo-
concave functions is not necessarily a pseudo-concave function. Such a problem 
cannot be solved directly to obtain an optimal solution for such class of problems. 
Dur et. al. [6] has proposed a method to solve such class of problems converting 
sum of ratio functions of the objective to a multiple objective fractional program-
ming problem. Dur’s equivalent of the problem under consideration when there 
are k generations in the market can be written as    

Maximize     ( )( )  ( );  1,..., ;  1,...,
T

k ikj ikjG X F X i k j M= = =                             (p4) 

Subject to  
0,, 1,2,..., ; 1,..., ,    1, , ;
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1 0; 1,....

1

Xikj

M
X wZ i k i k j Mikj i k

jkMX S X R k

w w i ki i
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≥
⎧ ⎫
⎪ ⎪≤ = = = …∑
⎪ ⎪=⎪ ⎪∈ = ∈⎨ ⎬
⎪ ⎪

= ≥ =⎪ ⎪
⎪ ⎪=⎩ ⎭

∑

 

 
Let ( ) ( ) ( )F X f X g X yikj ikj ikj ikj ikj ikj ikj= ≥  then an equivalent parametric problem for 
(p4) can further be written as following multi objective programming problem 
given by Bhatia et al. . [5] 

Maximize   ( )  ;  1,..., ;  1,...,
T

y y i k j Mikj= = =  

Subject to   
( ) ( ) 0ikj ij ikj ikj ijkf X y g X− ≥

 

 , 1,2,..., ;
1

M
X w Z i kikj i k

j
≤ =∑

=
                                           (p5) 

 0, 1,..., ,    1,  , ;Xikj i k j M≥ = = …  

 1
1

k
wii

==∑ ; 0; 1,....w i ki ≥ =  

Then equivalent (Geoffrion’s [10]) scalarized formulation with suitable adjust-
ment (i.e. taking both functions together having same variable) of the problem 
(p5) for fixed weights of the objective function is as follows 

Maximize                                        
1 1

k M
yikj ikj

i j
λ∑ ∑

= =
                             (p6) 
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Subject to  
( ) ( ) 0ikj ij ikj ikj ijkf X y g X− ≥

 

 , 1,2,..., ;
1

M
X w Z i kikj i k

j
≤ =∑

=
 

 0, 1,..., ,    1,  , ;Xikj i k j M≥ = = …  

 1
1

k
wii

==∑ ,  0; 1,....w i ki ≥ =  

 (   /   1,    0;     1,..., ,  1,..., )kMR i k j Mikjikjλ λ λ λ∈ Ω = ∈ = ≥ = =∑   

Now we state some lemma [4,5,6,10] and a theorem which would help us to ob-
tain solution of the problem.  

Lemma 1: The optimal solution of the problem (p3) for any k =1,…n is an effi-
cient solution of the problem (p4). 
Lemma 2: A properly efficient solution { }*X ; 1,... ; 1,...X i k j Mikj= = = of the problem 

(p5) is also a properly efficient solution { }*X ; 1, ... ; 1, ...X i k j Mikj= = = for the 

problem (p4). 
Lemma3: The optimal solution { } { }* *X , ; 1,... ; 1,..., ,Y X Y i k j Mikj ikj= = = of the prob-

lem (p6) is a properly efficient solution { }*X ; 1, ... ; 1, ...X i k j Mikj= = = for the 

problem (p5). 

Theorem 1: If relative importance is attached to each of the objective of the prob-
lem (P6) and { } { }* * * *X , ; 1, ... ; 1, ..., ,Y X Y i k j Mikj ik j= = =  is an optimal solution of 

the problem (P6) then { }*X ; 1, ... ; 1, ...X i k j Mikj= = = is an optimal solution for the 

problem (P3) for any k =1,…n.  
Optimal solution of problem (P6) can be found out by assigning weights to dif-

ferent segments (   0;     1,..., ,  1,...,i k j Mikjλ ≥ = = ) and different generations 

( 0; 1,....w i ki ≥ = ). These weights are decided either by top management or ex-

pert’s judgment etc. Mathematical approach to facilitate decision making process 
could be by Analytical Hierarchy Process (AHP) which prioritizes goals or alter-
natives based on pair wise comparison or judgment. The purpose of assigning dif-
ferent weights is to prioritize the segments and generations according to which  
resources can be allocated. It remains to obtain an optimal solution of the problem 
(P6) by assigning these weights. Dur et al. has considered ratio functions only in 
the objective function whereas in problem (p3), ratio functions exist in the con-
straint functions as well and the equivalent formulation of the same has been con-
sidered. Our promotional resource allocation fits in the same class of problem. 
Problem (P6) can be solved by standard mathematical programming approach us-
ing LINGO [29] software if there exists a feasible solution to the problem (p3). 
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5   Numerical Illustration 

The optimization model developed here can be applied to a product for which n 
generation exist in the market simultaneously. It is applicable to the situation 
when the product is launched anew in the market and subsequently many genera-
tions are introduced or the product is operating since a long time and we want to 
do the allocations starting from the ith generation. In this case we can assume that 
the planning period starts at the time of introduction of the ith generation i.e. treat-
ing is as t0. Here we assume that generation one of the product is launched in the 
market at time t0 and parameters for the first generation have already been esti-
mated from some similar product history or otherwise these parameters an be es-
timated by observing the product for some reference period. Here we assume that 
the product is targeted to the six market segments and the parameters of the diffu-
sion substitution model for the first generation in time period 0 1( 0)t t t= ≤ ≤  are 

as given in columns 2, 3 and 4 of table 1. The promotional allocations are made 
for the six segments for the first generation of the product with a budget of 
`70,000 following the problem (p1). Here we assume that equal weights (λ) are 
assigned to each segment for the sake of illustration although the solution proce-
dure remains same if actual weights are assigned. The allocations made to each 
segment and expected the potential market capture due to this allocation and re-
maining potential is shown in column 5, 6 and 7 of table 1. 

Table 1. Data and results of the optimization problem in time period 0 1( 0)t t t= ≤ ≤  

Generation -1 in time 0 1( 0)t t t= ≤ ≤  

Segment a11j b11j 11 jβ  *
11 jX  *

11 11( )j ja X Remaining  
potential 

S1 35000 0.00031910 26.55565 11959 21603 13397 
S2 46000 0.00036375 27.21550 13800 38732 7268 
S3 45000 0.00032134 26.54803 13876 34024 10976 
S4 64000 0.00034644 28.11991 12786 29602 34398 
S5 28000 0.00040125 29.12487 7500 9755 18245 
S6 31000 0.00041145 25.10141 10079 21839 9161 

Total 249000   70000 155555 93445 
 

At the time period 1t 2nd generation of the product is introduced in the market. 

At this time generation one continue to serve the market but due to the introduc-
tion of the 2nd generation its remaining potential may decrease due to the switch-
ing of some of its potential customer to the second generation product, but it may 
also see market expansion due to enlargement of the potential customer size on the 
account of effectiveness of promotion. Now we can re-estimate the remaining po-
tential of the generation one i.e. a12 and other parameters of both generations for 
the period 1 2t t t< ≤ , forgoing the market potential for the generation one which 
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have already been captured in time 0 1( 0)t t t= ≤ ≤  using the total cumulative adop-

tion equation for the time period 1 2t t t< ≤  for both generations i.e.   

                                    1 1 1 2 1( ) ( ) ( )N t t N t t N t t− = − + −               (13) 

Now for estimating these parameters we can use the data obtained from period 

0 1( 0)t t t= ≤ ≤  for the first generation and using similar product history. The values 

of the parameters of the sales growth model in time period 1 2t t t< ≤  are assumed 

to be known and are as given in columns 1,2 and 3 of table 2 and 3 for generation 
one and two respectively.  The promotional allocations are made in the six seg-
ments for the both generation one and two with a budget of  `1,60,000 following 
the problem (p2). The promotional budget is divided among the two generations in 
the ration 4.5:5.5, i.e.  in w1=0.45 and w2=0.55. The allocations made to each seg-
ment and expected the potential market capture due to this allocation and remain-
ing potential is shown in column 5, 6 and 7 of table 2 and 3 for generation one and 
two respectively.   

Table 2. Data and results of the problem for generation one in time period 1 2t t t< ≤  

Generation one in time  1 2t t t< ≤  

Segment 
a12j b12j 12 jβ  *

12 jX  *
12 12( )j ja X  

Remaining 
potential 

S1 13960 0.000376538 32.397893 13498 9734 4226 
S2 7573 0.000429225 33.20291 7445 5207 2366 
S3 11437 0.000379185 32.3885966 12249 6667 4770 
S4 35843 0.0004088 34.3062902 17864 31710 4133 
S5 19012 0.000473471 35.5323414 13625 15777 3235 
S6 9537 0.000485511 30.6237202 7319 7614 1923 

Total 97362   72000 76709 20653 

Table 3. Data and results of the problem for generation two in time period 1 2t t t< ≤  

Generation two in time  1 2t t t< ≤  

Segment a22i b22i 22 jβ  *
22 jX  *

22 22( )j ja X  
Remaining 
potential 

S1 25000 0.00024860 30.6327 16444 16094 8906 
S2 32000 0.00030980 34.2978 16593 26349 5687 
S3 40000 0.00049810 30.8723 11991 36847 3153 
S4 37000 0.00035930 27.1878 14850 32415 4585 
S5 41000 0.00032140 28.1432 16656 35867 5133 
S6 35000 0.00048230 25.1795 11466 31692 3308 

Total 210000   88000 179264 30736 
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The promotional allocations can be made similarly for the future time periods 
on the introduction of new generations of the product. 

6   Conclusions 

In this paper we have formulated an optimization model for promotional alloca-
tion problem for a durable technology product in a segmented market. Multiple 
generations of such a product can exist simultaneously in the market so a diffusion 
substitution model is used to describe the relationship between sales and promo-
tion over the planning horizon. We have also discussed the solution procedure and 
presented a numerical application of the model to show the applicability of the 
model in real life. Similar models discussed in the literature doesn’t consider the 
effect on sales of an existing generation when a new generation of the product is 
introduced in the market and effect on sales of each other due to the existence of 
multiple generations simultaneously. Our model overcomes this disadvantage by 
using a technology substitution diffusion model to describe the sales of multiple 
generations of a product and allocating promotional efforts jointly to multiple 
generations with a single optimization model. The model offers a big scope of fur-
ther research. The model formulated here considers only the budget constraint. It 
can further be extended for other system constraints and multiple products etc. 
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Abstract. A supply chain may be considered as a group of organizations, con-
nected by a series of trading relationships. This group covers the logistics and man-
ufacturing activities from raw materials to the final consumer. Each organization in 
the chain procures and then transforms materials into intermediate/final products, 
and distributes these to customers. Thus, the supply chain is a network linking and 
interweaving different supply chains of all the companies involved in a production 
process. The content of supply chain management with in a firm varies considera-
bly with the type of business. Procurement and distribution of products of any 
business are the two vital functions. In this paper, an attempt to integrate these two 
functions is done.  It incorporates quantity discounts and freight policies for multi 
items that are perishable in nature, which are supplied from single source to single 
destinations under fuzzy environment. It is assumed that, single source or a supplier 
is offering various discounts on the purchase of quantity and are supplying to a des-
tination. A transporter hired by the buyer also offers different policies to choose on 
distribution of products, thereby buyer is enticed by dual benefit on procurement as 
well as distribution. A fuzzy optimization problem is converted to crisp mathemati-
cal programming problem using triangular membership function. The problem is 
solved and a case is presented to validate the model. 

Keywords: Discount schemes, Transportation cost, Perishable items, Lingo, 
Fuzzy Programming. 

1   Introduction 

Over the past few years prevailing economic condition have made the companies 
around the world more customer centric. Customer satisfaction and service  
have become the highest priority [5]. Supply chain management has come up as a 
source of gaining competitive advantage in the business world. Organizations are 
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grappling with identifying and improving the strategic issues that their supply 
chain should cater to [12]. Due to pressure from increased competition,  
globalization of supply and networks, corporate restructuring, introduction of new 
manufacturing methods, high level of services, as well as low price expectations, 
the importance of supply chain will continue to intensify [13]. Suppliers frequent-
ly offers discount schedules based on all units model, which divides the range of 
possible order quantities into intervals with progressively lower unit costs [11]. 
Transporters these days are looking for more innovative ways to attract customers 
by thriving to satisfy their ever increasing demand of cost effective transportation 
by offering freight policies such as truck load and less than truck load. In the 
supply chain management literature, there are several articles that address about 
quantity discounts and freight cost. Least has been said about perishabili-
ty/deterioration of stock (which is the main factor in determining the productivity 
of stock) and its implication on the procurement and distribution of products.  
Following factor may lead to deterioration of stock viz. damage, spoilage, obso-
lescence, decay, decreasing usefulness etc. The first model where the factor of pe-
rishability was considered as noteworthy is projected by [6] who pointed out that 
inventory decay could exert a significant impact on the overall inventory cost, 
while considerable cost saving could be achieved if the inventory analysis took the 
inventory decay into consideration. [2] finds the replenishment schedule for an in-
ventory system with shortages, in which items deteriorate at a constant rate and 
demand rates are decreasing over a known and finite planning horizon. [10] built 
up an inventory model for perishable items with limited storage space. They took 
demand rate for the items are finite; items deteriorate at constant rates and are rep-
lenished instantaneously. All the above authors studied about constant rate of dete-
riorating items but none of them included quantity discounts and freight policies.  

The few studies performed on the subject of quantity discounts and freight also 
reveal interesting results. [7] quoted that quantity discounts provide a practical 
foundation for inventory coordination in supply chains. [9] analyzed that Multi-
site organizations must balance conflicting forces to determine the appropriate de-
gree of purchasing centralization for their respective supplies. The ability to garner 
quantity discounts represents one of the primary reasons that organizations cen-
tralize procurement. [8] examined that if both the buyer and supplier can find a 
coordination mechanism to make joint decisions, the joint profit in this situation is 
more than the sum of their profits in the decentralized decision situation. They 
show that quantity discount policy is a way that may be implemented to achieve 
coordination. [3] emphasized that, transportation costs has enhanced the need to 
develop models with transportation consideration explicitly.  

With increasing competition, the need for coordination of different entities crop 
up to minimize the cost of supply chain. [3] developed an unconstrained integrated 
inventory-transportation model to decide optimal order quantity for inventory  
system over a finite horizon. [4] took a single stage multi incapacitated dynamic 
lot sizing problem (MILSP) with transportation cost and assumed finite planning 
horizon with dynamic demand.  
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In this study, we develop an integrated procurement-distribution model where 
multiple perishable products are ordered by a single buyer from a single supplier 
who offers discounts on the purchase of bulk buying and hires a distributer that  
also offers well known schemes viz. Truckload(TL), Less-than-Truckload(LTL) or 
combination of TL & LTL. In TL transportation; there is a fixed cost per load up 
to a given capacity. With TL transportation, a company may use less than the ca-
pacity available and transport this freight at the cost of a full load. However, in 
some cases the quantity of the freight may not be large enough to justify the cost 
associated with a TL shipment. For these small quantities, a LTL carrier may be 
used. LTL may be defined as a shipment which does not completely fill a truck or 
which weighs less than the weight required for the application of the TL freight 
rate or it takes the weight between partial and full truck load at constant unit 
transportation cost [1]. Also, since the demand cannot be identified accurately ev-
er, so we have supposed fuzziness in demand and total cost of the model. 

The rest of the paper is as follows. Second section describes the notations and 
symbols used in model following with assumptions. The next section further de-
scribes the initial analysis and constructs fuzzy objective and price breaks. Section 
4 covers the fuzzy optimization formulation of model together with solution  
algorithm. In section 5, a case of real life problem has been discussed to testify 
and validate the procedure of the models. The data has been presented in modified 
form for limited period due to cutting edge competition. Finally, Section 6 con-
cludes the research work with some discussions. 

2   Model Assumptions, Symbols and Notations 

2.1   Assumptions 

1) Demand is dynamic 2) Supply is instantaneous 3) Lead time is zero  
4) Initial inventory of each product for the beginning of planning horizon is zero. 
5) Constant rate of deterioration for perishable items, as a percentage of defective 
items of stored units. 6) Constant rate of inspecting the multiple perishable items. 

2.2   Sets 

• Product set with cardinality P and indexed by i. 
• Period set with cardinality T and indexed by t. 
• Item discount break point set with cardinality L and indexed by small l. 
• Destination set with cardinality M and indexed by m.  

2.3   Decision Variables 

Xit  Amount of product i ordered in period t 

Rilt  If the ordered quantity falls in lth price break then the variable 

takes value 1 otherwise zero 
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1          in   
0    otherwise

=
⎧
⎨
⎩

thif X falls l pricebreakitRilt  

Iit  Inventory level at the end of period t for product i 

INi  Inventory level at the beginning of planning horizon for product i 

tδ  Total products ordered (transported in weights) in period t 

αt Total number of truckloads in period t 
yt Amount in excess of truckload capacity (in weights) 
ut The variable ut (or, 1-ut) reflects usage of policies, either TL & 

LTL policies or only TL policy or only LTL i.e. 
1, if considering TL & LTL both policies or LTL only 

 ut =  
 

 0, if considering only TL policy 

2.4   Parameters 

C  Fuzzy total cost  

0C   Aspiration level of fuzzy total cost 

*
0C   Tolerance level of fuzzy total cost 

itD  Fuzzy demand for product i in period t 

itD  Defuzzfied demand for product i in period t 

hi  Inventory holding cost per unit of product i  

wi  Per unit weight of product i 

itφ  Unit purchase cost for ith product in tth period 

tβ  Fixed freight cost for each truckload in period t 

df Slab for discounts (price breaks) 
ω Weight transported in each full truck (in kgs.) 
s Cost/kg of shipping in LTL policy 

ilta  Limit beyond which lth price break becomes valid in period t for 

product i  

iltd  It reflects the fraction of regular price that the buyer pays for pur-

chased products. 
mi         Rate of inspection of ith item  
η Percentage of defective items of the stored units 

3   Initial Analysis 

The inventory level at period t is dependent upon Xit and at fuzzy demand Dit  in 

the following way:  
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                           -     1...   ,   2...1I I X D I where i P t Tit it it it itη= + − = =−                       (1) 

The inventory level at the end of the period 1 for item type i is composed of the 
inventory level at the beginning of the planning horizon, and the net change at the 
end of period one,  

                                     I = IN + X - D - ηI    where i = 1...Pi1 i i1 i1 i1                                (2)
 

Total fuzzy demand in all the periods is less than or equal to total ending invento-
ry level and ordered quantity of all the periods. 

                                  

T T T
(1 - η) I + X Dit it it,    where i=1...P

t=1 t=1 t=1
≥∑ ∑ ∑

                            
(3) 

The buyer will order minimum quantity  ilta  to get discount i.e. 

                                        
L

X a R  where  i = 1...P; t = 1...Tit ilt ilt
l=1

≥ ∑                             (4) 

It shows that the order quantity of all items in period t exceeds the price break 
threshold. 

In any period, exactly one level will be activated either discount or no discount 
situation therefore, 

                                            

L
R = 1   where  i = 1...P; t = 1...Tilt

l=1
∑

                              

(5) 

Transported quantity according to item weightage is: 

                                      

P L
δ w X R   where  t = 1, ...,T    t i it ilt

i=1 l=1
= ∑ ∑

⎡ ⎤
⎢ ⎥
⎣ ⎦

                         

(6) 

Above constraint is an integrated constraint for procurement and distribution. 
The minimum weighted quantity transported is equal to: 

                             δ (y + α ω)u + (α + 1)ω(1 - u )    where t = 1...Tt t t t t t≤                      
(7) 

Overhead units from truckload capacity in weights are: 

                                              δ (y + α ω)    where t = 1...Tt t t=                                    
(8) 

3.1   Construction of Objective Function and Price Breaks 

In a real-life situation for strategic decisions of supply chain problem many input 
information, related to the various products are not known with certainty. Vague-
ness in the critical information cannot be captured in a deterministic problem and 
therefore the optimal results of these deterministic formulations may not serve the 
real purpose of modeling the problem. Due to this, we have considered the model 
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with fuzzy objective function. The objective is to minimize the cost incurred in 
holding inventory, inspection cost, purchasing the items and transportation cost 
under fuzzy environment. 

            m Xi it
T P L T

Min C= h I + R d X + (sy + β )u +( +1)β (1-u )i it it t t t t t t tilt ilt it
t=1i=1 l=1 t=1

⎧ ⎫⎪ ⎪+ φ α α∑ ∑ ∑ ∑⎨ ⎬
⎪ ⎪⎩ ⎭

 

Price breaks are defined as: 

                                    

      1

       

             1, ....., ;      1, ....., ;     1, ....,

d a X ailt ilt it il td f
d X aiLt it iLt

i P l L t T

≤ ≤ +=
≥

= = =

⎧⎪
⎨
⎪⎩  

Lower limit of first price break in the models is zero and after the upper limit of 
first break buyer will get discount. 

4   Fuzzy Optimization Model Formulation 

Most of our traditional tools of modeling are crisp, deterministic, and precise in 
character. But for many practical problems there are incompleteness and unrelia-
bility of input information. This is caused to use fuzzy optimization method with 
fuzzy parameters. Crisp mathematical programming approaches provide no such 
mechanism to quantify these uncertainties. Fuzzy optimization is a flexible ap-
proach that permits more adequate solutions of real problems in the presence of 
vague information, providing the well defined mechanisms to quantify the uncer-
tainties directly. Therefore, we formulate fuzzy optimization model for on vague 
aspiration levels on total cost and demand, the decision maker may decide his as-
piration levels on the basis of past experience and knowledge possessed by him. 

               m Xi it
T P L T

Min C= h I + R d X + (sy + β )u +( +1)β (1-u )i it it t t t t t t tilt ilt it
t=1i=1 l=1 t=1

⎧ ⎫⎪ ⎪+ φ α α∑ ∑ ∑ ∑⎨ ⎬
⎪ ⎪⎩ ⎭

 

                     
 where 1...   ,  2...1I I X D I i P t Tit it it it itη= + − − = =−                   

(1) 

                                     1, ...,1 1 1 1I IN X D I where i Pi i i i iη= + − − =                          (2) 

                        
(1 ) ,  where 1, ...,

1 1 1

T T T
I X D i Pit it it

t t t
η− + ≥ =∑ ∑ ∑

= = =                       
(3) 

{ }X , I ,δ ,α , y and integer; R ,u 0,1 i = 1...P; t = 1...T; l = 1...L
it it t t t ilt t

L
X a R where i = 1...P   t = 1...Tiltilt

l=1it

∈ = ≥ ∈

≥ ∑

{ 0 

  

X S

  (4) 

                                

L
R = 1  where i = 1...P, t = 1...T ilt

l=1
∑

                          
(5) 
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P L
δ = w X R ,  where t = 1...Tt i it ilti=1 l=1

∑ ∑⎡ ⎤
⎢ ⎥⎣ ⎦                         

(6) 

                          ( ) ( 1) (1 )   where 1, ...,y u u t Tt t t t t tδ α ω α ω≤ + + + − =             
(7) 

                                     δ = (y +α ω) where  t = 1...Tt t t                               (8) 

4.1   Solution Algorithm 

Following algorithm [14] specifies the sequential steps to solve the fuzzy mathe-
matical programming problems.  

1. Compute the crisp equivalent of the fuzzy parameters using a defuzzification 
function. Same defuzzification function is to be used for each of the parame-
ters. Here we use the defuzzification function of the type where 1 2 3, ,a a a  are 

the triangular fuzzy numbers. 

1 2 3F ( A ) = a + 2 a + a 4
2

⎛ ⎞
⎜ ⎟
⎝ ⎠

 

 Let Dit  be the defuzzified value of Dit and 1 2 3
(D ,D and D )it it it be triangular 

fuzzy numbers then, 

1 2 32
 1... ; 1...

4
it it itDit

D D D
where i P t T

+ +
= = =  

 itD and 0C are defuzzified aspiration levels of model’s demand and cost. 
2. Define appropriate membership functions for each fuzzy inequalities as well 

as constraint corresponding to the objective function. The membership func-
tion for the fuzzy is given as 

1                                ; C( ) 0
* ( ) *0( )              ; C ( )0 0*
0 0

*
0                                ; C( ) 0

X C

C C X
X C X CC

C C

X C

μ

≤

−
= ≤ <

−

>

⎧
⎪
⎪
⎨
⎪
⎪
⎩

 

3. Where 0C is the restriction and *
0C  is the tolerance levels to the fuzzy total 

cost. Employ extension principle to identify the fuzzy decision, which results 
in a crisp mathematical programming problem and on substituting the values 

for as  and ( )it it CD D xμ the problem becomes  

  given by 

Maximize         θ  

subject to: ,(X)cμ θ≥  
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                    where 1, ...,   ,  2, ...,1I I X D I i P t Tit it it it itη= + − − = =−                       (1) 

                                    1, ...,1 1 1 1I IN X D I where i Pi i i i iη= + − − =                              (2) 

                        
(1 ) ,  where 1...

1 1 1

T T T
I X D i Pit it it

t t t
η− + ≥ =∑ ∑ ∑

= = =                       
(3) 

{ }
[ ]

{X , I ,δ ,α , y 0 and integer; R ,u 0,1it it t t t ilt t

/Satisfying eq. (4) to (8); i = 1...P; t = 1...T; l = 1...L};θ

∈ = ≥ ∈

∈ 0,1

X S

 

can be solved by the standard crisp mathematical programming algorithms. 

5   Case Study 

As the society today getting health conscious day by day, Mr Beans owner of 
leading restaurant in the city “The Bean’s” decided to en-cash this prevailing 
health phenomenon by introducing “Whole Grain” meals in his restaurant. He de-
cided to keep the items made from “Whole Grain” in the menu. With the concept 
in mind he introduced dishes made from three whole grains: Wheat, Maize and 
Ragi. To keep the quality of the food to max he decided to open a small storage 
and processing unit in his restaurant only. 

After a thorough search he zeroed down on grain mill “Modi mills” which can 
provide all the three whole grains to “The Beans” in a raw form, after lengthy ne-
gotiations it was decided that Modi mills will supply the grains per sack, Wheat 20 
kg, Maize 15 kg and Ragi 10 kg each, supplier also decided to offer various quan-
tity discounts to the beans in order to bag max order from their customers as or-
dered qty will be very vague due to uncertain demand of their product.  

Mr Beans also hired the transport services of “Delta Transporters” to transport 
the grains from the warehouse of modi mills to the processing the centre of the 
restaurant. Transporters also offered various schemes (like Truckload, less-than 
Truckload or a combination) to suit the needs of the customer. 

Beans was also faced with the herculean task of minimizing the holding cost, as 
special environment is needed to store the grains in storage house and also mini-
mizing inspection cost due to perishable nature of the grains which tend to decay 
of almost 10% of grains per sack, therefore periodic inspections are needed to 
keep decay of the grains to minimum.  

To sum up, Mr. Beans was entrusted with the task to minimize restaurant’s total 
cost that includes inspection, holding, purchase and transportation cost. Also the 
relevant data is provided as under(Table 1 to Table 6): 
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Table 1. Purchase Cost for ith Product in tth Period (in $) 

Product/Period 1 2 3 4 

Wheat 400 420 430 435 

Maize 390 380 370 375 

                     Ragi 445 435 425 450 

Table 2. Discounts Factors (DF) for Products in all Periods 

Wheat(in Kg) DF Maize(in Kg) DF Ragi(in Kg) DF 

0 40Xit≤ <  1 0 30Xit≤ <  1 0 35Xit≤ <  1 

40 80Xit≤ <  0.98 30 60Xit≤ <  0.95 35 70Xit≤ <  0.96 

80 160Xit≤ <  0.96 60 90Xit≤ < 0.90 70 100Xit≤ < 0.92 

160 Xit≤  0.94 90 Xit≤  0.85 100 Xit≤  0.88 

Table 3. Holding Cost for ith Product (in $) 

Product Wheat Maize Ragi  

Cost 65 90 100  

Table 4. Per Sack Weight for ith Product (in Kg) 

    Product Wheat Maize Ragi  

    Weight 20 25 10  

Table 5. Freight Cost in each Period (in $) 

Period 1 2 3 4 

Cost 2300 2500 2900 2550 

Table 6. Inspection Cost of each Product (in $) 

Product Wheat Maize Ragi  

Cost 40 40 45  

 
Weight transported in each full vehicle ω= 2000 kgs; 
Cost of shipping one unit in LTL mode of transportation, s=$2 
The various cost and demand parameters C0 and Dit  resp. are the triangular 

fuzzy numbers represented as ( , ,  )A a a aul
= .  The value of these fuzzy numbers are 

specified by the management based on the past experiences and\or expert opinion. 
The values of these fuzzy parameters are assumed and are tabulated in table 7.  
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Using the defuzzification function ( )( ) 2 412
F A a a au= + +  we defuzzify these 

fuzzy numbers. Defuzzified values of these parameters are also given in table 7.  
Using the values of the fuzzy parameters as given in Table 7 and substituting in 

the defuzzification values in above problem, we obtained the following solution of 
the Case Study. 

 

Table 7. Fuzzy Demand Parameters 

Fuzzy Parameter 
(A) 

al a au Defuzzified 
value ( Dit ) 

11D  30 35 36 34 

12D  55 56 49 54 

13D  90 98 90 94 

14D  87 91 91 90 

21D  98 97 92 96 

22D  72 76 80 76 

23D  45 40 35 40 

24D  78 81 80 80 

31D  52 58 60 57 

32D  70 65 68 67 

33D  69 68 63 67 

34D  38 36 30 35 

 
The aspiration level of total cost is C0=$320,000 and tolerance level of cost is C* 
= $480,000 

5.1   Case Solution 

Mr. Beans is able to estimate the ordered quantity for all the products of every pe-
riod for his restaurant. For Wheat, he will order 88 sacks in first period, nothing in 
second period, 94 sacks in third period and 90 sacks in last period. Thereby he will 
have to store extra 54 sacks in first period which he will use in second period. He 
will receive a discount of 4% in first, third and fourth period. 

Regarding Maize, he orders 96, 109, 10 and 80 sacks in four periods thereby af-
ter fulfilling demand left with only 30 sacks in period two. He will receive a dis-
count of 15% in first and second periods, no discount in third period and 10% in 
last period. And for Ragi, his order sizes of sacks are 57, 67, 100 and 5 in four pe-
riods resp, therby getting discounts of 4% in first and second periods, 12% in third 
period and no discount in last period. 
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As ordersizes of sacks decides the weighted quantity for distribution, so 
weighted quantity of all the grains in every period is 3,770 kg; 2,305kg; 3,030kg 
and 3,050 kgs resp. In first period TL policy will be used and 2 trucks will ship the 
whole quantity. In second, third and fourth periods both TL & LTL policies will 
be used. In each of these periods 1 full truck will go and rest amount of 305 kg, 
1,030 kg; and 1,050 kgs will use LTL policy for distributing the grains. 

As far as the vagueness is concerned, Mr. Beans able to minimize the uncer-
tainity by more than 75% and incurring a total cost of $359,405. 

6   Conclusion 

During the last three decades Supply Chain Management has emerged as impor-
tant and productive aim of organizations. It coordinates production, shipment and 
delivery of goods required to meet business needs. SCM becomes utmost impor-
tant for organization where the nature of goods they are dealing with is perishable. 
The study was on multi-items (ordered from a single source to single destination) 
that can perish with passing time with supplier and transporter offering quantity 
discounts and freight policies. There are many potential advantages of quantity 
discounts with transported policies. Supplier may ask for higher prices when buyer 
is not ordering full truckload. In that case discounted schemes on purchasing and 
different transporting policies may be helpful to the buyer. Based on the optimal 
response of the buyer, we analyze and applied schemes of supplier and transpor-
ters. We also provide a case which validated the formulated problem under fuzzy 
environment. 
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Abstract. Media planning & allocation has been a major concern while advertis-
ing a product. Appropriate media selection involves choosing the media that are 
effective to the target segments of the potential market. Effectiveness of the media 
can be judged through the target audience responses to a specific media. Predict-
ing future audience responses as well as human capability to understand & analyze 
past audiences is a complex problem. Hence the statistical data of audience re-
sponse is bound to be uncertain or imprecise. An appropriate method to deal with 
imprecise judgment or uncertainties in data is fuzzy logic. So far the cited litera-
ture confines itself to an exact or certain statistical data of audience’s responses.  
In this paper, a model has been developed which deals with optimal allocation of 
advertising budget for a product which is advertised through different media in a 
segmented market under fuzzy predictions of the audience impact. The problem  
is formulated as a fuzzy multi objective problem and is solved using fuzzy goal 
programming technique to arrive to a compromised solution. A case study is pre-
sented to show the real life application of the model. 

Keywords: Advertising reach, media allocation, segmented market, fuzzy goal 
programming. 

1   Introduction 

It is not enough for a business to have good products sold at attractive prices. To 
generate sales and profits, the benefits of products have to be communicated to 
customers. In marketing, this is commonly known as "promotion". A business’ to-
tal marketing communications programme is called the “promotion mix” and con-
sists of blend of advertising, personal selling, sales promotion and public relations 
tools. Advertising holds an important position in the promotion mix of marketing 
due to its varied advantages. Media being the most common form of advertising is 
used to convey an advertising message to the public through newspapers, maga-
zines, direct mail, radio, television, internet etc.  
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Choosing the right media mix involves the choice of appropriate media that can 
target the right audience, message to be given to the masses etc. An appropriate 
media needs to be chosen depending upon the kind of potential consumer market, 
kind of product to be marketed etc. Potential market is heterogeneous, consisting 
of buyers of different tastes, likes and wants. To capture maximum from the po-
tential market, marketers or firm’s marketing executives stresses on segmenting 
the market among homogenous groups with like needs, traits, and wants. This is 
called market segmentation. Depending upon the kind of product a firm needs to 
advertise, the market can be segmented among kids, adults, aged customers. On 
the same lines media selection also varies with the kind of product. For example, a 
product meant to be sold to adults in the potential population is of no use if it is 
advertise on the channel meant for kids. An energy drink like boost or junior hor-
licks which centers on kids or youngsters are largely advertised on channels like 
cartoon network or Pogo. This is because in this way they will be able to capture 
larger target audiences and the more audiences captured, the more effective is the 
media. So whenever a firm decides to advertise their product, it very carefully 
chooses the type of media. They have been decided based on the popularity and 
the number of audiences.  

Another important aspect of media allocation for a firm, after having chosen the 
kind of media to advertise, becomes the amount of financial resources available 
with him to be spent on media advertising. It is generally perceived that more you 
spend on advertising the more profit margins you will generate. So heavy advertis-
ing generally benefits but this is not possible with firms who have limited amount 
of financial resources with them. Hence optimal allocation of the budget among 
the various media so that the advertising of the product brings the maximum re-
turn measured in terms of reach is of prime concern to them. Allocation of budget 
among various media also depends on the weights given to them.  Every media 
cannot be given the same importance as all of them cannot be equally effective. 
These weights can be decided by the management based on their experience or 
through past collection. 

Researches on media advertising & selection have been done over last decades. 
A Goal Programming model for media selection was introduced by Charnes et al. 
[5] which addresses the problems associated with the critical advertisement mea-
surement of frequency and reach. Lee [17] considers a similar problem and also 
uses the goal programming approach. De Kluyver [6] proposed the more realistic 
use of hard and soft constraints for linear programming models used in media se-
lection. Keown and Duncan [11] developed an integer goal programming model to 
solve media selection problems and improved upon sub-optimal results produced 
by linear programming and non-integer GP models. Moynihan et al. [16] & 
Fructhter and Kalish [8] contended that the mathematical requirements of the 
MCDM model for media selection force the media planner to create an artificial 
structuring of the media selection criteria. Lee and Kwak [13] have developed an 
information resource planning using an AHP based goal programming model. An 
approach to planning an advertising campaign of goods and services was dis-
cussed by Belenky [1,2] in conformity to single as well as multiple products which 
are advertised by a firm within a certain period of time. Mihiotis & Tsakiris [14] 
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reviewed the recent study to advertisement planning. The study discussed the best 
possible combination of placements of commercial (channels, time and frequency) 
with the goal of the highest rating subject to constrained advertisement budgets. 
Kwak et al. [12] has presented a case study that considers two options: industrial 
and consumer products. In order to resolve the strategic decision making about 
dual market high technology products, a mixed integer goal programming model 
is developed to facilitate the advertising media selection process. A chance con-
straints goal programming model for the advertising planning problem by U.K. 
Bhattacharya [4] presents a model which has been designed to decide the number 
of advertisement in different advertising media and the optimal allocation of the 
budget assigned to the different media. But these models ignore the practical  
aspect of segmentation. 

Predicting future audience responses as well as human capability to understand & 
analyze past audiences is a complex problem. Hence the statistical data of au-
dience’s responses is bound to be uncertain. The optimal solution of the problem 
so obtained, is not actually representative of the complete & exact information. 
Implementation of such solution may result in huge losses due to vague definition 
of the advertising model. Fuzzy set theory [3,8,19,20,12] builds a model to 
represents a subjective computation of possible effect of the given values on the 
problem and permits the incorporation of vagueness in the conventional set theory 
that can be used to deal with uncertainty quantitatively. 

In this paper, a model has been developed which deals with optimal allocation 
of advertising budget for a product (a professional education programme) which is 
advertised through different media (print media as well as electronic media) in a 
segmented market (student and professionals) under fuzzy predictions of the au-
dience impact (like circulations figures of the audiences/ readers, advertisement 
cost per advertisement etc.). The data available for estimation and analysis is tri-
angular fuzzy data. Fuzzy predictions of the statistical data have been defuzzified 
using Heilpern’s defuzzifier [10] and a crisp multi-objective media selection mod-
el has been developed using the defuzzified values. It is desired to find the number 
of advertisements to be given in different media, within the allowable budget as-
signed for different media, in order to maximize the desirable reach to the target 
audiences in different segments. Weights have been attached to different media so 
as to maximize the total advertising reach from all the media in the allotted budg-
et. The media selection problem is formulated as a multi-objective fuzzy mathe-
matical programming problem involving fuzzy objective and fuzzy cost budget 
and advertising reach constraints. Fuzzy goal programming technique is used to 
provide a feasible/ compromise solution. 

The rest of this paper is organized as follows. Model formulation for the multi-
objective programming problem has been given in Section 2. A case for an up-
coming academic institution for its one year Post Graduate Diploma in Marketing 
Management has been discussed in section 3.  Numerical illustrations and obser-
vations on the case problem have been made in section 4. Concluding remarks & 
scope for future research is discussed in section 5. 
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2   Model Formulation 

2.1   Optimal Media Selection Model in a Segmented Market 

Notations  
 i =  1,2,…..N   segments 
 j = 1,2,…M  medium of advertising 
 kj: Media option of jth medium  
 lj : Insertion/slot in jth medium 
 sc : Criteria under consideration for a given segment  

j ji j k la : Triangular fuzzy advertising reach to the target audience for an adver-

tisement in ith segment , jth media , kj
th media option , lj

th slot/insertion. 
j ji j k la : Defuzzified advertising reach to the target audience for one advertise-

ment in ith segment , jth medium , kj
th media option , lj

th slot/insertion  

j ji j k lC : Triangular fuzzy average number of readers/viewers in ith segment, jth 

medium, kj
th media option , lj

th slot/insertion  
j ji j k lC : Defuzzified average number of readers/viewers in ith segment, jth me-

dium, kj
th media option , lj

th slot/insertion  

j ji j k lc :  Triangular fuzzy advertisement cost of inserting one advertisement in 
ith segment, jth medium , kj

th media option , lj
th slot/insertion  

j ji j k lc :  Defuzzified  advertisement cost of  inserting one advertisement in ith-

segment , jth medium , kj
th media option , lj

th slot/insertion  
j ji j k lt  : Minimum number of advertisements in different positions in ith seg-

ment, jth   medium, kj
th media option , lj

th slot/insertion  
j ji j k lu  : Maximum number of advertisements in different positions in ith seg-

ment, jth   medium, kj
th media option , lj

th slot/insertion  

j jijk lx : Decision variable corresponding to ith segment, jth medium, kj
th media op-

tion , lj
th slot/insertion 

cs jW : Weight corresponding sc
th criteria & jth medium 

i c js jkp : Percentage of people in ith segment ,sc criteria, jth media & kj
th   media option 

C          : Triangular fuzzy advertising budget expected from various media 
C0         : Defuzzified advertising budget available for all the media 
Aj(X)    :Defuzzified total desired advertising reach for the jth media  
C(X)    : Defuzzified total desired advertising budget expected from various media 

2.2.1   Problem Formulation 

The company is manufacturing a product which is to be advertised in different 
media such as newspaper, radio, T.V, magazines etc. The problem for finding the 
optimal number of advertisements to be allocated to different media sources j, 
j=1,2,….M that would maximize the advertising reach of the product which needs 
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to be advertised under different media options and fuzzy cost–budget constraint 
can be written as the following multi-objective programming problem:  

Maximize 

1 1 1 1
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Where j ji j k lc is the fuzzy cost and j ji j k la  is the fuzzy advertising reach given by 

1

* * 1, 2, .... ; 1, 2, .... ; 1, 2, ..... ; 1, 2, .....j j j jc c j j

q

ijk l ijk ls j is jk l j j
c

a w p C i N j M l L k K
=

⎛ ⎞
⎜ ⎟= ∀ = = = =
⎜ ⎟
⎝ ⎠
∑  and 

X is a vector based element 0 &integers 1,2,.... ; 1,2,.... ; 1,2,..... ; 1, 2,.....
j jijk l j jX x i N j M l L k K  . 

2.2.2   The Solution 

1. Compute the crisp equivalent of the fuzzy parameters using a defuzzification 
function. Here we use the Heilpern’s defuzzification function 

( )2
1 2 3( ) 2 4F A a a a= + +   where 1 2 3, ,a a a  are the triangular fuzzy numbers. 

2. Incorporate the objective function of the fuzzifier min (max) as a fuzzy con-
straint with a restriction (aspiration) level. The above problem (P1) can be 
rewritten as  

         Find   X       
         Subject to 

                                          

0

0

( )

( ) 1, 2,....j
j

C X C

A X A j M

X S

≤

≥ ∀ =

∈

∼

∼
                                 (P2) 
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( )j jj j i j k li jk la E V a= & ( )j jj j ijk lijk lc EV c=  is the defuzzified advertisement reach and 
defuzzified advertisement cost. 

0
jA is the defuzzified  firm’s aspiration level for 

the jth   media objective. 
3. Define appropriate membership functions for each fuzzy inequalities as well 

as constraint corresponding to the objective function. The membership func-
tion for the &fuzzy type type≤ ≥  are given as 
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;j=1,2…M 

respectively, where C0 and A0
j are the restriction and aspiration levels respectively 

and where C*and A0
j*  are the tolerance levels .  

4. Employ extension principle to identify the fuzzy decision, which results in a 
crisp mathematical programming problem given by 
Maximize α 

 Subject to 

                         

( )

( ) 1 , 2 , . . . .

; [ 0 , 1 ]

j
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A

x

X j M

X S
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                      (P3) 

and can be solved by the standard crisp mathematical programming algorithms.  
5. While solving the problem following steps 1-4, objective of the problem is 

also treated as a constraint.  Further each objective can have different level of 
importance and can be assigned weight to measure the relative importance.  
The resulting problem can be solved by the weighted min max approach. The 
crisp formulation of the weighted problem is given as  
Maximize α 

 Subject to  

              

1

( )

( ) 1 , 2 , . . . .

; [ 0 , 1 ] 0 , 1 , 2 . . . . ; 1

j

C
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M
j jj
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(P4)

 

where M is the number of constraints in (P4) and α represents the degree up 
to which the aspiration of the decision maker is met. The problem (P4) can be 
solved using standard mathematical programming approach. 

6. On substituting for ( )C Xμ & ( )
jA Xμ (j=1,2…M) the problem becomes  

                Maximise    α 
   Subject to  

                  
0 0

*
0 0 0

1

( ) (1 ) ( * )
( ) (1 ) ( )

; [ 0 , 1 ] 0 , 1 , 2 . . . . , 1

j j j
j j

M
j jj

C X C C C
A X A w A A

X S w j M w

α
α

α =

≤ + − −
≥ − − −

∈ ∈ ≥ = =∑

       
(P5)

 



Optimal Media Selection for a Product in Segmented Market 989
 

7.    If a feasible solution is not obtainable for the problem (P4) or (P5) then fuzzy 
goal programming approach can be used to obtain a compromised solution 
[16]. The method is discussed in detail in the numerical illustration. 

3   Case Problem 

An institution is considering a PGDM (Marketing)  for Professionals(PF) and Stu-
dents (ST). It wants to advertise the program so that it can have the maximum 
reach among the target segments. Three different types of newspapers, two types 
of internet websites & three different types of T.V channels have been taken as the 
sources of media to advertise the professional program. In a single newspaper, 
there could be many possibilities for example advertisement on front page, last 
page or in between etc. Similarly, the product can be advertised in different time 
slots in different channels or in different websites so as to cater to large number of 
audiences.  Two different time slots (prime time (PT) & other time (OT)) for each 
of the TV channel has been decided based on the importance and number of view-
ers. The data available for estimation and analysis corresponding to circulation 
figures, advertising cost etc. is triangular fuzzy data. Every media has a budgetary 
goal associated with them. The main aim is to advertise in different media so as to 
maximize the reach to the target segments with in its allowable budgets assigned 
for the different media without violating the maximum and minimum number of 
advertisements for various media. Related criteria taken into consideration are 
given in Table 1 below. 

Table 1. Criteria 

 Professionals(PF) Students(ST) 

Criterion 1: Age Between 30 and 50 years Between 20 and 30 years 

Criterion2: Income 2 lacs rupees & above Fifty thousand rupees & above. 

 
Circulation figures 
It defines the average number of readers (in case of print media) or the average 
number of viewers (in case of T.V/internet media). Let jL C , jM C & jU C  
represents the fuzzy lower, middle & upper circulation figures respectively for the 
jth  media. (Refer Table 3.1a-Table 3.1c of Annexure A) 

Advertisement cost  
Advertisement cost is cost incurred in displaying an advertisement of the given 
product in different media. Let jL A , jM A & jU A represents the fuzzy lower, mid-
dle & upper advertising costs for the jth media.(Table 3.2a -3.2c of Annexure A). 
Profile Matrix  
The readership profile/viewership profile presents the percentage of people in dif-
ferent criteria who are reading or viewing the advertisement. Viewership profile 
matrix based on a random sample of size 200 can be obtained for each website 
separately. (Refer Table 3.3a &3.3b of Annexure A) 
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Assignment of Weights  
The assignment of weights is based on the expert’s judgment for the age and in-
come criteria. Weights assigned for age and income are 0.4 and 0.6 respectively 
for professionals & 0.6 and 0.4 respectively for students. 
Min. & Max. number of ads in various media ( Table 3.5Annexure A) 
The defuzzified values are attached as Annexure B. Using the defuzzified values 
of the advertising reach coefficients for all media, a multi-objective programming 
problem combining all the objectives can be written as: 
Maximize 
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The cost budget constraints as well as the aspiration level constraints are impre-
cise. If the available budget is specified as TFN given by ( )18,00,000;20,00,000;22,00,000C =  & 

the aspiration level for the newspaper objective is a TFN given by 
1
0 =(55, 00, 000; 60, 00, 000; 65, 00, 000);A

2
0 (75,00,000;80,00,000;85,00,000);A = 3

0 (75,00,000;80,00,000;85,00,000);A =  
Then again using the defuzzification function we get the defuzzified values as  
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Now the equivalent crisp optimization problem based on extension principle cor-
responding to problem (P7) considering different weights for the cost and adver-
tising reach objectives, is given as  
Maximize           α 
Subject to   

                    1 2 31 2 3

1 2 3 1 2 3
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                         (P8) 

The problem is a crisp linear programming problem and can be solved using stan-
dard mathematical programming methods.  
 
Fuzzy Goal Programming Approach  
On solving the problem, it is found that the problem (P8) is not feasible, hence the 
management goal can’t be achieved for a feasible value of [ 0 , 1]α ∈ . Now we 
use fuzzy goal programming technique to obtain a compromised solution. The ap-
proach is based on the goal programming technique for solving crisp goal pro-
gramming problem [16]. The fuzzy goal programming formulation for the given 
problem (P8) introducing the negative and positive deviational variables 

j j and  η ρ is given as 
Minimize   u 
Subject to 

                                

1 2 3 1 2 3

( ) 1

( ) 1 ; *
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                        (P9) 

4   Numerical Illustration 

Programming problem (P1)-(P2), (P6)-(P9) can easily be solved using standard 
mathematical programming methods. Due weights which are given to both budget 
as well as to different media so as to capture maximum reach for both the media in 
the allocated budget. For example, considering the weights as 0.8-0.1-0.1for 
newspaper, website & TV media respectively, U is obtained as 0.5480411 giving 
budget as Rs 22,61,750 (media budget range was Rs 20,00,000-25,00,000). Con-
sidering another set of weights as 0.6-0.15-0.25 corresponding to newspaper, web-
site & TV media, U is obtained as 0.7619781 giving budget as Rs24,12,750.  Soon 
assigning different weights, alternative solutions can be found. WNP WWS & WT.V 

denotes the weights given to the newspaper, website & T.V media respectively. 
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Table 2. Weights & reach achieved for different media 

Media  WNP=0.8,WWS =0.1, WT.V =0.1 WNP=0.2,WWS =0.2, WT.V =0.6 
Reach achieved Reach achieved 

NP’s 56,94,100 52,27,000 
WS’s 52,66,350 60,14,850 
T.V  50,49,675 56,45,025 
Total  1,60,10,125 1,68,86,875 

Table 3. Number of ads allocated to different media in different slots 

X1111 2 X1132 0 X2131 3 X1222 0 X1311 3 X1332 0 X2331 3 
X1112 0 X2111 2 X2132 0 X2211 16 X1312 0 X2311 3 X2332 0 
X1121 3 X2112 3 X1211 4 X2212 0 X1321 3 X2312 0   
X1122 6 X2121 3 X1212 0 X2221 3 X1322 0 X2312 0   
X1131 2 X2122 0 X1221 1 X2222 0 X1331 8 X2322 0   

5   Conclusions 

The media selection problem is formulated as a multi-objective programming 
problem and fuzzy goal programming technique is used to provide a feasible solu-
tion. The model in this paper is formulated for single product advertising which 
may be generalized for multiple products. 
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Appendix –A 

Table 3.1a. Fuzzy Circulation figures of newspaper for professionals& students 

  NP 1 (‘000) NP2 (‘000) NP3 (‘000) 
  LCn MCn UCn LCn MCn UCn LCn MCn UCn 

FP PF 350 400 450 250 300 350 300 340 380 
OP 250 300 350 240 270 300 200 250 300 
FP ST  350 400 450 250 300 350 300 340 380 
OP 250 300 350 240 270 300 200 250 300 

Table 3.1b. Fuzzy Circulation figures of websites for professionals &students 

  WS 1(‘000) WS 2(‘000) 
  LCw MCw UCw LCw MCw UCw 

PT PF  350 400 450 400 450 500 
OT 250 300 350 200 250 300 
PT ST  350 400 450 400 450 500 
OT 250 300 350 200 250 300 

Table 3.1c. Fuzzy Circulation figures of channels for professionals& students 

  CH  1 (‘000) CH   2 (‘000) CH   3 (‘000) 
  LCT MCT UCT LCT MCT UCT LCT MCT UCT 

PT PF  500 520 550 450 470 500 500 550 570 
OT 250 300 350 240 250 300 300 320 350 
PT ST  450 470 490 450 480 500 350 370 380 

OT 250 300 350 240 270 350 200 250 300 
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Table 3.2a. Fuzzy advertising cost of newspaper for professionals& students 

  NP 1 NP 2  NP 3 
  LAn MAn UAn LAn MAn UAn LAn MAn UAn 

FP PF 300 350 400 300 350 400 250 300 350 
OP 150 170 200 140 170 200 150 170 200 
FP ST 250 300 350 250 300 350 300 340 380 
OP 100 120 150 140 150 160 100 150 200 

Table 3.2b. Fuzzy advertising cost of website for professionals & students 

  WS 1(’00) WS 2(’00) 
  LAw MAw UAw LAw MAw UAw 

PT PF  350 400 450 400 450 500 
OT 250 300 350 200 250 300 
PT ST  350 400 450 400 450 500 
OT 250 300 350 200 250 300 

Table 3.2c. Fuzzy advertising cost of channels for professionals& students 

  CHL1 (‘00) CHL   2 (‘00) CHL   3 (‘00) 
  LAT MAT UAT LAT MAT UAT LAT MAT UAT 

PT PF  310 370 400 320 380 400 350 380 400 
OT 250 270 300 240 270 300 250 270 300 
PT ST  350 380 400 300 380 400 300 350 380 
OT 200 220 250 240 250 260 200 250 300 

Table 3.3a. Readership profile matrix for professionals & students 

      NP 1   NP 2  NP 3  
 FP OP FP OP FP OP 

Age  PF  
 
ST  

.6 .4 .6 .4 .6 .4 
Income  .6 .4 .65 .4 .6 .5 
Age .6 .45 .6 .5 .65 .5 
Income  .6 .5 .7 .5 .7 .6 

Table 3.3b. Viewership profile matrix for professionals & students 

         WS 1 WS 2 CH1 CH2 CH3 
 PT OT PT OT PT OT PT OT PT OT 

Age  PF  .6 .4 .66 .46 .6 .4 .6 .4 .6 .4 
Income  .6 .4 .6 .43 .6 .45 .65 .4 .65 .45 
Age  ST .65 .45 .68 .46 .6 .45 .6 .5 .65 .5 
Income  .62 .4 .6 .40 .6 .5 .65 .45 .67 .6 
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Table 3.4. Min. & max no. of ads in different media for professionals & students 

  NP1 NP2 NP3 CH 1  CH 2  CH 3  WS1 WS2 
PT  PF  [2,N] [3,N] [2,N] [3,N] [3,N] [3,N] [1,N] [1,N] 
OT [0,6] [0,7] [0,6] [0,6] [0,7] [0,6] [0,6] [0,7] 
PT ST  [2,N] [3,N] [3,N] [3,N] [3,N] [3,N] [2,N] [3,N] 
OT [0,6] [0,7] [0,6] [0,6] [0,7] [0,6] [0,6] [0,7] 

 
Appendix B: Defuzzified values of advertising reach for different media 
 

 Newspaper media T.V media  Website media 
 PF  ST  PF  ST   PF  
NP1(FP) 240,000 232,500 CH1(PT) 313,500 188,000 WS1(PT) 240,000 
NP1OP) 120,000 150,000 CH1(OT) 120,000 141,000 WS1 (OT) 120,000 
NP2(FP) 184,150 192,000 CH2(PT) 297,675 296,050 WS2 (PT) 270,000 
NP2(OP 106,000 135,000 CH2(OT) 104,000 135,600 WS2 (OT) 100,000 
NP3(FP) 204,000 183,550 CH3 (PT) 341,775 246,225     ST 
NP3(OP 125,000 135,000 CH3(OT) 138,675 135,000 WS1(PT) 256,000 
      WS1 (OT) 120,000 
      WS2 (PT) 268,950 
      WS2 (OT) 109,500 

 



Multicriteria Credibilistic Portfolio Rebalancing
Problem with Fuzzy Chance-Constraint

Pankaj Gupta, Garima Mittal, and Mukesh K. Mehlawat

Department of Operational Research, University of Delhi, Delhi, India
pgupta@or.du.ac.in,{garima28,mukesh0980}@yahoo.com

Abstract. In this paper, we propose multicriteria credibilistic framework for port-
folio rebalancing (adjusting) problem with fuzzy parameters considering return, risk
and liquidity as key financial criteria. Transaction cost is an important factor to be
taken into consideration in portfolio selection. It is not trivial enough to be neglected
and the optimal portfolio depends upon the total costs of transaction. We assume
that the investor pays changeable transaction costs based on incremental discount
schemes, which are adjusted in the net return of the portfolio. A hybrid intelligent
algorithm, integrating fuzzy simulation and real-coded genetic algorithm is devel-
oped to solve the portfolio rebalancing (adjusting) model.

Keywords: Fuzzy portfolio selection, Credibility measure, Multi-objective pro-
gramming, Real-coded genetic algorithm, Transaction costs.

1 Introduction

Portfolio selection as a field of study began with the mean-variance model [17] in
which return is quantified as the mean and risk as the variance. In most of the exist-
ing portfolio selection models, return and risk are considered as the two fundamental
factors that govern investors’ choice. However, it is often found that not all the rel-
evant information for portfolio selection can be captured in terms of return and risk
only. The other considerations/criteria might be of equal, if not greater, importance
to investors. By considering these in the portfolio selection model, it may be possi-
ble to obtain portfolios in which a deficit on account of the return and risk criteria
is more than compensated by portfolio performance on other criteria, resulting in
greater overall satisfaction for investors. Thus, the multicriteria portfolio selection
models have received great interest from researchers in the recent past.

Traditionally, the portfolio selection models are based on the assumption that
investors have complete information for decision making. However, in reality, the
information is often incomplete and hence decisions are made under uncertainty.
Moreover, the financial markets are affected by vagueness and ambiguity associ-
ated with the use of linguistic expressions such as “high risk”, “low profit” and
“low liquidity” by the investors and the investment experts. The portfolio selection
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springerlink.com c© Springer India 2012
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formulations have benefited greatly from the fuzzy set theory [23, 24] in terms of
integrating quantitative and qualitative information, subjective preferences of the in-
vestors and knowledge of the experts. Assuming that the returns are fuzzy, a large
literature is available on the fuzzy mean-variance models, see [8, 13, 21, 25, 26].
Most of the work on fuzzy portfolio selection has been developed using possibility
theory which has some limitations. One main limitation is that possibility measure
is not self-dual. However, the self-dual property is very important both in theory and
in practice. A fuzzy event with maximum possibility value 1 can still fail to happen.
Additionally, it is possible that two fuzzy events with different occurring chances
may have the same possibility value, which provides no information to the decision
maker. As an alternative, Liu and Liu [15] defined credibility measure which is self-
dual and overcomes the difficulties inherent with the possibility measure. The study
of portfolio selection models with credibility measure [10], however, is limited to
mainly risk-return tradeoff.

Given an initial holding of portfolio, at any given period of time, the investor may
consider rebalancing (adjusting) the existing portfolio by buying or selling assets in
response to changing conditions in financial market. In practical situations, there
is transaction cost associated with buying and selling of an asset. Transaction cost
is one of the main concerns for portfolio managers and helps in constructing more
realistic models, which incorporate market frictions, see [3, 11, 22]. Some studies
on portfolio optimization consider transaction cost as fixed, on the other hand, there
are studies considering variable transaction cost that changes as a proportion of
the amount of assets traded, see [4, 18, 26]. Usually the incurred transaction costs
depends upon the volume of the transactions in a nonlinear way. This is because the
transaction cost rate is relatively large when the volume of the transaction is small
and it gradually decreases as the volume of the transaction increases.

In this paper, we propose a new multicriteria credibilistic portfolio rebalancing
model with nonlinear transaction costs based on credibility measure of fuzzy event.
We use return, liquidity and risk as the criteria for asset selection. For portfolio
return, we consider average performance of the asset during the 36-month period.
Liquidity is considered in terms of the probability of conversion of an investment
into cash (turnover) without any significant loss in value. The portfolio risk is de-
fined using fuzzy parameters based downside risk from expected portfolio return
and is expressed as a fuzzy chance constraint. The returns and the liquidity are con-
sidered as fuzzy parameters. Further, we assume that the investor pays transaction
costs based on incremental discount schemes which are then adjusted in order to get
the net return of the portfolio. The proposed model is solved using a hybrid intel-
ligent algorithm developed by integrating fuzzy simulation and real-coded genetic
algorithm techniques.

The paper is organized as follows: In Section 2, we present some basic definitions
and notations. In Section 3, we present the mathematical model of multicriteria cred-
ibilistic portfolio rebalancing problem and details of the hybrid intelligent algorithm
to solve it. The proposed model is test-run in Section 4 using 36-month data series
in respect of randomly selected 20 assets listed on the National Stock Exchange,
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Mumbai, India. This section also includes a discussion of the results obtained. We
conclude the paper in Section 5.

2 Preliminaries

Credibility theory [12, 16, 15] is a branch of mathematics for studying the behavior
of fuzzy events using credibility measures and is based on five axioms from which
a credibility measure is defined. Let Θ be a nonempty set and let P(Θ) be the power
set of Θ (i.e. all subsets of Θ ). Each element in P(Θ) is called an event. Let Cr{A}
indicates the credibility that event A will occur. In order to ensure that the number
Cr{A} has certain mathematical properties, the following five axioms should hold:

1. Cr{Θ}= 1.
2. Cr is increasing, i.e. Cr{A} ≤Cr{B} whenever A ⊂ B.
3. Cr is self-dual, i.e. Cr{A}+Cr{Ac}= 1 for any A ∈ P(Θ).
4. Cr{∪iAi}∧0.5 = supiCr{Ai} for any {Ai} with Cr{Ai} ≤ 0.5.
5. Let Θk be nonempty sets on which Crk satisfy the first four axioms,

k = 1,2, . . . ,n, respectively, and let Θ = Θ1 × Θ2 × . . . × Θn. Then
Cr{(θ1,θ2, . . . ,θn)} =Cr1{θ1}∧Cr2{θ2}∧ . . .∧Crn{θn} for each (θ1,θ2, . . . ,
θn) ∈Θ .

It may be noted that Cr{ /0}= 0 and that the credibility measure takes values between
0 and 1. Traditionally, a fuzzy variable is defined by a membership function [25].
Liu [16] defined it as a function on a credibility space like a random variable is
defined as a measurable function on a probability space.

Definition 1 [16]. A fuzzy variable is a function from a credibility space (Θ ,P(Θ),
Cr) to a set of real numbers.

An n-dimensional fuzzy vector is defined as a function from a credibility space
to the set of n-dimensional real vectors. Moreover, (ξ1,ξ2, . . . ,ξn) is a fuzzy vector
if and only if ξ1,ξ2, . . . ,ξn are fuzzy variables.
Definition 2 [16]. Let f : ℜn → ℜ be a function and let ξ1,ξ2, . . . ,ξn be fuzzy vari-
ables on the credibility space (Θ ,P(Θ),Cr). Then ξ = f (ξ1,ξ2, . . . ,ξn) is a fuzzy
variable defined as ξ (θ ) = f (ξ1(θ ),ξ2(θ ), . . . ,ξn(θ )) for any θ ∈Θ .

If the fuzzy variables are defined on different credibility spaces, then
ξ = f (ξ1,ξ2, . . . ,ξn) is a fuzzy variable defined on the product credibility space
(Θ ,P(Θ),Cr) as ξ (θ1,θ2, . . . ,θn) = f (ξ1(θ1),ξ2(θ2), . . . ,ξn(θn)) for any
(θ1,θ2, . . . ,θn) ∈Θ .

In practice, a fuzzy variable may be specified by a membership function. In such
cases we need a formula to calculate the credibility value of fuzzy event.

Definition 3 [16]. Let ξ be a fuzzy variable with membership function μ , and u, r be
real numbers. The credibility of a fuzzy event characterized by ξ ≥ r, is defined as

Cr{ξ ≥ r}= 1
2
(sup

u≥r
μ(u)+ 1− sup

u<r
μ(u)).
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As is known in the literature, the credibility can be seen as an average of possibility
and necessity. Namely, we have

Cr{ξ ≥ r} = 1
2
(Pos{ξ ≥ r}+Nes{ξ ≥ r}),

where Pos{ξ ≥ r}= (sup
u≥r

μ(u)) and Nes{ξ ≥ r}= 1− sup
u<r

μ(u).

Definition 4 [16]. Let ξi be fuzzy variables with membership functions μi, and let
ui be real numbers, i = 1,2, . . . ,n. Define f : ℜn → ℜ. The credibility of the fuzzy
event characterized by f (ξ1,ξ2, . . . ,ξn)≥ 0 is given as

Cr{ f (ξ1,ξ2, . . . ,ξn)≥ 0}= 1
2
( sup

u1,u2,...,un∈R
{ min

1≤i≤n
μξi

(ui)| f (u1,u2, . . . ,un)≥ 0}
+1− sup

u1,u2,...,un∈R
{ min

1≤i≤n
μξi

(ui)| f (u1,u2, . . . ,un)< 0}).

3 Research Methodology

3.1 Portfolio Rebalancing Problem
In this section, we formulate multiobjective credibilistic portfolio rebalancing prob-
lem using piecewise linear transaction costs. We assume that investors allocate their
wealth among n assets offering fuzzy returns. The parameters and variables used to
formulate the mathematical model are described as follows:

λi: the fuzzy return of the i-th asset ,
βi: the fuzzy turnover rate of the i-th asset ,
r1: the lower limit of the expected return of the portfolio ,
r2: the lower limit of the expected liquidity of the portfolio ,
r3: the severity indicator of the possible loss ,
γ: the upper tolerance for credibility of the portfolio risk ,
b: the target return of the portfolio ,
ui: the maximal fraction of the capital budget being allocated to the i-th asset ,
li: the minimal fraction of the capital budget being allocated to the i-th asset ,
x0

i : the initial proportion of total fund invested in the i-th asset before rebalancing ,
x+i : the proportion purchased while rebalancing the i-th asset ,
x−i : the proportion sold while rebalancing the i-th asset ,
xi: the final proportion of total fund invested in the i-th asset after rebalancing ,
yi: the binary variable indicating whether the i-th asset is contained in the portfolio
or not,

yi =

{
1, i f i− th asset is contained in the port f olio,
0, otherwise,

h: the number of assets held in the portfolio ,
p j: the proportional buying transaction cost rate in the interval [Pj−1,Pj] ,
qk: the proportional selling transaction cost rate in the interval [Qk−1,Qk] ,
Bi(x+i ): the discount function representing buying transaction cost for i-th asset ,
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Si(x
−
i ): the discount function representing selling transaction cost for i-th asset ,

Ci(xi): the transaction cost of i-th asset ,
C(x): the total transaction cost of rebalancing of portfolio .

3.1.1 Objectives

• Net return
We assume that the investor is offered incremental discounts [20], refer to Table 1,
on the transaction costs incurred as a result of buying and selling of assets.

Table 1. Incremental discount schemes for buying and selling of assets

Amount bought: x+i Transaction cost: Bi(x
+
i )

0 = P0 ≤ x+i ≤ P1 p1x+i
P1 ≤ x+i ≤ P2 p1P1 + p2(x

+
i −P1)

P2 ≤ x+i ≤ P3 p1P1 + p2(P2 −P1)+ p3(x
+
i −P2)

...
...

Pj−1 ≤ x+i ≤ Pj = ui p1P1 + p2(P2 −P1)+ . . .+ p j−1(Pj−1 −Pj−2)+ p j(x
+
i −Pj−1)

Amount sold: x−i Transaction cost: Si(x
−
i )

0 = Q0 ≤ x−i ≤ Q1 q1x−i
Q1 ≤ x−i ≤ Q2 q1Q1 +q2(x

−
i −Q1)

Q2 ≤ x−i ≤ Q3 q1Q1 +q2(Q2 −Q1)+q3(x
−
i −Q2)

...
...

Qk−1 ≤ x−i ≤ Qk = ui q1Q1 +q2(Q2 −Q1)+ . . .+qk−1(Qk−1 −Qk−2)+qk(x
−
i −Qk−1)

The transaction cost incurred on rebalancing using i-th asset then becomes

Ci(xi) = Bi(x+i )+ Si(x−i ), i = 1,2, . . . ,n.

Hence, the total transaction cost of rebalancing of the portfolio is obtained as

C(x) = ∑n
i=1 Ci(xi).

The credibility maximization form of the net return of the portfolio not less than r1

after adjusting transaction cost is expressed as:

Max Cr{λ1x1 +λ2x2 + . . .+λnxn −C(x)≥ r1}.
• Liquidity
For any asset, liquidity may be measured with the help of the turnover rate de-
fined as the ratio between the average stock traded at the market and the tradable
stock (shares held by public) of that asset. Because of incomplete information, the
turnover rates are, at best, vague estimates. In order to handle uncertainty, liquidity
has been considered in fuzzy form, see [4, 5, 6, 7]. The credibility maximization
form of the portfolio liquidity not less than r2 is expressed as:

Max Cr{β1x1 +β2x2 + . . .+βnxn ≥ r2}.
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3.1.2 Constraints

• Risk
Risk is an important issue while modeling portfolio selection problem. In this pa-
per, portfolio risk is expressed as a fuzzy chance-constraint using downside risk
measure. In chance-constrained programming [1], it is required that the objectives
must be achieved with the stochastic constraints having a finite probability of vio-
lation. Following the idea of stochastic chance-constrained programming, Liu [14]
developed fuzzy chance-constrained programming. We define portfolio risk as the
deviation of net return of the generated portfolio from the target return b for a given
severity loss indicator r3. Using a predefined tolerance level γ for occuring chance
of such a risk, the fuzzy chance constraint representing portfolio risk is expressed as:

Cr{b− (λ1x1 +λ2x2 + . . .+λnxn −C(x))≥ r3} ≤ γ.
• Rebalancing constraints:

xi = x0
i + x+i − x−i , i = 1,2, . . . ,n .

• Complementarity constraints on buying and selling together:

x+i .x
−
i = 0, i = 1,2, . . . ,n .

• Capital budget constraint: Assuming that the investor does not invest any addi-
tional capital during the portfolio rebalancing process, the following equation is
used:

∑n
i=1 xi +C(x) = 1 .

• Maximal fraction of the capital that can be invested in a single asset:

xi ≤ uiyi, i = 1,2, . . . ,n.

• Minimal fraction of the capital that can be invested in a single asset:

xi ≥ liyi, i = 1,2, . . . ,n.

• Number of assets held in the portfolio:

∑n
i=1 yi = h.

Here, h is the number of assets that the investor chooses to include in the portfolio.

• No short selling of assets:

x+i ≥ 0, x−i ≥ 0, xi ≥ 0, i = 1,2, . . . ,n.

3.1.3 The Decision Problem

The bi-objective credibilistic portfolio rebalancing model with fuzzy chance con-
straint is formulated as:

(P1) Max f1(x) =Cr{λ1x1 +λ2x2 + . . .+λnxn −C(x)≥ r1}
Max f2(x) =Cr{β1x1 +β2x2 + . . .+βnxn ≥ r2}
sub ject to

Cr{(b− (λ1x1 +λ2x2 + . . .+λnxn −C(x))≥ r3} ≤ γ , (1)

xi = x0
i + x+i − x−i i = 1,2, . . . ,n , (2)

x+i .x
−
i = 0 i = 1,2, . . . ,n , (3)
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n

∑
i=1

xi +C(x) = 1 , (4)

n

∑
i=1

yi = h , (5)

xi ≤ uiyi , i = 1,2, . . . ,n , (6)

xi ≥ liyi , i = 1,2, . . . ,n , (7)

x+i ≥ 0, x−i ≥ 0, xi ≥ 0, i = 1,2, . . . ,n , (8)

yi ∈ {0,1} , i = 1,2, . . . ,n. (9)

3.2 Hybrid Intelligent Algorithm (HIA) to Solve Portfolio
Rebalancing Model

Here, we design a HIA by integrating fuzzy simulation and real-coded genetic al-
gorithm to solve the proposed credibility based multicriteria portfolio rebalancing
model in general cases, i.e. when membership functions of fuzzy parameters may
take any functional form.

3.2.1 Fuzzy Simulation

The technique of fuzzy simulation is discussed in detail by Liu [14]. In the proposed
HIA, the fuzzy simulation is applied to compute the credibility values. Let ξ =
(ξ1,ξ2, . . . ,ξn) and x = (x1,x2, . . . ,xn). Moreover, let μ =
(μ1,μ2, . . . ,μn) denote the membership function vector of ξ . In order to solve the
decision model P1, we must handle the following type of uncertain function:

U : x →Cr{G(x,ξ )≥ r},

where r > 0 is given by the investor. It may be noted that for the expression of the
type Cr{(b− (ξ1x1 + ξ2x2 + . . .+ ξnxn −C(x)))≥ r},

G(x,ξ ) = b− (ξ1x1 + ξ2x2 + . . .+ ξnxn −C(x)).

The fuzzy simulation process for computing Cr{G(x,ξ )≥ r} is summarized as:

Step 1. Let j = 1.
Step 2. Randomly generate ui j from the ε−level sets of fuzzy variables ξi, i =

1,2, . . . ,n, respectively, where ε is a sufficiently small positive number.
Step 3. Set u j =(u1 j,u2 j, . . . ,un j), and μ(u j)= μ1 j(u1 j)∧μ2 j(u2 j)∧. . .∧μn j(un j).
Step 4. j ← j+ 1. Go to Step 2 if j ≤ N, where N is a sufficiently large number,

otherwise, go to Step 5.
Step 5. Return L, where L gives the credibility Cr{G(x,ξ )≥ r} as follows:

L = 1
2 (max1≤ j≤N{μ(u j)|G(x,ξ )≥ r}+ 1−max1≤ j≤N{μ(u j)|G(x,ξ )< r}).
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3.2.2 Real-Coded Genetic Algorithm (RCGA)

Genetic algorithm was proposed by Holland [9], and has been well developed and
documented in the literature since then. Here, we use RCGA for solving the decision
model P1. The following are the steps of the algorithm used.

• Chromosome encoding
In the proposed encoding method, the length of the chromosome is taken to be
n, same as the number of available assets. Let the solution x = (x1,x2, . . . ,xn) be
represented by the chromosome Ch[k], which is encoded as an array, as follows:

Ch[k] = X [k][n] = [x1 x2 . . . xn],k = 1,2, . . . , popsize.

Here, popsize defines the number of chromosomes initialized to constitute popu-
lation of one generation. In this encoding method, the position of the gene xi, i =
1,2, . . . ,n, is used to represent the ID number of the asset and its value is used to
represent the corresponding proportion for constructing the portfolio. The initializa-
tion algorithm to create first generation of size popsize is as follows:

Step 1. For k = 1 to popsize, repeat Step 2 and Step 3.
Step 2. Randomly select h assets out of n available assets for initialization.
Step 3. For i = 1 to n, repeat Step 4.
Step 4. If i-th asset has been selected in Step 2, then assign yi = 1 and randomly

generate xi ∈ [liyi,uiyi], else assign yi = 0 and xi = 0. Thus, initializing
X [k][i] = xi.

• Fitness evaluation
The fitness function must take care of all the desired objectives, thus, making a ra-
tional trade-off between them. Moreover, any violation of the constraints of model
P1 would lead to infeasible chromosomes. The resultant fitness function f it[k] cor-
responding to chromosome Ch[k], k = 1,2, . . . , popsize is designed as weighted sum
of the objectives with penalty treatment for infeasible chromosomes as follows:

f it[k] = w1 f1(x)+w2 f2(x)−P

where wj , j = 1,2 is the weight of the j-th objective function, highlighting the rel-
ative importance of the objective and P is the penalty. Random weighted genetic
algorithm suggested by Murata and Ischibuchi [19] have been known to perform
well while solving multiobjective optimization problems. In this paper, a random
normalized weight vector wk = (w1,w2)

T
k is assigned to the objectives in k-th so-

lution of the population such that
2

∑
j=1

wj = 1. The objective is to find the solution

chromosome Ch[k] corresponding to the best found (maximum value) fitness, for
the function f it[k].

• Selection
Selection (reproduction) operator is intended to improve the average quality of the
population by giving the high-quality chromosomes a better chance to get copied
into the next generation. We employ 4-player tournament selection as a selection
mechanism in this study. Four individuals are randomly selected and the one with
the highest fitness is selected for the mating pool. At each generation, elitism of
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order four is performed by retaining the four most fit individuals for the population
comprising the next generation.

• Crossover operator
Crossover is the main genetic operator. It operates on two parents (chromosomes)
at a time with some probability of crossover pc ∈ (0,1) and generates offsprings
by exchanging genes between the two selected parents. Standard crossover opera-
tors have a high probability of violating constraint (5) of the model P1. Thus, we
use shrinking crossover (SX) operator [2]. SX revises the two-point crossover by
moving the second crossover point leftward until there are equal number of selected
assets between the two crossover points in both the parents and then exchanging
the gene values of parent chromosomes to produce offsprings. The algorithm of the
shrinking crossover operator is given below:

Step 1. For k = 1 to popsize, repeat Step 2.
Step 2. Randomly generate a real number r from interval (0,1). The chromosome

Ch[k] is selected as a parent if r < pc.
Step 3. Denote the selected parents as S1,S2, . . . and divide them into following

pairs (S1,S2),(S3,S4), . . ..
Step 4. For each pair of parents, for example (S1,S2), randomly select two posi-

tions pos1, pos2 ∈ [1,n].
Step 5. Until S1&S2 have equal number of selected assets between pos1&pos2

repeat Step6.
Step 6. pos2 = pos2 − 1.
Step 7. For i = pos1 to pos2 repeat Step 8 to Step 10.
Step 8. temp = S1[i].
Step 9. S1[i] = S2[i].
Step 10. S2[i] = temp.

• Mutation operator
Mutation is a background operator which produces spontaneous random changes in
various chromosomes, by altering one or more genes. In this paper, we use swap mu-
tation. With some probability of mutation pm ∈ (0,1), a chromosome is selected for
the process of mutation. The values of the genes at two randomly selected positions
in the selected chromosome are then swapped to recreate a new chromosome.

4 Numerical Illustration

In what follows, we present computational results. The HIA is coded in C++ on a
personal computer with Intel Core2Duo CPU, having a speed of 2.8 GHz and a 4
GB RAM. The main attributes of the problem instance solved are summarized in
Table 2 and the incremental discount schemes for buying and selling of assets are
given in Table 3.
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Table 2. Main attributes of the problem instance solved

r1 r2 r3 b γ h ui ∀i li ∀i pc

0.18 0.004 0.12 0.25 0.30 7 0.3 0.08 0.9

pm popsize Generation runs p1 p2 p3 s1 s2 s3

0.8 30 3000 0.004 0.003 0.002 0.006 0.005 0.004

[0,P1] [P1,P2] [P2,0.3] [0,S1] [S1,S2] [S2,0.3]

[0,0.15] [0.15,0.2] [0.2,0.3] [0,0.15] [0.15,0.2] [0.2,0.3]

Table 3. Transaction cost function for buying and selling

Amount bought: x+i Transaction cost: Bi(x
+
i ) Amount sold: x−i Transaction cost: Si(x

−
i )

0 ≤ x+i ≤ 0.15 0.004x+i 0 ≤ x−i ≤ 0.15 0.006x−i
0.15 ≤ x+i ≤ 0.2 0.0006+ .003(x+i −0.15) 0.15 ≤ x−i ≤ 0.2 0.0009+0.005(x−i −0.15)

0.2 ≤ x+i ≤ 0.3 0.00075+ .002(x+i −0.2) 0.2 ≤ x−i ≤ 0.3 0.00115+0.004(x−i −0.2)

Table 4 gives the fuzzy data in respect of return and liquidity for 20 randomly
selected assets, expressed in trapezoidal and general functional forms. We used his-
torical data from National Stock Exchange, Mumbai, India, to create the fuzzy esti-
mates.

We performed 20 HIA runs to check the stability of the solution. Table 5 shows
the solution statistics.

Corresponding to the best found fitness, the credibilistic chance of the net return
not less than 0.18 is obtained as 69.4091%. The chance of risk of the generated
portfolio having severity loss more than 0.12 is 18.4502% which is well contained
under the specified tolerance of 30%. Further, the chance of liquidity of the obtained
portfolio not less than 0.004 is 75.3396%. Table 6 presents initial holding, buying
proportions, selling proportions and final holding of the assets in the obtained ad-
justed portfolio.

As seen in Table 6, the initial portfolio has been adjusted by selling the entire
holdings in assets 5, 10 and 15, investing in new assets 1, 13 and 20, selling a part
of holdings in assets 3, 7 and 19 and buying some more proportion of asset 18.
Transaction costs for buying and selling of individual assets as well as the total
rebalancing cost are also reported in Table 6.
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Table 5. Solution statistics for 20 HIA runs

Best Fitness Average Fitness Standard Deviation Coefficient of Variation(%)

0.739987 0.69375 0.02034 2.93

Table 6. Adjusted portfolio details

Asset ID Number

A1 A2 A3 A4 A5 A6 A7

Initial holding (x0
i ) 0 0 0.14 0 0.23 0 0.2

Buying proportion (x+i ) 0.089796 0 0 0 0 0 0
Selling proportion (x−i ) 0 0 0.036992 0 0.23 0 0.05736
Readjusted new holding (xi) 0.089796 0 0.103008 0 0 0 0.14264
Transaction cost buying Bi(x

+
i ) 0.000359184 0 0 0 0 0 0

Transaction cost selling Si(x
−
i ) 0 0 0.000221952 0 0.00127 0 0.00034416

A8 A9 A10 A11 A12 A13 A14

Initial holding (x0
i ) 0 0 0.07 0 0 0 0

Buying proportion (x+i ) 0 0 0 0 0 0.088493 0
Selling proportion (x−i ) 0 0 0.07 0 0 0 0
Readjusted new holding (xi) 0 0 0 0 0 0.088493 0
Transaction cost buying Bi(x

+
i ) 0 0 0 0 0 0.000353972 0

Transaction cost selling Si(x
−
i ) 0 0 0.00042 0 0 0 0

A15 A16 A17 A18 A19 A20

Initial holding (x0
i ) 0.06 0 0 0.12 0.18 0

Buying proportion (x+i ) 0 0 0 0.132714 0 0.187637
Selling proportion (x−i ) 0.06 0 0 0 0.049653 0
Readjusted new holding (xi) 0 0 0 0.252714 0.130347 0.187637
Transaction cost buying Bi(x

+
i ) 0 0 0 0.000530856 0 0.000712911

Transaction cost selling Si(x
−
i ) 0.00036 0 0 0 0.000297918 0

Total Transaction Cost(Buying) 0.001956923
Total Transaction Cost(Selling) 0.00291403
Total Rebalancing Cost 0.004870953

5 Concluding Remarks

Based on credibility measure, in this paper, we developed a framework for portfo-
lio adjusting/ rebalancing in fuzzy multiple criteria environment considering return,
risk and liquidity. Motivated by the fact that the investor pays transaction costs while
trading assets, we design a transaction cost function using incremental discount
schemes, which is then used to get the net return of the portfolio. We developed
the resultant model P1 for portfolio rebalancing and designed a HIA to solve it in
most general cases of fuzzy functional forms. We also performed sensitivity analysis
by testing the solution. The results of the numerical analysis shows the efficiency of
the algorithm. The main advantage of the proposed model is that it is a multicriteria
model and takes care of the uncertainty of the investment market when the fuzzy
parameters are expressed in any general fuzzy form. The model also takes care of
a more realistic situation of investment market involving the transaction costs. One
can, however, identify and add more criteria for enhancing the satisfaction of the
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investor. Further, the behavior of the model can be tested in other different envi-
ronments with parameters such as random, fuzzy random or random fuzzy. Use of
neural networks for fuzzy simulation can result in lesser computational time.
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Abstract. Software reliability engineering has recently been playing a rapidly in-
creasing role in the industry. This has occurred because it carefully plans and 
guides development and test so that software developing team develop a more re-
liable product faster and cheaper. Practically, a software testing process consists of 
several testing stages. A project manager should know how to allocate the speci-
fied testing resources among all the modules and develop quality software with 
high reliability. In this paper, we investigate an optimal resource allocation prob-
lem in modular software systems for flexible Software Reliability Growth Model 
(SRGM). The optimization model proposed for optimal allocation of testing re-
sources among the modules of software subject to budgetary constraint is formu-
lated and solution is obtained using Differential Evolution which stands as a po-
werful tool for solving search and optimization problems. The allocated testing 
resources for each of the modules are utilized to detect and remove the faults. The 
parameters are re-estimated using all the available fault detection data for each of 
the modules. The new allocation problem is re-formulated and allocation of testing 
resources for each of the modules is obtained. The process is terminated either the 
desired level of faults are removed from each of the modules or specified number 
of iterations is exhausted. The above problem has been discussed using numerical 
example to illustrate the applicability of the approach. 

Keywords: Software Reliability, Non-Homogenous Poisson Process, Testing- 
Time Allocation, Modular Software System, Differential Evolution. 

1   Introduction 

The application of computer systems has now crossed many different fields. Sys-
tems are becoming more software intensive. Many flight systems are becoming 
more software intensive. Financial systems including teller, automated teller and 
loan processing are software intensive. Everything from insurance rates to credit 
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histories to hotel reservations to long distance telephone calls is performed by 
software. Software affects our daily lives. A software life cycle consists mainly of 
the following phases, requirement and specification, design, coding, testing and 
operations/maintenance. An important phase during software development is its 
testing phase .During the software testing phase, programs are executed and erro-
neous outputs are identified. For each incorrect output, we may count it as a fail-
ure. Faults that cause the failure are identified and removed. The failure process 
during the software testing phase may be identified as a fault removal process. The 
reliability of the software will be increased during the testing phase as more and 
more faults are removed. The reliability improvement phenomenon is called relia-
bility growth. Software Reliability Engineering (SRE) is a discipline that aims at 
ensuring high reliability of the software experienced by the user, which employ 
scientific tools and techniques during software testing to remove as many latent 
faults in the software as possible. Software Reliability Growth Models (SRGMs) 
are the tools of SRE used to estimate and predict the reliability of software during 
testing and operational phase. Many SRGMs are used to estimate the software re-
liability measures such as remaining number of faults, failure rate and reliability 
growth during the testing phase.  

Many SRGMs have been proposed and studied in the literature under different 
set of assumptions. Some SRGMs describe the failure phenomenon by an expo-
nential [3] or an S-shaped [21] pattern. While some of the SRGMs are more  
flexible in the sense that they can describe, depending upon parameter values, both 
exponential and S-shaped failure patterns (Obha [15], Bittani et al [2], and Kapur 
and Garg [11], etc.). Similar SRGMs that describe the failure phenomenon with 
respect to testing efforts are developed in literature [7, 9,10,11, 12, ,16]. 

During testing, resources such as manpower and time (computer time) are con-
sumed. The failure (fault identification) and removal are dependent upon the  
nature and amount of resources spent. The time dependent behavior of the testing 
effort has been studied earlier by Basili et al [1], Huang [6], Musa et al. [14], Put-
man [18] and Yamada et al. [23]. The exponential and Rayleigh curves are used to 
describe the relationship between the testing effort consumption and testing time 
(the calendar time). Exponential curve is used if the testing resources are uniform-
ly consumed with respect to the testing time and Rayleigh curve otherwise. Logis-
tic and Weibull type functions have also been used to describe testing effort. In 
this paper we propose a Non Homogeneous Poisson Process (NHPP) based 
SRGM with testing effort (described by any of the curves mentioned above), to 
represent the growth curve of the fault removal process of the Software which 
contains two types of faults: mutually independent and mutually dependent incor-
porating testing efficiency (imperfect debugging). This model captures features  
of both exponential and S-shaped growth curves for failure (fault identification) 
phenomenon.  

The software modules are coded and then they are tested. The testing process 
usually consists of three stages - module testing, integration testing and acceptance 
testing. In integration testing, all the software modules are interconnected accord-
ing to predetermined logical structure. In acceptance testing the software system is 
tested by customers or is tested using the test sets supplied by the customer. It has 
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been estimated that, for large scale software development, resources are expended 
in software testing. Therefore the software project manager should monitor the 
testing process closely and effectively allocate the resources in order to reduce the 
testing cost and to meet the given reliability requirements. All the testing activities 
of different modules should be completed within a specified time. Typically, 
module testing is the most time-critical part of testing to be performed. Scope of 
this paper is restricted to resource allocation problem for module testing (unit test-
ing) level.  It may be noted most of the allocation problems studied in literature 
are related to the allocation of testing resources to each of the module at the mod-
ule testing level considering each module to be independent of each other. How-
ever dependency of modules can also be considered with ease if we optimize the 
resource allocation at the system testing level when on an input a sequence of 
modules are called to get the desired output. At the module testing level modules 
can considered to be independent of each other since they are designed indepen-
dently. Since the allocation problem discussed in this paper considers the testing at 
the modular level therefore we consider the modules to be independent of each 
other. Each module may contain different number of faults and that of different 
severity. Hence fault removal phenomenon in modules can be represented through 
distinct SRGMs. In this paper, we propose a dynamic resource allocation model 
for software module testing where faults are detected using Differential Evolution 
(DE). This strategy considers the number of faults detected in each module as 
module testing is proceeding, re-estimates the model parameters using all the 
available fault detection data, and adjusts the resource allocation dynamically. Dif-
ferential Evolution (DE) stand up as a powerful tool for solving search and opti-
mization problem. The reason of using differential evolution in the field of Soft-
ware Reliability is capability to give near optimal results using historical data. As 
Differential Evolution (DE) is an evolutionary algorithm where automation is the 
key objective which says the way our human body system is automated, the same 
way we want our computer software systems to operate automatically once the 
failure occurs [17,19]. Therefore, in this paper Differential Evolution (DE) is used 
to search for the near optimal solution for modular software system with the ob-
jective of maximizing the number of faults detected under the constraints of avail-
ability of limited testing resource expenditure for each module. 

2   SRGM with Testing Effort 

In this paper, we discuss and solve such a management problem of allocation of 
testing resources among modules, through a Software Reliability Growth Model 
(SRGM). SRGM is a relationship between the number of faults removed from 
software and the execution time / CPU time / calendar time. Several attempts have 
been made to represent the actual testing environment through SRGM’s. [4,8,22]. 
These models are used to predict the fault content, reliability and release time of 
software. The influence of testing effort has also been included in some SRGMs 
[5, 8, 11, 20,23, 24].  
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2.1   Model Formulation 

The parameters of an SRGM should be interpretable in terms of software testing 
phenomenon and one such popular model is due to Ohba [15]. Other similar mod-
els are due to Bittanti et al. [2] and Kapur and Garg [13]. Ohba proposed that the 
fault removal rate increases with time and assumed the presence of two types of 
faults in the software. The distinctive Notations and assumptions of the proposed 
model can be summarized as follows:  

Notations: 
M : Number of modules in a software (> 1) 

iv  : Relative importance of software module i  

ija : Mean number of remaining faults in module thi at the beginning of thj  testing 

period. 

ijw : Resource expenditure rate for thi module at the beginning of thj testing period. 

( )ijm t : Mean number of detected faults in thi module by time t  at the beginning 

of thj testing period.       

ijb : Proportionality constant for the thi  module at the beginning of thj  testing  

period.       

ijα : Constant rate of error generation for thi module at the beginning of thj  test-

ing period.    

ijp : Probability of perfect debugging for thi module at the beginning of thj  testing 

Period. 

ijz  : Number of remaining faults in thi module, when thj testing period ends. 

ijq  : Total amount of resources allocated to thi module in the thj testing period. 

jQ : Total amount of resource allocated to the thj testing   Period. 
 

Assumptions  
1. Let the software system be composed of M software modules. 
2. During software module testing, these modules are tested independently and 

simultaneously [16]. 
3. The software failure phenomenon is described by Non-Homogeneous Poisson 

Process (NHPP). 
4. Software is subject to failures during execution caused by faults remaining in 

the software. 
5. Each time a failure is observed, an immediate effort takes place to decide the 

cause of the failure in order to remove it. 
6. Reliability growth during the testing phase is dependent upon the testing ef-

forts spend on testing. 
7. During the fault removal process, following may occur:(a) Fault content is re-

duced by one with probability   p  (b) Fault content remains unchanged with 

probability 1 p− . 
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8. During the fault removal process, new faults can be generated and the fault 
generation rate is proportional to the rate of fault removal. 

9. Fault removal rate per remaining fault is assumed to be non-decreasing inflec-
tion S-shaped logistic function. 

Under the above assumptions, the removal phenomenon can be described with  
respect to testing effort as follows: 

                                                 ( )
( )

( ) ( ( ) ( ))
( )
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m t
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. Since the growth model can expo-

nential as well as flexible under imperfect testing efficiency, both the possibilities 
must be considered.   

2.2   The Model 

Let the thj testing period start at jT and end at 1+jT (refer Figure 1). In the 

thj testing period, the mean number of remaining faults in module i  by time  

t )( 1+≤< jj TtT  is equal to ( ) ( )ij ija t m t⎡ ⎤−⎣ ⎦ . Under assumptions, given in  

Section 2.1, )(tmij  satisfies the following differential equation  
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The initial condition is jT  t  0)( == attmij . By solving the above differential 

equation, ( )ijm t  can be found to be 
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Putting 0ijβ = ,we get exponential SRGM as follows 
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Fig. 1. Testing Periods 

3   Dynamic Resource Allocation 

When only limited resources are available in the testing of a redundant software 
system, it is important to allocate the testing resources efficiently so that the max-
imum reliability of the complete system is achieved. We assume the total testing 
time for software module testing is divided into K testing periods. In each testing 
period, the software project manager records total number of detected faults in 
each software module. At the end of each testing period, the project manager es-
timates the mean number of remaining faults in each software module and a model 
parameter based on all the recorded fault detection data. These estimates help 
manager in determining the amount of resources that should be allocated to each 
software module in the next testing period. 

3.1   Optimal Allocation of Resources 

From the estimates of parameters of SRGMs for modules, the total fault content in 

the software
1

M

ij
i

a
=
∑  is known. Module testing aims at detecting maximum number 

of faults within available time. We consider the thj  period 

Ist Testing  
Period 

2nd Testing 
Period  

3rd Testing 
Period  

kth Testing  
Period

T1 T2 T3 T4 Tk Tk+1
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   (P1) 

Subject to 
1

M

ij j
i

q Q
=

=∑ , 0ijq ≥ , 1, 2,......,i M=   

Where ijq is the total amount of resources allocated to module i in the thj  test-

ing period 1( )ij ij j jq W T T+= − and

 

 i = 1, …, M  and  j = 1, …, K. The objective 

function is the predicted mean fault content at the end of the thj  testing period. 

The first constraint ensures that the total amount of resources allocated to the 

software modules in the  thj  testing period is jQ  and second constraint ensures 

that ijq  is non negative. This optimization problem in which only flexible SRGM 

for each module of the software is considered for numerical illustration is solved 
using Differential Evolution. The Differential Evolution Algorithm is presented in 
the following section.  

4   Differential Evolution Algorithm for Resource Allocation 

Differential Evolution (DE) is an exceptionally simple evolution algorithm, which 
is rapidly growing field of artificial intelligence. This class also includes GAs, 
evolutionary strategies and evolutionary programming. DE was proposed by Price & 
Storn in1995. It was developed to optimize real parameter and real valued func-
tion. The basic steps of DE are described in detail as follows: 

Step 1: Start 
Step 2: Generate an initial population of random individuals 

 Step 3: Create a new population by repeating following steps until the stopping 
criterion is achieved 

• [Selection] Select the random individuals for reproduction 

• [Reproduction] Create new individuals from selected ones by mutation 
and crossover 

• [Evolution ] Compute the fitness values of the individuals 

• [Advanced Population] Select the new generation from target individual 
&trial individuals. 

Suppose we want to optimize a function of D real parameters. We must select the 
size of the population NP. NP parameter vectors have the form  

( ), 1, , 2, , 3, , , ,, , ,......,i G i G i G i G D i GX x x x x=  
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Where: NP is number of population vectors, D is dimension & i  is individual 
index and G  is the number of generation. 

4.1   Intialization 

First, all solution vectors in a population are randomly initialized. The initial solu-
tion vectors are generated between lower and upper bounds  l = {l1, l2, ..., lD} and 
u = {u1, u2, ..., uD}  using the equation  

, ,0 , [0,1] ( )j i j i j j jx l rand u l= + × −  

Where, i is individual index, j is component index and randi,j [0, 1] is a uniformly 
distributed random number lying between 0 and 1. 

4.2   Mutation 

Each of the NP parameter vectors undergoes mutation, recombination and selec-
tion. Mutation expands the search space. For a given parameter vector ,i GX  ran-

domly selected three vectors 
1 2 3, , ,, ,r G r G r GX X X   such that the indices 1 2 3, , ,i r r r are 

distinct. The ith perturbed individual, ,i GV , is therefore generated based on the 

three chosen individuals as follows: 

1 2 3, , , ,*( )i G r G r G r GV X F X X= + −  

Where r1, r2, r3 ∈{1, …….   ,NP} are randomly selected, such that r1 ≠  r2  ≠  r3  ≠ i , 
F ∈ (0, 1.2]. ,i GV is called mutation vector. 

4.3   Crossover 

The perturbed individual, Vi,G = (v1,i,G, . ..vD,i,G), and the current population mem-
ber, Xi,G = (x1,i,G, x2,i,G, x3,i,G, …, xD,i,G) are then subject to the crossover operation, 
that finally generates the population of candidates, or “trial” vectors, Ui,G = (u1,i,G, 
. . . , uD,i,G), as follows: 

, . ,
, .

, .

[0,1]j i G i j r rand
j i G

j i G

v if rand C j j
u

x otherwise

≤ ∨ =⎧⎪= ⎨
⎪⎩

 

Where Cr ∈ [0, 1], is crossover probability, jrand ∈ {1, . . . , D} is a random para-
meter’s index, chosen once for each i.  

4.4   Selection 

The population for the next generation is selected from the individuals in current 
population and its corresponding trial vector according to the following rule: 
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. . .
. 1

.

( ) ( )i G i G i G
i G

i G

U if f U f X
X

X otherwise+

≥⎧
= ⎨
⎩

 

Where ( ),f is the objective function value. Each individual of the temporary 

population is compared with its counterpart in the current population. Mutation, 
recombination and selection continue until stopping criterion is reached. 

4.5   Constraint Handling in Differential Evolution 

Pareto ranking method is used to handle constraints in DE. The value of con-
straints is calculated at target and trial vectors. The method is based on the three 
rules: 1). Between two feasible vectors (target and trial), the one with the best val-
ue of the objective function is preferred. 2).If out of target and trial vector, one 
vector is feasible and the other one is infeasible, the feasible one is preferred. 
3).Between two infeasible vectors, the one with the lowest sum of constraint viola-
tion is preferred. 

4.6   Stopping Criterion 

Algorithm stopped when either 1).Maximum number of generations is reached or 
2). Desired accuracy is achieved i.e. max minf f ε− ≤  

5   Numerical Illustration 

We assume that the duration of all the testing periods are equal, the number of 

software modules M  is 6 and the parameters ija , ijb  , ijα , ijβ , ijv and ijp ; for the 

i th module ( 1,....., )i M= have already been estimated from the failure data shown 

in Table 1. Three testing stages have been considered in this paper. Suppose the 
total resource available for all the three stages is 40,000. In the first testing period 
15,000 of the total resources have been allocated.  Problem is solved using DE. 
The parameters used in DE are given in Table 2. The optimal testing allocation to 
each module and their corresponding fault detection is shown in Table 3. The total 
amount of testing expenditure and maximum number of faults detection respec-
tively are1499.82, 1026.    

Table 1. Parameter Estimates used for resource allocation problem of 1st Testing Period 

Module             1ia
               1ib

                  1iα
            1iβ

             1iv
            1ip

  
   M1                 218             0.000751       0.0344         1.9736       0.154391         0.95 
   M2                 105             0.001155       0.06513       1.5321       0.074363         0.91 
   M3                 231             0.000617       0.0959         1.4129       0.163598         0.90    
   M4                 286             0.000652       0.1148         1.7276       0.20255           0.92 
   M5                 260             0.000980       0.10433       2.3697       0.184136          0.91 
   M6                 312             0.000653       0.0123         1.6321       0.220963          0.99  
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Table 2. Parameter of the DE 

Parameter                                    Value      
Population Size                            100         
Selection Method                 Roulette Wheel 
Scaling Factor(F)                           .7 
Crossover Probability(Cr)              .9 

Table 3. The optimal testing expenditure of each module 

Module           1iw          No. of fault detection 

M1                 2322.85                136  
M2                 1003.43                  48  
M3                 2356.17                141      
M4                 3299.34                234             
M5                 2898.17                238             
M6                 3119.86                226 
          Total    1499.82              1026 

 
Table 4, is the second phase of testing, the model parameters are re-estimated, 

based on the fault detection data up to the 1st  testing period. Based on the esti-
mated data the resources will be dynamically allocated to those modules where the 
remaining number of faults in system is large in number. The remaining number 
of faults is 496 and the resource allocated to this testing period is 15000. The total 
number of faults that can be removed through this allocation is 161.  

Table 4. Parameter Estimates used for resource allocation problem of 2nd Testing Period 

Module           ai                bi                iα              iβ              iv                      ip   

M1                   89            0.000741        0.03540        1.9836       0.178893694            0.95 
M2                   64            0.001255        0.06451        1.5421       0.092253331            0.91 
M3                 114            0.000717        0.09459        1.4229       0.154471332            0.90 
M4                   88            0.000682        0.11580        1.7376       0.195103810            0.92 
M5                   51            0.000970        0.10533        2.3797       0.204839520            0.91 
M6                   90            0.000753        0.01330        1.6421       0.174438313            0.99 

Table 5. The optimal testing expenditure of each module 

Module        iw             No. of fault detection    

M1            2780.20                   89 
M2            1875.91                   64 
M3            3373.33                 114 
M4            2929.85                   88 
M5            1441.70                   51 
M6            2598.42                   90 
     Total    1499.41                 496 
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Table 6, is the third phase of testing, ideally the model parameters are re-

estimated, based on the fault detection data up to the 2nd   testing period. The re-
maining number of faults in the system is 161; the resource allocated to this test-
ing period is 10,000. The total number of faults that can be removed through this 
allocation is 137.  

Table 6. Parameter Estimates used for resource allocation problem of 3rd Testing Period 

Module              ai                bi            iα             iβ                 iv                    ip   

M1                      29        0.001741         0.03340         1.9826       0.105915519          0.95 
M2                      15        0.001255         0.06431         1.5321       0.226626951          0.91 
M3                      25        0.000717         0.09459         1.4329       0.408761176          0.90  
M4                      31        0.001982         0.11480         1.7376       0.073421292          0.92 
M5                      33        0.001970         0.10533         2.3697       0.073242288          0.91 
M6                      28        0.001753         0.01230         1.6314       0.112032774          0.99 

Table 7. The optimal testing expenditure of each module 

Module             3iw           No. of fault detection       

M1                 1781.54                 26 
M2                 1070.28                   8 
M3                 1766.61                 13 
M4                 1804.73                 32 
M5                 1947.64                 34 
M6                 1628.89                 24 
          Total    9999.69               161 

 
The optimal allocation to each module and their corresponding number of  

faults detection for each testing period 1st, 2nd & 3rd  shown in Table 3, 5 and 7  
respectively.  

6   Conclusion 

This paper discusses an optimization problem occurring during the module testing 
phase of the software development life cycle. We have proposed a dynamic re-
source allocation model for software module testing, which considers the number 
of faults detected in each module. As module testing proceeds, it re-estimates the 
model parameters using all the available fault detection data, and adjusts the re-
source allocation dynamically. We have observed how the testing resources have 
been dynamically allocated to the modules in different testing periods. Higher 
weights can be attached to the modules having large number of faults. They are 
then allocated more resources. The process of allocation of resources stops either 
when pre-specified numbers of testing period ends or remaining faults meet  
developer’s aspiration. Differential Evolution approach has been used to find the 
optimal solution of the proposed model. 
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Abstract. Computers are used in diverse areas for various applications including 
air traffic control, nuclear reactors, industrial process control, hospital health care 
etc., affecting millions of people.  As the functionality of computer operations be-
come more essential and yet more critical, there is a great need for the develop-
ment of modular software system. Component-Based Software Engineering 
(CBSE) is concerned with composing, selecting and designing components to sa-
tisfy a set of requirements while minimizing cost and maximizing reliability of the 
software system. This paper discusses the “Build-or-Buy” strategy for component 
selection in designing a software structure. A fuzzy multi objective optimization 
model for selecting components based on the dual objective of maximizing relia-
bility and minimizing the overall cost of the software system under delivery time 
constraint is formulated. Numerical illustrations are provided to demonstrate the 
model developed. 

Keywords: Modular Software, Software Reliability, Fault Tolerant Software, 
Consensus Recovery Block Scheme, Build-or-Buy. 

1   Introduction 

Software permates every aspect of modern society. Government, transportation, 
manufacturing, utilities, and almost every other sector that influences our way of 
life is affected directly or indirectly by software systems. Without software, many 
of our modern conveniences would be virtually impossible. Despite its widespread 
use, software is hardly ever “perfect”. For a myriad of reasons, it is extremely  
difficult to produce a flawless piece of software. Software engineering is the dis-
cipline concerned with the establishment and application of sound engineering 
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practices to the development of reliable and efficient software. Because absolute 
certainty of design correctness is rarely achieved, software fault tolerance tech-
niques are sometimes employed to meet design dependability requirements. Soft-
ware fault tolerance refers to the use of techniques to increase the likelihood that 
the final design embodiment will produce correct and/or safe outputs.  

Component-Based Software Engineering (CBSE) is concerned with compos-
ing, selecting and designing components [5]. In Component-based Software Engi-
neering (CBSE), the construction of cost-reliability -optimal component systems is 
not a trivial task. It requires not only to optimally select components but also to 
take their interplay into account. While developing software, components can be 
both bought as COTS products, and probably adapted to work in the software sys-
tem, or they can be developed in-house. This decision is known as “build or buy” 
decision. In this paper, we address the problem of (automatic) component selec-
tion. Informally, our problem is to select a set of components from available com-
ponent set which can satisfy a given set of requirements while minimizing sum of 
the costs and maximizing the reliability of selected components. Each COTS 
component is assigned a cost which is the overall cost of acquisition, delivery time 
which is the duration of acquiring a component and also the reliability of the com-
ponent. For each build component we estimate the parameters of cost, delivery 
time and reliability of the component, whereas the parameters of the COTS com-
ponents are given by its vendor.  This paper discusses a framework that helps de-
velopers to decide whether to build or to buy software components while design-
ing a software system on the base of cost and non functional factors. The novelty 
of this paper is that we have applied fuzzy multi – objective approach to optimal 
decision “build-or-buy” for component selection for a fault tolerant modular soft-
ware system under Consensus Recovery Block scheme.  

2   Notations 

 R :   System quality measure 

 C :   Overall cost of the system 

lf :    Frequency of use, of function l  

ls  :    Set of modules required for function l  

iR :    Reliability of module i  

L :     Number of functions, the software is required to perform 

 n :     Number of modules in the software. 

im :    Number of alternatives available for module i  

1 t   :  Probability that next alternative is not invoked upon failure of the current 

alternative 

2t  : Probability that the correct result is judged wrong. 

3 t : Probability that an incorrect result is accepted as correct. 
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ijX  : Event that output of alternative j  of module i is rejected. 

 Yij : Event that correct result of alternative j of module i is accepted. 

 rij  :    Reliability of alternative j of module i  

ijC :    Cost of alternative j for module i  of a COTS component 

ijs :     Reliability of alternative j of module i  of a COTS component 

ijd :    Delivery time of alternative j of module i  of a COTS component 

ijc  :    Unitary development cost for alternative j of module i  

ijt  :     Estimated development time for alternative j of module i  

ijτ  :     Average time required to perform a test case for alternative j of module i  

ijπ  :   Probability that a single execution of software fails on a test case chosen 

from a certain input distribution 
 

1   i f  th e  th  a lte rn a t iv e  o f  th  m o d u le  is in -h o u s e  d e v e lo p e d .
 :     

0   o th e rw is ei j
j i

y
⎧
⎨
⎩

 

1,   if the   COTS alternative of the  module is chosen
 :       

0,  otherwise

th th

ij

j i
x

⎧
⎨
⎩

 

i j
   1  ,           i f  a l t e r n a t i v e   i s  p re s e n t  in  m o d u le  

z  :      
   0 ,           o t h e rw is e        

j i⎧
⎨
⎩

 

3   Optimization Models 

Large software system has modular structure to perform set of functions with dif-
ferent modules having different alternatives for each module. A schematic repre-
sentation of the software system is given in figure 1, in section 4.3. We are select-
ing the components (in-house or COTS) for modules to maximize the system 
reliability by simultaneously minimizing the cost. The frequency with which the 
functions are used is not same for all of them and not all the modules are called 
during the execution of a function, the software has in its menu. The first optimi-
zation model is developed under the following assumptions, which also holds 
good for the second model, but with additional assumptions related to compatibili-
ty among alternatives of a module. The following assumptions common for both 
the optimization models are as follows: 
 
1. A software system consists of a finite number of modules. 
2. A software system is required to perform a known number of functions. The 

program written for a function can call a series of modules ( )n≤ . A failure 

occurs if a module fails to carry out an intended operation. 
3. Codes written for integration of modules don’t contain any bug. 
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4. Several alternatives are available for each module. Fault tolerant architecture is 
desired in the modules (it has to be within the specified budget). Independently 
developed alternatives (primarily COTS or In-house build components) are at-
tached in the modules and work similar to the consensus recovery block 
scheme discussed in [2, 3]. 

5. The cost of an alternative is the development cost, if developed in house; oth-
erwise it is the buying price for the COTS product. Reliability for all the COTS 
components are known and no separate testing is done.  

6. Different COTS alternatives with respect to cost, reliability and delivery time 
of a module are available. 

7. Different In-house alternatives with respect to unitary development cost, esti-
mated development time, average time and testability of  module are available. 

8. Cost and reliability of an in-house component can be specified by using basic 
parameters of the development process, e.g. a component cost may depend on 
a measure of developer skills, or the component reliability depends on the 
amount of testing. 

3.1   Model Formulation 

Let S  be a software architecture made of n modules, with a maximum number of 

im   alternatives available for each module.  

3.1.1   Build Versus Buy Decision 

For each module  i , if an alternative is bought (i.e. some 1ijx = ) then there is no 

in-house development (i.e. 0ijy = ) and vice versa. 

1;  1,2,....,  and 1,2,....,ij ij iy x i n j m+ ≤ = =  

3.1.2   Redundancy 

The equation stated below guarantees that redundancy is allowed for both the 
build and buy components (i.e. in-house and COTS components). 

ij ij ijy x z+ =              
1

1;  1,2,....
im

ij

j

z i n
=

≥ =∑
 

3.1.3   Probability of Failure Free In-House Developed Component 

The possibility of reducing the probability that the thj alternative of thi module 

fails by means of a certain amount of test cases (represented by the variable tot
ijN ). 

Cortellessa et al [8] define  probability of failure on demand of an in-house devel-
oped  t hj alternative of t hi module, under the assumption that the on-field users’ 

operational profile is the same as the one adopted for testing [4]. Basing on the 
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testability definition, we can assume that the number suc
ijN  of successful (i.e. fail-

ure free) tests performed on thj  alternative of same module. 

( )1   ; 1, 2, ....,  and 1, 2, ....,suc tot
ij ij ij iN N i n j mπ= − = =  

Let A be the event “ suc
ijN  failure – free test cases have been performed ”and B be 

the event “the alternative is failure free during a single run ”.If ijρ is the probabili-

ty that in-house developed alternative is failure free during a single run given that
suc
ijN test cases have successfully performed, from the Bayes Theorem we get 

( / ) ( )
( / )

( / ) ( ) ( / ) ( )
ij

P A B P B
P B A

P A B P B P A B P B
ρ = =

+
 

The following equalities come straightforwardly: 

 ( / ) 1         ( ) 1       ( / ) (1 )         ( )
suc
ijN

ij ij ijP A B P B P A B P Bπ π π• = • = − • = − • =  

Therefore, we have 

( ) ( )
1

;   1,2,....,  and 1,2,....,

1 1
suc
ij

ij
ij iN

ij ij ij

i n j m
π

ρ
π π π

−
= = =

− + −
 

3.1.4   Reliability Equation of Both In-House and COTS Components 

The reliability ( ijr ) of  of the software  

;  1,2,....,  and 1,2,....,ij ij ij ij ij ir y x s i n j mρ= + = =
 

3.1.5   Delivery Time Constraint 

The maximum threshold T  has been given on the delivery time of the whole sys-

tem. In case of a COTS product the delivery time is simply given by ijd , whereas 

for an in- house developed alternative the delivery time shall be expressed as 

( )tot
ij ij ijt Nτ+ :                  ( )

1 1 1

i im mn
tot

ij ij ij ij ij ij

i j j

y t N d x Tτ
= = =

⎛ ⎞
⎜ ⎟+ + ≤⎜ ⎟⎜ ⎟
⎝ ⎠

∑ ∑ ∑  

3.2   Objective Function 

3.2.1   Reliability Objective Function 

Reliability objective function maximizes the system quality (in terms of reliabili-
ty) through a weighted function of module reliabilities. Reliability of modules that 
are invoked more frequently during use is given higher weights. Analytic Hie-
rarchy Process (AHP) can be effectively used to calculate these weights. 

 a lte rn a tiv e  o f  m o d u leth thj i
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1

Maximize  

l

L

l i

l i s

R f R
= ∈

=∑ ∏  

where iR is the reliability of module i of the system under consensus recovery 

block scheme which is stated as follows: 

( ) ( ) ( ) ( ) ( )
1

1 11 1 1

1
1 1 1 1 1  1 ;  1,2,.........

(1 )

i i ii ij ij ijik ik

ij

m m m jm z z zz z
i ik ij ij ij ik ijzj jk j kij

R r r r z P X P Y i n
r

−

= == = =

⎡ ⎤ ⎡ ⎤⎡ ⎤ ⎡ ⎤⎡ ⎤⎢ ⎥ ⎢ ⎥⎢ ⎥= + ∑ − − − + − − =⎢ ⎥⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦⎢ ⎥ ⎢ ⎥− ⎣ ⎦⎣ ⎦ ⎣ ⎦⎣ ⎦
∑∏ ∏ ∏  

3.2.2   Cost Objective Function 

Cost objective function minimizes the overall cost of the system. The sum of the 
cost of all the modules is selected from “build – or - buy” strategy. The in-house 
development cost of the alternative of module  can be expressed as

( )tot
ij ij ij ijc t Nτ+ :  

( )
1 1 1

Minimize  
i im mn

tot
ij ij ij ij ij ij ij

i j j

c t N y C xτ
= = =

⎛ ⎞
⎜ ⎟+ +⎜ ⎟⎜ ⎟
⎝ ⎠

∑ ∑ ∑  

3.3   Optimization Model I 

In the optimization model it is assumed that the alternatives of a module are in a 
Consensus Recovery Block. Consensus Recovery Block achieving fault tolerance 
is to run all the attached independent alternatives simultaneously and selecting the 
output by the voting mechanism. It requires independent development of indepen-
dent alternatives of a program, which the COTS components satisfy and a voting 
procedure. Upon invocation of the consensus recovery block all alternatives are 
executed and their output is submitted by a voting procedure. Since it is assumed 
that there is no common fault, if two or more alternatives agree on one output then 
that alternative is designated as correct. Otherwise the next stage is entered. At 
this stage the best version is examined by the acceptance test. If the output is ac-
cepted, it is treated as the correct one. However, if the output is not accepted, the 
next best version is subjected to testing. This process continues until an acceptable 
output is found or all outputs are exhausted. 

                               

                                   (1) 

                 
( )

1 1 1

Minimize  
i im mn

tot
ij ij ij ij ij ij ij

i j j

c t N y C xτ
= = =

⎛ ⎞
⎜ ⎟+ +⎜ ⎟⎜ ⎟
⎝ ⎠

∑ ∑ ∑   (2) 
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1
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l

L
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= ∈
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Subject to      {  and y  are binary variable/ij ijX S x∈ =  

( ) ( ) ( ) ( ) ( )
1

1 11 1 1

1
1 1 1 1 1  1 ;  1,2,.........
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ij
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                      (P 1)

 

 

( )1   , 1,2,....,  and 1,2,....,suc tot
ij ij ij iN N i n j mπ= − = =    (4) 

 (5) 

;  1,2,....,  and 1,2,....,ij ij ij ij ij ir y s x i n j mρ= + = =    (6) 

1;  1,2,....,  and 1, 2,....,ij ij iy x i n j m+ ≤ = =     (7) 

ij ij ijy x z+ = ;   1, 2, ....,  and 1, 2, ...., ii n j m= =       (8) 

1

1 ; 1,2,....,
im

ij
j

z i n
=

≥ =∑             (9) 

( )
1 1 1

i im mn
to t

ij i j ij ij ij i j
i j j

y t N d x Tτ
= = =

⎛ ⎞
⎜ ⎟+ + ≤
⎜ ⎟
⎝ ⎠

∑ ∑ ∑                (10) 

3.4   Optimization Model II 

It is observed that some alternatives of a module may not be compatible with al-
ternatives of another module. The next optimization model II addresses this prob-
lem. It is done, incorporating additional constraints in the optimization models. 
This constraint can be represented as  

tgs hux x≤ , which means that if alternative 

s for module g  is chosen, then alternative ztut ,........,1 , =   have to be chosen for 

module h .  

                   
 

tgs hu tx x M y− ≤                                                 (11) 

                                             
1

1
z

t
t

y z
=

= −∑       (P2)               (12) 

 

Constraint (11) and (12) make use of binary variable ty  to choose one pair of al-
ternatives from among different alternative pairs of modules. If more than one al-
ternative compatible component is to be chosen for redundancy, constraint (12) 
can be relaxed as 

( ) ( )
1

;   1, 2, ....,  and  1, 2, ....,
1 1

su c
ij

ij
ij iN

ij ij ij

i n j m
π

ρ
π π π

−
= = =

− + −

( ) ( ) ( )( )1 3 21 1 1  ij ij ijP X t r t r t⎡ ⎤= − − − +⎣ ⎦( ) ( )2 1ij ijP Y r t= −
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1

1
z

t
t

y z
=

≤ −∑
                                             

 (13) 

Since optimization model II is an extension to model I, so above additional con-
straints of compatibility can be added to (P1) and hence problem (P2) is formed.  

4   Fuzzy Multi-objective Optimization Model for Software 
Component Selection 

Most of our traditional tools of modeling are crisp, deterministic, and precise in 
character. But for many practical problems there are incompleteness and unrelia-
bility of input information. This is caused to use fuzzy multi-objective optimiza-
tion method with fuzzy parameters. Crisp mathematical programming approaches 
provide no such mechanism to quantify these uncertainties. Fuzzy optimization is 
a flexible approach that permits more adequate solutions of real problems in the 
presence of vague information, providing the well defined mechanisms to quantify 
the uncertainties directly. The idea of fuzzy programming was first given by 
Bellman and Zadeh [1] in 1970 and then developed by Tanaka [6] in 1974, Zim-
mermann [10] in the year 1976, and Wiedey & Zimmerman [9] 1979. Therefore, 
we formulate fuzzy multi-objective optimization model for software components 
selection.  

4.1   Problem Solution 

Following algorithm specifies the sequential steps to solve the fuzzy mathematical 
programming problems.  
 
Step 1.  Compute the crisp equivalent of the fuzzy parameters using a defuzzifica-

tion function. Same defuzzification function is to be used for each of the 
parameters. Here we use the defuzzification function of the type where 

1 2 3, ,a a a  are the triangular fuzzy numbers. 

Step 2.  Incorporate the objective function of the fuzzifier min (max) as a fuzzy 
constraint with a restriction (aspiration) level.  The above problem (P1) 
can be rewritten as  

 

       Find   X  

       Subject to     ( )
0

1

      R     
l

L

l i
l i s

R X f R
= ∈

= ≥∑ ∏ ∼
 

                           ( ) ( ) 0
1 1 1

i im mn
tot

ij ij ij ij ij ij ij
i j j

C X c t N y C x Cτ
= = =

⎛ ⎞
= + + ≤⎜ ⎟

⎝ ⎠
∑ ∑ ∑ ∼

       (P3) 

                      SX ∈  
 where 0R and 0C are defizzified aspiration levels of system reliability and 

cost. 

( )2
1 2 3( ) 2 4F A a a a= + +
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Step 3. Define appropriate membership functions for each fuzzy inequalities as well 
as constraint corresponding to the objective function. The membership 
function for the fuzzy less than or equal to and greater than or equal to type 
are given as 

0

*
*0
0 0*

0 0

*
0

1                             ;  ( )

( )
( )              ;  ( )

0                             ;  ( )

R

R X R

R X R
X R R X R

R R

R X R

μ

⎧ ≥
⎪

−⎪= ≤ <⎨ −⎪
⎪ <⎩

 

where 0R  is the aspiration level and *
0R  is the tolerance levels to the fuzzy 

           reliability objective function constraint. 

0

*
*0

0 0*
0 0

*
0

1                                 ;  C ( )

( )
( )                  ;  C ( )

0                                 ;  C ( )

C

X C

C C X
X C X C

C C

X C

μ

⎧ ≤
⎪

−⎪= ≤ <⎨ −⎪
⎪ >⎩

 

 where 0C is the restiction and *
0C  is the tolerance levels to the fuzzy budget 

constraint. 
Step 4. Employ extension principle to identify the fuzzy decision. While solving the 

problem its objective is treated as a constraint.  Each constraint is consi-
dered to be an objective for the decision maker and the problem can be 
looked as a fuzzy multiple objective mathematical programming problem. 
Further each objective can have different level of importance and can be as-
signed weight to measure the relative importance. On substituting the val-
ues for ( ) and ( )R CX Xμ μ the problem becomes  

Maximize  
Subject to 

 
*

0 1 0 0

*
0 2 0 0

( ) (1 )( )

( ) (1 )( )

R X R w R R

C X C w C C

α
α

≥ − − −

≤ + − −
                (P4) 

 
[ ]0,1

X S

α ∈

∈
 

 1, 2 1 20, 1w w w w≥ + =  

4.2   Illustrative Example 

Consider a software system having three modules with more than one alternative 
for each module. The data sets for COTS and in-house developed components are 
given in Table-1 and Table 2, respectively.  

Let { } { } { }1 2 3 1 23,  1,2,3 ,  1,3 ,  s 2 ,  0.5,  0.3 and 0.2L s s f f f= = = = = = = . It is also as-

sumed that 01. and 05. ,01. 321 === ttt  

 
 

α
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Functions 
 
      
      

 
 
 
 
 
 
 

 

Fig. 1. Structure of Software 

Table 1. Data Set for COTS Components 

Module COTS Alternative Cost Reliability Delivery Time 

    1 

1 14 0.89 2

2 12.5 0.90 3

3 15 0.86 2

2 1 13 0.88 3

2 11 0.98 4

3 20 0.87 1

4 13 0.88 4

3 1 16 0.87 2

2 16 0.91 2
 

Table 2. Data Set for In-House Components 

Module Alternatives 
ijt ijτ ijc ijπ  

    1 

1 8 0.05 5 0.002 

2 6 0.05 4 0.002 

3 7 0.05 4 0.002 

2 1 9 0.05 5 0.002 

2 5 0.05 2 0.002 

3 6 0.05 4 0.002 

4 5 0.05 3 0.002 

3 1 6 0.05 4 0.002 

2 5 0.05 3 0.002 

1f 2f lf

1m

2m

nm

A 
L 
T 
E 
R 
N 
A 
T 
I 
V 
E 
S 

Module   Module   Module 
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4.2.1   Assignment of Weights 

The assignment of weights is based on the expert’s judgment for the reliability and 
cost. Weights assigned for reliability and cost are 0.6 and 0.4 respectively. 

4.2.2   Minimum and Maximum level of Reliability and Cost 

Firstly, the triangular fuzzy reliability, and cost values are computed using fuzzy 
values of these parameters and then defuzzfied using Heilpern’ s defuzzfier. If the 
available reliability and cost are specified as TFN, then the aspiration and toler-
ance level  can be given as follows: 

Table 3. Aspiration and Tolerance level 

Delivery 
Time 

TFN Aspiration Level Tolerance  
Level 

12 (0.79,0.82,0.85)   (66,71,76)R C= = 0 00.82  71R C= = * *
0 00.78  76R C= =  

15 (0.990,0.995,0.999)   (60,64,68)R C= = 0 00.995   64R C= = * *
0 00.97   75R C= =  

17 (0.990,0.995,0.999)   (67,71,75)R C= = 0 00.995   71R C= = * *
0 00.97   75R C= =  

4.3   Optimization Model - I 

The problem is solved using software package LINGO, Thiriez [7]. Following  
solution is obtained. It can be seen from the table that from delivery time 12 to  
delivery time 15, there is a significant reduction in the cost and increase in the  
reliability. Therefore, solution at delivery time 15 can be considered as the best 
decision. 

Table 4. Solution of Optimization Model - I 

Delivery Time
COTS Components In-House  

Components 
Optimal Cost Optimal  

Reliability 
12 11 12 22 23 32, , , ,x x x x x  - 73.5 0.80 

15 12 13 24 32, , ,x x x x  22y  66.5 0.992 

17 12 13 23, ,x x x  22 32,y y  72.5 0.994 

4.4   Optimization Model – II 

Since the solution at delivery time 15 is considered to be the best solution, there-
fore the compatibility condition is checked for the same. We assume third alterna-
tive of first module is compatible with first and third alternatives of second  
module. 
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Table 5. Solution of Optimization Model - II 

Delivery 
Time 

COTS Components In-House  
Components 

Optimal  
Cost 

Optimal  
Reliability 

15 12 13 23 32, , ,x x x x  22y  73.5 0.992 

 
It is observed that due to the compatibility condition, third alternative of second 

module is chosen as it is compatible with third alternative of first module.  

5   Conclusion 

This paper presents fuzzy multi – objective approach to optimal decision “build-or-
buy” for component selection for a fault tolerant modular software system. The 
component selection problem is formulated as a multi-objective programming 
problem and fuzzy programming technique is used to provide a feasible solution. 
Optimization model I deals with the optimal selection of COTS components for a 
modular software system. In Optimization model II issue of compatibility amongst 
the alternatives of the modules is discussed. The model is illustrated with the nu-
merical example and it is observed that sensitivity to the model has also been per-
formed. We have observed that at shorter delivery times only COTS components 
were selected, as the delivery time increases the in- house components also get se-
lected. The optimal cost and reliability values are given in the numerical example.  
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Abstract. In this paper, we study a linear fractional programming problem in which
the objective function coefficients, technological coefficients and the right-hand-
side coefficients are fuzzy numbers. We present a vertex-following solution method
using a linear ranking function. In fact, the proposed method is similar to the simplex
method used for solving crisp linear fractional programming problems.

Keywords: Fuzzy numbers, linear fractional programming, ranking function, sim-
plex method.

1 Introduction

Mathematical programming finds an extensive use in facilitating managerial deci-
sion situations in a large number of domains. An important class of mathemati-
cal programming problems is fractional programming which deals with situations
where a ratio between physical and/or economical functions, is maximized (or min-
imized). There are certain decision situations that necessitate consideration of un-
certainties in working environment best captured by fuzzy set theory. The concept
of decision making in fuzzy environment was first proposed by Bellman and Zadeh
[2]. Subsequently, Tanaka et al. [18] made use of this concept in mathematical pro-
gramming. The use of fuzzy set theory concepts in fractional programming has been
discussed by many authors, e.g. Chakraborty and Gupta [4], Dutta et al. [7], Gupta
and Bhatia [8], Gupta and Mehlawat [9, 10], Luhandjula [11], Mehra et al. [13],
Pop and Stancu-Minasian [14], Ravi and Reddy [15], Schaible and Shi [16], Stancu-
Minasian and Pop [17].

Fuzzy fractional programming problem can be considered in different forms, that
is, it is possible that some coefficients of the problem in the objective function,
technological coefficients, the right-hand-side coefficients or decision variables are
fuzzy numbers. In this paper, we concentrate on a linear fractional programming
problem with fuzzy numbers in the objective function coefficients, technological
coefficients and the right-hand-side coefficients termed as fuzzy number linear frac-
tional programming problem (FNLFPP). We apply the concept of comparison of
fuzzy numbers by using a linear ranking function from the literature. We describe

K. Deep et al. (Eds.): Proceedings of the International Conference on SocProS 2011, AISC 130, pp. 1037–1049.
springerlink.com c© Springer India 2012
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basic feasible solution for the FNLFPP and establish optimality conditions. Using
these optimality conditions, we propose a simplex type method for solving such
problems.

This rest of the paper is organized as follows. In Section 2, we present some basic
definitions and notations along with some preliminary results to be used in subse-
quent sections. In Section 3, we discuss fuzzy number linear fractional programming
problem and present details of the solutions method to solve it. This section also de-
voted to a numerical illustration of the proposed solution method. In Section 4, we
present an extension of the solution approach developed in Section 3 to the case
of fuzzy variable linear fractional programming problem. Finally, some concluding
remarks are made in Section 5.

2 Definitions and Notations

First, we review the fundamental notions of fuzzy set theory, initiated by Bellman
and Zadeh [2], to be used in the subsequent sections (see also [6] or [17]).

Definition 1. Let X be the universal set. Ã is called a fuzzy set in X if Ã is a set of
ordered pairs

Ã = {(x,μÃ(x)) |x ∈ X},

where μÃ(x) is the membership function of x in Ã.

Remark 1. The membership of Ã specifies the degree of membership of element x
in fuzzy set Ã (in fact, μÃ shows the degree that x belongs to Ã).

Definition 2. The α-level set of Ã is the set

Ãα = {x ∈ R |μÃ(x)≥ α} ,

where α ∈ (0,1]. The lower and upper bounds of any α-level set Ãα are represented
by finite numbers inf

x∈Ãα
and sup

x∈Ãα

.

Definition 3. The support of a fuzzy set Ã is a set of elements in X for which μÃ(x)

is positive, that is, supp Ã = {x ∈ X |μÃ(x)> 0}.

Definition 4. A fuzzy set Ã is convex if

μÃ(λ x+(1−λ )y)≥ min{μÃ(x),μÃ(y)}, ∀ x ∈ X and λ ∈ [0,1].

A fuzzy number ã is a convex normalized fuzzy set on the real line R such that

1. there exist at least one x0 ∈ R with μã(x0) = 1.
2. μã(x0) is piecewise continuous.
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Among the various types of fuzzy numbers, triangular and trapezoidal fuzzy num-
bers are most commonly used.

Definition 5. Let ã = (aL,aU ,α,β ) denote the trapezoidal fuzzy number, where
[aL −α,aU +β ] is the support of ã and [aL,aU ] its modal set. (See Figure 1.)

Remark 2. We denote the set of all trapezoidal fuzzy numbers by F(R). If a = aL =
aU then we obtain a triangular fuzzy number, and we denote it by ã= (a,α,β ). (See
Figure 2.)

Fig. 1. Trapezoidal fuzzy number

Fig. 2. Triangular fuzzy number

Next, we define arithmetic on fuzzy numbers. Let ã = (aL,aU ,α,β ) and b̃ =

(bL,bU ,γ,θ ) be two trapezoidal fuzzy numbers. Let 0̃ = (0,0,0,0) denote the zero
trapezoidal fuzzy number. Then

x > 0, x ∈ R; x · ã = (xaL,xaU ,xα,xβ ) ,
x < 0, x ∈ R; x · ã = (xaU ,xaL,−xβ ,−xα) ,

ã+ b̃ = (aL + bL,aU + bU ,α + γ,β +θ ) ,
ã− b̃ = (aL − bU ,aU − bL,α −θ ,β − γ) .

We now consider ranking of fuzzy numbers. Many ranking methods can be found
in literature. Bass and Kwakernaak [1] are among the pioneers in this area. Bortolan
and Degani [3], Wang and Kerre [19] have reviewed different ordering methods. One
can refer to Chen and Hwang [5] for the description of various ordering methods.

Define a ranking function ℜ : F(R)→ R which maps each fuzzy number into the
real line, where a natural order exists.
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We define orders on F(R) by

ã ≥
ℜ

b̃ i f and only i f ℜ(ã)≥ ℜ(b̃), (1)

ã >
ℜ

b̃ i f and only i f ℜ(ã)> ℜ(b̃), (2)

ã =
ℜ

b̃ i f and only i f ℜ(ã) = ℜ(b̃), (3)

where ã and b̃ are in F(R). Also we write ã ≤
ℜ

b̃ if and only if b̃ ≥
ℜ

ã.

The following lemma is now immediate.

Lemma 1. Let ℜ be any linear ranking function. Then

1. ã ≥
ℜ

b̃ iff ã− b̃ ≥
ℜ

0 iff −b̃ ≥
ℜ
−ã.

2. if ã ≥
ℜ

b̃ and c̃ ≥
ℜ

d̃, then ã+ c̃ ≥
ℜ

b̃+ d̃.

We restrict our attention to linear ranking functions, that is, a ranking function ℜ
such that

ℜ(kã+ b̃) = kℜ(ã)+ℜ(b) (4)

for any ã and b̃ belonging to F(R) and any k ∈ R.
In this paper, we use the following criteria for comparison of trapezoidal fuzzy

numbers by using a linear ranking function discussed in [5]

ℜ(ã) =
∫ 1

0
(inf ãα + sup ãα)dα. (5)

which reduces to

ℜ(ã) = aL + aU +
1
2
(β −α). (6)

For trapezoidal fuzzy numbers ã and b̃, we have

ã ≥
ℜ

b̃ if and only if aL + aU +
1
2
(β −α)≥ bL + bU +

1
2
(θ − γ). (7)

3 Fuzzy Number Linear Fractional Programming

A fuzzy number linear fractional programming problem (FNLFPP) is stated as
under

max z̃ =
ℜ

c̃t x+ c̃0

d̃t x+ d̃0

sub ject to

Ãx =
ℜ

b̃

x ≥ 0
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where ‘=
ℜ

’ mean equality with respect to the ranking function ℜ, Ã = (ãi j)m×n,

c̃ = (c̃1, c̃2, . . . , c̃n)
t , d̃ = (d̃1, d̃2, . . . , d̃n)

t , b̃ = (b̃1, b̃2, . . . , b̃m)
t , x = (x1,x2, . . . ,xn)

t ,
c̃0, d̃0 are scalars and ãi j, b̃i, c̃ j, c̃0, d̃0 ∈ F(R) for i = 1,2, . . . ,m, j = 1,2, . . . ,n.

Definition 6. Any x which satisfies the set of constraints of FNLFPP is called a
feasible solution. Let S be the set of all feasible solutions of FNLFPP. We say x∗ ∈ S

is an optimal feasible solution for FNLFPP if
c̃t x∗+ c̃0

d̃t x∗+ d̃0
≥
ℜ

c̃t x+ c̃0

d̃t x+ d̃0
for all x ∈ S.

Definition 7. We say that the real number a corresponds to the fuzzy number ã, with
respect to a given linear ranking function ℜ, if a = ℜ(ã).

3.1 Solution Method for FNLFPP

We rewrite FNLFPP as

max z̃ =
ℜ

c̃tx+ c̃0

d̃t x+ d̃0
=
ℜ

(c̃t
BxB + c̃t

NxN)+ α̃
(d̃t

BxB + d̃t
NxN)+ β̃

sub ject to

Ãx =
ℜ

b̃,

x ≥ 0,

with the additional assumption that the d̃tx+ d̃0 >
ℜ

0̃ for all feasible solutions and

the domain of feasible solutions S = {x | Ãx =
ℜ

b̃,x ≥ 0} represents a regular set.

• Fuzzy basic feasible solution
Consider the system Ãx =

ℜ
b̃ and x ≥ 0. Let A = [ai j]m×n = [ℜ(ãi j)] = ℜ(Ã). As-

sume rank(A)=m. Partition A as [B,N] where B, m×m, is nonsingular. It is obvious
that rank(B) = m and B = ℜ(B̃), where B̃ is the fuzzy matrix in Ã corresponding to
B. The solution x = (xt

B,x
t
N)

t where

xB = (xB1 ,xB2 , . . . ,xBm)
t = B−1b, xN = 0

is a basic solution of Ax = b, where b = ℜ(b̃). If xB ≥ 0, then x is called a BFS of
FNLFPP. Here B is called the basis matrix and N is called the non-basis matrix. The
components of xB are called basic variables, and the components of xN are called
non basic variables. If xB > 0, then x is called a non degenerate BFS, and if atleast
one component of xB is zero, then x is called a degenerate BFS.

Let xB be the initial BFS such that

BxB = b or xB = B−1b, xB ≥ 0, xN = 0

where b = ℜ(b̃), B = (b̃1, b̃2, . . . , b̃m) = (ℜ(b̃1),ℜ(b̃2), . . . ,ℜ(b̃m)). Further let

z̃1 =
ℜ

c̃t
BxB + c̃0 and z̃2 =

ℜ
d̃t

BxB + d̃0
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where c̃t
B and d̃t

B are the vectors having their components as the fuzzy numbers
associated with the basic variables in the numerator and the denominator of the
objective function respectively. In addition, we assume that for this BFS.

y j = B−1a j, z̃1
j =ℜ

c̃t
By j and z̃2

j =ℜ
d̃t

By j

are known for every column a j of A not in B.
We now wish to examine the possibility of finding another BFS with improved

value of z̃ =
ℜ

z̃1

z̃2 . We shall confine our attention to those basic feasible solutions in

which only one column of B is changed. Now if the new basic feasible solution is
denoted by x̂B, then x̂B = B̂−1b where B̂ = (b̂1, b̂2, . . . , b̂m) i.e. a new nonsingular
matrix obtained from B by removing one of its column, say, br, and replacing it by
a j. The column of the new matrix B̂ are given by

b̂i = b̃i(i �= r) and b̂r = a j .

We obtain the value of the new basic variables in terms of the original ones and the
yi j, as

x̂Bi = xBi − xBr(yi j/yr j), (i �= r),

x̂Br = xBr/yr j = θ (say)

where a j =
m
∑

i=1
yi jbi. Since we are interested in finding a new BFS with an improved

value of the objective function, we must determine whether ‘z̃’ is improved or not.

The value of the objective function for the original BFS is z̃ =
ℜ

z̃1

z̃2 . Let the new value

of the objective function be ˜̄z =
ℜ

˜̄z1

˜̄z2 .

Now we have ˜̄z1
=
ℜ

z̃1 +θ (c̃ j − z̃1
j) and ˜̄z2

=
ℜ

z̃2 +θ (d̃ j − z̃2
j)

where z̃1
j and z̃2

j corresponds to the original BFS. The value of the objective function
will improve if

˜̄z >
ℜ

z̃, or
z̃1 +θ (c̃ j − z̃1

j)

z̃2 +θ (d̃ j − z̃2
j)

>
ℜ

z̃1

z̃2

or
z̃1 +θ (c̃ j − z̃1

j)

z̃2 +θ (d̃ j − z̃2
j)
− z̃1

z̃2 >
ℜ

0̃ ,

z̃2(z̃1 +θ (c̃ j − z̃1
j))− z̃1(z̃2 +θ (d̃ j − z̃2

j))>ℜ
0̃,

(z̃2,˜̄z2
are positive, since the denominator of the objective function is positive for all

feasible solutions)
or

z̃2(c̃ j − z̃1
j)− z̃1(d̃ j − z̃2

j)>ℜ
0̃



A Solution Procedure for a Linear Fractional Programming Problem 1043

(θ being positive in the non degenerate cases; if θ = 0 ˜̄z =
ℜ

z̃).

Let Δ̃ j =
ℜ

z̃2(z̃1
j − c̃ j)− z̃1(z̃2

j − d̃ j)<
ℜ

0̃.

Now Δ̃ j is less than zero if

Case 1. z̃2
j − d̃ j >

ℜ
0̃ and (z̃1

j − c̃ j)/(z̃2
j − d̃ j)<

ℜ
z̃1/z̃2.

Case 2. z̃2
j − d̃ j <

ℜ
0̃ and (z̃1

j − c̃ j)/(z̃2
j − d̃ j)>

ℜ
z̃1/z̃2.

Case 3. z̃2
j − d̃ j =

ℜ
0̃ and (z̃1

j − c̃ j) =
ℜ

0̃.

We conclude that given a BFS xB = B−1b, if for any column a j in A but not in
B, Δ̃ j <

ℜ
0̃ holds and if atleast one yi j > 0 (i = 1,2, . . . ,m) then it is possible to

obtain a new BFS by replacing one of the column in B by a j and the new value of
the objective function satisfies ˜̄z ≥

ℜ
z̃. But if yi j ≤ 0, then the optimal objective is

unbounded.
The solution method described as above is summarized in the form of the fol-

lowing theorems. Proof of these theorems follows on similar lines as in [12] and are
hence omitted.

Theorem 1. If in a simplex table, an � exists such that Δ̃� =
ℜ

z̃2(z̃1
� − c̃�)− z̃1(z̃2

� −
d̃�) <

ℜ
0̃ and there exists a basic index i such that yi� > 0, then a pivoting row r

can be found so that pivoting on yr� will yield a BFS with a corresponding non
decreasing fuzzy objective value.

Theorem 2. Assume that FNLFPP is non degenerate. A BFS xB = B−1b, xN = 0 is
an optimal solution to FNLFPP if and only if Δ̃ j ≥

ℜ
0̃ for all

1 ≤ j ≤ n.

Theorem 3. If for any BFS to the FNLFPP there is some column, say, � not in basis
for which Δ̃� <

ℜ
0̃ and yi� ≤ 0, i = 1,2, . . . ,m, then the FNLFPP has an unbounded

solution.

• Step-wise algorithm to solve the FNLFPP
A detailed step-wise algorithm is presented here to solve the FNLFPP under the

assumption that currently we have a fuzzy basic feasible solution with basis B.

1. The basic feasible solution is given by xB = B−1b and xN = 0. The fuzzy objec-

tive value is z̃ =
ℜ

z̃1

z̃2 .

2. Calculate Δ̃ j =
ℜ

z̃2(z̃1
j − c̃ j)− z̃1(z̃2

j − d̃ j) ,1 ≤ j ≤ n. If Δ̃ j ≥
ℜ

0̃ for all 1 ≤ j ≤ n,

then stop. The current solution is optimal. But if Δ̃ j <
ℜ

0̃ for at least one j, then

an � exists such that Δ̃� =
ℜ

min Δ̃ j
j=1,...,n

and go to step 3.
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3. If yi� ≤ 0, then stop. The problem is unbounded. Otherwise, find an index r
corresponding to a basic variable xBr , leaving the basis as follows:

xBr

yr�
= min

i=1,...,m
{xBi

yi�
: yi� > 0}.

4. Pivot on yr� and update the simplex tableau. Go to step 2.

3.2 Numerical Illustration

In this section, we present an illustration of the proposed method. We solve an
FNLFPP using the proposed solution method.

max z̃ =
ℜ

(5,8,2,5)x1 +(3,5,1,2)x2

(5,8,2,5)x1 +(2,4,1,2)x2 +(1,2,1,1)
sub ject to

(1,2,1,1)x1 +(2,3,1,1)x2 ≤
ℜ
(5,8,2,6)

(2,3,1,1)x1 +(1,1,1,1)x2 ≤
ℜ
(4,5,1,3)

x1,x2 ≥ 0

It may be noted that each fuzzy number used in the above problem is a trapezoidal
fuzzy number. Applying the ranking function (6), we can write the constraints of
the FNLFPP in the standard form as under:

3x1 + 5x2 + x3 = 15

5x1 + 2x2 + x4 = 10

x1,x2,x3,x4 ≥ 0

where x3 and x4 are slack variables. The first feasible simplex table is as follows:

Table 1. Simplex method iteration-I

c̃ j → (5,8,2,5) (3,5,1,2) 0̃ 0̃

d̃ j → (5,8,2,5) (2,4,1,2) 0̃ 0̃

d̃B c̃B xB x1 x2 x3 x4

0̃ 0̃ x3 = 15 3 5 1 0

0̃ 0̃ x4 = 10 5 2 0 1

z2 = ℜ(z̃2) = 3 z1 = ℜ(z̃1) = 0 z = ℜ(z̃) = 0

z̃1
j − c̃ j (−8,−5,5,2) (−5,−3,2,1) 0̃ 0̃

z̃2
j − d̃ j (−8,−5,5,2) (−4,2,2,1) 0̃ 0̃

Δ j = ℜ(Δ̃ j) −43.5 −25.5 0 0

Since (Δ1,Δ2) = (R(Δ̃1),R(Δ̃2)) = (−43.5,−25.5), then x1 enters the basis and the
leaving variable is x4. The new table is
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Table 2. Simplex method iteration-II

c̃ j → (5,8,2,5) (3,5,1,2) 0̃ 0̃

d̃ j → (5,8,2,5) (2,4,1,2) 0̃ 0̃

d̃B c̃B xB x1 x2 x3 x4

0̃ 0̃ x3 = 9 0
19
5

1 −3
5

(5,8,2,5) (5,8,2,5) x1 = 2 1
2
5

0
1
5

z2 = ℜ(z̃2) = 32 z1 = ℜ(z̃1) = 29 z = ℜ(z̃)

=
29
32

z̃1
j − c̃ j (-3,3,7,7)

(
−3,

1
5
,

14
5
,3

)
0̃

(
1,

8
5
,

2
5
,1

)
z̃2

j − d̃ j (-3,3,7,7)

(
−2,

6
5
,

14
5
,3

)
0̃

(
1,

8
5
,

2
5
,1

)
Δ j = ℜ(Δ̃ j) 0

−661
10

0
87
10

Now, from (Δ2,Δ4) = (R(Δ̃2),R(Δ̃4)) = (−66.1,8.7), then x2 enters the basis and
the leaving variable is x3. The new table is

Table 3. Simplex method iteration-III

c̃ j → (5,8,2,5) (3,5,1,2) 0̃ 0̃

d̃ j → (5,8,2,5) (2,4,1,2) 0̃ 0̃

d̃B c̃B xB x1 x2 x3 x4

(2,4,1,2) (3,5,1,2) x2 =
45
19

0 1
5
19

−3
19

(5,8,2,5) (5,8,2,5) x1 =
20
19

1 0
−2
19

5
19

z2 = ℜ(z̃2) z1 = ℜ(z̃1) z = ℜ(z̃)

=
1279
38

=
1345

38
=

1345
1279

z̃1
j − c̃ j (-3,3,7,7) (-2,2,3,3)

(−1
19

,
15
19

,
15
19

,
14
19

)(
10
19

,
31
19

,
16
19

,
28
19

)
z̃2

j − d̃ j (-3,3,7,7) (-2,2,3,3)

(−6
19

,
10
19

,
15
19

,
14
19

)(
13
19

,
34
19

,
16
19

,
28
19

)
Δ j = ℜ(Δ̃ j) 0 0

25118
1442

−22344
1442
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Since, (Δ3,Δ4) = (R(Δ̃3),R(Δ̃4)) =

(
25118
1444

,
−22344

1444

)
, therefore, x4 enters the ba-

sis and the leaving variable is x1. The new table is

Table 4. Simplex method iteration-IV

c̃ j → (5,8,2,5) (3,5,1,2) 0̃ 0̃

d̃ j → (5,8,2,5) (2,4,1,2) 0̃ 0̃

d̃B c̃B xB x1 x2 x3 x4

(2,4,1,2) (3,5,1,2) x2 = 3
3
5

1
1
5

0

0̃ 0̃ x4 = 4
19
5

0
−2
5

1

z2 = ℜ(z̃2) z1 = ℜ(z̃1) z = ℜ(z̃)

=
45
2

=
51
2

=
51
45

z̃1
j − c̃ j

(−31
5

,−2,
28
5
,

16
5

)
(−2,2,3,3)

(
3
5
,1,

1
5
,

2
5

)
0̃

z̃2
j − d̃ j

(−34
5

,
−13

5
,

28
5
,

16
5

)
(−2,2,3,3)

(
2
5
,

4
5
,

1
5
,

2
5

)
0̃

Δ j = ℜ(Δ̃ j)
588
10

0
51
10

0

Now, (Δ2,Δ4) = (R(Δ̃2),R(Δ̃4)) =

(
633
10

,
51
10

)
> 0, and Δ̃3 =

ℜ
Δ̃1 =

ℜ
0̃.

The optimality condition of Theorem 2 is satisfied. Therefore the current basis is

optimal. The optimal solution is x∗1 = 0, x∗2 = 3 and z∗ = ℜ(z̃∗) =
25.5
22.5

= 1.133.

4 Fuzzy Variable Linear Fractional Programming Problem

A fuzzy variable linear fractional programming problem (FVLFPP) is defined as
follows:

max z̃ =
ℜ

ct x̃+ c0

dt x̃+ d0
sub ject to

Ax̃ =
ℜ

b̃,

x̃ ≥
ℜ

0̃ ,

where b̃ ∈ (F(R))m, A ∈ Rm×n, c,d ∈ Rn, c0,d0 are scalars, and x̃ ∈ (F(R))n.
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Definition 8. We say that fuzzy vector x̃ ∈ (F(R))n is a fuzzy feasible solution to
FVLFPP if x̃ satisfies constraints of the problem. Let S be the set of all fuzzy feasible
solutions of FVLFPP. We say x̃∗ ∈ S is a fuzzy optimal solution for FVLFPP if

ct x̃∗+ c0

dt x̃∗+ d0
≥
ℜ

ct x̃+ c0

dt x̃+ d0
f or all x ∈ S .

Let A = [ai j]m×n. Assume rank(A) = m. Partition A as [B N] where B, m×m , is
nonsingular. It is obvious that rank(B) = m. Let y j be the solution to By = a j. It is
apparent that the basic solution

x̃B = (x̃B1 , x̃B2 , . . . , x̃Bm)
t =

ℜ
B−1b̃, x̃N =

ℜ
0̃

is a solution of Ax̃ =
ℜ

b̃. We call x̃, accordingly partitioned as (x̃t
B x̃t

N)
t , a fuzzy basic

solution corresponding to basis B. If x̃B ≥
ℜ

0̃, then x̃ is called fuzzy basic feasible

solution (FBFS) of the system. If xB >
ℜ

0̃ then x̃ is called a non-degenerate FBFS,

and if atleast one component of x̃B is zero, then x̃ is called a degenerate FBFS.

Theorem 4. Assume that the FVLFPP is non-degenerate. A fuzzy basic feasible
solution x̃B =

ℜ
B−1b̃, x̃N =

ℜ
0̃ is optimal to FVLFPP if and only if Δ̃ j ≥

ℜ
0̃ for all

j,1 ≤ j ≤ n.

• Step-wise algorithm to solve the FVLFPP
A detailed step-wise algorithm is presented here to solve the FVLFPP under the

assumption that currently we have a fuzzy basic feasible solution with basis B.

1. The basic feasible solution is given by x̃B = B−1b and x̃N = 0̃. The fuzzy objec-

tive value is z̃ =
ℜ

z̃1

z̃2 .

2. Calculate Δ̃ j =
ℜ

z̃2(z̃1
j − c̃ j)− z̃1(z̃2

j − d̃ j) ,1 ≤ j ≤ n. If Δ̃ j ≥
ℜ

0̃ for all 1 ≤ j ≤ n,

then stop. The current solution is optimal. But if Δ̃ j <
ℜ

0̃ for at least one j, then

an � exists such that Δ̃� =
ℜ

min Δ̃ j
j=1,...,n

and go to step 3.

3. If yi� ≤ 0, then stop. The problem is unbounded. Otherwise, find an index r
corresponding to a basic variable x̃Br , leaving the basis as follows:

xBr

yr�
= min

i=1,...,m
{xBi

yi�
: yi� > 0},

where xBi = ℜ(x̃Bi).
4. Pivot on yr� and update the simplex tableau. Go to step 2.

5 Concluding Remarks

We considered a linear fractional programming problem in which the objective func-
tion coefficients, technological coefficients and the right-hand-side coefficients are
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fuzzy numbers and introduced the concept of fuzzy basic feasible solution for the
problem. Applying the optimality conditions for the non-degenerate problem, we
proposed a new algorithm using a linear ranking function for comparison of fuzzy
numbers. The proposed solution method is similar to the simplex method for solv-
ing crisp linear fractional programming problem. The presented solution method
allows the use of linear fuzzy sets, however, for nonlinear membership functions it
is necessary to use numerical methods to obtain linear approximations.
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Abstract. A new technique for discrimination between Parkinsonian tremor and 
essential tremor is investigated in this paper. The method is based on spectral 
analysis of both accelerometer and surface EMG signals with neural networks. 
The discrimination system consists of two parts: feature extraction part and 
classification (distinguishing) part. The feature extraction part uses the method of 
approximate spectral density estimation of the data by implementing the wavelet-
based soft decision technique. In the classification part, a machine learning 
approach is implemented using back-propagation supervised neural network. The 
data has been recorded for diagnostic purposes in the Department of Neurology of 
the University of Kiel, Germany.  Two sets of data are used. The training set, 
which consists of 21 essential-tremor (ET) subjects and 19 Parkinson-disease (PD) 
subjects, is used to obtain the important features used for distinguishing between 
the two subjects.  The test data set, which consists of 20 ET and 20 PD subjects, is 
used to test the technique and evaluate its performance.  

Keywords: Wavelet-Decomposition, Soft-Decision Technique, Parkinsonian 
Tremor, Essential Tremor, EMG, Accelerometer, Artificial Neural Networks. 

1   Introduction 

Essential tremor (ET) and the tremor in Parkinson's disease (PD) are the two most 
common pathological tremor forms encountered in clinical neurology [1]. 
Differential diagnosis between the two tremors is usually achieved clinically. But 
there is a certain overlap in the clinical presentation between the two diseases that 
can make the differentiation on purely clinical grounds difficult [2]. In such cases, 
functional imaging of the dopaminergic deficit as the hallmark of PD is considered 
the diagnostic gold standard [3-4]. However, this requires SPECT (Single Photon 
Emission Computer Tomography) technology, injection of a radioactivity-labeled 
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dopamine transporter ligand into the patients (DAT-Scan), and needs a 
considerable amount of time. Thus more readily available and easier diagnostic 
tests are desirable [5]. Spectral analysis of tremor time-series recorded by 
accelerometry and surface EMG is a common approach [6]. It has proven useful to 
distinguish between physiological and pathological tremor [7], but is not superior 
to the clinical assessment in the distinction of ET from PD in its present form [8].  
Therefore methods beyond the standard spectral analysis of the recorded tremor 
time-series have been applied to safely separate ET and PD [9-14]. A new 
approach of spectral analysis is investigated in [15]. This approach is based on a 
soft-decision wavelet-decomposition technique and it succeeds in obtaining 85% 
accuracy of discrimination of ET from PD.  In this paper the wavelet-based soft-
decision approach is combined with a neural network. The organization of the 
paper is as follows: 

In section 2, both the trial data and test data are described. Section 3 contains 
the main idea of the soft-decision wavelet-based technique. The results of its 
implementation on test data using neural networks and discussion of the results are 
given in section 4. Conclusions are given in section 5. 

2   Data 

In this study, a total of 39 PD and 41 ET subjects were analyzed. The training set 
consists of 21 ET and 19 PD subjects, while the test set consists of 20 ET and 20 
PD subjects. The mean age, sex and disease duration of the PD patients were 
compared with the ET patients for the trial and test data in Tables 1 & 2, 
respectively. 

Table 1. Description of trial data of both PD and ET subjects 

 PD ET 
Number of 

Patients 
19 21 

Mean Age 
(Range) 

64.54 (40-90) Years 
63.24 (27-94) 

Years  
Gender 

(Male/Female) 
11/8 12/9 

Mean  
Disease 
Duration 

16.4 Years 34 Years 
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Table 2. Description of test data T of both PD and ET subjects 

 PD ET 
Number of 

Patients 
20 20 

Mean Age 
(Range) 

68.22 (52-85) Years 
64.52 (32-86) 

Years  
Gender 

(Male/Female) 
12/8 11/9 

Mean Disease 
Duration 

15.3 Years 29 Years 

 

A piezoelectric accelerometer of about 2g was fixed to the dorsum of the more 
affected hand (selected clinically) in the middle of the third metacarpal bone, and 
bipolar surface-EMG recordings with silver-silver-chloride electrodes from 
forearm flexors (EMG1) and extensors (EMG2) were taken. All data were 
sampled at 800 Hz. The EMG was band-pass filtered between 50 and 350 Hz and 
full-wave rectified. The relatively high sampling frequency was useful for the 
EMG recordings as within the bursts there are frequency components up to 350 
Hz and can only be fully picked up with such a sampling frequency to satisfy the 
Nyquist theorem. 

3   Soft-Decision Wavelet-Decomposition 

3.1   Wavelet-Decomposition 

The block-diagram of a one-stage wavelet-decomposition is shown in Fig.1.  
 

 

Fig. 1. A Single Stage of Wavelet Decomposition 

The input signal x(n) of length-N is first filtered by low-pass (LPF) and high-
pass (HPF) filters and then down-sampled by a factor of 2 to produce both the 
"approximation" a(n) and the "details" d(n). Assuming Hadamard-filters are used, 
a(n) and d(n) can be obtained by:  
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If there is no information about the energy distribution of the input sequence, a 
band-selection algorithm [16] can be used to decide (as a hard decision) which 
band is to be computed or kept for more processing. This method depends on the 
energy comparison between the low- and high-frequency subsequences after the 
down sampling in Fig.1.  
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According to the sign of B, the decision is taken: If B is positive, the low-
frequency band is considered, and if B is negative, the high-frequency band is 
considered. Since we are not interested in the value of B, but only in its sign, a 
more-simpler equation than Eq.2 can be obtained approximately as [17]: 
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3.2   Soft-Decision Algorithm 

The soft-decision algorithm can be summarized in the following steps: 

1) The one stage decomposition (Fig.1) is computed with all branches up to a 
certain pre-selected stage. 

2) All estimator results up to this stage are stored, and their outputs are given a 
probabilistic interpretation by assigning a probability measure to each path.  

3) If J(L) is the assigned probability of the input signal being primarily low- 
pass, the number J(H) = 1- J(L) is the probability that the signal is primarily 
high-pass.  

At the following stage, the resulting estimate can be interpreted as the conditional 
probability of the new input sequence containing primarily low (high) frequency 
components, given that the previous branch was predominantly low (high)-pass. 
Using this reasoning and laws of probability, the assignments for the probability 
measure of the resulting subbands should be made equal to the product of the 
previous branch probability and the conditional probability estimated at a given 
stage (see Fig.2). The above probabilities derived from the estimator outputs may 
be interpreted themselves as a coarse measurement of the power spectral density 
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[17]. The higher the probability value of a particular band, the higher is its power-
spectral content! So, after m-stage decomposition, a staircase approximation of the 
PSD is obtained, when the 2m probabilities are plotted. For m=8, 256-subbands are 
resulted, each covering 400/256 Hz of the spectrum (0-400) Hz.  

4   The Artificial Neural Networks 

Before discussing the classification network used in this work, let us define the 
key features used in classification. The power spectral density of the first 16 bands 
out of 256 bands of Accelerometer, EMG1 and EMG2 signals is used as key 
features of the neural network.  The selection of the 16 bands was on a prior 
information that the frequency of both tremors and their important harmonics are 
allocated in those bands.  
 

 
Fig. 2. The Soft-Decision Algorithm 

4.1   Supervised Neural Network 

In supervised learning, the training input data is composed of feature vector and 
the corresponding target output values. This approach is commonly described as 
learning with a teacher, since the desired output of a given input vectors is known 
and used during the learning process. The implementation of the supervised 
classification network is done according to the following two steps: 

4.1.1   Training Stage of the Supervised ANN 

A neural network of the type feed-forward back-propagation [18] (referred to as a 
multi-layer perceptron) is used in this approach. This network consists of three 
layers. The first layer (input layer) accepts 16 input signals (B1 to B16) from the  
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outside world and redistributes these signals to all neurons in the second layer. 
Actually, the input layer does not include computing neurons. The second layer 
(hidden layer) with a size of (3, 1) has three hyperbolic tangent sigmoid "tansig" 
neurons. The selection of "tansig" neurons was due to the nature of the difference 
of input features (PSD of the 16 bands) between the two classes (PD and ET) 
under investigation. Any PSD value is located between a maximum and a 
minimum, which can be easily simulated by a "tansig" function. The Neurons in 
the hidden layer detect the features; the weights of the neurons represent the 
features hidden in the input patterns. These features are then used by the third 
layer (output layer) in determining the output pattern. This third layer has one 
linear "purelin" neuron in our approach since the output is one out of two cases 
(PD or ET). The whole network has a single output that corresponds to one out of 
the two types under classification (ET or PD). The features extracted are the 
outputs of the properly designed hidden layer. 

Fig.3 shows the three-layer back-propagation neural network used in the 
training. Since the neural network needs large set of data for training, a 2000 data 
set (1000 PD and 1000 ET) is simulated randomly to satisfy the spectral ranges of 
the 16 bands obtained from 21 ET and 19 PD (the original training data). Any new 
data is simulated by assignments of 16 PSD values corresponding to the 16 
frequency bands in such a way that the PSD of any region is selected randomly 
between the minimum PSD and the maximum PSD of that region in the original 
set of data. The assigned PSD value is a random number having a mean value 
equals the average between the minimum PSD and the maximum PSD and a 
standard deviation with 10% to 20% of the maximum PSD. 

4.1.2   Testing Stage of the Supervised ANN 

At this stage the power spectral densities of the test data (1000 ET and 1000 PD), 
simulated randomly to satisfy the spectral ranges of the 16 bands obtained from 20 
ET and 20 PD subjects (of the original test data set), are fed to the 16 inputs of the 
neural network. The assumed output is either 1 for PD or 2 for ET. In this work, 
binary classification is considered, e.g. classification between two different cases, 
positive (PD) and negative cases (ET). The performance of a classifier is 
evaluated by three main metrics: Specificity, Sensitivity and Accuracy as follows 
[19]:  

                           100.(%) 
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=                             (4) 
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where the entities in the above equations are defined in confusion matrix shown in 
Table 3, and T is the total number of data under test.  

Table 3. The Confusion Matrix 

 Predicted Class a 
Actual Class a Positive (P) Negative (N) 

Positive (P) TP FN 
Negative (N) FP TN 

 

aPositive = PD, Negative = ET, T=True, F=False 

Results are shown in Tables 4 and 5 using each signal (Accel., EMG1, EMG2) 
individually and using all three signals with 48-inputs to the neural network . In 
Table 5, the training and testing sets are interchanged to test the consistency of the 
algorithm and its data independency. 

Table 4. Results obtained from test data 

Signal Specificity Sensitivity Accuracy 
Accel. 59% 70.6% 64% 
EMG1 98.5% 98.3% 98.4% 
EMG2 55.2% 95.6% 75.4% 

All Signals 88.2% 95% 91.6% 

Table 5. Results obtained from training data 

Signal Specificity Sensitivity Accuracy 
Accel. 85.8% 86.9% 86.3% 
EMG1 80% 89.6% 84.8% 
EMG2 92.5% 76.9% 84.7% 

All Signals 94.9% 94% 94.4% 
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Fig. 3. The Artificial Neural Network Structure 

5   Conclusions 

A new identification method for PD from ET subjects is investigated. The method 
is based on the soft-decision wavelet-decomposition power spectral estimation and 
neural network. The first 16-bands out of 256 bands are used to represent the 
power-spectral density that forms the classification features. The accuracy of 
classification approaches 91.6% and 94.4% by testing the designed supervised 
neural network on test data set and training data set, respectively.  In brief, the 
technique used in this paper, is a complete distinguishing system between ET and 
PD, that is data-independent, simple, efficient with automatic results. 
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Abstract. Feistel cipher based cryptographic algorithms like DES are very
hard for the cryptanalysts as their internal structures are based on high non-
linearity and low autocorrelation. It has been shown that the traditional and
brute-force type attacks are insignificant for the cryptanalysis of this type of
algorithms. Swarm intelligence is an exciting new research field and shown
their effectiveness, robustness to solve a wide variety of complex problems.
Therefore, in this paper, Binary Particle Swarm Optimization (BPSO) strat-
egy is used for cryptanalysis of DES symmetric key cryptographic algorithm.
The reported results show that it is very promising to solve block cipher based
cryptographic optimization problem through meta heuristic techniques.

Keywords: Meta Heuristics, Particle swarm optimization, Data Encryption
Standard, Cryptanalysis, Evolutionary computation.

1 Introduction

Swarm Intelligence is a meta-heuristic method in the field of artificial intelli-
gence that is used to solve optimization problems. It is based on the collective
behavior of social insects, flocks of birds, or schools of fish. However, a swarm
can be considered as any collection of interacting agents or individuals. These
animals can solve complex tasks without centralized control.

Researchers have analyzed such behaviors and designed algorithms that
can be used to solve combinatorial and numerical optimization problems
in many science and engineering domains. Previous research [16, 8, 12] has
shown that algorithms based on Swarm Intelligence have great potential. The
algorithms that have emerged in recent years include Ant Colony Optimiza-
tion (ACO) [16] based on the foraging behavior of ants, and Particle Swarm
Optimization (PSO) [8] based on the behaviors of bird flocks and fish schools.

Particle Swarm Optimization is one of the stochastic optimization tech-
nique and in this paper it is used for cryptanalysis of a feistel cipher based
algorithm. The main reason for using PSO here is its global solution finding
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property, without any need to give initial approximation to unknown parame-
ters. Particle Swarm optimization (PSO) technique is considered as one of the
modern heuristic algorithms for optimization introduced by James Kennedy
and Eberhart in 1995 [8]. It is based on the social behavior metaphor [8]. It is
a population based optimization technique, which is sometimes regarded as
an alternative tool to Genetic Algorithm (GAs) and other Evolutionary Algo-
rithms (EAs) and gained a lot of attention in the recent years. As compared
to EAs, PSO is a stochastic search technique with reduced memory require-
ment, computationally effective and easier to implement. Also PSO has a
more global searching ability at the beginning of the run and has greater
local search ability near the end of the run [1].

Cryptanalysis is the study of methods for obtaining the meaning of en-
crypted information. The aim of this paper is to use PSO and its variant
Binary PSO for cryptanalysis of Feistel-cipher based cryptosystems. More
specifically, in this paper, Binary PSO is applied for finding some missing
bits of the key of data encryption standard (DES) symmetric key crypto-
graphic algorithm for four rounds. Furthermore, a comparative study also
carried out for Binary PSO and PSO in terms of efficiency and accuracy.

The rest of the paper is organized as follows: In Section 2, PSO algorithm
is briefly described. In section 3, DES cryptosystem and differential crypt-
analysis are briefly reviewed and the optimization problem is formulated. The
experimental results are reported in section 4. Finally, in section 5, conclu-
sions are derived and directions for future work are suggested.

2 Brief Overview of Particle Swarm Optimization

The field of nature-inspired metaheuristics is mostly constituted by the evolu-
tionary algorithms [comprising of GAs, EP, ESs, differential evolution (DE),
and so on] as well as the swarm intelligence algorithms [e.g., ant colony op-
timization (ACO) [6], particle swarm optimization (PSO) [8] and bacterial
foraging optimization (BFO) [11]]. From the aforementioned algorithms, in
this paper, Binary version of PSO is used for cryptanalysis of four-rounded
DES.

Particle Swarm optimization (PSO) technique is considered as one of the
modern heuristic algorithms for optimization introduced by James Kennedy
and Eberhart in 1995 [8]. The idea behind PSO is based on the simula-
tion of the social behavior of bird flock and fish schools. PSO is a swarm
intelligence method for global optimization problems. It differs from well-
known evolutionary algorithms as in evolutionary algorithms a population
of potential solutions is used to probe the search space, but no operators,
inspired by evolution procedures, are applied on the population to generate
new promising solutions. Instead in PSO, each individual, namely particle, of
the population, called swarm, adjusts its trajectory towards its own previous
best position (pbest), and towards the previous best position of any member
of its topological neighborhood (gbest). Two variants of the PSO have been
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developed, one with a global neighborhood and the other with a local neigh-
borhood. According to the global variant, each particle moves towards its
best previous position and towards the best particle in the whole swarm. On
the other hand, in the local variant, each particle moves towards its best pre-
vious position and towards the best particle in its restricted neighborhood.
Working of PSO may be briefly described as under:

Suppose the search space is D-dimensional, then the ith particle of the
swarm can be represented by aD-dimensional vector,Xi = (xi1, xi2, ..., xiD)T .
The velocity (position change) of this particle can be represented by another
D-dimensional vector Vi = (vi1, vi2, ..., viD)T . The best previously visited po-
sition of the ith particle is denoted as Pi = (pi1, pi2, ..., piD)T . Defining g
as the index of the best particle in the swarm, the swarm is manipulated
according to the following two equations:

Velocity Update Equation:

vid = vid + c1r1(pid − xid) + c2r2(pgd − xid) (1)

Position Update Equation:

xid = xid + vid (2)

where d = 1, 2, ..., D; i = 1, 2, ..., S, where S is the size of the swarm; c1 and
c2 are constants, called cognitive and social scaling parameters respectively
(usually, c1 = c2; r1, r2 are random numbers, uniformly distributed in [0,
1]). Equations (1) and (2) define the initial version of PSO algorithm. A
constant, V max, was used to arbitrarily limit the velocities of the particles
and improve the resolution of the search. The pseudo code of PSO is shown
below:

Algorithm PSO:
for t= 1 to the max. bound of the number on iterations do
for i=1 to the swarm size do
for d=1 to the problem dimensionality do
Apply the velocity update equation:
Update Position

end for
Compute fitness of updated position;
if Needed then
update historical information for Pi and Pg;

end if
end for
Terminate if Pg meets problem requirements;

end for

The maximum velocity V max, serve as a constraint to control the global
exploration ability of particle swarm. A larger V max facilitates global explo-
ration, while a smaller V max encourages local exploitation. The concept of an
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inertia weight was also developed to better control exploration and exploita-
tion. The motivation was to be able to eliminate the need for Vmax. The
inclusion of an inertia weight in the particle swarm optimization algorithm
was first reported in the literature in 1998 [13, 14].

After some experience with the inertia weight, it was found that although
the maximum velocity factor, V max, could not always be eliminate, the
particle swarm algorithm works well if V max set to the value of the dynamic
range of each variable (on each dimension). The resulting velocity update
equation becomes:

vid = w × vid + c1r1(pid − xid) + c2r2(pgd − xid) (3)

Eberhart and Shi [7] indicate that the optimal strategy is to initially set
w to 0.9 and reduce it linearly to 0.4, allowing initial exploration followed
by acceleration toward an improved global optimum. Maurice Clerc [3] has
introduced a constriction factor, χ , which improves PSO’s ability to constrain
and control velocities. χ is computed as:

χ =
2

|2− φ−√
φ(φ − 4)| (4)

where φ = c1 + c2, φ > 4, and the velocity update equation is then

vid = χ× (vid + c1r1(pid − xid) + c2r2(pgd − xid)) (5)

Eberhart and Shi [7] found that χ , combined with constraints on Vmax,
significantly improved the PSO performance.

Discrete binary version of PSO was proposed by Kennedy and Eberhart for
binary problems [9]. In their model a particle will decide on ”yes” or ” no”,
”include” or ”not to include” etc. These binary values can be a representation
of a real value in binary search space. Same, as in continuous version, the
particle’s personal best and global best is updated in binary PSO. The major
difference between binary and continuous version of PSO is that in binary
PSO, velocities of the particles are rather defined in terms of probabilities
that a bit will change to one. According to above definition a velocity must
be within the range [0,1]. So a sigmoid function defined as (sig(v) = (1 +
e−vid)−1) is used to map all real valued numbers of velocity to the range [0,1]
[9]. Also to update the velocity vector of the particle, equation (3) is used.
The equation (6) is used for obtaining the new position of the particle.

xij(t+ 1) =

{
1 if U(0, 1) < sig(vij(t+ 1))

0 otherwise.
(6)

Where U(0,1) is the uniform random number.
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3 DES as an Optimization Problem

3.1 Data Encryption Standard

The data encryption standard (DES) is basically a Feistel iterated block
cipher. For DES, data are encrypted in 64-bit blocks using a 56- bit key. The
algorithm transforms 64-bit input in a series of steps into a 64-bit output.To
reverse the encryption same steps, with the same key are used but in reverse
order. Input to the DES cipher is plaintext P and output is ciphertext C,
with each block 64 bits. Through a 16-round process, the current 64-bit word
is divided into two parts 32-bit each, the left part Li and the right part Ri.
Then round i, 1 ≤ i ≤ 16 is defined as follows
Li = Ri−1,
Ri = Li−1 ⊕ F (Ri−1,Ki),
Where Ki is derived from the cipher key K via the key scheduling algorithm,
Ki is the 48 bits subkey used in ith round, and F is a round function.

The round function F is the main component of DES. Mainly three oper-
ations are involved in round function i.e substitution, permutation and XOR
operations (denoted by ⊕). The S-boxes are the only nonlinear part of DES
and basically S-boxes are nonlinear mapping. There are eight S-boxes each
of which is a substitution mapping 6 to 4 bits. Detailed description of DES
is given in [5].

Differential cryptanalysis is a chosen plaintext attack meaning that the
attacker must be able to obtain encrypted ciphertexts for some set of plain-
texts of his choosing. The two plaintexts can randomly be chosen, as long as
they satisfy the difference condition. In this method the effect of particular
differences in plaintext pairs on the differences of the resultant ciphertext
pairs is analysed. Using these differences, probabilities can be assigned to the
possible keys and locate the most probable key. The difference is chosen as a
fixed XORed value of the two plaintexts for cryptosystems similar to DES.

Characteristic is the most important component in differential cryptanal-
ysis. The definition of a characteristic is the following. ”Associated with any
pair of encryptions are the XOR value of its two plaintexts, the XOR of its
ciphertexts, the XORs of the input of each round in the two executions and
the XORs of the outputs of each round in the two executions. These XOR
values form an r-round characteristic . A characteristic has a probability,
which is the probability that a random pair with the chosen plaintext XOR
has the round and ciphertext XORs specified in the characteristic” [2].

3.2 Formulation of the Problem

Biham and Shamir [2] use a one-round characteristic with probability 1 for
the differential cryptanalysis of DES reduced to four rounds, and at the first
step differential cryptanalysis provides 42 bits of the subkey of the last round.
Subkeys are calculated using the DES key scheduling algorithm, differential
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cryptanalysis gives 42-bit which are actual key bits of the 56 key bits and
still there are 14 key bits missing. One of the method for finding these key
bits was to try all the 214 possibilities in decrypting the given ciphertexts,
using the resulting keys. Known plaintext XOR value for all the pairs that
are used by differential cryptanalysis should be satisfied with the right key.
The probability for remaining 214 − 1 values of the key will be only 2−64 to
satisfy the pairs condition [2].

We formulate the problem of finding the missing 14 bits to an optimization
one, as follows. each one of the 14 bits is considered as a component of a 14th

dimensional vector. This vector represents a possible solution of the problem.
Now, assume that the right 42 key bits which were obtained by differential
cryptanalysis were suggested using np pairs. These np pairs can be used to
evaluate the possible solutions provided by the optimization method.For each
possible solution, Xi , obtained by the optimization algorithm, we construct
the 56 bits of the key comprising 42 bits which are known by differential
cryptanalysis and the 14 components of Xi in proper order. All np ciphertext
pairs that were used by differential cryptanalysis decrypted with the resulting
key and number of decrypted pairs that satisfy the known plaintext XOR
value is counted, denoted as cnpXi . Thus, the evaluation function f, is the
bitwise difference between the desired output np and the actual output cnpXi

given by [10]:
f(Xi) = np− cnpXi (7)

For the above function f, zero is the global minimum and actual key will be
the global minimizer with probability P = 1− 2−64.

4 Experimental Results and Discussion

The PSO and BPSOmethods, are applied on the considered problem with two
different examples. Subsequent subsections contain the experimental settings
and results with proper statistical analysis using Performance indices [4] and
boxplots [15].

4.1 Experimental Settings

The experimental settings of various parameters for BPSO and PSO, are
shown as follows. This is the most recommended parameter setting.

1. Iterations/Generations=Swarm× 10,
2. Total Runs=100,
3. Acceleration constants (c1, c2)=(2.05,2.05),
4. Inertia Weigh= Linearly decreasing from (0.8 to 0.1),
5. Maximum Velocity (Vmax)=2.
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4.2 Experimental Results

In order to compare the performance of Binary PSO (BPSO) and PSO, two
examples are taken into consideration (Listed in Table 1.1 and Table 1.2).
In example-1, 5 test pairs and in example-2, 10 test pairs are considered for
finding the missing 14 key bits. Numerical results obtained by BPSO and
PSO are tabulated in Table 1.1 and Table 1.2. In Table 1.1 and 1.2, success
rate (SR) and average function evaluations (AFE) are shown for both the
algorithms.

Table 1. Comparison of the Methods for 5 Test Pairs

Key PSO Binary PSO
SR AFE SR AFE

k1 100 2815 100 1540

k2 97 2516 99 1598

k3 98 2704 100 1645

k4 100 2393 100 1324

k5 98 2861 100 1554

k6 99 2414 100 1462

Table 2. Comparison of the Methods for 10 Test Pairs

Key PSO Binary PSO
SR AFE SR AFE

k1 100 2613 100 1465

k2 99 2105 100 1286

k3 100 2463 100 1436

k4 100 2198 100 1232

k5 98 2487 100 1327

k6 100 2253 100 1121

4.3 Statistical Analysis

In order to extract the best strategy for finding the missing 14 key bits, a
comparative analysis is done for PSO and BPSO. Statistical comparison is
carried out using performance index [4] and boxplot.

In order to compare the consolidated performance of BPSO and PSO
search heuristics, the value of a performance index PI [4] is computed. This
index gives a weighted importance to the success rate and the average number
of function evaluations. The value of this performance index for a computa-
tional algorithm under comparison is given by

PI =
1

Np

Np∑
i=1

(k1α
i
1 + k2α

i
2)
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Where αi
1 = Sri

Tri ; α
i
2 =

{
Mfi

Afi , if Sri > 0.

0, if Sri = 0.
;

• Sri = Number of successful runs of ith problem
• Tri = Total number of runs of ith problem
• Mf i = Minimum of average number of function evaluations of successful

runs used by all algorithms in obtaining the solution of ith problem
• Af i = Average number of function evaluations of successful runs used by

an algorithm in obtaining the solution of ith problem
• Np = Total number of problems analyzed.

k1 and k2 (k1+k2 = 1 and k1, k2 ≤ 1) are the weights assigned to success rate
and average number of function evaluations of successful runs respectively.
From above definition it is clear that PI is a function of k1 and k2. Since
k1 + k2 = 1, one of ki, i = 1, 2 could be eliminated to reduce the number of
dependent variables from the expression of PI. We adopt the same method-
ology as given in [4] i.e. equal weights are assigned to two terms at a time
in the PI expression. This way PI becomes a function of one variable. The
resultant cases are as follows:

1. k1 = W,k2 = 1−W
2 , 0 ≤ W ≤ 1;

2. k2 = W,k1 = 1−W
2 , 0 ≤ W ≤ 1;

For example-1 (Table 1.1), graphs for cases (1) and (2) are shown in Fig.
1.1(a) and 1.1(b) respectively and for example-2 (Table 1.2), graphs for cases
(1) and (2) are shown in Fig. 1.2(a) and 1.2(b) respectively. In these figures
the horizontal axis represents the weight W and the vertical axis represents
the performance index PI.

PIs of both algorithms (PSO,BPSO) are superimposed in the Figures
1.1 and 1.2 for comparison and to get a ranked order of the performance. It is
observed that for BPSO, the value of PI is more than PSO. It is concluded
from PI that BPSO is proved to be the a better choice compared to PSO
to solve these type of optimization problems.
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Fig. 1. Performance index analysis for e.g. 1; (a) for case (1) and (b) for case (2)
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Fig. 2. Performance index analysis for e.g. 2; (a) for case (1) and (b) for case (2)

For the purpose of comparison in terms of performance, boxplot analysis
is carried out for both the algorithms. The empirical distribution of data is
efficiently represented graphically by the boxplot analysis tool [15]. Analy-
sis of univariate expression, where the variability of measurements may be
affected by many parameters is effectively done by the boxplot tool. Degree
of dispersion and skewness in the data are easily analyzed by measuring the
spacings between the different parts of the box. The boxplot based on aver-
age function evaluation for example-1 and example-2 for both the algorithms
are shown in Fig. 1.3-1.4. For example-1, it is clear from Fig. 1.3 that the
performance of BPSO is better than PSO. For example-2, it is observed from
Fig. 1.4 that BPSO performs better than PSO.

PSO BPSO

1400

1600

1800

2000

2200

2400

2600

2800

Strategy

A
ve

ra
ge

 F
un

ct
io

n 
E

va
lu

at
io

n

Fig. 3. Boxplot graph of average function evaluation for example 1
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Fig. 4. Boxplot graph of average function evaluation for example-2

5 Conclusion

In this paper, Binary Particle Swarm Optimization (BPSO) method is ana-
lyzed for the cryptanalysis of DES block ciphers. Differential cryptanalysis
can locate 42 actual key bits of the 56 key bits of DES and then BPSO is
applied for finding 14 missing key bits. Since its inception, PSO has gained
wide popularity due to its ability to solve complex optimization problems in
a very efficient and simple manner. The results produced in this paper show
that the use of BPSO is a better choice for the cryptanalysis of feistel cipher
based cryptographic algorithms. A comparative analysis of BPSO and PSO
also carried out. In future, it will be very interesting to see the use of evolu-
tionary algorithms for cryptanalysis of these type of optimization problems
with higher intensity.
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