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Preface

Earth is facing the greatest mass extinction in 65 million years, driven by the rapid 
growth in human consumption and population and related environmental effects, 
such as global warming, habitat loss, and fragmentation. The scientific commu-
nity has a critical role to play in the urgent task of redirecting human civilization 
toward a sustainable trajectory. We believe that scientists must take a stronger 
role in informing the public and political decision makers about the science of 
ecology and its contributions to global sustainability. In addition to being a global 
biodiversity crisis, the present is a moment of tremendous foment and emergence 
in ecological science. The integration of powerful computing, massive spatial data-
bases, rapid advances in modeling, online delivery, and computation are leading to 
revolutionary changes in how ecological research is done, the kinds of questions 
it addresses, and its power to predict and explain phenomena in nature. This book 
is an expression of our current understanding of these developments. We focus 
on the feedback between theory, method, and data in science, and posit that rapid 
technological advances are enabling rapid expansion in each of these areas, with 
synergistic feedback leading to the emergence of a really new science of ecology. 
This emerging philosophy of ecology we argue is based on linking ecological 
mechanisms directly to responses at their operative scales across broad extents 
in complex landscapes. We describe the technical advances that are allowing this 
emergence, and discuss the main conceptual, methodological, and philosophical 
perspectives that are contributing. We hope that the vision we present may resonate 
with practicing scientists and funding agencies who are embedded in the tumult of 
the field, and that it provides some interesting ideas for the ongoing discussion that 
is ecological science.

Given the urgency of the global sustainability crisis, we also hope that rapid 
advances in technical ecological knowledge will lead to simultaneous leaps in the 
role science plays in policy and management. Over the past 15 years there have 
been tremendous technical advances in ecological science worldwide, across a wide 
array of taxa, habitats, and applications. Given this record of improvement it seems 
puzzling that there has been so little progress toward ecological sustainability 
achieved on a global, national, regional, and local level; institutions still have not 
adjusted in their infrastructure and underlying philosophies. Baby steps have been 
seen on many fronts. Various problems across all levels are identified and studied; 
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but results are often not publicly available, not synthesized, not implemented in the 
management community, buried in the fine print, removed from the public agenda, or 
remain largely unknown by the public, and thus do not get addressed appropriately. 
This can be seen by many environmental, social, and economic metrics.

It is in this conceptual framework that this book and its research was compiled, 
with the goal of provoking discussion within the ecological community about the 
state of our knowledge and to propel ecologists into the public and intense debate 
about ecological sustainability and the future. If we want to fulfill the mandate 
of global sustainability we believe that many things have to change. Some of this 
change has to be the responsibility of scientists; for example, to look beyond myopic 
perspectives on scientific disciplines and traditional methodology to embrace the 
possibility of new generations of tools, approaches, and perspectives; to look 
beyond the narrow confines of producing knowledge and reach out to inform the 
public and the political debate. Efficiency and time are critical.

We would like to acknowledge that this book is based on our symposium 
“S53: Advanced GeoScience Applications” at the 9th International Mammalogical 
Conference (IMC) in Hokkaido 2005. The support from Takashi Saitoh and his team 
is highly appreciated.

 Samuel A. Cushman
 Falk Huettmann
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Chapter 1
Introduction: Ecological Knowledge, Theory 
and Information in Space and Time

Samuel A. Cushman and Falk Huettmann

A central theme of this book is that there is a strong mutual dependence between 
explanatory theory, available data and analytical method in determining the lurch-
ing progress of ecological knowledge (Fig. 1.1). The two central arguments are 
first that limits in each of theory, data and method have continuously constrained 
advances in understanding ecological systems and second that recent revolution-
ary advances in data and method are enabling unprecedented expansion of eco-
logical investigation into areas of inquiry previously unapproachable due to lack 
of fine-detail, broad scale data on environmental conditions, the distribution and 
performance of organisms, the lack of sufficient computational power to process 
and analyze such voluminous data sets, and inadequate analytical tools to inves-
tigate pattern–process relationships among many interacting entities over large, 
spatially complex landscapes.

1.1 Mutual Dependence of Theory, Method, Data

There is a strict interdependence in science between theory, method and data. It is 
not possible to decouple these in the practice of science. In some sense it would be 
desirable if one could. When each corner of this triangle (Fig. 1.1) is dependent and 
limited by the others there is a feedback where the limitations of each further limit 
progress in the others. If these could be decoupled conceptually it would perhaps 
improve the rate of scientific advance. Classic conceptions of the scientific method 
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4 S.A. Cushman and F. Huettmann

typically assume one of two decouplings. First, the “Baconian” inductive approach 
proposes a decoupling in which observations (data) are a reflection of reality 
uncontaminated by implicit theories and unaffected by methods of data collection, 
such as sampling and measuring (Fig. 1.2). In this conception, the mind, its pre-
conceptions and biases is seen as an obstacle to true understanding and instead the 
scientist collects data dispassionately and then theory regarding causation emerges 
inductively from the observations (Bacon 1620). In contrast, the “Cartesian” 
approach proposes a converse decoupling in which a sentient observer imagines 
processes governing ideal systems (Descartes 1637). In this conception, it is 
observation that is unreliable and ideal and eternal conceptions of theory are truly 
reliable (Fig. 1.3).

Each of these decouplings between theory, method and data are easily refuted. 
Despite the fact that they are over 400 years old, neither is a realistic view of any 
actual process used by a practicing scientist to link method, data and theory to build 
understanding. In the former case, it is easily argued that observations are always 
“infected” by implicit theory and affected by methods of sampling and measuring. 
Therefore, it is virtually impossible to obtain purely objective data from which to 
induce generalizable theory. In addition, due to the logical fallacy of affirming the 
consequent, patterns observed through induction do not provide proof for a theory 
with which they may be consistent (Fig. 1.4). The latter case assumes theories are 
created by the mind, independently from the historical context of current and past 
explanation. They would be unaffected by the scope and limits of available empirical 
observations related to the entities and processes related to the theory or by the 
methods of measurement and analysis that these data are customarily subjected 
to. These seem severe and unjustifiable assumptions. In addition, strict Cartesian 
distrust for observation makes empirical evaluation of theory difficult.

Fig. 1.1 There is a mutual interdependence between methods of observation and analysis, kind 
and character of data collected, and theories used to explain phenomena. Importantly, there is no 
possible decoupling by which they will be independent, lending a kind of circularity to the logic 
of scientific justification. Sometimes, this promotes a self-confirmatory process, with a theory 
proposing a method designed to produce data that will confirm the theory

Theory

Method Data

Fig. 1.2 Baconian process of induction by which data are collected “objectively”, which then 
suggest appropriate methods for analysis and interpretation, which then suggest the correct theory 
for explanation

TheoryMethodData
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A major focus of this book will be on reasoning within the practice of science, 
particularly in regard to common logical errors that lead to incorrect conclusions. 
Figure 1.4 lists four major forms of logical argument from a major and a conditional 
premise. Two of these (Modus ponens and Modus tolens) are logically correct; the 
other two (Affirming the Consequent and Denying the Antecedent) lead to logical 
indeterminacy. A graphical depiction of these four conditional syllogisms may be 
helpful in gaining an intuitive understanding of the subtle logical traps of affirming 
the consequent and denying the antecedent (Fig. 1.5). The area outside oval X is −X 
and the area outside oval Y is −Y. Elements l, m, n are particular members of X, Y, 
and −Y. In Fig. 1.5, the statement “If X then Y” is represented by the Venn diagram 
in that all elements of X are also included in Y, so if X is true then Y is also true by 
overlap, and is a form of the Modus ponens argument. Likewise, the statement “If 
Y is not true then X is also not true” is represented in that no elements of X exist 
outside of Y, and is a form of the Modus tolens argument. In contrast, the statement 
“If Y then X” is not correct in this case, as there are elements of Y (for example m) 

Fig. 1.3 Cartesian process of deduction through which a theory is proposed a priori. In strict 
Cartesian argument, the process stops there, as an ideal theory is seen as superior to the noisy and 
imperfect methods and data of actual fact. In practice, methods are selected to evaluate the theory, 
data is collected with these methods, and then used to verify the theory

Theory Method Data

Fig. 1.4 Four logical syllogisms central to scientific reasoning. All four have the same major 
premise, if A is true then B is true. The bottom two, modus ponens and modus tollens, are logically 
correct determinate judgments, while the top two, affirming the consequent and denying the 
antecedent, are indeterminate. Affirming the consequent has special prominence in scientific 
reasoning and is an abiding challenge to obtaining reliable knowledge

AFFIRMING THE CONSEQUENT

If A is true then B is true

B is true

Therefore A is Indeterminate

DENYING THE ANTECEDANT

A is not true

Therefore B is Indeterminate

If A is true then B is true

A B

MODUS PONENS

A is true

Therefore B is certainly true

If A is true then B is true

MODUS TOLLENS

B is not true

Therefore A is certainly not true

If A is true then B is true
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that are not also elements of X. This is a case of affirming the consequent, because 
if X is true then Y would also be true. But it is possible for Y to be true without 
X being true, as there are elements of Y which do not overlap X. In addition, the 
conclusion that if X isn’t true then Y also isn’t true is an example of denying the 
antecedent, as there are elements of Y which exist outside of X.

One of the inferential challenges of scientific research is that the researcher does 
not have knowledge of the true relationships between premises a priori. That is, the 
Venn diagram for a given ecological research question corresponding to Fig. 1.5 
is hidden to the observer. That is one reason why data mining and related methods 
become so popular (Breiman 2001), and model selection so intensely debated 
(Burnham and Anderson 1998). In deductive reasoning the researcher proposes 
conceptual Venn diagrams corresponding to hypothetical relationships between 
causal and response factors. Then observations may be compared to the conceptual 
model and if they do not match the model may be rejected. In inductive reasoning, 
the researcher collects data, building evidence, in an effort to confirm universal 
conditions from a collection of consistent particular observations.

The overall goal of this introductory chapter is to try to link the data–method–
theory interdependency (Fig. 1.1) to these four forms of argument within the 
context of ecological reasoning. The remainder of the book is focused on the 
details of ecological methods, data and theory, especially in regard to where errors 
of affirming the consequent and denying the antecedent commonly are made. No 
definite conclusion can be drawn when the antecedent is denied or the consequent 
is affirmed. In inferential science both of these errors are extremely common, both 
when proceeding in an inductive path from data to infer theory, or from a deductive 
path from theory to confirming data.

The celebrated, so-called “hypothetico-deductive” approach is a modern attempt 
to partly reconcile deductive and inductive approaches and through a partial fusion 

Fig. 1.5 Venn diagram schematic showing the logic behind the four syllogisms listed in Fig. 1.4

X
Y

-Y
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remedy their respective weaknesses (Fig. 1.6). The basic idea is that data without 
theory are uninformative, while theory without data is not compelling. A scientist 
proposes a hypothesis to explain some phenomenon, develops a crucial experiment 
to test it, with the critical attribute that the outcome of the experiment can produce 
results inconsistent with the hypothesis, and thereby lead to its rejection. The scientist 
then collects data required by the experiment, conducts the experiment, then either 
rejects or fails to reject the hypothesis. We believe that the dominant, if often 
implicit and subconscious, mode of investigation and explanation in modern western 
science is based on this idea, as elaborated by Karl Popper (1959, 1963) and others, 
and discussed in a famous paper by Platt published in Science in 1964. While 
the approach seems to reconcile Baconian induction with Cartesian deduction by 
linking data to theory through the crucial experiment and refutation, several issues 
remain. An obvious one is the validity of crucial experiments and falsification.

The criterion of falsification relates to how well defined the research question 
is and how meaningful is the proposed theory. For example, suppose there are four 
theories for temperature, T1, T2, T3, T4. The application of these four theories to 
a particular location and time imply four implications: (I1) Someday the tempera-
ture will be above freezing, (I2) tomorrow the temperature will be above freezing, 
if the conditions are right, (I3) tomorrow the temperature will be above freezing, 
(I4) tomorrow the temperature will reach at least 20°C. If the temperature tomor-
row reaches 18° we will reject theory T4, but not T1−T3. Both T3 and T4 are 
well-defined statements, in that they stipulate unambiguous criteria for rejecting 
the theory. However, this is not the case for T1 and T2. Without an independent 
specification of the necessary and sufficient “if the conditions are right”, I2 is true 
by definition and hence is circular. Also, I1 cannot be falsified because it implies 
an indefinite period for the observation to occur. Therefore, T1 and T2 are not test-
able theories, resulting in dubious statements and actions if they should be used as 
a base for management actions (Hillborn 1997).

An ecologist proposes a theory T for some phenomenon, and identifies and 
implication I. This then produces a major premise of the form: “if theory T, 
then implication I.” The outcome of the research is data (D), which supplies the 
minor premise of the conditional syllogism proposed by the theory. Scientists face the 

Fig. 1.6 The relationship between data and theory and the pathways of inference of induction and 
deduction. In induction, theories are induced from a collection of observations, while in deduction 
a theory is proposed and then data is compared to the theory to see if the theory is consistent or 
can be falsified

Data Theory

Deduction

Induction
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indeterminacy of affirming the consequent when D is like I. This is the reason why 
scientists cannot claim to prove a theory is true even when data consistent with the 
implication of the theory are obtained. In contrast, when D is inconsistent with I the 
research conclusion, based on modus tollens, is the rejection of theory T.

The ecologist traditionally has taken a refutationist approach to advancing 
knowledge. As discussed above there is no means to logically prove a theory through 
refutation. Thus, empirical science is always in the realm of affirming the consequent. 
Instead of proving theory, the traditional refutationist paradigm is based on “theory 
corroboration”, through which a researcher is expected to make a concerted and 
repeated effort to refute the theory, with confidence in the theory supposedly 
increasing with additional failed efforts to falsify the theory. In this view, science is 
a process of eternal skepticism, built around the endless quest to disprove theories. 
This approach in ecology is represented by inferential statistics based on the null 
hypothesis. The null hypothesis is the implication expressed in data if the theory is 
not true. It usually is expressed as no difference between treatments in an ANOVA 
framework or no slope in a regression framework (Hillborn 1997; Zar 1996).

There are at least six major potential criticisms of this “theory corroboration” 
paradigm using inferential statistics and null hypotheses. First, one may question 
whether the null hypothesis is a meaningful statement, in terms of the criterion of 
falsification, described above. We argued that for a theory to be meaningful it must 
make specific predictions that can be disproved. The traditional null hypothesis has 
a very weak criterion for falsification, as it is usually expressed in the broadest terms 
of difference from randomness. Observing statistically significant difference from 
randomness is a very weak platform to build theory corroboration. This is particularly 
true for the life sciences, in which true random processes are rare, and there exists 
a deep foundation of accumulated knowledge of structure–function relationships. 
Informative hypothesis should at least be based on the latter (O’Connor 2000).

Second, most inferential statistical analysis using null hypotheses has focused on 
Type I error, or rejecting the null hypothesis when it is true, and not considered Type II 
errors nearly as carefully. Type II errors are failure to reject the null hypothesis when 
it is false, and is expressed as rate beta. One minus beta is power, or the probability 
that one will correctly reject the null hypothesis when it is false. In practice, given 
the tradeoff between the two error types, the traditional focus on Type I error, and the 
expense of collecting representative sample sizes large enough to obtain low rates of 
both error types, actual statistical power is often quite low. With low statistical power 
the researcher will be unlikely to reject a null hypothesis even if it is false. This clearly 
cripples one’s ability to refute hypotheses, and seriously undercuts the confidence one 
should have in “corroboration” through repeatedly failing to reject a null hypothesis.

Third, one must question the dedication of practicing scientists to negative 
inference and skepticism. It’s well known that negative results are undervalued 
and difficult to publish; publication decisions are clearly biased towards posi-
tive findings. However, logically, the refutationist approach only advances through 
rejection of null hypotheses, and does not confirm explanation. However, in prac-
tice researchers often treat significant statistical tests as proof of the veracity of 
the theory. Even when they tacitly admit falsification does not prove a hypothesis, 
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researchers rarely report comprehensive results from many different tests of the 
same hypothesis to build a measure of theory corroboration. This in large part 
is due to the nature of scientific publishing in peer-reviewed journals, where a 
premium is given to space and speed – there is not the space for comprehensive 
reporting of multiple efforts to refute hypotheses with complementary analyses, 
nor is there time given the competitive nature of science for researchers to con-
duct such large, and complex analyses. An extension of this argument would be 
that even if a researcher were to diligently test a theory against a null hypothesis 
a number of times with complementary methods and extensive independent data, 
to what degree does this increase our confidence in the result? One of the insidi-
ous attributes of affirming the consequent is that data measured in many ways in 
many systems may appear consistent with an incorrect theory. There are poten-
tially infinite theories to explain any phenomenon, and a large portion of these 
might be expected to produce implications measured in data that are equivo-
cal. Thus there is an under-determination of theories by facts (Quine 1953). 
The data might consistently be consistent with multiple mutually exclusive alterna-
tive theories. If this is the case then no amount of “theory corroboration” through 
failure to refute a null hypothesis really increases our confidence in the theory. We 
present an example of this in Chapter 17 on landscape genetics.

Fourth, is the challenge of obtaining large, representative samples of ecological 
data from spatially and temporally complex systems. McGarigal and Cushman (2002) 
conducted an extensive review of studies to quantify the ecological effects of habitat 
fragmentation. They noted a dramatic paucity of replicated and controlled studies 
in which the units of observation were appropriate for landscape-level inferences 
about pattern–process relationships. The vast majority of published studies used 
mensurative rather than manipulative study designs focused on relationships between 
habitat patch size and shape and ecological process. Very few studies combined 
manipulative design, replication, statistical control, with inference to landscape-level 
pattern–process relationships. One of the major themes of this book is that spatial 
and temporal context are fundamentally important to pattern process relationships. 
The severe shortage of field studies that provide statistically powerful replicated 
and controlled data sets on ecological responses to spatial and temporal variability 
at appropriate scales is a major limitation to current knowledge.

Fifth, one of the main themes of this book, which we begin to develop in the 
following chapter, is that spatial and temporal variability fundamentally alter pattern 
process relationships such that these are not stationary across space and time. We 
argue in the following chapters that this implies that research should focus directly 
on mechanisim–response relationships in context and in particulate. This has major 
implications for traditional inferential refutationist analysis. For example, if spatial 
and temporal variability are fundamental factors it will be difficult or impossible to 
obtain representative and independent samples for inferential analysis. Inferential 
statistics is based on being able to draw independent and representative observa-
tions from a population. This implicitly assumes an urn-model kind of population, 
where a random draw will produce a representative and independent observation. 
However if spatial and temporal variability are fundamental we will not be able 
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to obtain either statistical independence or representativeness through random 
sampling in space. More importantly, if ecological processes are nonstationary 
in space and time then it will be difficult to define a meaningful population from 
which to sample. The entire principle of random sampling from a population presup-
poses that there is a discretely bounded and internally stationary population to 
sample. If pattern process relationships vary continuously across space and through 
time, as we will argue throughout this book, then there is no objectively defined 
population from which to draw independent and representative samples. Instead, 
as we argue in Chapters 2, 3 and 4, analysis may have to abandon the notion of 
representative sampling from populations and explicitly adopt a model in which the 
time-space location of each sample in a large network is explicitly included in 
the analysis. This poses a tremendous challenge to inferential, population-based, 
null-hypothesis refutation, a challenge that is not substantially lessened by including 
time in a repeated measures design or space in a mixed-model form. In addition, 
linear analysis approaches often cannot cope with these data situations (Craig and 
Huettmann 2008).

Sixth, naïve falsification has been questioned on several other philosophical 
grounds. Popper (1963) noted that nearly any statement can be made to fit the data, 
with the addition of ad hoc adjustments. In addition, the so-called Quine–Duhem 
thesis holds that for any given set of observations there are an innumerably large 
number of explanations. Specifically, Quine’s (1951) doctrine of confirmation holism 
emphasizes the under-determination of theories by data, noting that because of the 
principle of affirming the consequent there may be many equally justifiable alternative 
explanations for a given observation set. Thus empirical evidence cannot force 
the revision of a theory. As such, the Quine–Duhem thesis is seen as a refutation of 
Popper’s criterion of falsification as a reliable means of obtaining knowledge.

In recognition of the logical and practical insufficiency of refutationist methods, 
an alternative paradigm of confirmation has developed. In this approach, instead of 
proposing a single theory and then seeking disproof, the scientist proposes multiple 
alternative hypotheses and then seeks to evaluate which explanation is most likely. 
The exchange is of the questionable logic of critical experiments and decisive 
refutation for weighing the relative support for multiple alternatives. Likelihood 
theory, Bayesian belief and the Information Theoretic Approach are all examples 
of this alternative paradigm. While this appears to circumvent the dilemma of 
refutation, it embraces an equally challenging dilemma of confirmation. Specifically, 
there is no logical means to evaluate to what degree the most likely explanation 
evaluated in a confirmationist approach conforms with any true underlying process. 
There is just as much inherent risk of affirming the consequent or denying the 
antecedent as in the refutationist case. Observing that one theory is more consistent 
with a set of data than another does not prove that theory is correct. As discussed 
above, there may be any number of alternative theories that could explain the data 
as well or better (e.g. Quine 1951).

In our view, neither the refutationist nor the confirmationist models of scientific 
inference address the fundamental interdependence between theory, method and data. 
We feel that much progress has been made in advancing knowledge using both 



1 Introduction 11

approaches; yet we also feel both approaches are contingent and particular, rather 
than providing universal, necessary and certain knowledge of underlying cause and 
effect. A scientist stands embedded in history, on the shoulders of giants. From that 
vantage, the view of the scientific landscape, including what questions to ask, on 
what topics, what methods to use, and likely explanatory hypotheses, are all affected 
in profound ways by the context of accepted knowledge, prevailing theory, and 
predominant scientific methods and techniques. Within that context, the prospect 
for reliably identifying correct relationships between cause and effect is daunting. 
If spatial and temporal variability are fundamental, and if pattern-process relation-
ships are dependent on them in highly scale-dependent ways, then there may be 
a strong case for an entirely new approach to ecological inference based on inte-
grating contextual pattern–process relationships explicitly across space and through 
time, as we discuss in the following several chapters.

There is no possible decoupling of theory, method and data. There is no data 
that is not infected by theory. There is no theory that is not built on observation. 
There is no observation that is not dependent on method. There is no method that 
is not informed and chosen in the context of theory. In the absence of decoupling of 
method, data and theory, it is difficult to avoid a boring-in of tradition, where theory 
proposes methods, which produce data, which support the theory, in an endless, 
inward spiral of self-confirmation. This of course is antithetical to the logical 
arguments about the risk of affirming the consequent presented above. The most 
important tool a scientist can possess is skepticism, and the most essential skill is to 
dispassionately direct this skepticism at one’s own theories and observations. This 
also is the most difficult psychological challenge a scientist faces. Scientists’ work 
is evaluated by their peers within a community which shares common paradigms 
and assumptions. Thus, even should a scientist have the temerity to challenge 
the basic assumptions of the field it is very likely their work will receive harsh 
criticism, while less controversial and more conventional work will usually receive 
positive reviews as “confirmation” of established belief. This perhaps is the central 
message of Kuhn’s Structure of Scientific Revolutions (1970), that while we stand 
on the shoulders of giants, we are also shackled by them to triads of self-confirmatory, 
interdependent traditions of theory, method and data. Thus, there truly is a central 
role of revolution and paradigm shift in science. Self-confirmatory, boring-in of 
theory–method–data–theory produces a detailed exegesis of the products of the under-
lying assumptions of that particular tradition of theory–method–data. But, as in a 
debate about how many angels can dance on the head of a pin, often further progress 
in expanding and advancing knowledge of nature depends on breaking out of that 
inward spiral through questioning assumptions, proposing radical new theories, or 
developing new methods to obtain novel data and produce new kinds of analyses.

This is the core focus of this book. We believe that the confluence of unprecedented 
increases in computational power and profound improvements in the ability to 
measure and sample attributes of the environment at fine scales, across vast spatial 
expanses and overtime are providing revolutionary changes to two corners of this 
conceptual triangle. In our conceptual model, this coming revolution in ecological 
science is being pushed by immense changes in method, specifically computational 
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power of fast computers, advanced spatial and multivariate statistical and modeling 
approaches, geographic information systems, remote sensing, and landscape ecology 
(Fig. 1.7). These, in turn, are vastly altering the amount, kind and scope of data 
available for analysis, and the kinds of analyses that are possible. At this point in 
time we are in the birth-throes of new paradigms, with method and data far surpassing 
theory. The goal of this book is to step through each corner of this triad, to discuss the 
revolutions of measurement, computation, analysis methodologies, to describe 
the vast new kinds of data these methodologies produce, and finally, and most dif-
ficult, look forward and describe the directions into which we believe these revolu-
tions of method and data will enable the expansion of theory.

The history of ecological science in the twentieth century is marked by the 
emergence of ecology as a quantitative science. This past revolution in ecological 
science was led by theory, rather than method or data. It was characterized by the 
development of ideal mathematical models to describe a broad range of ecosystem 
and population processes. Importantly, these models provided for the first time formal 
description of ecological processes that enable prediction and investigation of cause 
and effect relationships. However, like all ideal models, they typically presented 
a simplified caricature of processes in which complicating factors, such as spatial 
variability and temporal disequilibrium, were ignored. Implicit in this is the 
assumption that equilibrium processes acting non-spatially are sufficient to charac-
terize the major attributes of ecological structure and function, and that interactions of 
space and time could be shunted into the error term as unexplained and unimportant 
noise. We believe that nearly all classic quantitative ecological theories of the past 
century share this characteristic, including Lotka–Volterra predatory prey models, 
theories of habitat compositional analysis based on proportional use, carrying 
capacity, predator–prey models, maximum sustainable yield (msy), approaches to 
analyzing sequential animal movement data based on assumptions of the random 
use of fixed home ranges, landscape ecology of discrete, categorical patch mosaics, 

Fig. 1.7 Modern technological advances have enabled revolutionary changes in the kinds and 
extent of data that can be collected. This in turn has led to enormous advances in methodologies 
needed to handle, store and analyze these data. This in turn is providing a “bottom-up” forcing on 
reexamining ecological theory within the context of these new methodologies and data, with new 
methodlogical advances the dominant driver of change and progress. In contrast, classic ecology 
of the twentieth century was led by theory, with method and data trailing after. This is because of 
the combination of the tremendous success of simple and parsimonious mathematical models 
creating internally consistent explanations, with the lack of ability to collect and analyze large data 
sets across big spatial extents and over time

Theory

Method Data
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genetics of ideal Hardy–Weinberg populations, population dynamics, dispersal, 
connectivity, and evolution.

In the final two decades of the twentieth century the sufficiency of these ideal 
models was broadly called into question. The essence of the concern was whether 
spatial and temporal variability were in fact noise clouding otherwise ideal 
non-spatial, equilibrium processes, or whether spatial complexity and temporal 
variability were central to the basic functioning of ecosystem and population 
processes in ways that require their explicit incorporation into theory and analysis. 
This upsurge in theoretical concern about spatial complexity and temporal disequi-
librium was enabled by the rise in powerful computing, which allowed scientists to 
address complex processes in unprecedentedly sophisticated ways. One of the main 
motivations for adopting ideal, non-spatial, equilibrium models in ecology is that 
they are mathematically tidy and easy to understand and use to make predictions. 
On the other hand if the contingencies of history and complexities of spatial pattern 
across scale are fundamentally important, then these simple, tidy mathematical 
representations of the world do not suffice. Further, it would be very likely that 
there will not exist tractable, closed-form alternatives that correspond to a spatially 
complex and temporally disequilibrial world. We believe this requires a change from 
seeking closed form equations for processes in ideal systems, to understanding the 
processes in particulate and in context. By in particulate, we mean understanding 
the process at the level of the individual entities by representing their actions and 
interactions explicitly. By in context, we mean representing these particulate 
processes within the spatial and temporal domains. The advance of powerful 
computing enabled researchers to simulate processes that could not be represented 
in closed form equations, and investigate how spatial complexity and temporal 
dynamics influenced the actions and interactions of ecosystem and population 
processes. This change in method enabled a change in theory. Prior to the ability 
to simulate processes in spatially complex and temporally variable systems, few 
scientists ever asked if idealized models were sufficient, and if they did they likely 
quickly concluded that addressing spatial and temporal complexity in a hyperdi-
mensional predictor space at the at the level of individual entities was intractable 
and thus not worth spending time and energy contemplating.

1.2  Informatics and Biology: A Very Powerful 
But Not Fully Used Melding of Disciplines

Informatics has become a well-established modern scientific discipline; it is taught 
at most major universities and has emerged as a primary framework in public and 
private sectors alike for efficiently storing, updating and analyzing vast datasets to 
address challenging research and economic issues. It provides a general digital and 
quantitative framework and powerful tools for collecting, compiling, processing 
and analyzing large and complex datasets and models. However, most of the past 
informatics applications have not dealt with detailed animal biology or ecology. 
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Traditionally, informatics has had a strictly technical and mathematical focus, with 
most past applications in the military and industrial contexts. Sustainability questions 
were virtually ignored and business applications dominated.

The use of GIS started in North America in the early 1960s: Early efforts were 
motivated primarily by military, but also by agricultural and landuse issues. GIS is 
a rather complex topic involving geographic projections, digital databases, spatial 
analysis and the display of data. Given the technical and informatic challenges 
posed by large, integrated spatial data storage and analysis, development was rather 
slow, taking more than 15 years until robust and established software platforms 
became widely available, allowing to spread GIS applications of relevance for 
animal ecology. The North American and Australian wildlife community played a 
major role in applying and implementing GIS into the discipline. However, countries 
in the Eastern Block, China, India, Africa and Central- and South America were not 
able to contribute much to GIS, enforcing the digital divide that exist to the very 
day. GIS applications benefited from the Clinton administration’s suspension of 
Selective Availability for Global Positioning Systems (GPS), which allowed public 
and commercial use of GPS with high accuracies. This greatly facilitated the 
collection of highly accurate spatial ecological data in the field, which is a founda-
tion for all efforts to integrate space and time into ecological analysis. Specifically, 
wildlife surveyors realized that spatially referenced digital databases can offer 
huge advantages for analysis and quick turn-around of results. Because their data 
is inherently spatial, GIS provides an optimal platform for storing and analyzing 
spatial ecological data (Huettmann 2004 for an example). Lastly, many museums 
and natural-history collections world-wide started to digitize their data holdings into 
databases, and also realized quickly the value when spatial information is available 
(Graham et al. 2004). These efforts not only benefit from developments of GIS, 
GPS, the internet and informatics as a whole, but also from geo-referencing tools 
such as BioGeoMancer (http://www.biogeomancer.org/), which enable plotting of 
many data points onto a map and with a quantitative measure of accuracy.

It was quickly realized that large and sophisticated spatial databases require 
extensive documentation to be reliable and interpretable for multiple users. This 
in turn prompted the development of global formats and standards for Metadata. 
Metadata started with the library community, then got added a spatial compo-
nents (Content Standard for Digital Geospatial Metadata CSDGM by the Federal 
Geographic Data Committee FGDC http://www.fgdc.gov/) and biological com-
ponents (Biological Data Profile BDP by the National Biological Information 
Infrastructure NBII www.nbii.com). They now form the absolute foundation for 
best available online delivery for a global audience to make best use of the offered 
huge raw data amounts (Huettmann 2005, 2007b), and for a better ecology and 
management of natural resources.

Another major development in ecological informatics can be traced to the 1992 
Rio Convention, which proposed that digital biodiversity information is a global 
property and heritage, and thus should be administered as a common good by 
global agencies such as U.N. and its environmental branches (UNEP; Strong 2001). 
The Global Biodiversity Information Forum (GBIF, http://www.gbif.org/) was a 
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direct outlet of this movement and it represents the hosting facility for any digital 
biodiversity information world-wide. Such globally networked ecological databases 
provide a revolutionary opportunity to collect, share and update information on 
the global environment as well as a means to compile hyper-variate, multi-scale 
databases essential for robust ecological analysis and modeling (e.g. Chapter 6). 
Despite major questions of copyright and information use (e.g. Stiglitz 2006), this 
represents a new and fresh look to overcome the digital divide, at how informatics can 
serve Earth and its people for global well-being and sustainability (Huettmann 2005). 
Secondly, it finally moves informatics back to a tool serving human needs foremost, 
instead of being used as an intimidating tool ‘for the sake of a tool’, or to contribute 
to maintaining unequally distributed wealth. Ecoinformatics will only be effective 
at contributing to ecology and global sustainability when it is understood and uti-
lized by large portions of the global citizenry within a global democratic process.

It is in this philosophical framework that EcoInformatics and similar disciplines 
are positioned. Foremost, EcoInformatics deals with the entire ecosystem. As 
outlined earlier, an ecosystem is a very complex, interconnected entity which 
provides free ecological services, such as clean air, clean water, healthy climate, 
pollination and agriculture productivity. Entire human societies, and its wealth, 
rises and falls with ecological services (Taber and Payne 2003). EcoInformatics 
provides a framework for society to assure that the most optimal solution is reached 
for humans managing the Earth. An EcoInformatics and subsequent policy that 
ignores equal access to information for all citizens, and does not promote envi-
ronmental justice cannot stand (Stiglitz 2006). It is here where BioInformatics, a 
simplistic combination of traditional informatics and biology, has not yet achieved 
the promise of global sustainability. Most university biology departments these 
days are split into a Biochemical section and a traditional Animal/Wildlife and 
Plant section. Biology as a discipline suffers from this situation tremendously, 
and so does BioInformatics, which widely defines itself as using Informatics for 
the use of Genetic analysis, culminating in applications with an industrial focus 
such as Genbank and data mining for specific genes occupying high-performance 
computing centers.

However, Biology is a much wider discipline and foremost, and its disciplines 
like wildlife management hold the answer to global sustainability, well-being, 
wealth, and subsequently, human happiness (Taber and Payne 2003). Deep frus-
tration about the narrow one-sidedness in the traditional Biology Departments 
has already led to split from BioInformatics and its underlying philosophy, and 
create new disciplines such as EcoInformatics, Biodiversity Informatics, Wildlife 
Informatics, Ocean Informatics, Polar Informatics, Landscape Informatics, 
Conservation Informatics etc. This follows the still ongoing and rather problematic 
paradigm of narrow specialization, which has already set us up for major problems in 
the sciences, our universities, funding agencies and beyond (Taber and Payne 2003). 
However, it is hoped that it allows for new and more balanced developments and 
approaches. Hopefully, these ‘new’ disciplines can join forces, be fully accessible, 
compatible and interdisciplinary, and thus, form a new global movement, 
Sustainability Informatics, where Ecology and technological tools, linked with 



16 S.A. Cushman and F. Huettmann

high-performance computing and online initiatives at it’s core, allow to reach global 
sustainability for the sake of human well-being that fully takes nature into account. 
The use of decision-making tools would present one of such endavours (Huettmann 
2004, 2007c). This new call for ‘Sustainability Informatics’ is extremely relevant, if 
our approaches are to make sense and assure long-term survival of animals, biodi-
versity as a whole, habitats and humans alike. Templates for a sound management 
exist already: Adaptive Management (Walters 1986). However, the current scheme 
lacks the inclusion of sound Ecology and Informatics. If these three would get 
combined (Huettmann 2007d) and also could get manifested in our day-to-day 
teaching efforts to reach the new generation (Huettmann 2007b), it should allow us 
to make the best possible decisions, using the available tools and sciences.

This rapid advance of method and data collection enabled a reconsideration of 
many of the basic assumptions of the preceding dominant paradigm, particularly the 
sufficiency of equilibrium, non-spatial idealized process models and null-hypothesis 
inferential statistics. In the chapters that follow we will discuss each corner of this 
triad. We begin in Chapter 2 where we discuss the history, context and change 
of a foundational concept in ecology, the species–environment relationship and 
the structure of biological communities. Chapter 3 addresses the fundamentally 
important and exceptionally challenging task of handling scale and scaling in 
ecological relationships. In Chapter 4 we outline emergence of the science of 
landscape ecology and discusses its potential to provide a coherent framework 
for the development of a new paradigm of spatial and temporal ecology, and the 
challenges to be overcome in integrating particulate and contextual processes into 
existing landscape ecological science. Chapter 5 focuses on the ongoing evolution 
of landscape ecology, particularly in its conceptual expansion to more effectively 
address the issues discussed in Chapters 2 and 3. In Chapter 6 we present a framework 
for data collection to provide flexible, multi-variate, multi-scale, spatially synoptic, 
temporally dynamic databases to feed modeling and analysis of scale dependent 
ecological processes in spatially complex and temporally variable environments. 
Thereafter come a number of chapters on particular kinds of data, with reviews of 
the attributes, scope and limitations of data on organism occurrence, movement 
and genetics. Next, we focus explicitly on the next corner of the triad, with four 
chapters discussing a selection of methodological tools to facilitate spatial and 
temporal analysis of ecological systems, including remote sensing, geographical 
information systems, database compilation, software and geostatistics. In the 
following three chapters we then review current spatial and temporal modeling 
approaches, focusing particularly on landscape genetics and multi-model resistance 
modeling. We finally present eight examples from current research on terrestrial 
and marine ecosystems, and close with chapters on the interaction between public 
policy and scientific progress and a view into the future and discussion of the outlook 
for rapid progress to expand theory–method–data to most effectively increase our 
understanding of the ecological world.

This may seem a daunting and overly ambitious project. We are not trying to 
invent new paradigms of science, but simply to uncover what has already come into 
being and give it our interpretation. Such interpretations are necessarily limited 
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by the knowledge, perceptiveness and biases of the interpreters. We hope these 
thoughts and perspectives may be of use in advancing discussion and promoting 
debate, leading to improved sciences and decision-making. Despite massive losses 
of ecological services world-wide, this is a fascinating moment in the history of our 
science, with tremendous advances in data acquisition, computing, and statistics 
enabling entirely new approaches to research and opening new avenues to under-
standing. Simultaneously, we face the unprecedented challenges regarding the state 
of the world, with climate change, population growth, ballooning consumption 
all contributing to a global biodiversity crisis. This brave new century appears to 
be destined to be the century of extinction unless there are dramatic changes to the 
global socio-economic system. The science of ecology must take a leading role in 
informing the path of these changes, providing knowledge about ecological systems, 
human impacts on them, and ways to mitigate our impacts on the biosphere. We hope 
that this book contributes for these noble goals.
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Chapter 2
Space and Time in Ecology: Noise 
or Fundamental Driver?

Samuel A. Cushman

In this chapter I frame the central issue of the book, namely is spatial and temporal 
complexity in ecological systems merely noise around the predictions of non-spatial, 
equilibrium processes? Or, alternatively, do spatial and temporal variability in the 
environment and autogenic space–time processes in populations fundamentally 
alter system behavior such that ideal models of nonspatial and equilibrium processes 
do not represent the fundamental dynamics of ecological systems?

If the former is correct, then the task for ecologists is seems relatively simple, 
if practically daunting. If variation across space and through time are noisy but 
not transformational, then the task of ecologists is simply one of increasing the 
scope of inference to maximize precision. That is, with the additional noise inhering 
to ecological processes due to spatial and temporal variability, larger and more 
extensive empirical samples will be needed to obtain precise estimates of under-
lying parameters through either inferential or Bayesian approaches. This would 
emphasize the critical need for broad scale, consistent, large sample data collection 
efforts. It would also put a fundamental limit on the precision of predictions that 
would be possible for a specific fine-scale location at a specific time. Similarly, 
such a relationship between spatial and temporal variability and system behavior 
would require only modest changes to nonspatial and equilibrium theoretical and 
predictive models. Under such a scenario, the expected value of ideal, nonspatial 
and equilibrium models would be unbiased, assuming correct identification of 
important driving variables and proper parameterization. However, the precision of 
the estimates of such models would be questionable, as the amount of variability 
in observed phenomena due to spatial variability and temporal fluctuations would 
likely often be substantial.

Scale would play a particularly critical role in determining precision of estimates 
from both empirical inferences and predictions of ideal nonspatial, equilibrium 
models. Specifically, if spatial and temporal variability are simply noise, then 
there will be a consistent relationship between scale and the precision of estimates 
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from empirical data and of predictions of theoretical models. Simply put, if spatial 
and temporal variability are noise clouding ideal processes, then precision will 
increase monotonically with the extent of measurement across space and time. 
At fine spatial scales and over short time periods variability will be high and 
reliability of empirical data to infer underlying process, or of process models to 
predict empirical patterns, will both be low. However, given an unbiased expected 
value, this variability will average out and precision will greatly increase as extent 
increases in both temporal and spatial dimensions, and as sample sizes increase in 
density within space and time.

However, there is a catch to this solution to variability through expansion of 
the scope of analysis. In a word it is nonstationarity. In the previous paragraph 
we argued that increasing extent of analysis in space and time will average 
out variability due to spatial and temporal complexity. This is true, so long as one 
remains within a stable “scale domain” in which relationships between pattern and 
process are constant. However, one of the most basic concepts in ecology is that 
ecological patterns vary across space and time along complex gradients of spatially 
structured environmental drivers. Pattern and process relationships are likely, more 
often than not, to be spatially nonstationary. And this tendency to nonstationarity is 
directly and monotonically related to scale as well, and unfortunately in the inverse 
way as precision. The larger the spatial and temporal scope of analysis, the higher 
the chance of severe nonstationarity in the major pattern–process relationships 
governing the system. Therefore, we face a dilemma, with large scope of analysis 
needed to deal with spatial and temporal variability, but small scope of analysis needed 
to ensure a sufficiently coherent and stable set of pattern–process relationships. 
This is a major practical challenge to ecologists hoping to obtain high precision 
predictions across space and through time. Fortunately, there are approaches to 
incorporating space, time and scale into analysis to address this challenge, which is 
the topic of the next chapter.

If, on the other hand, spatial and temporal variability fundamentally alter 
pattern–process relationships, then the challenge is even more severe. Instead of 
being noise around an unbiased expected value predicted by nonspatial and equi-
librium processes, spatial and temporal variability in this case would fundamentally 
alter pattern process relationships. It is important to clearly articulate what this 
means. In the previous paragraph we discussed nonsationarity of pattern process 
relationships, but implicitly assumed that there could in principle be a scale domain 
at which one could assume a stable and stationary relationship between pattern and 
process. If on the other hand, pattern and processes relationships are sensitive to 
spatial and temporal complexity across the full range of spatial and temporal scale 
then this collapses all the way down. In such a case one cannot assume nonspatial 
and equilibrium processes will be sufficient at any combination of scales. In such a 
case it will therefore be necessary to incorporate spatial and temporal factors directly 
into the theory proposed, the method used, and to ensure that the data collected are 
measured at scales at which pattern–process relationships are strongest.

In the introductory chapter we argued that ecology is at a major transition, marked 
by rapid advances in methodology which enable much broader scale collection 
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of detailed spatial data, much more vast data storage and more sophisticated data 
organization, and vastly more powerful data handling, manipulation and modeling. 
These changes in method and data are now feeding back to theory, and providing 
some traction on the very difficult challenges posed by spatial and temporal 
variability in ecological systems. The remainder of this chapter is a kind of 
historical retrospective on the emergence of awareness of the critical role spatial 
and temporal variability play in ecological systems and how ecology has struggled 
to begin incorporating them

2.1 Space, Time and Ecological Communities

Ecological communities are not crisply defined, discrete and stable entities. Indeed, 
the concept of community is an abstraction made to facilitate investigation. It is 
useful; its definitions provide the scale and boundaries within which hypotheses 
can be developed and tested. However, it should always be kept in mind that 
the “community” is an aggregation in flux, varying through space and over time 
(Levin 1989). The spatial and temporal dynamics of ecological systems affect the 
interactions of organisms with each other and their environments in complex and 
synergistic ways.

The functions of temporal and spatial processes within communities are poorly 
understood. One key question is, how precisely does variability in space and time 
affect species interactions? Particularly, in what ways are competitive and predator–
prey dynamics influenced by habitat geometry, stochastic events, and temporal 
trends or cycles? Are community structures largely a result of history, chance and 
the influences of spatial and temporal heterogeneity, or do they reflect underlying 
nonspatial processes and tend to an ultimate equilibrium? Resolving these questions 
is among the most challenging and important problems in modern ecology (Huston 
1979; Kareiva 1989; Roughgarden and May 1989). In the remainder of this chapter 
we review the discoveries and theoretical advances that lead to the formation of 
these questions and consider current theory regarding the effects of heterogeneity 
in space and time on species interactions and community structure.

2.1.1 Lotka–Volterra, Gause, Hutchinson and Whittaker

Lotka (1932) and Volterra (1926) demonstrated mathematically that two species 
which are limited by a common resource cannot coexist in a finite system. 
The simplicity and elegance of their formulation was seized upon by ecologists 
who hoped that, as in physics, universal laws of ecology could be expressed in 
simple formulas. The Lotka–Volterra model gained support from the experimental 
work of Gause (1934, 1935). Gause’s experiments indicated that when two species 
with common resource requirements are forced to coexist in an undiversified 
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environment one will inevitably become extinct. This “law” became known as the 
“competitive exclusion” or competition principle. The competition principle 
provided a theoretical explanation for the observation by community ecologists 
that the species which coexist in any system are a small subset of what might 
co-occur (Roughgarden and Diamond 1986). This “limited membership” (Elton 
1927) was believed to result primarily from exclusion of potential members by 
established species.

Competitive exclusion, coupled with the idea of limited membership gave studies 
in community ecology a focus, but it was not until the ecological niche concept 
was formalized by Hutchinson (1957) that a truly powerful theory of community 
organization emerged. Hutchinson defined a species’ fundamental niche as an 
n-dimensional hypervolume, in which each dimension represents the range a 
necessary condition or resource could have and meet the requirements of the species 
for survival and reproduction (Fig. 2.1). The fundamental niche, then, describes the 
“space” in which an organism’s requirements are met, and thus “where” the organism 
can potentially survive. Importantly, space in this conception is “ecological space” 
defined in terms of environmental variables and not in the familiar three dimensions 
of geographical space. The influences that merging these two models of “space” 
would have on ecological theory are critical, and will be elaborated upon later in 
this discussion.

To achieve or hold membership in an ecological community a species must 
have and maintain “niche space” in geographic space and through time (Fig. 2.2). 
To have niche space first requires that the resources and conditions needed by 
the species are available, and secondly that these resources are not co-opted and the 
conditions are not changed by the actions of other species. If interactions with one 
species reduce the resources available or change conditions needed by a second 
species then the two species compete. If this interaction reduces the niche space of 
one or both of the species then competition is a structuring factor in the community. 
If the realized niche of a species is sufficiently reduced then one or more of the 
resource dimensions will be insufficient and the species will be excluded. Thus the 
composition of any community is determined both by the availability of required 
resources through space and time (Gleason 1926; Whittaker 1956) and the ability 
of each species to maintain access to those resources and conditions in the face of 
interspecific competition (Gause 1935).

This is the central logic of the classical competition theory of community structure. 
The classical theory predicts that, given an initial set of potential members, the 
composition and structure of the community will trend toward equilibrium. Species 
that have similar resource needs compete and the inferior competitors are excluded 
from some or all of their fundamental niche space. A species excluded from all of 
its fundamental niche space will be excluded from the community. Over time the 
community is expected to stabilize at a sort of competitive climax which is conceptually 
similar to the “climatic climax” of Clements (1936).

The theory, in strict form, is an idealization. It is logically consistent, and therefore 
correct, within its assumptions. It is a useful mental model, but its assumptions are 
usually met only briefly and at fine spatial scales in the real world. Also, interspecific 



2 Space and Time in Ecology 23

interactions are more complex than simple models of competition would suggest. 
Interactions between herbivory, predation, parasitism, direct, indirect and apparent 
competition are complex and have influences on determining niche space and ability 
to maintain membership in communities across space and time that are difficult 
to predict. This does not invalidate the logic of the model, nor does it necessarily 
indicate that new mechanisms beyond the niche concept and limited membership 
need be sought. It does suggest, however, that temporal and spatial dynamics of the 
environment, autogenic population processes driven by predators and parasites, 

Fig. 2.1 Idealized fundamental niche as zone of tolerance and optimal fitness along three 
environmental dimensions
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Fig. 2.2 Projection of a fundamental niche from n-dimensional ecological space to geographical 
space. The projection is most easily thought of in terms of applying a habitat suitability model to 
each location in a landscape in which each niche axis is a predictor variable. The outcome is a map 
of niche-suitability for the species of interest across geographical space
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and their interactions, may create a spatially dynamic, non-equilibrium reality 
where the predictions of classical models are seldom if ever achieved.

2.1.2 Assumptions of the Competition–Equilibrium Theory

Hutchinson (1959) identified competition as the predominant process limiting 
species diversity and distribution, and hypothesized that it is what creates and 
maintains community structure. In the 1960s and 1970s many ecologists sought 
to apply this competition–equilibrium theory to explain community structure 
(e.g. Schoener 1974; Slatkin 1974; Armstrong and McGehee 1976). The theory 
predicted that if sympatric species were too similar then the less competitive spe-
cies will go extinct according to the Lotka–Volterra model, and over time a stable 
equilibrium is achieved where the remaining species in the community each limit 
their own expansion through intraspecific competition more than they limit the 
population growth rates of other species (Hubbell and Foster 1986). It is hypoth-
esized that coevolution of the member species over long periods leads to finer niche 
partitioning which allows for increased community diversity. Diversity is explained 
as the result of resource partitioning among species whose needs do not overlap 
completely. The concept of limiting similarity is evoked whenever two similar species 
coexist. As a net result, it was believed, coevolution, in conjunction with repeated 
invasions of “exotic” species that remixed the community yielded communities in 
which the theoretical limits of similarity were approximately achieved. This would 
give communities very predictable properties (Slatkin 1974; Paine 1984; Chesson 
and Case 1986).

The theory was formalized into a number of mathematical models which 
predicted the outcome of species interactions in model communities (MacArthur 
and Levins 1967; Cody 1974; Schoener 1974; Slatkin 1974). These models 
of community structure were tremendously influential in ecological theory 
in the 1970s; however, they make a number of limiting assumptions about species 
interactions which raise questions about their power to predict real world processes. 
As mentioned above (1) populations and communities are assumed to be at equilibrium 
set by resource scarcity; (2) competition for resources and selective pressure on 
resource-exploiting attributes is continuous and intense; (3) this competition is the 
major selective force determining the distribution of species (Wiens 1977).

2.2  Objections to the Strict Theory 
of Competition–Equilibrium

The validity of the theory’s assumptions depends on several key conditions, 
including that physical and biotic interactions are of even frequency and intensity 
throughout the community and that historical effects, temporal trends, stochastic 
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factors, spatial complexity and heterogeneity, migration and occasional perturba-
tions are insignificant (Chesson and Case 1986). Space is assumed to be homoge-
neous and the system is assumed to be well mixed so that dispersal can be ignored 
(Wiens et al. 1986). However, in any real biological community the environment 
is a temporally varying patchwork or system of complex spatial gradients (Chap. 
5, McGarigal and Cushman 2005), resulting from the space–time intersection 
of underlying environmental gradients with biotic and disturbance processes. In 
addition, organisms may often generate spatial pattern in community structure and 
composition autogenically through predator–prey and other interactions even in 
continuous and homogeneous environments (Roughgarden 1978; Kareiva 1987). 
Furthermore, the strength of interspecific competition is likely to vary among taxa 
(Schoener 1974). It is expected to be high in sessile organisms in crowded condi-
tions, and low in phytophagous insects, for example. And for any taxonomic group 
the constancy of competition as a limiting factor over space and time is likely to 
vary markedly.

Not surprisingly, given these observations, a controversy ensued over whether 
violations of assumptions were “noise” obscuring the underlying competition–
equilibrium processes, or whether the model itself failed generally to account for 
real-world community structure. A number of key papers investigated the effects on 
community processes when one or more of the assumptions are violated.

2.3 Key Papers: Challenges to Equilibrium Theory

Hutchinson (1957), in a paper which united the Lotka–Volterra competition model 
with the n-dimensional niche concept, wrote that the only conclusion that could be 
drawn was that although communities appear qualitatively to be constructed as if 
competition were regulating their structure, there are always difficulties in proving 
causality even in the most well studied systems. In the following 30 years a tremendous 
literature accumulated in clarifying this questions, with the same points being 
echoed and expanded prominently by Connell (1983) and Hairston (1985)

2.3.1 Fugitive Species and the Paradox of Plankton

Skellam (1951) coined the term “fugitive species” to describe situations where 
a poor competitor with a high reproductive rate coexists with a good competitor 
which reproduces slowly. Hutchinson (1951) identified stochastic disturbances as 
the key to the persistence of fugitive species. Persistence, in the fugitive species 
model, results from an equilibrium between the rate of exclusion and the rate of 
recolonization of newly created disturbance patches by the poorer competitor.

An important expansion of this idea is that disturbance and other changes in 
circumstances may interrupt or even reverse the direction of competition before 
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it has run its course to an equilibrium state. Proctor (1957) in a study of two species 
of green algae found that in permanent pools one species inevitably excluded the 
other. In intermitted ponds, however, the other, more drought resistant species 
could persist because during dry periods it had the competitive advantage. This 
led Hutchinson (1957) to speculate that there could be many instances where 
the direction of competition is never constant enough to allow the elimination 
of competitors. He used this logic to resolve the so called “paradox of plankton” 
(Hutchinson 1941, 1944, 1961).

It had long been noted that many more species of plankton coexist than can 
plausibly be explained by the classic competition–equilibrium theory (Chesson 
and Case 1986). Hutchinson speculated that the lack of equilibrium could be 
an explanation. Physical conditions, such as temperature, light and nutrients, are 
highly variably temporally and spatially in the marine environment. This variability 
could promote species richness of phytoplankton by repeatedly changing the 
direction of competitive advantage of the component species across space and 
through time (Hutchinson 1961).

The resolution of the paradox of plankton was that space–time variability leads 
to interruptions or reversals of competitive interactions, and this slows or prevents 
competitive exclusion. Hutchinson (1961) argued that if environmental fluctuations 
occur with a period roughly equal to the time for competitive exclusion then the 
species would coexist and a community more diverse than expected would be 
maintained. But if the period between environmental changes is markedly different 
from the time for competitive exclusion then exclusion would sill occur (Horn and 
MacArthur 1972).

2.3.2  Intermediate Disturbance and Predator Mediated 
Coexistence

A number of researchers in the 1970s used simple mathematical models to explore 
the potential effects of temporal nonequilibrium in the environment on competitive 
interactions. For example, Chesson and Warner (1981) used simple mathematical 
models to show that environmental variability promoted coexistence in lottery 
competitive systems. Similarly, Koch (1974), Leigh (1975), Schoener (1976) and 
Levins (1979) showed that fluctuations in the environment could lead to coexistence 
by interrupting or reversing competition periodically.

Caswell (1978) modeled the influence of one species of predator on competition 
between two prey species in a “community” of 50 cells, each of which is equally 
accessible to individuals of each species. Without predation, one species inevitably 
became extinct. However, with predation the two competitors coexisted for over 
1,000 generations. Caswell called this “exploiter mediated coexistence.” Exploiter 
mediated coexistence was also observed earlier empirically in Paine’s (1966) classic 
experiments. Paine (1966) demonstrated the importance of a keystone predator in 
maintaining the diversity of an intertidal community. When the sea-star predator 



28 S.A. Cushman

was removed, a process of community succession occurred in which barnacles 
settled and excluded other species, and in turn were themselves excluded as mussels 
came to dominate the site. The community was reduced from 15 to 8 species 
following the removal of the sea-star. This classic work provided a dramatic 
illustration of the interaction between quasi-deterministic processes of competition 
for space and the effect of predation as a disturbance event (Paine 1984). Paine and 
Levin (1981) noted that stochastic physical disturbances had comparable effects to 
intermediate levels of predation in maintaining species within the community.

These results are explained by the “intermediate disturbance hypothesis” 
(Connell 1978). The highest levels of diversity are expected at intermediate levels 
of disturbance. Predation and stochastic physical disturbances can both lead 
to the coexistence of competitors. If the disturbance is too rare or not intense 
enough local competition tends toward equilibrium and the fugitive species are 
eliminated. If, on the other hand, disturbance is too frequent or too intense most 
species are eliminated. At intermediate frequencies competition is interrupted 
or reversed periodically and high diversity can be maintained (Kolasa and Pickett 
1991). The important factors are the rate of disruption relative to the rate of 
exclusion (Connell 1978).

Cushman and McGarigal (2003) evaluated the effects of landscape-scale 
disturbances on avian diversity in the Oregon Coast Range. Their analysis found 
that the highest diversity of bird species were found in landscapes with a mixture of 
seral stages resulting from an intermediate level of disturbance. Interestingly, they 
found that in landscapes with low levels of disturbance the community structure 
changed in a highly predictable way, characterized by the selective loss of species 
associated with early seral habitats. Cushman et al. (2008) found that the early 
seral species in this system were much more highly related to fine-scale, plot-level 
habitat features, and less responsive to landscape-level patterns of heterogeneity 
and fragmentation. This perhaps suggests that they act as fugitive species in this 
system, such that they have lower competitive ability in mid and late seral forests 
that dominate the system, but that they may be superior colonizers given that their 
occurrence is not constrained by landscape composition or structure, but only by 
occurrence of required resources at the home-range scale.

2.3.3 Lottery Model

Sale (1977) studied the causes of community structure in coral reef fish commu-
nities. He emphasized that the reef community is both space and food limited. 
Nonetheless, the community is very diverse, with more species than predicted 
by the equilibrium hypothesis. This explanation follows from the fact that fish 
eggs and larva are pelagic. Coexistence results from the random process of larval 
settlement into the vacant space left when a predator or disturbance removes an 
established adult competitor (Roughgarden 1986). Thus population dynamics are 
governed by chance colonization which is similar to a lottery.
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Hubbel and Foster (1986) note that in tropical forests the diversity of tree 
species is extremely high, and that many of the species seem to occupy similar 
niches. The stochastic process of gap formation by wind throw is thought to give 
all sub-canopy species, so long as they are evenly distributed, an equal probability 
of establishment in the canopy. Thus there is a lottery process, analogous to that on 
the coral reef, in which all species are given approximately equal chance of success 
and tend to coexist for long periods even though they may occupy similar niches.

Finding examples in communities as different as coral reefs and tropical forests 
suggests that such a lottery process may be in action in many communities in which 
there are limited and stochastically developing opportunities for establishment, and 
equally prolific and evenly distributed propagules or juveniles of the constituent 
species. A number of researchers have argued that in spatially extensive systems 
with many species chance events of mortality and colonization may result in systems 
in which exclusion of inferior competitors may take extremely long periods to 
achieve (e.g. Diamond 1979; Case and Sidell 1983)

2.3.4 Huffaker and Others

Huffaker (1958) performed a classic study on population dynamics of a predator–
prey system in a heterogeneous environment. Working with a predatory mite and a 
prey mite that feeds on oranges, he manipulated spatial heterogeneity by varying the 
number of oranges, rubber balls, Vaseline barriers and wooden poles in a laboratory 
microcosm. When the system was homogeneous the predator invariably consumed 
all the herbivores and both species became extinct. However, when spatial 
complexity was added, sustained predator–prey oscillations resulted. Including 
sufficient spatial heterogeneity resulted in waves of predation which were out of 
phase with prey abundance (Huffaker 1958). This allowed the predatory–prey 
interaction to stabilize and the two species coexisted.

Huffaker’s results inspired a number of studies on how spatial heterogeneity 
affects predator–prey and competitive interactions (e.g. Hassell and May 1974; 
Hilborn 1975; Caswell 1978; Hassell 1978; Hastings 1978; Levin 1978; McMurtie 
1978; Crowley 1979; Atkinson and Shorrocks 1981; Ives and May 1985; Kareiva 
1987). Patchiness was investigated with mathematical models which showed that 
fundamental properties of multi-species communities can be changed whenever 
spatial heterogeneity is important in interspecific interactions (Kareiva 1987). 
Levin (1974) demonstrated that subdivision of habitat into patches and interpatch 
dispersal may permit coexistence of species which would otherwise exclude one 
another. Other models repeatedly predicted that predator–prey or host–parasite 
interactions are stabilized if patterns of attack are sufficiently aggregated allowing 
some prey patches to escape predation (Kareiva 1986; Hassell and May 1974).

One example of Huffaker’s work moved to the field is Kareiva’s (1986, 1987) 
study of the effects of spatial heterogeneity on the interactions between predatory 
coccinellid beetles and herbivorous aphids. Patchiness resulted in aphid densities 
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ten times those observed in a homogeneous control plot. Patchiness reduced 
ladybug predator dispersal rates by 50%. This led to more aphid colonies escaping 
predation for long periods. The net result was that with increasing patchiness 
of vegetation the ladybug–aphid interaction changed so that aphid populations 
increased, occasionally to autocatalytic outbreak densities.

Kareiva noted that while Huffaker’s theory predicts that patchiness stabilizes 
predatory–prey interaction, in this case it led to destabilization, as the prey species 
oscillated in and out of large population explosions. This suggests that the actual 
effects of spatial heterogeneity depend on the details of demography and foraging 
behavior of the species involved in interaction with the scale and pattern of 
heterogeneity (Kareiva 1986). Kareiva also notes that insect populations rarely 
reach levels at which competition plays a major role. The effects of unpredictable 
fluctuations of environmental conditions predominate and there is little evidence 
of density dependent mortality (Kareiva 1986; Kolasa and Pickett 1991). Thus, this 
taxonomic group does not follow Lotka–Volterra community theory (Kareiva 1986).

2.4 A Non-equilibrium, Spatially Dependent World

It is clear that most of the assumptions of the “equilibrium–competition” theory 
do not hold in real biological communities. It is also clear that violations of the 
assumptions are not noise obscuring “true” underlying equilibrium processes. 
Spatial and temporal heterogeneity, historical effects and stochastic factors are 
key causal agents creating and maintaining community structure (Huston 1979; 
Kareiva 1986). Disturbance is so universal in natural communities that it is likely 
that truly equilibrium situations almost ever occur in nature (Begon et al. 1990). 
Even in the absence of clear disturbances and perturbations, spatial complexity 
in the environment and fluctuations in conditions overtime both alter population 
processes fundamentally in ways inconsistent with equilibrium–competition theory. 
Two questions thus arise: (1) does variability in space and time make the properties 
of communities unpredictable? (2) If no equilibrium point is achieved, will 
community structure be dominated by chance and historical effects? (Chesson and 
Case 1986). The answer is yes, on both points, and no.

2.4.1 Structure of Non-equilibrium Communities

Communities are not quasi-organisms. They are the collection of organisms of all 
species coexisting within some set of spatial bounds defined by the observer. Each 
one of these organisms has met the requirements for its survival. These are the 
dimensions of its fundamental niche. Assuming that an organism has geographic 
access to the region, its persistence at that location first depends on whether its 
fundamental requirements are available, and second whether other species control 
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them or change them such that they no longer meet the needs of the organism. 
We believe the niche concept and interspecific competition are the foundation of 
any explanation of community structure, even though in the real world equilibrium 
are seldom if ever achieved.

It is futile to try to develop a general theory of communities, as communities are 
simply the collection of organisms living in one place at one time. To understand 
the “structure” of a “community” requires that you understand (1) the fundamental 
requirements of each species, (2) how these required conditions vary spatially, 
(3) how they vary temporally with directional environmental change, (4) how 
stochastic events are likely to affect them, (5) how their availability is influenced 
by the actions of other species and (6) how these influences vary spatially and 
temporally.

The individualistic concept of the community notwithstanding, we can make 
generalizations about some responses of species to common processes. When 
environmental conditions vary in space and time, many species may coexist on a 
single resource (Chesson 1985). This requires that fluctuations also occur in the 
competitive ranking of the species. Populations at one location may experience 
fluctuations which are out of phase with other adjacent locations (Chesson 1983, 
1985; Comins and Noble 1987; Atkinson and Shorrocks 1981). Fluctuations in 
competitive ranking can occur in two ways. The first is differential variation of 
migration rates among species into particular patches, leading to flip-flops in 
numerical advantage within patches over time. The other is that changes in local 
environments may reverse the competitive advantage within a given patch (Chesson 
and Case 1986).

Coexistence in such a patchy environment depends on the geometry of he 
landscape and the relative dispersal abilities and habitat specific mortality rates 
of the interacting species. If there is too much movement among patches then the 
system behaves like one patch. If there is insufficient dispersal, populations will 
disappear from patches more rapidly than recolonization can occur (Kareiva 1987; 
Pulliam et al. 1992). Dispersal is always a key parameter, as it determines the 
coupling between patches, the degree of mixing in the environment and the ability 
of predators to follow prey populations (Kareiva 1989; Cushman 2006).

Nearly identical species will not coexist in an unvarying environment. In a 
spatially homogeneous or temporally unvarying environment, two species whose 
niches overlap will compete and the superior competitor will exclude the inferior one 
from the portion of its fundamental niche which overlaps. In a varying environment, 
the same process will always be in operation. However, the heterogeneity and 
temporal variability of the real world will often prevent equilibrium from occurring. 
At any moment, at any location, one species will have the advantage over the 
other in competition for their common resource. But, conditions may well change 
and shift the competitive balance before exclusion occurs. Alternatively, spatial 
heterogeneity in the pattern of competitive ability will enhance persistence. The 
combination of spatial heterogeneity of competitive advantage coupled with temporal 
fluctuations in this advantage across space are probably the major underlying factors 
maintaining biological diversity greater than predicted by classic equilibrium theory. 
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Also, abiotic or biotic factors, such as disturbance or predation, may reduce the 
numbers of the superior competitor, or of both species, below the point where 
interspecific competition is limiting. After that, both species will grow for a time 
without competing with each other (Hanski 1981). The metapopulation process 
of local “patch” extinction due to environmental factors, predation or chance may 
permit competing species to colonize and grow for a time without interspecific 
competition. So long as the spatial pattern and temporal frequency of these 
“extinctions” match the demographic and dispersal abilities of the fugitive species 
it will persist indefinitely even though it is always a poorer competitor.

Whereas it was once thought that environmental variability acted primarily to 
eliminate species, we now know that variability in may instances may act to promote 
diversity. Stochastic environments can convert competitive exclusion into competi-
tive coexistence (Kareiva 1989). The key is the combination of a fluctuating, 
spatially variable environment and the possession of certain life-history traits 
(Chesson and Case 1986). This is an explanation of the coexistence of strongly 
competing species from different taxonomic groups (i.e. harvester ants, finches 
and rodents). Differences in life history, physiology and behavior in these groups 
lead to different responses to environmental pattern and change. Thus, a fluctuating 
spatially complex environment can promote coexistence.

A biological community is defined as a collection of organisms which all 
maintain niche space within a given area. Their effectiveness at holding this “space” 
at a given time is a measure of the Darwinian fitness of individuals of the species. 
Individuals which hold space less effectively relative to their con-specific conspe-
cific competitors will produce fewer offspring, and a species which in general fails 
to hold space will be excluded by other species, and will become locally extinct. 
If conditions fluctuate around a stable mean value, then niche space of a species 
will expand and contract in phase with the fluctuation. While the space for one 
species expands due to a given fluctuation, that of a competitor may be contracting. 
Meanwhile, in an adjacent patch environmental conditions may be fluctuating in 
a different manner, leading to expansions and contractions that are spatially out of 
phase. This combination of spatial and temporal environmental variability promote 
coexistence by interrupting or redirecting the direction of competition.

However, when the mean value of conditions change over time and space the 
situation is different. Real world environments don’t often fluctuate around a stable 
environmental mean. Slow, directional changes are constantly occurring in physical 
conditions due to climate change and geomorphic processes (Hubbel and Foster 1986). 
If the changes are sufficiently slow, then most organisms in the community can track 
them equally well through evolutionary change. However, if some organisms track 
better than others, community structure will change. Species which track poorly will 
experience reduced access to their fundamental niche, or their competitive ability 
to hold it relative to other community members will decrease. Since the relative abun-
dances of the species present in a community are constantly adjusting to new conditions, 
but never complete the adjustment before conditions change, past abundances of 
species remain relevant. History plays an important role in the present abundances 
and composition of organisms in real communities (Chesson and Case 1986).
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As conditions change continually, organisms are constantly decaying with 
respect to current conditions. The fitness of all organisms is expected to decrease 
with changes. But some species may be impacted more than others. Some species 
are more tolerant of change than others due to physiological or other ecological 
characteristics. For example some species plastic than others, and can behaviorally 
differentiate their niche space in response to changes. Other species can track 
environmental change more effectively through evolutionary change. The real world 
is a Red Queen world. Species in a community always “run” to keep up with envi-
ronmental and competitive change. Species are affected individualistically, but not 
independently. Community structure reflects the moment to moment fluctuation of 
the niche space of individual species about a drifting mean value that is punctuated 
by stochastic disturbances.

Community structure at any moment is a snap-shot of this process. Organisms 
do not anticipate the future, and prepare for coming changes. Nor are they the 
best they can be given current conditions. They never have time to fully adjust. 
They were simply good enough individually in the past to survive, reproduce and 
maintain membership in the pool of species persisting at this place at this time. 
At present, under current conditions, a species may be at equilibrium, expanding 
relative to competitors, or declining toward extinction. We can say little about their 
fitness, or the composition of the community, in the future unless we know how 
conditions will change over time and space and how each organism will respond.

2.5 Irony of the Red Queen

We can now justify the answers to the two questions posed above. The questions 
were: (1) does variability in space and time make the properties of communties 
unpredictable, and (2) if no equilibrium point exists, will community structure be 
dominated by chance and historical effects? We are clearly dealing with a vastly 
more complicated world than classical ecological theory assumes or is equipped to 
deal with. The answers are clearly yes. Community structures will always be unpre-
dictable to a degree because individual species responses will be determined in part 
by unpredictable, chance events such as disturbance, colonization and predation. 
These chance events undoubtedly play a much larger role in community structure 
than has been previously believed (Kareiva 1989). The answer is also yes because 
of spatial complexity. Even holding the environment constant, spatial complexity 
of the environment can lead to apparently chaotic and unpredictable population 
dynamics of multi-species communities (e.g. Huffaker 1958; Kareiva 1987). Real 
environments vary dramatically at multiple spatial scales, and the challenge of 
sufficiently representing the spatial pattern of key limiting resources for multiple 
interaction species across spatial extents relevant for population processes is 
enormously daunting. Even should we be able to measure and quantify such 
patterns, linking them through mechanisms and responses to population dynamics 
is exceptionally difficult. The challenge is even greater when one considers the 
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interaction of variability in space with variability in time. We have argued that 
variability in either of these fundamentally alters outcomes in biological communities 
from the predictions of classical theory, and in many cases may make changes 
exceptionally difficult to predict and thus make current patterns exceptionally difficult 
to explain based on observed processes. In real biological communities, however, 
these two act in concert. Spatial patterns vary continuously at multiple scales, 
and temporal fluctuations occur across these complex landscapes continuously and 
at multiple scales. We believe the fundamental four-dimensional complexity of 
nature makes the future at any given location in space in large part unpredictable.

But in another sense the answer is no. Given any event, be it physical distur-
bance, directional environmental change, predation or colonization, the response 
of the community is the sum of the responses of the individuals of the individual 
species within it. These responses will be determined by the ways the events affect 
the resources and conditions within each species’ fundamental niche, and how they 
affect their ability to maintain access to that niche space in the face of interactions 
with other species. Thus, if an event is known and its effects on each species across 
space are known, hen the response of the “community” can be determined. But, as 
conditions are changing continually through space and time, each moment and each 
location will yield different predictions about the future. With infinite knowledge 
of each location at all moments, and infinite knowledge about how these conditions 
will affect the interactions of individual organisms, it is in principle possible to 
predict future outcomes. This “in principle” possibility has been hopefully termed 
“Consilience” by Wilson (1998).

This digression has had a purpose. It takes us back to the thesis we laid out at the 
beginning of the chapter. The classical theories of ecology are based on equilibrium 
and non-spatial idealizations of systems and processes. The classical theory of 
community structure predicts that, given an initial set of potential members, the 
composition and structure of the community will tend toward equilibrium. A species 
excluded from all of its fundamental niche will be excluded from the community. 
Overtime, the community is expected to stabilize at a sort of “competitive climax”. 
This is precisely what may be occurring everywhere, at every moment.

At any moment, within any unit of space, community structure will tend toward 
and equilibrium. But, it will rarely if ever get there. Chance disruptions of that trend 
will set it off on another course. Intermittent reversals of competitive advantage and 
transient most limiting factors will prevent progress toward equilibrium. Spatial 
variability in the environment will interact with these temporal fluctuations in complex 
ways. At any moment in any unit of space the observed trajectory of change is completely 
predictable, in principle. The classical theory is correct entirely in an ideal world, 
but almost always fails in real life. We believe we know the dominant mechanisms 
and processes. No new theory of cause and effect need be invoked. But we will 
always fail to understand the causes of current community structure and fail to predict 
future conditions because we can never know enough about how relationships in 
complex systems change over time. The mystery is dead; long live the mystery.

Is this a message of despair, or a message of inspiration? The reality of nature is 
marvelous and mysterious. We believe this abiding mystery is a source of inspiration. 
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Not in a mystical sense of worshiping an unknowable mystery, but in the sense of 
the challenge to understand, the mystery to be explored. There are several main 
messages that this chapter has been intended to evoke. First, idealized models often 
effectively describe the nature of important processes, but fail basically to predict 
how these processes act the context of a spatially and temporally complex world. 
Second, given the failure of such models, future progress in ecology we believe 
will focus on particulate and contextual analysis. As we discussed at the beginning 
of the chapter, we believe analysis will have to “step-into” spatial and temporal 
complexity, by applying process models to particulate reality, rather than globally. 
By particulate, we mean the interactions of particular individual organisms with 
the details of their particular environment. The second part of this “stepping-into 
spatial and temporal complexity is by conducting analysis contextually, by studying 
the interactions of particular organisms, in particular locations, at particular times. 
Third, in order for particulate and contextual analysis to be informative it must 
also be integrative, in a sense similar to the calculus. In calculus integration is the 
process of predicting the integrated response of continuous differential functions. 
In a similar way, in this view of ecology, integration will be a “stitching together” 
of a vast number of particulate and contextual pattern–process relationships across 
space and time. Many of these particulate relationships will act at multiple spatial 
scales, some of which will be continuous at fine spatial scales. Thus, conceptually 
this integration is much like calculus. The difference is that in calculus one is 
integrating an equation and seeking a closed form solution.

In ecology this will rarely be possible. In ecology, we will be integrating 
space–time processes continuously across space and time, where response and 
dependent variables both change both in value and in kind over space and time, and 
pattern–process relationships may change fundamentally as response and depend-
ent variables change. One of the primary reasons for the popularity and influence 
of many classical non-dynamic theories in ecology is that they do provide tidy 
mathematical solutions. These tidy solutions may apply at fine spatial scales over 
short time periods in a spatially and temporally complex world. The challenge is 
integrating these across fundamentally nonstationary spatial and temporal domains. 
Thus, the fourth message we wish to evoke is the difficulty of achieving global 
prediction from closed-form equations. If ecological reality is particulate and 
contextual, and therefore nonstationary, it will generally be impossible to derive 
closed-form theory to make predictions across complex systems.

This therefore raises two critical themes which are twin backbones of this book. 
The first is the central and critical need for high quality data over space and through 
time on environmental conditions and species distribution, abundance, fitness, and 
behavior. If ideal theory will not provide reliable predictions, then we will have to 
rely on data to a much larger degree. In classical ecology, theory was supreme and 
data was secondary, in a sense, called upon mainly to parameterize and validate 
theory. Now, if integrating theory across particulate and contextual non-stationary 
space–time domains is found to be intractable, then data will be primary, with 
theory being applied locally and temporally, but relying explicitly on particulate 
and contextual data to be useful.
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The second backbone is the ascending role of computational simulation. In 
the absence of closed-form solutions to theoretical models across particulate and 
contextual environments, simulation will be the primary tool to investigate complex 
ecological systems. Simulation does not require closed-form, global solutions or 
stationarity of space–time processes. The rise of powerful computing environments 
enables researchers to directly investigate the interaction of spatial complexity, 
temporal variability and population processes in particulate and in context. 
By coupling extensive spatial and temporal data collection to powerful spatial 
modeling environments it will be possible to integrate local and ephemeral dynamics 
across space and time (Cushman 2006).

Detailed, quality data gathered continuously through space and time and 
powerful, spatio-temporal simulation modeling are not alternative solutions to the 
problem of complexity in ecology. Rather they are complementary and mutually 
interdependent (Fig. 2.1). At the beginning of the chapter we asserted models 
without data are not compelling, while data without models are not informative. 
We can now further explain our meaning. Detailed, quality data on environmental 
conditions, and species distribution, abundance, and fitness can be used in statistical 
modeling to infer process from patterns. This is the meaning of the top left–right 
arrow in Fig. 2.1, namely that detailed spatial and temporal data on ecologi-
cal systems is necessary to provide material to infer processes inductively from 
the data. The data alone, however, are not informative regarding process. Data 
alone is mere pattern. Statistical modeling seeks to link these patterns to potential 
explanatory processes (through the bottom left-right arrow). However, regardless 
of whether a refutationist, inferential analytical approach or a confirmationist, 
likelihood/Bayesian approach is used to infer this pattern–process linkage, there 
is an inevitable logical inconclusiveness. It is known as affirming the consequent 
through induction. The analysis evaluates the consistency of the data with one or 
many alternative explanations, or the likelihood of several explanations given the 
data. In either case, observing consistency of the pattern with an inferred process 
does not in any sense prove that causation. In the inferential case, the best we can 
do is fail to reject the hypothesis, which logically is entirely different than proving 
it. In the confirmationist case, the best we can do is rank the relative support of 
the alternative explanations, which inevitably are a vanishingly small fraction of 
possible alternatives. In either case asserting a proof of causality from an empirical 
correlation is an example of affirming the consequent through induction, in that any 
number of untested alternatives may exist, leading to a large probability of failing to 
evaluate the correct alternative in the confirmationist approach and the impossibility 
of rejecting all reasonable alternative hypotheses in the refutationist approach.

Conversely, through deduction we can go the other way, from process to 
pattern, from mechanism to response. This is the bottom right–left arrow in Fig. 2.1. 
In the context of this discussion, this is done through space–time simulation of 
ecological processes, given our expectation that ideal closed-form mathematical 
models will not apply to non-equilibrium and nonstationary ecological systems. 
In this effort, we design a space–time system consisting of entities located 
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in space, space characterized by one or several driving variables, and time. 
The simulation proposes a space–time process, a set of rules which govern the 
interaction of entities with each other as functions of distribution and density of 
entities of different kinds, their behavior, the structure of the environment and how 
these change over time. The simulation then allows the “actualization” of the proposed 
process through the execution of the process in particulate and contextually within 
the “world” represented by the simulation. We asserted that models without data 
are not compelling. Without realistic data on patterns and processes to develop a 
simulation model, it is extremely unlikely that it its results will have much kinship 
with reality. Further, without reliable data of the appropriate variables at appropriate 
scales in space and time it is not possible to evaluate the degree to which model 
results conform to actual patterns in the real world. For a model to be compelling 
it must simulate a reasonably meaningful system and produce results reasonably 
consistent with observations in the real world. However, as in the case of inferring 
process from pattern, there is an unavoidable logical inconclusiveness in using 
process to recreate observed patterns. It is called affirming the consequent through 
deduction. Proposing a process governing a system, simulating that process, and 
observing the results are consistent with the observed pattern does not prove that 
causation. The model evaluated a single or perhaps several alternative processes. 
Observing that one of these recreated a response pattern that is consistent with an 
empirical observation does not materially lessen the likelihood that there could be 
any number of other processes that could also recreate the pattern, leading to a large 
probability of failing to model the correct process.

We have argued that the particulate, contextual and nonstationary nature 
of ecological systems strongly invokes the need for quality spatial and temporal 
ecological data collection, and sophisticated space–time simulation approaches. 
However, it would appear that in the previous two paragraphs we have torn down 
inference from data and deduction from process as viable routes to reliable knowl-
edge. Theories are always underdetermined by facts; facts never fully confirm a 
theory. Here is our main point regarding the interdependent role of inference from 
data and deduction from process. While it is never possible to avoid the logical 
risk of affirming the consequent in science, the combination of inference from 
data directly with deduction from process is a potentially powerful framework 
to greatly lessen the risk. Through the collection of large spatial and temporal 
samples of appropriate ecological data it is possible through both refutationist 
and confirmationist methods to identify plausible explanatory processes. In and 
of themselves, these are relatively weak logically due to affirming the consequent 
through induction, as discussed above. However, this hypothesized explanatory 
process then can be used as a starting point for simulation, in which the process is 
assumed and the model then recreates the pattern the data would have if the process 
were correct. As discussed above, this in and of itself is logically weak due to 
affirming the consequent through deduction. However, if the simulation based on 
an inferred process is able to recreate the pattern seen in the original data, there is 
much less likelihood that the explanation is an error of affirming the consequent. 
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Specifically, affirming the consequent through induction and affirming the 
consequent through deduction are independent errors, and therefore the chance of 
both errors occurring together, simultaneously with regard to a single pattern–process 
hypothesis is geometrically less than either alone. Thus, regarding induction from 
data and deduction from theory, both are necessary for reliable knowledge.

Thus, to summarize, we believe that spatial and temporal variability in ecological 
systems are not noise clouding ideal pattern–process relationships, but rather that 
they are fundamentally important to the processes themselves. Therefore, under-
standing ecological systems will require a reconceptualization of pattern–process 
relationships to focus on particulate interactions of organisms with their environments 
in the context of spatial location and temporal moment. This simultaneously will 
require a paradigm shift in the three areas of method, data and theory. First, we 
believe ideal theories will seldom be able to provide reliable predictions for large 
systems, and that pattern–process relationships will collapse down to local and 
ephemeral dynamics in space and time. Second, to address this will require 
development of new methodology. The recent explosion of computational technology, 
remote sensing, GIS, spatial statistics and space–time modeling have enabled rapid 
development of key components of this new methodology. Third, these advances 
have enabled vast improvements in our ability to collect, store, integrate and analyze 
large, fine-scaled spatial and temporal data on environmental patterns and organisms 
distribution, abundance and performance (Fig. 2.3). Finally, this feedback between 
method, data, and theory enables us to be hopeful that this a message of inspiration 
rather than despair; that this positive feedback between explosive progress in 
computing, computational simulation, remote sensing and other methodological 
advances, the extent, frequency and quality of data being collected and our ability to 
represent explanatory processes will enable rapid progress. We believe this progress 
will be built on a conception of logical linkage between inferring process from data, 
and then recreating data patterns from process, and involve the application of 
ecological theory in particulate and contextual context, at the level of the interac-
tions of individual organisms with each other and their physical environment, 
integrated across heterogeneous space and over temporally dynamic time.

Fig. 2.3 Feedback between theoretical models and empirical data collection and analysis. Empirical 
analysis is used to infer process from patterns observed in data. Theoretical and process models 
are used to evaluate the ability of the inferred process to create the observed pattern. The feedback 
between these two enables much stronger inferences about pattern–process relationships than 
either alone and markedly reduces the severity of risk of affirming the consequent
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Chapter 3
The Problem of Ecological Scaling in Spatially 
Complex, Nonequilibrium Ecological Systems

Samuel A. Cushman, Jeremy Littell, and Kevin McGarigal

In the previous chapter we reviewed the challenges posed by spatial complexity and 
temporal disequilibrium to efforts to understand and predict the structure and dynamics 
of ecological systems. The central theme was that spatial variability in the environment 
and population processes fundamentally alters the interactions between species and 
their environments, largely invalidating the predictions of ideal models of community 
structure and population processes. In addition, we argued that temporal variability 
enormously amplifies the challenge of prediction, by altering and reversing species–
species and species–environment relationships over time. Typically these fluctuations 
do not occur globally across space in synchrony; rather change in time is spatially 
dependent on location in the environment, and thus interacts in highly complex and 
nonlinear ways with spatial heterogeneity in influencing ecological processes. Given 
these challenges, we proposed focusing on the interactions between species and their 
immediate environments in the context of current and past conditions. However, given 
critical sensitivity of ecological processes to spatial and temporal factors, it is also nec-
essary to consider their action within the context of a broader landscape of conditions, 
constraints and drivers. This therefore seems a catch-22, with fine-scale understand-
ing of process required at the scale where ecological entities (e.g. organisms) directly 
interact with each other and their environments, and also integration of these fine-
scale processes across complex and temporally varying broad-scale environments. 
This challenge fundamentally relates to scale and scaling ecological processes.

One of the challenges that oft plagues efforts to discuss and integrate concepts 
related to multiple-scale analysis is inconsistency and contradiction of terminology 
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and the resulting confusion of meanings (Allen and Hoekstra 1992; Schneider 1994; 
Peterson and Parker 1998). In this chapter we discuss concepts of scale and 
concepts of hierarchy, and how they are related in the context of ecosystems within 
landscapes. In our usage, scale is a metric spatial or temporal attribute. It is a 
continuous property of observation defined by units of length, area, volume or time. 
For our purposes we focus on two key attributes of scale, Grain and Extent. Grain 
refers to the resolution of the data in terms of the smallest increment of measurement. 
Temporal grain can be measured in seconds, minutes, hours, etc. Spatial grain can 
be measured in length (m), area (m2), or volume (m3). The grain defines the finest 
resolution of measurement and thus the finest resolution of patterns that can be 
described in the data. The extent refers to the temporal or spatial span of the data. 
Temporal extent refers to the duration of time at which sampling occurs. Spatial 
extent refers to the length, area, or volume over which sampling occurs. Extent 
defines the domain in space or time for which data are available and thus the scope 
of the inferences that can be drawn from them.

Scale refers to a continuous property measured in common units, and therefore 
is not a discrete property defined by levels in the ecological hierarchy. There is 
no constant plot scale, patch scale, or landscape scale. Plots, patches or land-
scapes may be represented in different scales, but they are not scales themselves. 
Often researchers are interested in relationships among things, such as organisms, 
populations, communities, stands, and landscapes. These things can be arranged 
in hierarchies to organize thinking and facilitate analyses. In our usage we discuss 
hierarchical levels of system organization based on forest ecosystem organization. 
The levels we include are (1) organism, (2) stand, (3) landscape, (4) eco-region, (5) 
biome, (6) planet. These categories were chosen because they reflect the major tra-
ditional way of conceptualizing forest ecosystems (Turner et al. 2001). This organi-
zational hierarchy is one of convenience and provides a reference framework for 
discussing entities and relationships among them. One beneficial characteristic of 
this organizational hierarchy is its nestedness. Conceptually, stands are composed 
of organisms, landscapes are composed of stands, ecoregions are composed of 
landscapes, etc. A key attribute of organizational levels, as opposed to scale, is that 
as organizational level changes, the thing itself is changing – stands are not biomes. 
However, moving from organism to stand, the entities, processes and structures of 
interest change; the variables measured change; the required scale of measurement 
changes both in grain and extent. In this chapter, we recognize that the size of land-
sacpes varies with the organism(s) of interest,  so we use the term “landscape scale” 
generally – and consistently – to refer to the scales of mechanism and response that 
are required to understand landscape pattern and evolution, particularly with regard 
to organisms and their environments. 

The fact that measurements change across scale is a challenge to ecology. It is 
difficult to translate relationships from one scale to another. A much greater challenge, 
however, is translating relationships from one organizational level to another. 
When one only changes scale, the thing being measured is unchanged. All that is 
changed is the grain and/or extent over which it is measured. In contrast, when one 
changes levels, one simultaneously changes scale, but also changes the apparent 
entities being measured and the apparent processes governing their behavior (Fig. 3.1). 
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Linking relationships across levels of organization therefore faces three simultaneous 
challenges: (1) change in scale, (2) change in entity, and (3) change in processes.

The purpose of this chapter is to explore the challenge of integrating the ecologi-
cal pattern-process relationships across space and through time, and the roles that 
ecological scale and scaling serve in that effort. Despite much effort, there has been 
limited success in simultaneously traversing scale and hierarchy from fine scale to 
large scale and vice versa. Moving upward in ecological hierarchy from individual 
trees to stands to basins and landscapes, apparent ecological patterns change, as 
to the apparent relationships between patterns and processes (Wiens 1989, Levin 
1992), and the scales of measurement appropriate in one may fail to capture the 
important processes in another. The cost of sampling very large geographical areas 
at a fine grain is prohibitive, and methods of integrating these fine grain data to 
produce broad scale predictions are challenging (King 1991, Rastetter et al. 1992, 
Schneider 1994). Moving downward in hierarchy from continents and ecore-
gions to landscapes and watersheds, broad scale relationships between regional 
climate, vegetation community structure, and disturbance processes become less 

Fig. 3.1 Traditional hierarchical model of ecosystem organization. The system is characterized 
by a nested or partly nested series of levels. Each level occupies a distinct portion of the space–time 
scale space. Also each level consists of different entities, defined in part by the definition of that 
level of organization. There thus is simultaneous change in scale in both space and time and change 
in entities considered as one moves through a hierarchical model of ecological systems. When 
processes change across scale we face a challenge of translating the effects of a process on the entity 
at one scale to the effects of a different process on the entity at another scale. When entities change 
across scale we have the challenge of linking entities at lower levels of organization to aggregate 
properties of entities at higher levels. When both entities and processes change it is intractably 
difficult to rigorously predict relationships between entities and driving processes across scale. 
Combination of differing process and changing entity is a fundamental obstacle to understanding
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coherent(Turner et al. 2001, Baker 2003). This is because variance due to local 
spatial and temporal heterogeneity becomes small relative to variance due to major 
exogenous forcings such as climatic drivers. However, downscaling to landscapes 
and watersheds, the details of the spatial structure of the landscape (e.g., topogra-
phy, soils, historical events such as disturbance and succession) become critical 
(Baker 1995). At the scale of forested landscapes, it is logistically and analytically 
intractable to extend fine-scale mechanistic relationships between individual organ-
isms and their environments across space and time, and, simultaneously, regional 
and continental scale relationships between climate and productivity and life-form 
lose explanatory power due to increasing spatial and temporal variance. 

The reason that understanding ecological mechanisms and responses on 
landscapes is so challenging is rooted in scale: downscaling fails to capture the 
spatial and temporal contingencies that affect local responses, but integration of 
local processes does not neatly add up to landscape dynamics. Unfortunately, 
landscape evolution is fundamentally driven by time-variant, meso-scale inter-
actions of endogenous and exogenous mechanisms, and so the variation in abiotic 
and biotic dynamics central to understanding current conditions and projecting 
future conditions is in this middle-number domain (Cushman et al 2007). This 
is fundamentally different than merely contrasting fine scale and coarse scale. 
Fine scale relationships are tractable because they isolate relationships between 
ecological mechanisms and organisms at scales in space and time where it 
is possible to control variation through sampling and experimental designs. 
For example, ecological experiments at the site or stand level obtain reliable 
inferences through replication and control (McGarigal and Cushman 2002). 
Replication and control ensure reliable site level inferences by statistically isolat-
ing patterns and processes at the site level from patterns and processes at other 
scales. This enables inferences at one scale, but disables inferences from that 
scale to be extended to other scales.

At broad scales, spatial and temporal variation in pattern and process are small 
relative to fine grain patterns of some ecological responses such as net primary 
production, carbon storage, life-form distribution. However, these relationships are 
unable to provide reliable inferences at landscape scales for several reasons. First, 
at landscape scales the spatial and temporal variance of ecological patterns is gener-
ally high due to interactions between biophysical gradients, vegetation gradients, 
and disturbance processes (Cushman et al. 2007). The increase in spatial and tem-
poral variance at landscape scales makes inferences based on broad-scale patterns 
unreliable. Second, the parameters addressed in broad scale work are rarely those 
most pertinent at the landscape scale. Broad scale studies typically focus on ques-
tions such as global range limits for life-forms or species, net primary production, 
and carbon storage. Most research at landscape scales focuses on questions such as 
rates and patterns of disturbance processes and how they interact with landform and 
existing vegetation, distributions and abundance of species with respect to environ-
mental gradients and disturbance history, and growth and regeneration of species 
across the landscape with respect to biotic and abiotic gradients. Such questions 
cannot be tackled using broad scale generalizations. 
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The structure of landscapes in terms of topography, soils, and existing biotic 
communities interacts with regional climate to create complex spatial patterns of 
biophysical gradients (Whittaker 1967, Fig. 3.2). These spatial patterns fundamentally 
influence the ecological processes occurring across the landscape (Turner 1989). 
The feedback between pattern and process across landscapes is not a statistical 
nuisance to be averaged away by aggregation to a higher organizational level, 
but is fundamentally important to understanding relationships between ecological 
mechanisms and responses (Wiens 1989; Levin 1992; Schneider 1994). The details 
of landscape structure influence relationships between forest ecosystems, climate 
and disturbance regimes in complex and interacting ways (Cushman et al. 2007). Fine 
scale environmental structure has strong influences on species distributions, 
dominance, and succession (Whittaker 1967; Tilman 1982; ter Braak and Prentice 1988). 
The biophysical context of a location within a landscape also strongly influences 
growth rates and regeneration (Bunn et al. 2003, Bunn et al. 2005). Furthermore, 
the probability of different kinds of disturbances (Risser et al. 1984; Runkle 1985; 
Baker 2003), and patterns of recovery from disturbances (Finegan 1984; Glenn and 
Collins 1992) are strongly dependent on the pattern of environmental variation 
across the landscape.

Temporal variation in ecological conditions across space is also fundamentally 
important to many ecological processes (Turner 1989). Seasonal to interannual 

Fig. 3.2 One of the major themes of modern ecology is that each organism exists within a limited 
range of conditions which satisfy its ecological niche. This zone of “ecological space” can be projected 
onto the physical environment, producing spatial depiction of the quality of each location for 
each individual species. The interactions between multiple ecological attributes at a variety of scales 
in space, plus fluctuations in time, with the ecological tolerances and requirements of each member 
of the biotic community are fundamental drivers of ecological system composition and process
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variation in populations, disturbances and climate cause the complex biophysical 
structure of landscapes to also change continuously through time. Thus, forest 
landscapes are fundamentally disequilibrial. Conditions continually change through 
both space and time, and biotic responses are always responding in kind, and 
usually lagging. Biophysical conditions change through time with drifting climate, 
species invasion and succession, and the type, extent, frequency and severity of 
past disturbances (Peet and Loucks 1976; Pickett 1980). Long-lived trees usu-
ally survive short-term climatic fluctuations, and species best adapted to current 
climate may colonize only following disturbance (Dunwiddie 1986). Thus, present 
biophysical conditions and disturbance regime and may not explain forest structure 
established earlier (Clark 1990). In contrast, disturbances serve to maintain com-
munity structure and ecosystem function in many ecological systems by preventing 
progress toward equilibrium (White 1979; Mooney and Godron 1983; Sousa 1984; 
Glenn and Collins 1992; Collins et al. 1998).

3.1 Scaling Ecological Knowledge

Most ecological research has focused at the level of organisms and the scale of their 
direct interactions with immediate ecological conditions (Kareiva and Anderson 
1986). This is a fundamentally important scale (Wiens et al. 1993; Schneider 1994). 
However, many of the phenomena of interest to managers, conservationists and 
scientists appear at broader scales in space and time (Kareiva and Anderson 1986) 
and it is essential to extend understandings from fine scales in space and time to 
wider contexts (Shugart et al. 1988; Jeffers 1988). As a result, nearly all ecological 
analyses entail up-scaling from measured to expected values (Schneider 1994).

Scaling ecological processes up to predict phenomena at broader scales in space 
and time is one of the fundamental challenges in ecology (Levin 1992; Wiens 
et al. 1993; Schneider 1994). There are several issues that complicate the effort. 
First, translation across scales should simultaneously consider changes in both 
spatial heterogeneity and temporal scale (Risser 1986, 1987; Rosswall et al. 1988). 
Second, extrapolation across scale domains often involves transmutation (O’Neill 
1979; Chesson 1981) where the relationships between patterns and processes 
change qualitatively. These nonlinearities preclude deriving patterns at a given 
scale by some simple function that amalgamates average values from observations 
at a finer scale (Gardner et al. 1982; Cale et al. 1983; Welsh et al. 1988; King 1991). 
Third, up-scaling usually involves changes in the organizational-level of observa-
tion and inference, for example from organisms to stands, stands to landscapes or 
landscapes to regions. Moving across organizational levels changes the grain and 
extent of observations in space and time, as well as the entities observed, variables 
measured and the processes governing phenomena (Cushman et al. 2007, Fig. 3.1). 
Thus, scaling involves up to six simultaneous problems: (1) changes in spatial 
extent, (2) changes in spatial grain, (3) changes in temporal duration, (4) changes 
in temporal grain, (5) changes in entities measured or predicted, (6) changes in 
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variables measured or predicted, and (7) changes in the processes linking entities 
and variables.

A number of approaches have been suggested for translating ecological 
relationships across scales (Gates 1985; King 1991; Rastetter et al. 1992; Wiens 
et al. 1993; Schneider 1994; McGarigal and Cushman 2002). Methods exist to either 
downscale (Gates 1985) from coarser to finer scale, or upscale from fine-scale data 
to coarser scale predictions (King 1991; Rastetter et al. 1992; Wiens et al. 1993, 
Fig. 3.3). Downscaling (Gates 1985) from continents and regions to landscapes 
and basins, the broadscale relationships between regional climate, vegetation com-
munity structure and disturbance processes become unstable (Baker 2003). This is 
because at very large scales variance due to local heterogeneity in conditions in 
space and time becomes small relative to variance due to major climatic drivers. 
However, as you downscale to landscapes and basins, the details of the spatial 
structure of the landscape in terms of topography and soils becomes critical, as 
do historical events such as disturbance and succession, and the spatio-temporal 
interplay between them (Baker 1995). At landscape scales it is logistically and 
analytically challenging to extend fine-scale mechanistic relationships between 
individual organisms and their environments across space and time, and, simultane-
ously, regional and continental scale relationships between climate and productivity 
and life-form lose explanatory power due to increasing spatial and temporal 
variance. For example, temperature and precipitation patterns are predicted by global 
simulation models have spatial resolution of 1–2°. However, precipitation and 
temperature vary substantially at much finer scales, and this variability is important 
to local ecological processes (Lynn et al. 1995; Kennedy 1997; Russo and Zack 
1997; Turner et al. 2001).

While downscaling is a critically important challenge, most attention has 
focused on methods to infer aggregate properties of entities at higher organizational 
levels from the characteristics and interrelationships of entities at a lower level (e.g. 
King 1991; Rastetter et al. 1992, Fig. 3.3). Because of the difficulty of addressing 
large numbers of fine-scale components individually they are usually aggregated 
and treated collectively (Rastetteter et al. 1992). This kind of upscaling estimates 
properties of aggregates by averaging, integrating or otherwise combining informa-
tion about the entities at a lower level of organization (Rastetter et al. 1992; Turner 
et al. 2001). The challenge is that aggregates generally do not behave the same way 
as the fine-scale components comprising them (O’Neill 1979). Translation from 
fine to coarse scale usually involves both an increase in extent and aggregation to 
coarser grain (Allen et al. 1984; Meentenmeyer and Box 1987; King 1991). These 
efforts are explicitly hierarchical and involve changes in both scale and organiza-
tional level, and thus changes in grain and extent, as well as in the entities, variables 
and processes being addressed (O’Neill 1988; Rastetter et al. 1992).

Rastetter et al. (1992), King (1991), and Schneider (1994) review methods 
for upscaling to aggregate properties. These authors discuss the strengths and 
limitations of several methods to up scale to aggregates including: (1) lumping, (2) 
extrapolation by expected value, and (3) calibration. Lumping (King 1991) refers to 
the process of estimating the mean value of a parameter for an aggregate by averaging 
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over a sample of finer scale entities. The mean, or lumped value, is then used to 
represent large-scale aggregate expression of the finer-scale phenomena. Lumping 
assumes that the coarser scale aggregate is equivalent to the average finer-scale 
entity. This only holds if equations describing the system are linear (King 1991; 
Rastetter et al. 1992). This is rarely the case in ecological systems. Aggregates 
typically do not behave as simple multiples of their components (Schneider 1994), 
due to nonlinear interactions (Levin 1992; Rastetter et al. 1992; Bazzaz 1996; 
Reynolds et al. 1993). Lumping often produces biased predictions because it does 
not account for variability in the scaling process and ignores nonlinear changes 
in variable of interest with scale (Rastetter et al. 1992; Turner et al. 2001). Also, 
the interaction between sample density, spacing and spatial covariance among 
parameters influences the predictions. This may result in predictions inconsistent 
with those that would occur at another scale (Schneider 1994). However, statisti-
cal up scaling works reasonably well for quantities which do not interact spatially 
and can be related to attributes that can be measured remotely (Turner et al. 2001). 
Aggregation by lumping often involves inappropriate application of fine-scale 
relationships to predict aggregate properties, and is an example of the “fallacy of 
the averages” (Wagner 1969; Rastetter et al. 1992).

The statistical expectation operator is a theoretically attractive approach to 
transform fine-scale functions into coarse-scale functions (King 1991; Rastetter et al. 
1992). The expectation operator works by quantifying variation among fine-scale 
components using a probability density function and then computing weighted sums 
to predict the expected value for the aggregate based on the frequency of different 
values of the parameter among its fine-scale constituents. In an ideal analysis, 
extrapolation by expected value is free of aggregation error and the aggregated 
system will exactly correspond to the original system of fine-scale relationships 
(Iwasa et al. 1987, 1989; Rastetter et al. 1992). However, all forms of variability 
among components being aggregated must be fully characterized with a joint, 
multivariate probability density function and incorporated into the aggregated equa-
tions (King 1991; Rastetter 1992). Implementing the statistical expectation operator 
is often impossible because (1) adequate statistical characterization of the fine-scale 
variability is problematic, and (2) each transformation makes the equations more 
complex and subsequent transformations become more and more difficult.

Calibration is a third method of upscaling to aggregate properties which 
avoids some of the problems facing lumping and the statistical expectation 
operator. In calibration, weighted sums are regressed against coarser scale measure-
ments to produce empirically estimated scaling factors (Schneider 1994). Estimates 
of parameter values are produced through calibration of the coarse-scale relationship 
to the fine-scale data (Rastetter et al. 1992). While any parameter estimation 
procedure can be used to make these estimations, regression is the most com-
mon method. The main advantage of calibration is that it corrects for all sources of 
aggregation error simultaneously, including hidden and unknown sources (Rastetter 
et al. 1992). In addition, as calibration does not require the estimation of new 
parameters, the complexity of the model can be kept to a minimum. However, 
there are three major limitations: (1) Calibration requires coarse-scale data, which 
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may be difficult to acquire; (2) parameter estimates are valid within the range of 
the calibration data, but the reliability of the calibration is unknown outside this 
range; (3) calibration is limited to variables measured at both coarse and fine scales, 
which often do not include the functionally most important factors. In practice, a 
combination of approaches are usually recommended for upscaling to aggregate 
properties (King 1991; Rastetter et al. 1992; Wiens et al. 1993; Schneider 1994). 
In particular, approaches using partial transformations under the statistical expectation 
operator followed by calibration may be particularly effective.

There are a number of difficulties in reliably upscaling to aggregate properties 
regardless of the methods employed (Fig. 3.3). First, in each of the aggregation 
procedures except calibration, variability among the fine-scale components must be 
characterized and incorporated into corrected equations. This increases the number 
of parameters in the corrected equations, and error associated with these estimates 
decreases precision. Also, aggregation methods increase complexity of the predicting 
equations resulting in a loss in heuristic value (Rastetter et al. 1992). Second, there 
are major limitations in the abilities of aggregation methods to address complex 
processes with multiple parameters. Many ecological systems and pattern–process 
relationships are strongly characterized by disequilibria and transient drivers. None 
of the aggregation methods discussed offer a means of dealing with disequilibrial 
dynamics. Third, aggregation assumes that fine-scale processes that vary spatially 
across the landscape can be treated as random variables, and their joint probability 
distribution defines the spatial heterogeneity of the landscape (Rastetter et al. 1992). 
This is limited to situations where fine-scale phenomena at one site is independent 
of the phenomena at other locations. Spatial correlations or complex spatial patterns 
may produce very complex joint probability distribution functions, making it difficult 
to solve the aggregation equations. Fourth, the goal of aggregation methods is to 
subsume variation among fine-scale entities to produce a single prediction for 
an emergent coarser-scale entity. Aggregation assumes that spatial pattern of the 
parameter value within the aggregate does not matter. However, the fine-scale spatial 
structure of ecological systems is often fundamentally important to mechanistic 
relationships between organisms and environment (Levin 1992; Schneider 1994). 
Aggregation to composite predictions results in the loss of information on internal 
structure and behavior of the system below the level of aggregation. Fifth, scaling 
up presupposes the existence of an aggregate landscape property that can be derived 
from the finer scale information (King 1991). This is consistent with a hierarchical 
model which views the landscape as an integrated entity with aggregate proper-
ties and dynamics linked to properties and dynamics of the finer-scale entities that 
comprise it (Webster 1979; Allen and Starr 1982; Patten 1982; Allen et al. 1984; 
O’Neill et al. 1986).

Hierarchy is often proposed as a framework for addressing scale translations 
(Urban et al. 1987, O’Neill 1988, Shugart and Urban 1988, King 1991, Figure 3.1). 
However, ecological systems may often be more accurately described as multi-scale 
gradient systems than as categorical hierarchies (Hutchinson 1957, Whittaker 1967, 
Cushman et al. in press, McGarigal et al. in press, Figure 3.4). Ecological param-
eters follow complex patterns of covariation across space and time. These gradients 



54 S.A. Cushman et al.

in landscape structure range from strong to weak, and continually shift and change 
(Schneider 1994, Cushman et al. in press). Imposing hierarchical organization on 
a spatially complex and temporally dynamic system may often obscure more than 
it reveals. It is often difficult to objectively defend definitions used to define the 
aggregate entities defining levels in a hierarchy (McGarigal and Cushman 2005). 
Simultaneously, it is challenging to translate phenomena at one level to an entirely 
different set of entities at another level in a conceptual hierarchy (Cushman et al. 
in press, Figure 3.5). Transmutation across scale, where pattern process relation-
ships qualitatively change with changes in scale, may largely be an artifact of 
the hierarchical framework adopted for analysis. Gradients lend themselves to 
measurement of change in conditions over change in space and time, and they can 
be multi-dimensionally related to each other – even nested. Most importantly, the 
biophysical mechanisms that affect organism responses and limit or facilitate many 
aspects of their biology and ecology can be relatively conveniently expressed at 
multiple scales.

Linking mechanisms and responses across scale may benefit from approaches 
that use scalable rather than logical units. Multiscale analysis is facilitated by analysis 
in ratio scale units that can be expanded in extent, decimated in grain, and combined 

Fig. 3.4 As an alternative to a hierarchical model of ecological system organization, with its 
attendant challenges of meaningfully defining entities across levels of organizations, and handling 
simultaneous change in scale and entity in analysis, we believe a gradient model is often more 
powerful, tractable and consistent with fundamental ecological theory than hierarchical models of 
system organization. Instead of inventing entities and struggling with the problem of defining 
them, their boundaries and characteristics, focus instead is on organisms and their interactions 
with fundamental driving factors across spatial and temporal scale. This removes one of the two 
major problems facing the traditional ecological organization: translation across entities. The second 
problem of translation across processes with scale is greatly facilitated. The relationship between 
processes and organism responses can be modeled continuously across scale. This provides a 
picture of how different processes interact and the nature of their influence as a function of scale
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Fig. 3.5 Functional relationships across hierarchical levels are difficult to translate as there is a 
logical discontinuity as one transmutes across scale and level simultaneously. This results in basic 
disconnect in prediction of process relationships across the system as a function of level and scale. 
Linking the traditional hierarchical model of ecosystem structure to processes typically associates 
specific processes with specific levels of the hierarchy. For example, competition is expected to 
act at the level of the community, influencing organisms. Fire and insects are expected to act at 
the level of the landscape, affecting stands. Climate change is expected to act at the level of the 
region, affecting the landscape
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to make new units via multiplication and division (Schneider 1994, Fig. 3.6). 
Instead of focusing on efforts to estimate emergent properties of aggregate entities, 
it may be more fruitful to focus attention directly at the level of most biological 
interest, such as the organisms and its immediate interactions with the environment. 
Understanding relationships between mechanisms and ecological responses at that 
level may be facilitated by measuring relationships between organisms and their 
environment in ratio scale units at a fine grain and over broad extent. Such measure-
ments of multiple parameters across space and through time form a gradient cube in 
which pattern–process relationships can be investigated simultaneously for a range 
of organisms and processes, and across a range of scales without the need to recode 
or reclassify the data (Cushman et al. in press).

3.2 Gradient Theory and Extrapolation Across Scales

There are alternatives to up-scaling to aggregates which may produce better 
predictions across broad scale ranges. One alternative is to adopt a gradient 
perspective in lieu of hierarchical models of system organization (Cushman et al. 
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in press; McGarigal et al. in press, Figs. 3.2, 3.4, 3.6). In a gradient perspective, a 
system of hierarchically organized aggregate subsystems is not assumed. Rather, 
emphasis is on directly measuring response variables and the factors that drive their 
behavior, and modeling the relationships between them across space, time and scale 
(Fig. 3.2). In a gradient method one can fix grain of analysis and define entities 
and variables that do not qualitatively change across scale (Fig. 3.4). For example, 
one may fix grain at the scale of forest plots and landsat pixels, and use individual 
organisms as focal entities. This allows one to model interactions between mecha-
nisms and responses across scale through a gradient hypercube incorporating space, 
time, disturbance and biophysical gradients within a single analytical framework 
(Cushman et al. 2007). There are several advantages to this (Fig. 3.6): (1) grain in space 
and time is fixed, (2) the challenge of defining meaningful aggregates at multiple 
organizational levels is obviated, (3) challenge of compounding error rates due to 
aggregation and classification errors is eliminated, (4) challenge of translating 
patterns and processes across organizational levels is reduced, (5) ability to address 
threshold, non-linear, and multivariate interactions across space and time is greatly 
improved. Importantly, in contrast to hierarchical approaches, there is no need to 

Fig. 3.6 Functional relationships across scales in a continuous gradient system are tractable given 
measurement of appropriate variables relating mechanisms to responses at appropriate extents and 
grains. This is because there is no discontinuity in the system’s definition across scale, making 
extension of functional relationships much more direct and tractable. In contrast to the traditional 
hierarchical model, the gradient model of ecosystem structure does not suppose that processes act 
at particular levels of organization. Processes act across characteristic ranges of spatial and temporal 
scale, and interact with other processes. However, instead of supposing their effects to be directed 
at a particular emergent entity at a particular hierarchical level, the gradient approach emphasizes 
that the effects of ecological processes at any scale must be considered from the context of how 
they influence organisms. This returns focus fundamentally to the definition of ecology, which is 
the interaction between organisms and their environment
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redefine entities, variables or units of observation in multi-scale analysis, greatly 
simplifying the task of robustly linking patterns with processes across scale.

In the next chapter we discuss a potentially unifying paradigm, focusing on 
mechanistic relationships between organisms and their environments at multiple 
spatial scales (McGarigal and Cushman 2005; Cushman et al. 2007; McGarigal et al. 
in press). The environment is characterized as a system of covarying and interacting 
gradients that vary across space and through time due to local biotic interactions, 
abiotic processes, conditions, and disturbance. The level of the organism and the 
scale of its direct interactions with the environment is the fundamental focus (Wiens 
et al. 1993; Schneider 1994). The goal of analysis is to link patterns of distribution 
and abundance with environmental drivers across space, through time, and across a 
range of spatial and temporal scales to account for the influences of spatial complexity, 
temporal dynamics, disequilibria, disturbance and transient drivers. The essence of 
the multi-scale gradient modeling approach is to sample driving and response variables 
on large networks of sample plots, develop multi-scale gradient models linking 
mechanisms to responses, and use the models to predict species distributions and 
ecological conditions across space through imputation (Ohmann and Gregory 
2002; Cushman et al. 2007; Evans and Cushman 2009, Fig. 3.7). The gradient 
models can be linked to ecosystem dynamics modeling and landscape dynamics 
simulation to quantitatively address temporal dynamics and large-scale disturbance 
(Cushman et al. 2007, Fig. 3.8).

This paradigm is not a new invention, but rather a synthesis and reemphasis of 
several existing perspectives and approaches. In particular, it draws heavily from 
community ecology and ideas of niche relationships along biophysical gradients 
(Hutchinson 1957; Whittaker 1967). It extends community ecology to the landscape 
level by explicitly addressing spatial complexity and temporal disequilibria, and by 
adopting a multi-scale approach. It extends landscape ecology by linking analysis 
of spatial and temporal patterns directly to organism responses to spatially and 
temporally varying environmental gradients. The traditional methods and theories 
of community and landscape ecology are different and have contributed to the 
long-standing disjunction between the fields. However, it is clear that a quantitative 
and conceptual synthesis between landscape and community ecology is essential 
if we are to address the key issues of how variation through space and time and 
across scale influence the relationships between organisms and their environments 
(Cushman et al. in press; McGarigal et al. in press). Schneider (1994) notes that 
rapid progress was made in meteorology and physical oceanography when fluid 
dynamics was taken out of pipes and put into a geophysical grid (Batchelor 1967; 
Pedlosky 1979) with attention to time and space scales (Stommel 1963). Similarly, 
the key to addressing spatially and temporally complex ecological systems is 
adopting a multi-scale, mechanistic paradigm. Linkage with geophysical gradi-
ent theory has been suggested as a means to accomplish this (Risser et al. 1984; 
Shugart et al. 1988; McGarigal et al. in press).

The approach incorporates aspects of a number of strategies suggested by other 
researchers. First, multivariate gradient modeling predicts all parameters simul-
taneously, accounting for their covariation. As noted by Rastetter et al. (1992), 
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simultaneous estimation of all parameters can substantially reduce propagated error 
(Hornberger and Cosby 1985). In addition it combines the principle of similitude and 
scope extrapolation suggested by Schneider (1994) with the method of extrapolation 
by increasing model extent discussed by King (1991). Extrapolation by increasing 
model extent uses a model for a single site to simulate the same processes for a 
collection of sites across the landscape. Each individual simulation requires data on 
the independent variables required by the fine-scale model. Thus, it is a case of using 
variables with large spatial scope to calculate a variable with a more limited scope 
(Schneider 1994). As King (1991) notes, model structure is unaltered, grain is not 
changed and there is no averaging or aggregating of the data.

Fig. 3.7 There are three steps in the multi-scale gradient modeling approach. The first two are 
shown here. One is to sample driving and response variables on large networks of sample plots; 
two is to develop multi-scale gradient models linking mechanisms to responses
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Fig. 3.8 The third step in the multi-scale gradient modeling approach is to use the models to predict 
species distributions and ecological conditions across space and over time through imputation
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In the principle of similitude, spatial or temporal variation in a variable is 
expressed as a function of location or time (Schneider 1994). Dimensionless ratios 
are formed and these are used to scale measurements of limited scope to expected 
values at larger scope. Due to the spatial complexity of the physical environment 
and the typically low correlation between spatial and environmental gradients the 
principle of similitude would seem to have limited direct application to predicting 
ecological phenomena across complex landscapes. However, gradient imputation can 
be considered a method of similitude in environmental space rather than geographical 
space. Multi-scale gradient models predict species responses as functions of 
continuously varying environmental gradients. The gradient space depicted in the 
models is continuous in n-dimensions without break or deviation in rate of change. 
Gradient modeling involves predicting response variables across space for locations 
where they have not been sampled based on where those locations occur in environ-
mental gradient space, and what the expected value of the response variable is at 
that location in gradient space. The connection to similitude is that variation as a 
function of location in ‘gradient space’ is used to develop scaling ratios for inferring 
values not sampled from values sampled.

3.3 Summary and Conclusions

Ecological processes are difficult to predict at the landscape level. Inconsistency 
of concepts, sampling, and analytical approaches across scales and organizational 
levels make it difficult to extend knowledge up the ecological hierarchy from plots 
and stands to landscapes, or down the hierarchy from biomes and regions to land-
scapes. Moving down the organizational hierarchy from continents and regions to 
landscapes, broad scale relationships between regional climate and regional pro-
ductivity and other forest parameters become unstable. As one moves downward to 
landscapes, the details of the spatial structure of the landscape in terms of topography 
and soils becomes critical, as do historical events such as disturbance and temporal 
processes such as succession. Simultaneously, it is logistically and analytically 
difficult to extend fine-scale mechanistic relationships between individual organisms 
and their environments across space and time. Thus researchers face the challenging 
task of linking relationships across levels of organization, and translating between 
measurements and relationships of different entities at different scales. This simul-
taneous challenge of translating among scales and organizational levels is the 
fundamental challenge to reliable prediction of forest ecosystems across spatial 
and temporal scale. There are at least four important parts of this challenge. First 
is a problem of transfer and deals with scale mismatches between drivers and 
responses. Second is a problem of heterogeneity and deals with spatial patterns of 
vegetation and the environment. Third is stationarity and deals with the transience 
in the drivers. Fourth is a problem of extrapolation that results from nested gradients 
interacting across scales in space and time. Understanding and predicting the 
responses of forest resources to changing climate and disturbance regimes requires 
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approaches that link mechanisms to responses across scales while accounting for 
spatial and temporal variability.

The dominant paradigm that has guided most research in this arena is the 
hierarchical model of ecological systems (Allen and Starr 1982; O’Neil et al. 1986). 
In this model, ecological systems are conceptualized as nested collections of aggregate 
subsystems. Each subsystem is contains qualitatively different entities than those 
existing above and below, and is subject to influences of processes acting at different 
spatial and temporal scales (O’Neil et al. 1986). Levels of organization in a nested 
hierarchy occur within monotonically increasing scales of time and space, with lower 
levels characterized by smaller finer scales and finer temporal scales (King 1991). 
Urban et al. (1987) defined one such nested hierarchy for forest systems consisting 
of gaps, stands, watersheds and landscapes.

However, the hierarchical model faces a number of challenges, particularly in its 
ability to address interacting processes across a range of scales. First is the challenge 
of defining meaningful aggregates at multiple organizational levels (Schneider 1994). 
In many ecological analyses, there is a high degree of subjectivity, imprecision and 
loss of information in defining aggregate entities, and prediction may often be 
improved by adopting a gradient concept of ecological organization (Cushman 
et al. in press). A gradient approach greatly reduces the challenge of compounding 
error rates due to aggregation and classification. Also, the challenge of translating 
patterns and processes across organizational levels is reduced by adopting a gradient 
approach. In a hierarchical system changes in scale are accompanied by changes 
in organizational level. When one changes organizational level, the apparent entities, 
variables and processes characterizing the system all change qualitatively. It is 
exceedingly difficult to translate quantitative relationships across qualitative hierar-
chical levels. Gradient approaches retain a common quantitative framework, with 
unchanging grain, variables, and entities. This greatly facilitates analysis across 
scale in space and time. Importantly, gradients of ratio scale variables provide a 
ready means to address threshold, non-linear, multivariate interactions across space 
and time (McGarigal and Cushman 2005). In contrast to hierarchical approaches, 
there is no need to redefine entities, variables or units of observation in multi-scale 
analysis, greatly simplifying the task of robustly linking patterns with processes across 
scale. Reliable understanding of relationships between communities, disturbance 
regimes and climate change will only be possible using approaches that integrate 
mechanisms and responses, scale and pattern, space and time. Gradient approaches 
to multi-scale modeling facilitates this; hierarchical methods may impede it.
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Chapter 4
Landscape Ecology: Past, Present, and Future

Samuel A. Cushman, Jeffrey S. Evans, and Kevin McGarigal

4.1 Historical Origins of Landscape Ecology

In the preceding chapters we discussed the central role that spatial and temporal 
variability play in ecological systems, the importance of addressing these explicitly 
within ecological analyses and the resulting need to carefully consider spatial and 
temporal scale and scaling. Landscape ecology is the science of linking patterns 
and processes across scale in both space and time. Thus landscape ecology is, in 
a real sense, the foundational science for addressing the central issues of sensitive 
dependence of ecological process on spatial and temporal variability. This chapter 
reviews the historical origins and evolution of landscape ecology, discusses its 
current scope and limitations, and then anticipates the following chapter by looking 
forward to identify how the field could best expand to address the central 
challenges of ecological prediction in spatially complex, temporally disequilibrial, 
multi-scale ecological systems.

Landscape ecology has emerged as an integrative, eclectic discipline, focusing 
explicitly on spatial structure and dynamics of landscape systems (Turner 1987). 
Traditionally, ecological science has largely been limited to the study of relationships 
between the structure and function of entities assumed for simplicity to be spatially 
homogeneous and temporally stable (Pickett and Cadenasso 1995). Landscape 
ecology, in contrast, views spatial heterogeneity as a prime causal factor in ecological 
interactions. Pickett and Cadenasso (1995) state that the primary insight to emerge 
from landscape ecology is the realization that spatial heterogeneity at various 
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scales exerts important influences on many ecological interactions. They define the 
goal of landscape ecology as “showing how processes at various scales interact to 
shape ecological phenomena and exposing regularities that have wide explanatory 
potential.” Godron and Forman (1981) identify primary areas of enquiry in landscape 
ecology as the study of the distribution patterns of landscape elements, flows of 
material, biological or energenic units between the elements and the dynamics of 
landscape morphology, while Naveh and Liberman (1994) define landscape ecology 
more broadly as the scientific basis for landscape study, planning and conservation.

The development of landscape ecology has been cosmopolitan and eclectic, 
borrowing perspectives from a host of biological and geographical sub-disciplines 
and also being the heir to separate traditions originating in Europe, Russia and the 
United States (Forman  and Godron 1986; Naveh and Lieberman 1994). The roots 
of landscape ecology may be said to begin in the middle nineteenth century with 
the introduction of “landscape” as a scientific term by the explorer-geographer 
Alexander Von Humboldt (Naveh and Lieberman 1993). Humboldt viewed 
landscapes as exhibiting coherence in spatial distribution and interconnectedness 
of phenomena, and was a pioneer in the study of spatial relationships between 
biological and physical phenomena (Dickinson 1970). Von Humboldt’s work laid 
the foundations for much of modern geography and led directly to advances in the 
study of landscape characteristics.

Extending Von Humboldt’s work, S. Passarge proposed “landscape science” as a 
new subfield of geography in 1919 (Troll 1971). Passarge’s framework for land-
scape science was adopted and expanded by a series of Russian geographers. C.S. 
Berg described a landscape as a “community of a higher order, consisting of com-
munities of organisms…together with the complex of inorganic phenomnena” 
(Troll 1971).

In 1935 A.G. Tansley first proposed the scientific concept of the ecosystem 
(Tansley 1935). This prompted the German geographer Carl Troll to advance the term 
“landscape ecology” in 1939 (Troll 1971). Troll described landscape ecology as “the 
study of the main complex causal relationships between the life communities and their 
environment in a given section of the landscape.” Troll’s original goal was to show 
ecological distributions within landscapes. Importantly, the initial focus of the Russian 
and German efforts in landscape science and landscape ecology focused on 
continuous patterns of environmental variability and continuous population 
processes, in a way presaging the gradient concepts of American community 
ecology later proposed by Gleason (1926) and Whittaker (1967). However, 
landscape ecology shortly thereafter departed from this gradient framework, and 
instead evolved into an effort to divide landscapes into small components and 
ascertain the logic through which they were grouped and interacted as a landscape 
mosaic (Troll 1971).

Following World War II, landscape ecology emerged as quasi-independent 
disciplines in the Soviet Union and several central European nations (Naveh and 
Lieberman 1994). In Germany, E. Neef, J. Schmithusen, and G. Haase made the 
first major contributions to quantification of landscape structure (Forman and Godron 
1986). In the 1960s The Institute of Care and Nature Protection at the Technical 
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University of Hanover made important contributions to methods for using land-
scape ecology as a tool for landscape management and planning (Naveh and 
Lieberman 1993).

At about the same time, in the Netherlands C. Van Leeuwen provided original 
insights into the linkage of temporal variation and spatial heterogeneity in landscapes 
(Forman and Godron 1986). Zonneveld (1972) stressed the importance of study-
ing landscapes as holistic amalgamations of separate components. He viewed the 
structure of the abiotic environment as central to landscape ecology, and held that 
the field was more naturally considered a subunit of geography and not ecology. 
Important theoretical contributions to the conceptualization of landscapes as mosa-
ics of discrete elements were also made by workers in Australia and Switzerland 
(Naveh and Lieberman 1993).

While in Europe landscape ecology was developing powerful techniques for the 
description and analysis of the physical structure of landscape mosaics, American 
scientists were following a different route. Late in the nineteenth century American 
ecologists began to focus for the first time on the rigorous study of communities 
of living organisms (Krebs 1994). This trend was given direction by S.F. Forbes’ 
classic paper, “The Lake as a Microcosm” (Forbes 1887). Forbes proposed the idea 
of an ecological community as an organic complex of mutually interdependent 
entities, and focused on how a “balance of nature” was maintained by competition 
between species for limited resources. Forbes’ community approach was very 
insightful, but assumed that communities functioned as homogeneous units isolated 
from surrounding ecological systems.

At the beginning of the twentieth century American ecologists were beginning 
to make connections between landscape structure and community function, yet the 
development of truly landscape level science was still far behind that of European 
investigators (Troll 1971). In 1925 the American geographer C.O. Sauer wrote 
“The Morphology of Landscape” which provided, for the first time in the United 
States, a critique of European Landscape science (Sauer 1965). He sought to give 
new vigor to American geography by introducing the patch mosaic landscape per-
spective as a central focus of geography (Forman and Godron 1986).

Work on plant succession by H.C. Cowles (1899) and F. Clements (1916) provided 
some of the first truly landscape level investigations of ecological phenomena in 
America. In particular, Cowles’ “physiographic ecology” emphasized constant 
interactions between plant communities and underlying geological formations, and 
viewed flora in a landscape as an ever-changing panorama (Real and Brown 1991). 
However it wasn’t until Egler’s work on plant ecology in the 1940s that a holistic 
view of plant associations and their interactions with human influences came to 
prominence in America (Egler 1942).

What is commonly thought of as modern landscape ecology may be considered 
to have begun in the United States with the work of a number of ecologists in the 
1950s and 1960s (Forman and Godron 1986). Dansereau (1957) developed a system 
of classification of landscape elements based on tropic levels of energy transfer, 
and argued that the landscape unit was the highest level in the hierarchy of ecological 
structure. Christian (1958) advanced a model of discretely defined land units forming 
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a spatial mosaic. Dickinson (1970) developed an approach termed “regional ecology” 
which focused on qualitative description of spatial associations among phenomena 
over the earth’s surface. Isard (1975) further added to the theoretical base of regional 
science, emphasizing social problems with regional and spatial characteristics. 
The emergence of transportation theory also added new insights to landscape ecology 
(Forman and Godron 1987). Taaffe and Gauthier’s “Geography of Transportation” 
(1973) and Lowe and Moryada’s “Geography of Movement” (1975) were path 
breaking in the study of network structure and connectivity, which would become 
one of the central interests of landscape ecology in the coming two decades. Also, 
their work set the foundations for the quantitative study of flow of ecological 
entities, such as nutrients, organisms and energy across landscape networks 
(Forman and Godron 1986).

The modern view of landscape structure as being composed of a mosaic of 
patches in a matrix was first formally put forth by Forman (1981) and Forman and 
Godron (1981). Modern landscape ecology is based on the patch mosaic paradigm, 
in which landscapes are conceptualized and analyzed as mosaics of discrete patches 
(Forman 1995; Turner et al. 2001). Sometimes the “patch mosaic” model is referred 
to as the “patch-corridor-matrix” model after Forman and Godron (1986) and 
Forman (1995) in order to recognize the different major landscape elements that 
can be present in a patch mosaic. Any reading of the published landscape ecology 
literature shows near uniformity in the adoption of this approach. Consequently, 
our current state of knowledge regarding landscape pattern-process relationships is 
based almost entirely on a categorical representation of spatial heterogeneity. 
The patch mosaic model has led to major advances in our understanding of landscape 
pattern-process relationships (Turner 2005) and has been applied to landscapes 
across the globe. Its strength lies in its conceptual simplicity and appeal to human 
intuition. In addition, it is consistent with well-developed and widely understood 
quantitative techniques designed for discrete data (e.g., analysis of variance). 
Furthermore, there is ample evidence that it applies very well in landscapes 
dominated by severe natural or anthropogenic disturbances (e.g. fire dominated 
landscapes and built landscapes).

Modern landscape ecology is characterized by several variant conceptions of the 
patch mosaic paradigm of landscape structure and change (Wiens 1994, With and 
King 1999). These perspectives largely differ in how the focal habitat is perceived and 
represented relative to other landscape elements, and whether the landscape structure 
is viewed as relatively static (i.e., unchanging) or dynamic (i.e., constantly changing). 
Although there are many variations, two paradigms have emerged that provide 
alternative frameworks for conceptualizing the habitat loss and fragmentation process.

4.1.1 Static Island Biogeographic Model

The first paradigm we call the “static island biogeographic model.” In this model, 
habitat fragments are viewed as analogues of oceanic islands in an inhospitable sea 
or ecologically neutral matrix. Under this perspective, discrete habitat patches are 
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seen as embedded in a uniform matrix of non-habitat. Connectivity is assessed by 
the size and proximity of habitat patches and whether they are physically connected 
via habitat corridors. The key attributes of the model are its representation of the 
landscape as a binary system of habitat and inhospitable matrix, and that, once lost, 
habitat remains matrix in perpetuity. In extreme cases, the process of habitat loss 
and fragmentation continues until the target habitat is eliminated entirely from the 
landscape. This scenario is perhaps best exemplified by urban sprawl and agricultural 
development, where remnant habitat fragments are maintained in an otherwise 
relatively static matrix or are eventually eliminated entirely from the landscape.

The static island biogeography paradigm has been the dominant perspective 
since the inception of the fragmentation concept. The major advantage of the 
island model is its simplicity. Given a focal habitat, it is quite simple to represent 
the structure of the landscape in terms of habitat patches contrasted sharply against 
a uniform matrix. Moreover, by considering the matrix as ecologically neutral, 
it invites ecologists to focus on those habitat patch attributes, such as size and 
isolation, that have the strongest effect on species persistence at the patch level. 
The major disadvantage of the strict island model is that it assumes a uniform and 
neutral matrix, which in most real-world cases is a drastic over-simplification of 
how organisms interact with landscape patterns. Not all matrix is created equal. 
Moreover, the strict island model usually assumes a static landscape structure, at 
least with respect to the matrix. Once habitat is lost, it remains matrix. This, too, 
is not realistic in many landscapes, especially those driven by natural disturbances 
and/or forest management activities.

The landscape transformation process as conceptualized under the idealized 
static island biogeographic model can be divided into several broad stages or phases 
that are demarcated by significant changes in the pattern or function of the landscape 
(Forman 1995). In reality, these phases are not strictly separate from each other 
since they may take place simultaneously; however, a dominant phase can often 
be identified.

1. Perforation – Often, the first stage of habitat loss and fragmentation involves the 
perforation of natural habitat through direct loss, usually resulting from conversion 
to other land uses (e.g., agricultural clearing, housing development, timber 
harvesting). Perforation creates holes in otherwise contiguous habitat. Here, 
there is both a direct loss of habitat and a change in the spatial distribution of 
remaining habitat. The degree of impact on habitat configuration will depend on 
the pattern of perforation (see below). However, at this stage, the habitat is still 
physically well connected.

2. Dissection – The second stage of habitat loss and fragmentation involves the 
dissection of natural habitat. In most cases, a perforated pattern will become 
a dissected pattern at certain threshold levels of habitat loss. Dissection may 
precede or occur in conjunction with perforation. A common route to habitat 
dissection is through the construction of roads or other transportation corridors 
that span the landscape. In most cases, there is relatively little reduction in habitat 
area caused by dissection. However, the resulting linear landscape elements 
can be a significant source of disruption to the natural community because 
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they can provide avenues for the intrusion of edge predators, invasive species, 
exotics, diseases and pathogens that adversely affect the organisms of interest. 
In addition, these linear elements can affect landscape connectivity by altering 
movement patterns of organisms. Perhaps most importantly, some dissecting agents 
such as roads provide human access to the natural habitats and establish a network 
by which future habitat loss and alteration will occur. Of course, as in all cases, the 
effects of dissection will depend on the habitat and the organism(s) of interest.

3. Subdivision – The third stage of habitat loss and fragmentation involves the 
subdivision of habitat into disjunct patches. Forman (1995) referred to this 
phase as “fragmentation”, but like Jaeger (2000), who referred to this phase 
as “dissipation”, we prefer to use the term fragmentation to refer to the entire 
sequence rather than a single phase. During this phase, the landscape undergoes 
an important phase transition from a landscape characterized by physically 
connected habitat to a landscape in which the habitat is broken up into disjunct 
fragments. At this point, the areal extent of habitat may still be quite large and 
may not yet be significantly limiting landscape function for the organism(s) of 
interest. However, at this point, the habitat is physically disconnected and may 
disrupt movement patterns of the target organism(s) and cause the subdivision of 
populations into separate units. The consequences of this population subdivision 
will be discussed later. Note, this phase may be confused or confounded with 
the “dissection” phase. The dissection phase, as idealized, typically occurs as a 
result of road-building in which the habitat is subdivided or dissected by linear 
features that do not result in significant reduction in habitat area. In contrast, 
the subdivision phase is typically characterized by concurrent habitat loss and 
results when the remaining habitat becomes subdivided into disjunct patches 
embedded within a matrix of “non-habitat.”

4. Shrinkage and Attrition – The final stage of habitat loss and fragmentation involves 
the shrinkage and, in some cases, complete disappearance of the focal habitat. 
Here, the landscape is in a critical state with respect to the viability of the target 
habitat. As habitat patches are reduced in size and become more isolated from 
each other, the function of the landscape is seriously jeopardized for organisms 
associated with the target habitat. Under the island-biogeographic model, the 
remaining habitat fragments represent true islands in an inhospitable sea. Of course, 
the hostility of the matrix will depend on the organisms and how their life-history 
and vagility characteristics interact with landscape patterns, as discussed below.

This four-stage conceptualization of the landscape transformation represents an 
idealized and oversimplified view of habitat loss and fragmentation processes under 
the static island biogeographic model; no real landscape follows this trajectory 
exactly. Nevertheless, it depicts the general sequence of events characteristic of habitats 
undergoing reduction and fragmentation caused by urban and/or agricultural devel-
opment. Although this simple conceptual model provides a useful framework, it 
is important to understand that there are many alternative scenarios or patterns of 
habitat loss and fragmentation associated with the above landscape transformation. 
Forman (1995) refers to such variations as “mosaic sequences.”
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5. Random Model – Habitat is lost progressively in a random pattern. Although 
not representative of any real-world pattern of habitat loss and fragmentation, 
it provides a useful null model against which to compare other scenarios.

6. Contagious Model – Habitat is lost in a contagious (i.e., aggregated) pattern. 
In this case, the fragmentation of habitat is controlled by the degree of 
contagion in the residual habitat. Thus, under a maximum contagion scenario, 
the residual habitat would be aggregated into a single patch, and the habitat 
would not be fragmented per se.

7. Dispersed Model – Habitat is lost in a dispersed (i.e., disaggregated) pattern. 
Under a maximum dispersion scenario, habitat would be perforated by dispersed 
‘openings’ and would eventually be broken into discrete fragments.

8. Edge Model – Habitat is lost progressively in a wave-like manner, beginning 
on one edge of the landscape and moving progressively across the landscape. 
In this scenario, there is no fragmentation of habitat per se, since the original 
habitat is not subdivided into disjunct patches, but simply reduced in size 
steadily over time. This process is typical of urban expansion outward from a 
city or some large-scale forestry operations.

9. Corridor Model – Habitat is first bisected by corridor development (e.g., roads) 
and then lost progressively outward from the corridors. In this scenario, the 
habitat is both reduced and fragmented. This process is typical of rural and 
suburban residential development in many areas.

10. Nuclear Model – Habitat is lost progressively from nuclei that may be dispersed 
in a random, uniform, or clumped pattern. Perforations in the habitat grow 
steadily in size in radial fashion until eventually the habitat is subdivided (i.e., 
becomes disconnected). The rate and pattern of fragmentation per se will 
depend on the dispersion of nuclei. This process is typical of rural development 
and timber harvesting.

These models represent alternative patterns by which habitat may be lost from a 
landscape, and although idealized and oversimplified, they illustrate the wide range 
of possible patterns of habitat loss. More importantly, they illustrate the quantitative 
differences in habitat loss and fragmentation that can result under various scenarios 
(Forman 1995: page 425). For example, given the same trajectory of habitat loss, 
the edge model maintains the largest patches of habitat in the landscape without 
causing fragmentation. Conversely, the dispersed model results in the quick 
elimination of large patches from the landscape and, at some point, causes the 
fragmentation of the habitat that remains.

4.1.2 Dynamic Landscape Mosaic Model

The second major conceptual paradigm is the dynamic landscape mosaic model. 
In this paradigm, landscapes are viewed as spatially complex, heterogeneous 
assemblages of cover types, which can’t be simplified into a dichotomy of habitat 
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and matrix (Wiens et al. 1993; With and King 1999). Rather, the landscape is 
viewed from the perspective of a particular ecological process or organism. Habitat 
patches are bounded by other patches that may be more or less similar (as opposed 
to highly contrasting and often hostile habitats, as in the case of the island model) 
and the mosaic of patches itself changes through time in response to disturbance and 
succession processes. Connectivity is assessed by the extent to which movement is 
facilitated or impeded through different land cover types across the landscape. Land 
cover types may differ in their “viscosity” or resistance to movement, facilitating 
movement through certain elements of the landscape and impeding it in others. This 
perspective represents a more holistic view of landscapes, in that connectivity is an 
emergent property of landscapes resulting from the interaction of organisms with 
landscape structure.

The dynamic landscape mosaic paradigm has only recently emerged as a viable 
alternative to the static island biogeographic model. The major advantage of the 
landscape mosaic model is its more realistic representation of how organisms 
perceive and interact with landscape patterns. Few organisms exhibit a binary 
(all or none) response to habitat types, but rather use habitats proportionate to the 
fitness they confer. Moreover, movement among suitable habitat patches usually is 
a function of the character of the intervening habitats. Two suitable habitat patches 
separated by a large river may be effectively isolated from each other for certain 
organisms, regardless of the distance between them. In addition, the landscape mosaic 
model accounts for the dynamics in landscape structure due to the constant interplay 
between disturbance and succession processes. This is especially important in 
forested landscapes where natural disturbances and timber harvesting are the major 
drivers of landscape change. The major disadvantage of the landscape mosaic model 
is that it requires detailed understanding of how organisms interact with landscape 
structure; in particular, how the landscape mosaic composition and configuration 
affect movement patterns. Unfortunately, it is exceedingly difficult in practice to 
collect the needed quantitative information, rendering this model less practical. 
However, even in the absence of detailed information about how target organisms 
interact with entire landscape mosaics, it is often beneficial to characterize the 
landscape more realistically than as a simple binary map of habitat and matrix.

4.2  Spatial Components of the Patch-Mosaic 
Landscape Model

Whatever landscape paradigm one ascribes to, it is essential to understand what a 
given change in a landscape means physically. This requires explicit attention to the 
spatial components of landscape structure. There are conceptually many different 
spatial attributes which characterize a landscape mosaic pattern. Thus, a multivariate 
perspective is required and it is unreasonable to expect a single metric, or even a 
few metrics, to be sufficient.
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Habitat loss and landscape fragmentation involve changes in both landscape 
composition and configuration (McGarigal and Marks 1995; Cushman and 
McGarigal 2002). Landscape composition refers to the presence and amount of 
each habitat type within the landscape, but not the placement or location of habitat 
patches within the landscape mosaic. Landscape configuration refers to the spatial 
character and arrangement, position, orientation, and shape complexity of patches 
in the landscape. We recognize five major components of landscape composition 
and configuration affected by habitat loss and fragmentation, even though the 
distinctions among these components can be somewhat blurry at times.

1. Habitat Extent – As noted previously, habitat loss and fragmentation are almost 
always confounded in real-world landscapes. Therefore, it is essential that 
habitat extent be considered in conjunction with any assessment of habitat 
fragmentation. Indeed, as described later, it is difficult, and in some cases impos-
sible, to interpret many fragmentation metrics without accounting for habitat 
extent. Habitat extent represents the total areal coverage of the target habitat in 
the landscape and is a simple measure of landscape composition.

2. Habitat Subdivision – Habitat fragmentation fundamentally involves the sub-
division of contiguous habitat into disjunct patches, which affects the overall 
spatial distribution or configuration of habitat within the landscape. Subdivision 
explicitly refers to the degree to which the habitat has been broken up into separate 
patches (i.e., fragments), not the size, shape, relative location, or spatial arrangement 
of those patches. Because these latter attributes are usually affected by subdivision, 
it is difficult to isolate subdivision as an independent component.

3. Patch Geometry – Habitat fragmentation alters the geometry, or spatial char-
acter, of habitat patches. Specifically, as patches are subdivided via habitat loss 
(Figs. 3 and 4), they become smaller, contain proportionately less core area 
(i.e., patch area after removing the area within some specified edge-influence 
distance), typically extend over less area, and often have modified shapes, although 
the nature of the change may vary depending on the anthropogenic agent (e.g., 
Krummel et al. 1987).

4. Habitat Isolation – Habitat fragmentation increases habitat insularity, or isolation. 
That is, as habitat is lost and fragmented, residual habitat patches become more 
isolated from each other in space and time. Isolation deals explicitly with the spatial 
and temporal context of habitat patches, rather than the spatial character of the 
patches themselves. Unfortunately, isolation is a slippery concept because there 
are many ways to consider context. In the temporal domain, isolation can 
be considered as the time since the habitat was physically subdivided, but this is 
fraught with practical difficulties. For example, rarely do we have accurate 
historical data from which to determine when each patch was isolated. Moreover, 
given that fragmentation is an ongoing process, it can be difficult to objectively 
determine at what point the habitat becomes subdivided, since this is largely a 
function of scale. In the spatial domain, isolation can be considered in several ways, 
depending on how one measures the spatial context of a patch. The simplest 
measures of isolation are based on Euclidean distance between nearest 
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neighbors (McGarigal and Marks 1995) or the cumulative area of neighboring 
habitat patches (weighted by nearest neighbor distance) within some ecological 
neighborhood (Gustafson and Parker 1992). These measures adopt an island 
biogeographic perspective, as they treat the landscape as a binary mosaic 
consisting of habitat patches and uniform matrix. Thus, the context of a patch is 
defined by the proximity and area of neighboring habitat patches; the role of the 
matrix is ignored. However, these measures can be modified to take into account 
other habitat types in the so-called matrix and their affects on the insularity of 
the focal habitat. For example, simple Euclidean distance can be modified to 
account for functional differences among organisms. The functional distance 
between patches clearly depends on how each organism scales and interacts with 
landscape patterns (With and King 1999); in other words, the same gap between 
patches may not be perceived as a relevant disconnection for some organisms, 
but may be an impassable barrier for others. Similarly, the matrix can be treated 
as a mosaic of patch types which contribute differentially to the isolation of the 
focal habitat. For example, isolation can be measured by the degree of contrast 
(i.e., the magnitude of differences in one or more attributes between adjacent 
patch types) between the focal habitat and neighboring patches.

5. Connectedness – Habitat loss and fragmentation affect the connectedness of 
habitat across the landscape. Connectedness integrates all of the above compo-
nents and involves both a structural component (i.e., the amount and spatial 
distribution of habitat on the landscape; also referred to as “continuity”) and a 
functional component (i.e., the interaction of ecological flows with landscape 
pattern; also referred to as “connectivity”). Structural connectedness refers to 
the physical continuity of habitat across the landscape. Contiguous habitat is 
physically connected, but once subdivided, it becomes physically disconnected. 
Structural connectedness is affected by habitat extent and subdivision, but 
also by the spatial extensiveness of the habitat patches (Keitt et al. 1997). 
Specifically, as habitat patches become smaller and more compact, they extend 
over less space and thus provide for less physical continuity of habitat across 
the landscape. Structural connectedness as considered here adopts an island 
biogeographic perspective.

What constitutes “functional connectedness” between patches clearly depends on 
the organism of interest; patches that are connected for bird dispersal might not be 
connected for salamanders. As habitat is lost and subdivided, at what point does the 
landscape become functionally “disconnected?” As With and King (1999) notes, 
“what ultimately influences the connectivity of the landscape from the organism’s 
perspective is the scale and pattern of movement (i.e., scale at which the organism 
perceives the landscape) relative to the scale and pattern of patchiness (i.e., structure 
of the landscape);…i.e., a species’ gap-crossing or dispersal ability relative to the 
gap-size distribution on the landscape” (Dale et al. 1994; With and Crist 1995; 
Pearson et al. 1996; With et al. 1997). Hence, functional connections might be based 
on: (1) strict adjacency (touching) or some threshold distance, e.g., a maximum 
dispersal distance); (2) some decreasing function of distance that reflects the 
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probability of connection at a given distance; or (3) a resistance-weighted distance 
function, e.g., where the distance between two patches is computed as the least cost 
distance on a resistance surface, where each intervening location between habitat 
patches is assigned a resistance value based on its permeability to movement by the 
focal organism. Then various indices of overall connectedness can be derived based 
on the pairwise connections between patches.

4.3  Looking Forward – The Gradient Concept 
of Landscape Structure

In the past 20 years the patch mosaic paradigm of landscape ecology has been 
expanded through integration with spatial population theory (e.g. MacArthur and 
Wilson 1963; Terborgh 1976; Kareiva and Wennergren 1995), and emerging tech-
nologies such as remote sensing (Hobbs and Mooney 1990, and GIS (Haslett 1990; 
Haines-Young 1993). The revolutionary new computational capabilities of modern 
computers, coupled with the flexible raster analysis capabilities of GIS, and 
inexpensive, broadly available remotely sensed imagery provided new inspiration 
for the evolving field of landscape ecology. It is a dramatic case of the theory of 
landscape ecology lagging well behind the state-of-the-art in computation, spatial 
analysis and available spatial data. The landscape mosaic framework is well suited 
to systems which area dominated by clearly defined, internally homogeneous units, 
with the advantage of simplicity of representing and analyzing them. However, 
there are many situations when the patch mosaic model fails or is at best sub-
optimal. The patch mosaic model does not accurately represent continuous spatial 
heterogeneity (McGarigal and Cushman 2005). Once categorized, patches subsume 
all internal heterogeneity, which may result in the loss of important ecological 
information. When applying the patch mosaic model in practice, it is prudent to 
ask whether the magnitude of information loss is acceptable. Most fundamentally, 
there appears to be a major disjunction between modern ecological theory in the 
fields of community and population ecology and the patch-mosaic conception of 
landscape structure. In the first chapter we discussed science as a historical process 
which is based on underlying conceptual caricatures of natural systems. Given the 
base assumptions of these underlying models, each field then proceeds to develop 
theory, collect data, propose relationships. However, rarely are these underlying 
conceptual models themselves the focus of scrutiny. This results in what we called 
a “boring-in” whereby these underlying paradigms become entrenched as quasi-
dogmatic beliefs. We believe that the patch-mosaic model in landscape ecology 
is a classic example of this. In the previous two chapters we argued that spatial 
and temporal variation in ecological systems fundamentally alter pattern-process 
relationships in a highly scale-dependent way, and that reliable inferences are fre-
quently only obtained by linking mechanisms with responses directly at operative 
scales and integrating these over space and time. Given this framework, in the following 
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sections of this chapter, we evaluate the traditional patch-mosaic model of land-
scape structure relative to community ecology theory and propose an alternative 
framework for landscape ecology.

The modern scientific study of ecological communities is often traced to Clements 
(1907, 1916), who posited that the composition of species within a community is 
a deterministic product of regional climate and time since disturbance. Species 
composition within a community was thought to be highly predictable as determin-
istic as functions of regional climate and seral condition. However, the Clementsian 
view of communities as analogous to super-organisms was fundamentally challenged 
by Gleason (1917, 1926), who argued that identification of categorical vegetation 
types was inconsistent with the large amounts of heterogeneity in plant communities, 
arguing that areas of vegetation are actually similar to one another only by degrees 
and not in kind. He questioned delineating patch-mosaic maps of community types 
and opposed grouping of species in nameable associations. As an alternative, 
Gleason offered the individualistic concept of the plant association in which “the 
phenomena of vegetation depend completely upon the phenomena of the individual” 
species (Gleason 1917).

This individualistic concept of vegetation ecology is the foundation of modern 
community ecology. The fusion of individualistic community ecology (Gleason 
1926; Curtis and McIntosh 1951; Whittaker 1967) with the Hutchinsonian niche 
concept (Hutchinson 1957) enabled a broad integration of ecological theory, 
spanning all the way from Darwinian evolution, to the niche characteristics 
of individual species, to the composition, structure and dynamics of ecological 
communities. Each species is seen responding to local environmental and biotic 
conditions. The biotic community in this context is conceived as a collection of 
species that are occurring together at a particular place and a particular time due to 
overlapping tolerances of environmental conditions and vagarities of history, rather 
than an integrated and deterministic mixture. Research in this paradigm focuses 
on extending the individual concept to quantitative analysis of species distribution 
along environmental gradients and the effort to quantify the fundamental niche of 
each species in terms of the range of resources and conditions needed for that 
species to survive. The natural level of focus of such analyses is the species, not 
community type, assemblage or patch type; the natural focal scale for such analyses 
is the location or pixel, rather than the stand or patch (McGarigal and Cushman 
2005; Cushman et al. 2007).

4.3.1 Clementsian Landscape Ecology

Landscape ecology has been variously described as the study of the structure, 
function and management of large heterogeneous land areas (Forman 1995) or, 
more generally, the study of spatial pattern and process (Turner 1989, 2005). 
Likewise, landscapes are typically described in terms of patches, corridors, and 
matrix (Forman 1995). These definitions explicitly frame the scope of landscape 
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ecology within a categorical patch-mosaic paradigm, and any reading of the 
published landscape ecology literature shows near uniformity in the adoption of 
this approach. In the patch-mosaic paradigm, each patch is implicitly treated like 
an individual of the super organism of each “patch type”, and it is assumed that 
by measuring the area and configuration of patch types we can represent the most 
important attributes of the landscape, including the distribution and abundance of 
plant and animal species.

However, if biological communities are multivariate gradients of species 
composition, with each species responding individualistically to particular combi-
nations of limiting factors, is a categorical patch-based representation appropriate? 
Put another way, isn’t representing biological communities as categorical patches in 
a mosaic a de facto ratification of a Clementsian model of community composition 
at the landscape level? Most ecological attributes are inherently continuous in their 
spatial variation (at least at some scales; Wiens 1989), even in human-dominated 
landscapes. Consider soil properties such as depth, texture and chemistry, and terrain 
properties such as elevation, slope and aspect. These physical environmental properties 
typically vary continuously over space despite discontinuities in above-ground land 
cover that might exist due to natural or anthropogenic disturbances. Even above-
ground land cover defined on the basis of vegetation more often than not varies 
continuously along underlying environmental gradients, except where humans have 
substantially modified it (Austin and Smith 1989; Austin 1999).

These observations have led several authors to propose alternatives to the patch 
mosaic model of landscape structure for situations where spatial heterogeneity 
is continuous rather than discrete. McIntyre and Barret (1992) introduced the 
“variegation” model as an alternative to the “island biogeographic” model, in 
which habitat is viewed as a continuous gradient instead of discrete patches within 
a homogeneous matrix. Later, Manning et al. (2004) defined the “continua-umwelt” 
model as a refinement of the variegation model in which habitat gradients are 
species-specific and governed by ecological processes in a spatially continuous 
and potentially complex way. Fischer and Lindenmayer (2006) offered an additional 
refinement of the continua-umwelt model by suggesting that the landscape be 
defined on the basis of four specific habitat gradients (food, shelter, space and 
climate) that are closely related to ecological processes that affect the distribution 
of animals. Importantly, these alternative conceptual models are all habitat-centric; 
that is, they propose a gradient model of “habitat”; they do not provide a general 
purpose model of landscape structure.

McGarigal and Cushman (2005) introduced a general conceptual model of 
landscape structure based on continuous rather than discrete spatial heterogeneity; 
they referred to this as the “landscape gradient” model. In this model, the underlying 
heterogeneity is viewed as a three-dimensional surface and can represent any 
ecological attribute(s) of interest. The most common example of a landscape 
gradient model is a digital elevation surface, but there are many other possibilities. 
Of course McGarigal and Cushman (2005) were not the first to recognize the need to 
characterize three-dimensional surfaces for ecological purposes. Geomorphologists, 
for example, have long sought ways to characterize land surfaces for the purpose 
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of understanding the relationships between landforms and geomorphological 
processes (e.g., Strahler 1952; Schumm 1956; and Melton 1957), and biologists 
as early as 1983 have sought ways to assess topographic roughness for the purpose 
of characterizing fish and wildlife habitat (e.g., Beasom 1983; Sanson et al. 
1995). To this end, many methods have been developed to quantify surface 
complexity (e.g., Pike 2000; Wilson and Gallant 2000; Jenness 2004). However, 
until recently these methods have focused almost exclusively on characterizing 
topographic surfaces at the scale of the individual pixel or cell (e.g., Moore et al. 
1991; Jenness 2005), or as the basis for mitigating the source of error associated 
with the planimetric projection of slopes in the calculation of patch metrics (e.g., 
Dorner et al. 2002; Hoechstetter et al. 2008). Only recently has attention been 
given to the application of surface metrics for the purpose of quantifying surface 
heterogeneity at the scale of entire landscapes (McGarigal and Cushman 2005; 
Hoechstetter et al. 2008; McGarigal et al. in press).

Largely unknown to landscape ecologists, researchers involved microscopy and 
molecular physics have made large advances in the area of three-dimensional 
surface analysis, creating the field of surface metrology (Stout et al. 1994, Barbato 
et al. 1995; Villarrubia 1997; Ramasawmy et al. 2000). Over the past two decades 
structural and molecular physicists have been developing surface metrics which we 
believe will be highly applicable to landscape gradients (e.g., Gadelmawla et al. 
2002). Until recently, however, there have been no landscape ecological applications 
of these surface metrics. Recently, McGarigal et al. (in press) described the use of 
surface metrics for quantifying landscape patterns. Specifically, they (1) clarify the 
relationship between the patch mosaic and gradient models of landscape structure 
and the metrics used to characterize landscapes under each model; (2) describe 
a variety of surface metrics with the potential for quantifying the structure of 
landscape gradients; (3) evaluate the behavior of a large suite of surface; and 
(4) discuss the challenges to the application of surface pattern metrics in landscape 
ecological investigations.

4.4 Conclusion

The analysis of landscape pattern to infer process is the underlying tenant in the 
field of landscape ecology (Forman and Godron 1986; Forman 1995; Turner et al. 
2001). One’s ability to effectively explain ecological processes therefore depends 
on correctly representing ecological patterns. Landscape ecology traditionally 
adopts a patch mosaic model of ecological patterns, implicitly assuming discretely 
bounded and categorically defined patches are sufficient to explain pattern-process 
relationships (McGarigal and Cushman 2005). However, most ecological attributes 
are inherently continuous and classification of species composition into vegetation 
communities and discrete patches provides an overly simplistic view of the landscape 
and limits our ability to explore the continuous nature of plant distributions (Cushman 
et al. in press, McGarigal et al. in press; Evans and Cushman in press).
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The fusion of individualistic community ecology with the Hutchinsonian niche 
concept enabled a broad integration of ecological theory, spanning all the way 
from the niche characteristics of individual species, to the composition, structure 
and dynamics of ecological communities. Landscape ecology has been variously 
described as the study of the structure, function and management of large heteroge-
neous land areas. Any reading of the published landscape ecology literature shows 
near uniformity in the adoption of a categorical patch-mosaic paradigm. However, 
if biological communities are multivariate gradients of species composition, with 
each species responding individualistically to particular combinations of limiting 
factors, is a categorical patch-based representation appropriate?

If one adopts a niche-based (Hutchinson 1957), individualistic concept (Gleason 
1926; Whittaker 1967) of biotic communities then it would be more appropriate 
to represent ecological patterns as continuous measures rather than the traditional 
abstraction into categorical community types represented in a mosaic of discrete 
patches (McGarigal and Cushman 2005; Cushman et al. 2007, Cushman et al. in 
press). Although the problem of categorizations of the landscape failing to repre-
sent continuous ecological patterns has been identified (McIntyre and Barret 1992; 
Manning et al. 2004; McGarigal and Cushman 2005; Cushman et al. 2007), few 
approaches have been proposed to predict gradients in a modeling environment 
(McGarigal et al. in press; Evans and Cushman in press). The next chapter presents 
a detailed evaluation of this gradient concept of landscape structure and how it ties 
into the concepts related to spatial and temporal complexity and scaling presented 
in the previous three chapters. Specifically, we discuss how a range of ecological 
questions, including mapping vegetation composition and structure, modeling 
wildlife habitat relationships, predicting habitat connectivity and measuring the 
genetic structure of populations all may best be addressed using flexible, multi-
variate, multi-scale gradient approaches. By moving from a landscape ecologi-
cal paradigm based on categorical patches to one based on quantitative species and 
environmental responses across continuous space it may be possible to both produce 
much more effective predictions of species distributions and ecological processes and 
remove much of the disjunction between landscape ecology and mainstream com-
munity ecology theory.
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Chapter 5
The Gradient Paradigm: A Conceptual and 
Analytical Framework for Landscape Ecology

Samuel A. Cushman, Kevin Gutzweiler, Jeffrey S. Evans, 
and Kevin McGarigal

5.1 Introduction

Landscape ecology deals fundamentally with how, when, and why patterns of 
environmental factors influence the distribution of organisms and ecological 
processes, and reciprocally, how the actions of organisms and ecological processes 
influence ecological patterns (Urban et al. 1991; Turner 1989). The landscape 
ecologist’s goal is to determine where and when spatial and temporal heterogeneity 
matter, and how they influence processes. A fundamental issue in this effort revolves 
around the choices a researcher makes about how to depict and measure heterogeneity 
(Turner 1989; Wiens 1989). Indeed, observed patterns and their apparent relationships 
with response variables often depend on the scale that is chosen for observation and 
the rules that are adopted for defining and measuring variables (Wiens 1989; Wu 
and Hobbs 2000; Wu and Hobbs 2004). Success in understanding pattern−process 
relationships hinges on accurately characterizing heterogeneity in a manner that is 
relevant to the organism or process under consideration.

To characterize heterogeneity, landscape ecologists have generally adopted a 
single approach – the patch-mosaic model of landscape structure (Forman and 
Godron 1986; Turner 1989; Forman 1995; Turner et al. 1989). In this model a 
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landscape is represented as a collection of discrete patches; major discontinuities 
in underlying environmental variation are depicted as discrete boundaries between 
patches, and all other variation is subsumed by the patches and implicitly assumed 
to be irrelevant. The patch-mosaic model provides a simplifying framework that 
facilitates experimental design, analysis, and management consistent with established 
tools (e.g., FRAGSTATS) and methods (e.g., ANOVA). The patch-mosaic model 
also is the foundation for the major axioms of contemporary landscape ecology 
(e.g., patch structure matters, patch context matters, pattern varies with scale). 
Yet, even the most ardent supporters of this model recognize that categorical repre-
sentation of environmental variables often poorly represents the true heterogeneity 
of the system, which often consists of continuous multi-dimensional gradients of 
environmental attributes. We believe that advances in landscape ecology are 
constrained by the lack of methods and analytical tools for effectively depicting and 
analyzing continuously varying ecological phenomena at the landscape level.

In the sections that follow, we explain the limitations of categorical map analyses 
for landscape ecology and then discuss the gradient paradigm, and explain how it 
can be used to overcome many limitations of the patch-mosaic model. We finish by 
illustrating specific benefits of gradient approaches using real data. The patch-mosaic 
model has great heuristic value, and it is the appropriate model to use under many 
circumstances, such as when natural or anthropogenic forces have created sharp 
environmental discontinuities. But we argue below that a patch-mosaic model of 
landscape structure is prone to large errors and distortion of underlying environmental 
patterns that can obscure true pattern–process relationships and inhibit flexible 
analysis across scales. We also argue that a gradient based representation of landscape 
structure is much more consistent with fundamental ecological theory, and that to 
achieve the full potential of integrating spatial analysis with quantitative ecology 
the categorical patch-mosaic model should take its rightful place as a special case 
within a generalized gradient framework.

5.1.1 Limitations of Categorical Mapping

Many of landscape ecology’s perspectives and techniques have their origins in 
classical cartographic analysis (Forman and Godron 1986). The first step in most 
landscape ecology analsyses is to map the system. It has become traditional in 
geography to abstract the world into non-overlapping regions, or polygons. In terms 
of observational scale, this kind of mapping truncates the intensity of measured 
variables into categories. Quantitative information about how variables vary through 
space and time is lost, leaving rigid, internally homogeneous patches. Though this 
perspective has been useful for many applications, it is important to recognize how 
it influences measurements and analyses.

In categorical mapping, discontinuities are presupposed; the world is assumed to 
be inherently discrete. When quantitative landscape variation is reduced to categories, 
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four important representation and interpretation problems are generated. First, 
subjective decisions of what to characterize and how to define boundaries will 
constrain what patterns can be seen and what relationships can be inferred. Second, 
patch boundaries based on criteria defined by the observer may not be meaningful 
or even perceived by the organism in question. Third, once patches are created, all 
internal variability within and among patches of the same class is eliminated, and 
all interclass differences are reduced to categorical differences. Fourth, categorical 
patches define the regions of assumed homogeneity in a single or composite attribute. 
Once defined, all variability in that attribute not used to define the patch is discarded. 
The cumulative effect of these issues can result in any number of statistical problems 
associated with data aggregation including the Modifiable Ariel Unit Problem 
(Openshaw 1984; Jelinski and Wu 1996; Wu 2007), Ecological Fallacy (Robinson 
1950; Wood and Skole 1998; Wu 2007), and misspecification (Guthrie and 
Sheppard 2001).

Two or more layers of patches can be overlaid and analyzed using map algebra. 
This is the standard approach to analyzing multi-level categorical map patterns. 
However, the boundaries of patches in different layers are often poorly related, as 
they reflect slices through the distributions of independently varying environmental 
attributes and are based on different classification rules. In the traditional patch-based 
model, analyzing many layers of patches results in intractably vast numbers of 
unique map categories. There often are many “sliver” patches resulting from 
poor matching of edges that are not indicative of any ecological process. This 
magnitude of this latter problem increases multiplicatively with additional choro-
pleth layers. When a researcher attempts to predict a response variable, such as the 
habitat suitability for a particular species, as a function of a number of landscape-
level attributes across several categorical data layers, prediction can only be based 
on combinations of categories.

With each combination of categorical data the information loss multiplies, as do 
the errors of misclassification. No such penalty is incurred for combining quantita-
tively scaled variables. If the same response variable is predicted on the basis of 
several layers of quantitative predictor variables, the prediction can be based on how 
the quantitative landscape-level variables covary along dimensions that are related 
to the species or process in question (McGarigal and Cushman 2005). In addition, 
preserving quantitative ecological factors reduces subjectivity. The subjectivity 
of boundary definition is replaced by the subjectivity of measurement resolution, 
which often involves less-restrictive assumptions than do decisions about category 
width and boundary definitions. Retaining the quantitative scale of ecological 
variables also enables one to analyze many response variables simultaneously, with 
each responding individually to multiple landscape gradients.

When categorical patch mosaics are derived specifically to correspond to the 
scale and sensitivities of a particular organism or ecological process, they may rep-
resent landscape heterogeneity in an ecologically meaningful way. In most cases, 
however, little is known about the scale and resolution of landscape variability 
that are pertinent, and patterns at several scales may simultaneously influence an 
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organism or process. Reducing a continuous ecological surface to a patch mosaic 
causes representation and interpretation problems because of inaccuracies in 
boundary placement and class divisions (Openshaw 1984), or because ecological 
variation is important across several scale ranges (Wu 2007). Even if a constructed 
patch mosaic ideally represents an organism’s ecological landscape, this mosaic 
is not likely to do so in an optimal way for a second or third organism, making 
comparisons between organisms based on a single landscape map questionable 
(Cushman et al. 2007).

5.1.2 Gradient Attributes of Categorical Patterns

Even when categorical data is appropriate, conventional analytical methods 
often fail to produce unbiased assessments of organism responses. Organisms often 
experience categorical environments as pattern gradients. For example, consider a 
species that responds to landscape structure as measured by the density of edges in 
the landscape weighted by their structural contrast. Traditional landscape pattern 
analysis would measure the total contrast-weighted edge density for the entire 
landscape. However, landscape patterns are rarely stationary, and there may be no 
place in the landscape with a contrast-weighted edge density equivalent to that 
calculated for the landscape as a whole. If the landscape is large relative to the 
organism’s home range, the organism is unlikely to even experience the global 
average structure of the landscape. The organism responds to the local structure 
within its immediate perception, within its daily foraging area, and within its home 
range. Thus, a more useful description of landscape pattern would be a location-
specific measure at a scale relevant to the organism or process of interest (Wiens 
2001; Wu 2007). We propose that organisms experience landscape structure as 
pattern gradients that vary through space according to the distance at which a 
particular organism perceives or is influenced by landscape patterns. Therefore, 
instead of analyzing global landscape patterns, it is usually more appropriate to 
quantify the local landscape pattern across the space delimited by an organism’s 
perceptual abilities.

Tools exist to calculate traditional patch based landscape metrics within a 
moving window (e.g. McGarigal et al. 2002). The window size should be selected 
such that it reflects the scale at which the organism perceives or responds to 
pattern. If this is unknown, one can vary the size of the window over several runs 
and empirically determine to which scale of a landscape variable an organism is 
most responsive. The window moves over the landscape one cell at a time, calcu-
lating the selected metric within the window and returning that value to the center 
cell. The result is a continuous surface which reflects how an organism of that 
perceptual ability would perceive the structure of the landscape as measured by that 
metric (Fig. 5.1). The surface then would be available for combination with other 
such surfaces in multivariate models to predict, for example, the distribution and 
abundance of an organism continuously across the landscape.
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5.1.3 Gradient Analysis of Continuous Field Variables

When patch mosaics are not clearly appropriate as models of the variability of 
particular environmental factors, there are a number of advantages to modeling 
environmental variation as individually varying gradients. First, it preserves the 
underlying heterogeneity in the values of variables through space and across scales. 
The subjectivity of delimiting boundaries is eliminated. This enables the researcher 
to preserve in the analysis many variables that vary independently, avoiding the 
disadvantages of reducing the set to a categorical description of boundaries defined 
on the basis of one or a few attributes. In addition, the subjectivity of defining 
cut points for categories is eliminated. With gradient data, scale inaccuracy and 
boundary sensitivity are not issues because the quantitative representation of 
environmental variables preserves the entire scale range and the complete gradient. 
The only real subjectivity is the resolution at which to measure variability.

By tailoring the grain, extent, and intensity of the measurements to the hypotheses 
and system under investigation, researchers can develop a less equivocal picture of 
how the system is organized and what mechanisms may be at work. An important 
benefit is that one can directly assess relations between a continuous response 
variable for an organism with spatial and temporal patterns in the environment that 
are continuously scaled. By not truncating patterns of variation in landscape 
variables to a particular scale and set of categories, one can use a single set of 

Fig. 5.1 Comparison of global and neighborhood-based calculation of a landscape metric for a 
categorical map. The Aggregation Index (AI) was calculated for the “forest” class (grey) in the 
binary map on the left for the landscape overall, and within 500-m-radius circular windows 
centered on each pixel. The moving window calculation, shown on the right, produces a surface 
whose height is equal to the neighborhood AI value. There is a border classified as “no data” 
around the edge of the landscape to a depth of the selected neighborhood radius. Higher AI values 
are light, lower values are dark
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predictor variables to simultaneously analyze many response variables, be they 
species responding individually to complex landscape gradients, or ecological 
processes acting at different scales. Comparison between organisms or processes 
is not compromised, because each can be optimally predicted by the surface or 
combinations of surfaces without altering the data in ways that limit its utility for 
predicting other response variables. Importantly, this facilitates efficient multivariate 
analyses involving many response and predictor variables simultaneously to test 
hypotheses about the nature and strength of system control.

5.2 The Gradient Paradigm of Landscape Structure

We propose a conceptual shift in spatial ecology that integrates categorical and 
continuous perspectives. We believe it will be useful for landscape ecologists to 
adopt a gradient perspective, along with a new suite of tools for analyzing 
landscape structure and the linkages of patterns and processes under a gradient 
framework. This framework includes, where appropriate, categorically mapped 
variables as a special case. In the sections that follow we outline how a gradient 
perspective can be valuable in several areas of landscape ecological research.

5.2.1 Evaluating A Categorical Mapping of Canopy Density

In this example we explore the differences between gradient and categorical 
representations of an important ecological variable, canopy density. Canopy density 
is a measure of the amount of canopy photosynthetic material per unit of ground 
surface area, and is correlated with a number of ecological processes of interest, 
including net primary productivity, carbon sequestration rate, and is an important 
habitat attribute for many wildlife species.

5.2.1.1 Mapping Approaches

Lidar

Lidar data was acquired in August of 2006 by Watershed Sciences, Corvallis, 
Oregon using a Leica-ALS50 sensor with a pulse repetition frequency of 80 kHz, 
a nominal point-density of ∼48 points per/m2, and a maximum scan angle of 14°. 
Ground measurements were identified using Multiscale Curvature Classification 
(Evans and Hudak 2007). Canopy density was calculated using the ratio of non-ground 
to ground measurements (Fig. 5.2a) within a 15 m cell size to make it directly 
comparison with VMAP. The ratio of non-ground/ground Lidar measurements 
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accurately represent the amount of light reaching the ground and are directly 
comparable to traditional measures of canopy density. Correlation between Lidar 
derived and field measured canopy cover have been strongly supported (r = 0.97) 
in several studies.

Fig. 5.2 (a) Lidar derived canopy density 15 m. Colors are ramped, blue (0%) to red (100%) 
using a standard deviation stretch. (b) VMAP derived canopy density. Colors are representative of 
4 classes, blue (0–10%), green (25–59%), yellow (10–24%), and red (60–100%). (c) Standard 
deviation of lidar canopy density by VMAP polygon (d) Non agreement between VMAP and 
Lidar classification (45% error). Red is an error, blue is correct. (e) Maximum Rate of Change, 
Canopy Density 15 m. Colors are ramped, blue (low change) to red (high change) using a standard 
deviation stretch

a

c

b
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e



90 S.A. Cushman et al.

R1-VMAP

The USDA Forest Service Region 1 VMAP project is a vegetation classification 
based on hierarchal image segmentation. Multi-temporal Landsat ETM + 7 spectral 
bands were fused with the panchromatic band (band 8) to create 15 m multispectral 
images. These images were used to create image object polygons using eCogni-
tion. Canopy density was classified into four classes; 1–9%, 10–24%, 25–59%, and 
60–100% (Fig. 5.1b). Validation was conducted using photo-interpretation report-
ing a producer’s accuracy based on omission error (65.4%) and a user’s accuracy 
based on commission error (78.7%).

5.2.1.2 Analysis and Interpretation

Canopy density is an inherently continuous attribute which varies at scales at least 
as fine as the canopy width of individual trees. Continuous representation intuitively 
seems much more appropriate. Lidar effectively represents this continuous variability, 
given its fine sample resolution (∼48 points per/m2) and sensitivity to fine differences 
in measurement scale (continuous values from 0 to 100% in this case). It has 
demonstrated very high accuracy in predicting actual canopy density at a fine 
spatial scale (Leafsky et al. 1999; Means et al. 2000; Hudak et al. 2006). In this 
example, we will treat the 15 m2 lidar canopy density classification as approximate 
truth and evaluate the deviation of the classified map from it.

This example provides a means to test three important questions. First, do the 
patch boundaries delineated in Fig. 5.2b correspond to discontinuities in the actual 
patterns of canopy density. In other words, do the patch boundaries correspond to 
hard boundaries or “breaks” in canopy density. Second, do the patches correspond 
to areas of homogenous canopy closure, such that categorical representation does 
not result in severe loss of information about internal variability. Third, is there a 
strong relationship between the value of canopy density predicted in the VMAP and 
lidar canopy classifications at the pixel level.

The patches in Fig. 5.2b do not strongly correspond to discontinuities in actual 
canopy closure. Visual comparison of Fig. 5.2a and b shows that the patch boundaries 
in 2b are largely artificial and arbitrary truncations of a continuously varying 
phenomenon and do not correspond to natural breaks in the pattern. Figure 5.2e 
further shows that these patches are artificial. The patterns of maximum rate of 
change of canopy closure in this landscape do not in general suggest the existence 
of natural boundaries that could meaningfully describe patches, and certainly do 
not correspond to the patch boundaries shown in Fig. 5.2b

Second, visual inspection of Fig. 5.2a and b also shows that the patches in 2b do 
not correspond to areas of homogeneous canopy density. This was more formally 
evaluated by computing the standard deviation of lidar canopy density by VMAP 
polygon (Fig. 5.2c). The majority of the landscape is covered by patches that have 
standard deviation of internal canopy density over 25%. Given the range of this 
value from 0 to 100%, a 25% standard deviation is very large. Over 15% of the 
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landscape is occupied by patches with standard deviation over 50%. This analysis 
shows that the patches delineated by VMAP for canopy closure do not correspond 
to areas of internal homogeneity, and the internal heterogeneity is so high that the 
patches are largely meaningless.

The third question is the accuracy of the VMAP classification in represent-
ing the degree of canopy closure. In this comparison we evaluate how well the 
truncated ranges in the classified map correspond to the same artificial ranges 
imposed on the lidar map. We have already shown that these truncated ranges 
are artificial and do not represent natural breaks or areas of internal homogene-
ity. But a remaining question is; do they at least match pixel by pixel to the same 
range of values in the lidar map with some accuracy? The Lidar canopy density 
was classified into the same four classes as VMAP. A Boolean equality operation 
was performed in Workstation ArcInfo between the classified Lidar and VMAP. 
We conducted two evaluations of accuracy of VMAP in terms of matching lidar. 
First, a Persons correlation was calculated in R (R Development Core Team 
2007) between the classified Lidar and VMAP adjusting for autocorrelation and 
degrees of freedom (Dutilleul 1993). The value of this correlation was r = 0.329, 
which indicates that only approximately 10% of the variation in truncated canopy 
closure values at the pixel level is explainable VMAP. This indicates that VMAP 
is a very poor predictor of even artificially truncated ranges of canopy closure. 
Second, we computed the error between the classified map and the lidar predic-
tion (Fig. 5.2d), calculated as the proportion of cells incorrectly classified into 
the wrong truncated ranges of canopy closure. This analysis indicated that over 
45% of the cells in the classified map were incorrectly assigned to one of the four 
ranges of canopy density.

The classified map fails each of these three critical questions. The patches do not 
represent discretely bounded discontinuities. Rather, the pattern of canopy density 
is continuous at a fine scale in a way that does not lend itself to the identification 
of discrete patch boundaries. Second, the patches do not represent areas of internal 
homogeneity, but instead subsume a level of heterogeneity that is nearly the same 
as that between putative patches. The bins used to truncate this continuous variable 
are artificial and arbitrary. But even if we assumed them to be meaningful, the 
classified map fails to accurately predict even these artificial truncations, based on 
the cell correlation and classification accuracy.

This analysis is a comparison of one environmental variable between one 
classified map product and one continuous representation. However, the classified 
map product was produced in a multi-million dollar landscape mapping effort using 
the best available classification techniques and imagery. The published validation 
reported a producer’s accuracy based on omission error (65.4%) and a user’s accuracy 
based on commission error (78.7%). This classified map thus can be considered 
representative of the upper end of expected quality among the population of such 
maps available to ecologists and managers. Its failure to represent the important 
attributes of this variables spatial pattern and cell-level value suggests that efforts to 
classify inherently variable ecological attributes into categorical maps are questionable. 
Even if the cell-level classification into truncated bins was highly accurate, it still 
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would not satisfy questions one and two above, resulting in a distortion of pattern 
by artificially defining boundaries in a continuous landscape and obliterating the 
very high degree of internal variability. However, in this case the cell-level accuracy 
was so low that even if the classification levels were ecologically meaningful, the 
result is so inaccurate as to be of questionable value.

5.3 Multi-scale Gradient Concept of Habitat

In the previous example we considered how well categorical maps represent continu-
ous attributes of vegetation structure. As we noted in that discussion, there are a great 
many ecological attributes which vary continuously across multiple spatial scales and 
for which a gradient approach to representing patterns and analyzing pattern-process 
relationships might be appropriate. One of the most important of these is habitat.

Ecological theory suggests that species exhibit a unimodal response to limit-
ing resources in n-dimensional ecological space (Whittaker 1967; ter Braak 1988; 
Cushman et al. 2007b). A species not only requires a certain minimum amount of each 
resource but also cannot tolerate more than a certain maximum amount. Therefore, 
each species performs best near an optimum value of a necessary environmental 
variable and cannot survive when the value diverges beyond its tolerance (Shelford 
1931; Schwerdtfeger 1977). The relationships between species’ performance 
and gradients of critical resources and conditions describe its fundamental niche 
(Hutchinson 1957). The composition of biotic communities changes along bio-
physical gradients because of how the niche relationships of the constituent spe-
cies interact with the spatial structure of the environment and competing species 
(Hutchinson 1957; Whittaker 1967; Austin 1985; Rehfeldt et al. 2006).

Most basically habitat is the resources and conditions necessary to allow 
survival and reproduction of a given organism (Hutchinson 1957). It is organ-
ism specific, and characterized as an n-dimensional function of multiple 
resources and conditions, each operative at particular spatial scales. Habitat 
relationships often change along a continuum of spatial scale reflecting the 
hierarchical nature by which animals select resources (Johnson 1980; Cushman 
and McGarigal 2004). Because relationships at finer scales may reveal mecha-
nisms that are not apparent at broader spatial scales, a multiscaled, hierarchical 
approach is valuable (Cushman and McGarigal 2002). The volume of ecologi-
cal space in which the organism can survive and reproduce defines its “envi-
ronmental niche” (Hutchinson 1957; Rehfeldt et al. 2006).

The environmental gradients comprising the niche are clines in n-dimensional 
ecological space. In geographical space these gradients often form complex 
patterns across a range of scales (Wiens 2001; Wu 2007). The fundamental 
challenge to integrating landscape and community ecology is linking non-spatial 
niche relationships with the complex patterns of how environmental gradients 
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overlay heterogeneous landscapes (Austin 1985; ter Braak and Prentice 1988; 
Cushman et al. 2007). Traditionally there has been a severe disjunction between 
n-dimensional gradient theory of niche structure and spatial analysis of habitat 
patterns (McIntyre and Barrett 1992; McGarigal and Cushman 2005). The majority 
of spatial analyses in habitat ecology have fallen into one of two camps, each of 
which is conceptually divorced in important ways from gradient theory of niche 
and habitat structure.

The first paradigm we call the “island biogeographic model” (See Chapter 4). 
In this model, habitat fragments are viewed as analogues of oceanic islands in an 
inhospitable sea or ecologically neutral matrix. Under this perspective, discrete 
habitat patches (fragments) are seen as embedded in a uniform matrix of non-habitat. 
The key attributes of the model are its representation of the landscape as a binary 
system of habitat and inhospitable matrix, and that, once lost, habitat remains 
matrix in perpetuity.

The static island biogeography paradigm has been the dominant perspective 
since its inception. Its major advantage is simplicity. Given a focal habitat, it 
is quite simple to represent the structure of the landscape in terms of habitat 
patches contrasted sharply against a uniform matrix. Moreover, by considering 
the matrix as ecologically neutral, it invites ecologists to focus on those habitat 
patch attributes, such as size and isolation, that have the strongest effect on 
species persistence at the patch level. A major disadvantage of the strict island 
model is that it assumes a uniform and neutral matrix, which in most real-world 
cases is a drastic over-simplification of how organisms interact with landscape 
patterns.

The second major conceptual paradigm is the landscape mosaic model. In this 
paradigm, landscapes are viewed as spatially complex, heterogeneous assemblages 
of cover types, which can’t be simplified into a dichotomy of habitat and matrix 
(Wiens et al. 1993; With 2000). Connectivity is assessed by the extent to which 
movement is facilitated or impeded through different land cover types across the 
landscape. In this model, connectivity is an emergent property of landscapes result-
ing from the interaction of organisms with landscape structure.

Niether the island biogeographic nor the landscape mosaic model of habitat is 
consistent with the basic theory that habitat is organism specific, multiple scaled 
and characterized by a zone in n-dimensional environmental space that consists of 
resources and conditions necessary and sufficient for the survival and reproduction 
of the species. Conceptually, patch based models of habitat are Clementsian, in 
that patches are proposed as discrete entities, analogous to super-organism habitat 
types (Clements 1916). It seems ironic that modern landscape ecology has adopted 
this categorical, super-organismal patch based model, when gradient perspectives 
on species–environment relationships have been dominant in plant and community 
ecology for nearly 100 years (Gleason 1926; Whittaker 1967). This example 
will explore several attributes of this inconsistency. We will begin presenting an 
evaluation of the sufficiency of island biogeographic and patch mosaic represen-
tations of habitat for breeding birds in a forest environment. From this analysis 
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we will argue that habitat quality is a continuous attribute that varies as a func-
tion of multiple resources and conditions, across a range of spatial scales, and 
representations that cast habitat as a categorical attribute in a patch mosaic risk 
serious error. We then will contrast a categorical representation of habitat with 
an alternative model in which habitat is represented as a continuous function of 
multiple variables at several spatial scales, and conclude that a gradient approach 
is consistent with basic ecological theory and less likely to result in spurious and 
misleading inferences about habitat amounts and patterns and their relationships 
with population processes.

The island biogeographic and landscape mosaic approaches implicitly assume 
that the environmental variation that is important to a species can be accurately 
represented as a mosaic of categorical patches. The analysis proceeds by proposing 
a series of landscape element types that are believed to comprise “habitat” for a spe-
cies. In practice, these are usually represented as vegetation types. These are then 
classified into “habitat” vs. “nonhabitat” in the island biogeographic perspective, 
or are left as a mosaic of multiple cover types in the landscape mosaic perspective. 
We believe this categorical representation of habitat is fundamentally inconsistent 
with basic ecological theory in that it does not reflect species specific responses 
to multiple gradients of critical resources or conditions. All variability in environ-
mental attributes is subsumed into a mosaic of patches that may or may not reflect 
attributes of importance to a species. Importantly, casting habitat as a categorical 
mosaic makes it very difficult to use the multi-variate and multi-scale methods that 
have been developed to construct niche-habitat models. This conceptual disjunction 
provides a major obstacle to linking the methods and theories of niche-relationships 
to spatial analysis of habitat pattern and its implications to population processes 
(Urban et al. 2002).

Our example evaluates the sufficiency of categorical representations of 
habitat patches in comparison to a multi-scale, multivariate approach. It is 
based on a multi-scale analysis of the habitat relationships of forest birds in 
the Oregon Coast Range (Cushman and McGarigal 2002, 2004; Cushman et 
al. 2007). The major question is whether categorical representation of habitat 
attributes as a patch mosaic is appropriate. For a patch mosaic of vegetation 
types to serve as an effective proxy for species abundance, Cushman et al. 
(2007) propose that several conditions must be met simultaneously. The most 
crucial are: (1) habitat is a proxy for population abundance, and (2) mapped 
vegetation types provide a proxy for the habitat of multiple species. The first 
assumption requires that species population sizes are strongly associated with 
environmental conditions, such that environmental conditions alone are a suffi-
cient proxy for population status and trend. The second assumption states that 
broadly defined vegetation types provide an effective surrogate for the habitat 
requirements of each species.

Cushman et al. (2007) assessed habitat relationships across a range of organi-
zational levels, including plot-level measurement of vegetation composition 
and structure, and the composition and configuration of a classified landscape 
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mosaic of patches representing vegetation cover types and seral stages. They 
found that the sufficiency of vegetation community types as proxies for habitat 
was highly dependent on the classification attributes and spatial scales at which 
communities were defined, and varied greatly among species. Their multi-scale 
analysis revealed that a large proportion of the variance in species abundance 
could not be explained by mapped community types, no matter how they were 
defined, and that fine-scale measurements of abiotic conditions and vegeta-
tion composition and structure were essential predictors of species abundance 
(Cushman and McGarigal 2004; Cushman et al. 2007). This suggests that the 
patch mosaic model, in addition to being conceptually distant from fundamental 
theories of the factors that drive species–environment relationships, also fails in 
practice to provide a strong predictor of habitat quality. This is primarily because 
of two factors. First, habitat is a multi-dimensional attribute, uniquely defined 
for each species, based on the resources it requires and conditions it can tolerate. 
Second, each of these critical resources or conditions may affect a species at a 
particular characteristic set of spatial scales. A categorical mosaic is inappropri-
ate for both of these considerations. It is difficult to represent an n-dimensional 
function of environmental variation as a categorical mosaic. It is likewise difficult 
to define a unique patch mosaic from the habitat perspective of each individual 
organism. In addition, it is challenging to integrate environmental variation at 
several spatial scales into a single categorical representation of habitat quality 
(McGarigal and Cushman 2005).

The fundamental challenge to integrating the niche theory of habitat with spatial 
ecology lies in linking non-spatial niche relationships with the complex patterns 
of how environmental gradients overlay heterogeneous landscapes (Austin 1985; 
McIntyre and Barrett 1992; Urban et al. 2002; Manning et al 2004; Cushman et al. 
2007b). By establishing species optima and tolerances along environmental gra-
dients, researchers can quantify the characteristics of each species’ environmental 
niche. The resulting statistical model can be used to predict the biophysical suitabil-
ity of each location on a landscape for each species (Rehfeldt et al. 2006; Evans and 
Cushman 2009) (Fig. 5.3). This mapping of niche suitability onto complex land-
scapes is the fundamental task required to predict individualistic species responses 
to complexes of environmental conditions across landscapes. Importantly, it is 
fundamentally a gradient modelling exercise and the results are predictions of 
expected probability of occurrence, relative density or some other measure of habi-
tat quality as continuous functions of multiple resources measured at one to many 
spatial scales. The insufficiency of patch-based representations of environmental 
structure as surrogates for species habitat relationships and the essential informa-
tion provided by fine-scale vegetation and abiotic factors (Cushman et al. 2007a), 
implies that spatial representations of habitat should represent the environmental 
factors that most strongly predict organism abundance or performance. These fac-
tors will likely act across a range of scales, from within stand vegetation structure 
and composition, to local and landscape biophysical gradients of temperature, 
water and energy (Cushman et al. 2007b).
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Fig. 5.3 The habitat niche of an given species describes the range of resources and conditions over 
which the species can survive and reproduce. The niche is characterized as an n-dimensional hyper-
ellipsoid (a) in which the species performs optimally within a certain restricted zone (blue core 
ellipsoids above), and can tolerate a certain wider range (mesh ellipsoids). The factors that com-
prise the axes of the habitat niche may represent any critical resource or condition, many of which 
will likely best be described by continous environmental gradients, and may reflect environmental 
factors from a number of different spatial scales. Given the habitat relationship described by the 
niche model, it is possible in principle to evaluate the habitat quality each location in a complex 
landscape, by assessing where the complex of environmental conditions at that location reside 
within the habitat niche space of the organism (b). The map at bottom shows a hypothetical exam-
ple where habitat quality is a continuous function of multiple environmental attributes. The map 
shows a grey scale gradient of habitat quality from very low (white) to very high (black)
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5.4  Binary Compared to Multi-scale Gradient 
Representation of Habitat Quality

In this example we compare a typical categorical representation of habitat based 
on vegetation seral stage with a multi-variate and multi-scale gradient representa-
tion. The example is based on habitat suitability for a hypothetical organism that is 
associated with mature forests and high elevations, and avoids areas of fragmented 
forest with high edge density. A typical way to represent habitat for this species in 
the island biogeographic perspective is as a binary map of habitat vs. nonhabitat 
(Fig. 5.4a). In this map white areas are mapped late seral forest patches and black 
areas are covered by various conditions of non-forest and younger seral stages. In 
this map all locations in late seral forest are given equal quality (1) regardless of their 
context with respect to edges, elevation or other environmental conditions. Habitat is 
categorical. Likewise, all locations in non-habitat are given equal value (0) regardless 

Fig. 5.4 (a) Binary representation of habitat (white) and non-habitat (black) for a late-seral 
dependent organism. (b) Gradient representation of habitat quality for the same organism, including 
multiple environmental attributes at a range of scales. (c) Pixel differences between the two maps, 
calculated as (b)–(a). Assuming that the gradient representation more faithfully represents the pat-
terns of habitat suitability, negative values in (c) correspond to areas where the binary map overpre-
dicts habitat quality. In the map these are shown as a color ramp from yellow to red. Positive values 
in (c) are areas where the binary map underpredicts habitat quality, and are shown in a scale from 
dark blue to light blue, with dark blue representing areas with the least difference between the two 
maps. (d) Histogram showing the frequency distribution of differences between the two maps. The 
histogram shows both extensive areas where habitat quality is over predicted by the binary map 
(positive values) and extensive areas where habitat quality is underpredicted (negative values)
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of whether they are bare rock, young forest or mature forest, or whether they are 
surrounded by non-habitat or a small island surrounded by quality habitat.

An alternative representation of habitat quality using a multi-scale gradient 
representation is shown in Fig. 5.4b. In this representation, the organism is also 
primarily related to late successional forest, but habitat quality is also affected 
by several other environmental attributes. For example, habitat quality is affected 
by elevation, with quality decreasing in a Gaussian manner away from a peak at 
1,800 m in elevation. Additionally, not all “matrix” patch types are equivalent. 
Some, such as bare rock and snow, have a 0 quality value, but others, such as young 
and mature forest, have some habitat value. Further, this organism is sensitive to the 
density of high contrast edges at the scale of its home range (630 m radius). This 
example combines categorical, gradient, and neighborhood attributes of habitat 
quality. In combination these factors produce a surface of hypothetical habitat quality 
that is continuously varying, without many hard edges (except those around the 
few patch types with 0 quality), which includes factors from several spatial scales. 
While this is a hypothetical example, it shows how the gradient perspective allows 
multi-variate combination of several environmental attributes measured at correct 
spatial scales with respect to the organism of interest.

A comparison of these two maps will illustrate several points which may be of 
general value. Figure 5.4c shows the pixel-by-pixel difference between the expected 
habitat quality (expressed as Binary – Gradient) of the two maps. The color scheme 
represents the relative deviation of the binary map from the gradient map. Blue 
colors represent areas where the binary map predicted lower habitat quality than 
the gradient map. Conversely, yellow to red areas are those in which the binary map 
over predicted habitat quality. There are two main patterns of interest. First, areas 
predicted as non-habitat in the binary map are often predicted as suboptimal, but 
not, nonhabitat in the gradient representation, and the degree of suboptimality var-
ies as function of the vegetation type, elevation and landscape context (with respect 
to high contrast edges). Second, areas predicted as habitat in the binary map are of 
varying quality in the gradient map, such that the quality of habitat is overpredicted 
by the binary map for most locations, particularly those in which there are many 
high contrast edges and those at relatively lower elevations. This pattern of binary 
maps systematically over predicting the quality of habitat pixels and under predict-
ing the quality of non-habitat is a general property of categorical patch mosaic 
representations of habitat and has important implications for assessing effects of 
landscape patterns on population processes (Fig. 5.4d).

Perhaps the most important implication of the difference between the two maps 
is how closely they predict habitat quality. If in either case the same general 
conclusion is reached about habitat amount and pattern then there would be little 
cost incurred for using a simple binary representation versus a more sophisticated 
multi-variate, and multi-scale approach. How similar are these two maps in their 
prediction of habitat quality? A basic measure of this is the pixel-by-pixel correlation 
between the two maps. The Pearson correlation between the maps is 0.358, which 
means that only about 13% of variance is shared between them. In other words, 
87% of the information in the gradient map cannot be accounted for by the binary 
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map, even though they are both based on the major influence of late succesional 
forest on habitat quality. Using one versus the other therefore in evaluating amounts 
and patterns of quality habitat would yield drastically different results.

5.5 Gradient Concept of Population Connectivity

Our final illustration of the gradient concept of landscape analysis centers on the 
question of population connectivity. One of the more immediate consequences of 
habitat fragmentation is the disruption of movement patterns and the resulting iso-
lation of individuals and local populations. In the patch mosaic model of landscape 
structure, as habitat is fragmented, it is broken up into remnants that are isolated to 
varying degrees. If movement among habitat patches is significantly impeded, then 
individuals in remnant habitat patches may become reproductively isolated. In the 
patch mosaic model of categorical landscape structure, connectivity is assessed 
by the size and proximity of habitat patches and whether they are physically con-
nected via habitat corridors. Patch edges may act as a filter or barrier that impedes 
or prevents movement, thereby disrupting emigration and dispersal from the patch 
(Wiens et al. 1985). In addition, the distance from remnant habitat patches to other 
neighboring habitat patches may influence the likelihood of successful movement 
of individuals among habitat patches.

However, in the previous example we argued that habitat often should not be 
represented as categorical patches due to the manner in which multiple environ-
mental attributes combine across scale to influence site quality. Likewise, the fac-
tors that impede or facilitate movement may not best be represented as patch edges 
and inter patch distances. The influences of environmental structure on organism 
movement and population connectivity are species specific, and reliable inferences 
about population connectivity in complex landscapes requires assessing relation-
ships between organism movement patterns and multiple environmental features 
across a range of spatial scales, rather than simplistic representation of habitat patch 
interiors, edges and inter-patch distances (Cushman 2006).

In practice it has been problematic to develop reliable inferences regarding how 
multiple environmental features influence movement of organisms across several 
spatial scales. The two traditional approaches to study animal movement have been 
mark-recapture and radio-telemetry (Cushman 2006). By quantifying movement 
rates, distances and routes of dispersing juveniles through complex environments 
researchers can describe species specific responses to environmental conditions. 
These methods are suited for incorporation in manipulative field experiments 
which provide the most reliable inferences about relationships between survival 
rates, movement and ecological conditions (McGarigal and Cushman 2002). Both 
of these methods are limited by logistical challenges that reduce their ability to 
test interactive effects of multiple landscape attributes on organism movements. 
The challenge in these studies is one of cost and sample sizes. It is very difficult 
to obtain a large sample size of individuals and then track their movements across 
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many combinations of environmental conditions to provide data to infer patterns of 
movement in relation to landscape features.

Recent advances in landscape genetics have greatly facilitated developing 
rigorous, species-specific, and multi-variate characterizations of habitat con-
nectivity for animal species (Manel et al. 2003; Holderegger and Wagner 2006; 
Storfer et al. 2007). Landscape genetic approaches largely mitigate the logistical 
and financial costs of extensive mark-recapture studies. To data, many population 
and landscape genetic studies have used F-statistics (Wright 1943) or assignment 
tests (Pritchard et al. 2000; Corander et al. 2003; François et al. 2006) to relate 
genetic differences among well-defined subpopulations to; distance relation-
ships (Michels et al. 2001), putative movement barriers (Manni et al. 2004; Funk 
et al. 2005) or correlations with landscape features (Spear et al. 2005). This is an 
explicitly island-biogeographic perspective in which populations are assumed to 
be discretely bounded and relatively isolated, with no internal structure. Genetic 
differences are assumed to be a function of group membership entirely, with no 
effect of internal population structure, or the effects of distance or movement cost 
between populations.

Once discrete subpopulations have been identified, post hoc analyses are 
performed, correlating observed genetic patterns with interpopulation dis-
tance or putative movement barriers (e.g., Proctor et al. 2005). Populations, 
however, often have substantial internal structure (Wright 1943), and it is 
often difficult to rigorously define discrete boundaries between populations. 
In terrestrial landscapes it is more common to have species that are either 
continuously distributed or patchily distributed with low densities between 
populations (Cushman et al. 2006). Thus, in many situations, population 
structure is better defined as a gradient phenomenon than as a categorical, 
patch-based entity.

By sampling genetic material from a large number of organisms distributed 
across large and complex landscapes researchers can quantify neutral genetic 
variability among individuals (Storfer et al. 2007). Spatial patterns in this neu-
tral variability are indicators of relative connectivity of the population across 
space (Holderegger and Wagner 2006; Cushman et al. 2006; Storfer et al. 2007). 
Individual-based analyses that associate genetic distances with alternative models 
of landscape resistance to gene flow offer a direct and powerful means to assess the 
affects of multiple landscape features across spatial scales on population connectivity. 
By comparing the least cost distances among individuals across alternative resist-
ance hypotheses (Fig. 5.5) to genetic distances it is possible to evaluate alternative 
hypotheses, such as isolation by distance, barriers or landscape resistance gradients 
(Cushman et al. 2006; Storfer et al. 2007).

For example, Cushman et al. (2006) used least cost path analysis and causal 
modelling on resemblance matrices to test 110 alternative models of landscape 
resistance for American black bear (Ursus americanus). The approach framed 
landscape resistance as a gradient phenomenon whose total effect is a weighted 
combination of multiple landscape factors across a range of spatial scales. Importantly, 
the analysis framework provided an explicit test of isolation by population patches, 
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isolation by geographical distance and isolation by landscape resistance gradients. 
The results indicated that isolation-by-barrier and isolation-by-distance models 
are poorly supported in comparison to isolation by landscape-resistance gradients. 
Evaluating multiple competing hypotheses identified land cover and elevation as 
the dominant factors associated with genetic structure. Gene flow in this black bear 
population appears to be facilitated by forest cover at middle elevations, inhibited 
by nonforest land cover, and not influenced by topographical slope. The most 
supported model produced a map of resistance to gene flow when applied to the 
landscape (Fig. 5.6). This map shows that landscape connectivity is not a binary 
function of habitat and matrix, but is best characterized as a gradient of cell-level 
resistance as a function of several environmental variables.

Most population genetic studies have considered populations to be mutually 
isolated and internally panmictic. This is often an unrealistic model that imposes 
an artificial structure on analysis and can distort results. Actual populations usu-
ally exhibit continuous gradients of divergence across space and in relation to 
the resistance of landscape features (e.g. Cushman et al. 2006). Thus, it is often 
preferable to represent population structure as a gradient phenomenon rather than 
a categorical, patch-based entity. Representing the population structure in this 
way preserves internal information about how genetic characteristics vary across 
space, which would be lost in traditional closed-panmictic population analysis. 

Fig. 5.5 Example of computing least cost paths to derive cost distances between individuals 
across a resistance hypothesis. (a) landscape resistance is a continuous spatial variable ranging 
from 1 (black) to approximately 65 (white). The locations of five individual animals are indicated 
by red dots. (b) least cost distance from the upper left individual across the costsurface (a). The 
least cost paths between the upper left individual and the other four animals are shown as yellow 
lines. Computing cost distances between all pairs of animals on this resistance models will create 
an independent variable matrix that can be associated with the genetic distances between all pairs 
of animals. By testing the degree of support for multiple alternative resistance models it is possible 
to identify the factors that facilitate or inhibit gene flow across complex landscapes
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Also, by representing population structure as a gradient phenomenon it is 
possible to compare population gradients with landscape resistance gradients. By 
representing both the genetic dependent variables and the landscape resistance 
variables as continuous gradients it is possible to test competing hypotheses of 
the effects of landscape structure on gene flow, in comparison to isolation by 
distance and putative barriers in one synthetic analysis. This would not be possible 
is populations were represented as categorical entities.

5.6 Gradient-Based Measures of Landscape Structure

Landscape ecologists often compare the structure of different landscapes, or the 
structure of the same landscape over time, and relate observed differences to some 
process of interest. When categorical maps are appropriate, conventional landscape 
metrics based on the patch-mosaic model are effective, and many metrics for this 
purpose exist (e.g., Baker and Cai 1992; McGarigal and Cushman 2002). However, 
when environmental variation is better represented as continuous gradients, it is not 
as simple to summarize the structure of each landscape in a metric because each 
landscape is represented as a continuous surface, or several surfaces corresponding 
to different environmental attributes.

The two fundamental attributes of a surface are its height and slope. The patterns 
in a landscape surface that are of interest to landscape ecologists are emergent 
properties of particular combinations of surface heights and slopes across the study 
area. The challenge is to develop metrics that characterize these aspects of surface 
patterns and that are effective predictors of organismic and ecological processes.

Fig. 5.6 Continuous landscape resistance map for black bears from Cushman et al. (2006). 
The most supported model of landscape structure indicated that resistance to gene flow was 
a continuous function of elevation and landcover. This map represents resistance to gene flow as 
a color ramp from white (high resistance) to black (low resistance)
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Geostatistical techniques can be used to summarize the spatial autocorrela-
tion of such a surface (Webster and Oliver 2001). Measures such as Moran’s I 
and semi-variance, for example, indicate the degree of spatial correlation in the 
quantitative variable (i.e., the height of the surface) at a specific lag distance 
(i.e., distance between points). These statistics are plotted against a range of lag 
distances to summarize the spatial autocorrelation structure of the landscape. 
The correlogram and semi-variogram can provide useful indices to quantita-
tively compare the intensity and extent of autocorrelation in quantitative vari-
ables among landscapes. Though these statistics can provide information on the 
distance at which the measured variable becomes statistically independent, and 
reveal the scales of repeated patterns in the variable, they do little to describe 
other important aspects of the surface. For example, the degree of relief, density 
of troughs or ridges, and steepness of slopes are not measured. Fortunately, 
a number of gradient-based metrics that summarize these and other important 
properties of continuous surfaces have been developed in the physical sciences 
for analyzing three-dimensional surface structures (Stout et al. 1994; Barbato 
et al. 1995, Villarrubia 1997). In the past 10 years, researchers in microscopy 
and molecular physics have made tremendous progress in this area, creating the 
field of surface metrology (Barbato et al. 1995).

Surface Metrology – In surface metrology, several families of surface-pattern 
metrics have become widely used. These have been implemented in the software 
package SPIP (2001). One such family of metrics quantifies measures of surface 
amplitude in terms of its overall roughness, skewness and kurtosis, and total and 
relative amplitude. Another family records attributes of surfaces that combine 
amplitude and spatial characteristics, such as the curvature of local peaks. Together, 
these families of metrics quantify important aspects of the texture and complexity of 
a surface. A third family measures certain spatial attributes of the surface associated 
with the orientation of the dominant texture. The final family of metrics are based 
on the surface bearing area ratio curve, also called the Abbott curve (SPIP 2001). 
The Abbott curve is computed by inversion of the cumulative height-distribution 
histogram. A number of indices that describe structural attributes of a surface have 
been developed from the proportions of this curve (SPIP 2001).

Many classic metrics for analyzing categorical landscape structure have ready 
analogs in surface metrology. For example, the major compositional metrics such as 
patch density, percent of landscape, and largest patch index correspond respectively 
to peak density, surface volume, and maximum peak height. Major configuration 
metrics such as edge density, nearest neighbor index, and fractal dimension index 
correspond respectively to mean slope, mean nearest maximum index, and surface 
fractal dimension. Many of the surface metrology metrics, however, measure 
attributes that are conceptually quite foreign to conventional landscape pattern 
analysis. Landscape ecologists have not yet explored the behavior and meaning of 
these new metrics; it remains for them to demonstrate the utility of these metrics, or 
develop new surface metrics better suited for landscape ecological questions.

Fractal Analysis – Fractal analysis provides a vast set of tools to quantify the shape 
complexity of surfaces. There are many algorithms in existence that can measure 
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the fractal dimension of any surface profile, surface, or volume (Mandelbrot 1982; 
Pentland 1984; Barnsely et al. 1988). One such index that is implemented in SPIP cal-
culates the fractal dimension along profiles of the surface from 0° to 180°. A number 
of other fractal algorithms are available for calculating the overall fractal dimension of 
the surface, rather than for particular profile directions. Variations on these approaches 
will yield metrics that quantify important attributes of surface structure for compari-
son between landscapes, between regions within a landscape, and for use as inde-
pendent variables in modeling and prediction of ecological processes.

In addition, there are surface equivalents to lacunarity analysis of categorical 
fractal patterns. Lacunarity measures the gapiness of a fractal pattern (Plotnick et al. 
1993). Several structures with the same fractal dimension can look very different 
because of differences in their lacunarities. The calculation of measures of surface 
lacunarity is a topic that deserves considerable attention. It seems to us that surface 
lacunarity, which would measure the ‘gapiness’ in the distribution of peaks and 
valleys in a surface rather than holes in the distribution of a categorical patch type, 
would be a useful index of surface structure.

Spectral and Wavelet Analysis – Spectral analysis and wavelet analysis are 
ideally suited for analyzing surface patterns. The spectral analysis technique of 
Fourier decomposition of surfaces could find a number of interesting applications 
in landscape surface analysis. Fourier spectral decomposition breaks up the overall 
surface patterns into sets of high, medium and low frequency patterns (Kahane and 
Lemarie 1995). The strength of patterns at different frequencies, and the overall 
success of such spectral decompositions can tell us a great deal about the nature 
of the surface patterns and what kinds of processes may be acting and interacting 
to create those patterns. They also provide potential indices for comparing among 
landscapes and for deriving variables that describe surface structure at different 
frequency scales that could be used for prediction and modeling (Kahane and 
Lemarie 1995; Cho and Chon 2006).

Similarly, wavelet analysis is a family of techniques that has many potential 
applications in landscape surface analysis (Bradshaw and Spies 1992; Chui 1992; 
Kaiser 1994; Cohen 1995). Traditional wavelet analysis is conducted on transect 
data, but the method is easily extended to two-dimensional surface data. Major 
advances in wavelet applications have occurred in the past several years, with many 
software packages now available for one- and two-dimensional wavelet analysis. For 
example, comprehensive wavelet toolboxes are available for R, S-Plus, MATLAB 
and MathCad. Wavelet analysis has the advantage that it preserves hierarchical 
information about the structure of a surface pattern while allowing for pattern 
decomposition (Bradshaw and Spies 1992). It is ideally suited for decomposing and 
modeling signals and images, and it is useful in capturing, identifying, and analyzing 
local, multiscale, and nonstationary processes. Because wavelet analyses score a 
range of kernels they area a robust tool for building multi-scale information directly 
into an analysis. It can be used to identify trends, break points, discontinuities, and 
self-similarity (Chui 1992; Kaiser 1994). In addition, the calculation of the wavelet 
variance enables comparison of the dominant scales of pattern among landscape 
surfaces or between different parts of a single surface (Bradshaw and Spies 1992). 
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Thus, wavelet decomposition and wavelet variance have great potential as sources 
of new surface-pattern landscape metrics and novel approaches to analyzing 
landscape surfaces.

5.7 Conclusions

The patch-mosaic model of landscape structure has provided a valuable operating 
framework for spatial ecologists, and it has facilitated rapid advances in quantita-
tive landscape ecology, but further advances in spatial ecology are constrained 
by its limitations. We advocate a gradient-based paradigm of landscape structure 
that reflects continuously varying heterogeneity and that subsumes the patch-
mosaic model as a special case. The gradient paradigm does not presuppose 
discrete structures, but it will identify them if they exist; it facilitates multi-scale 
and multivariate analyses of ecological relationships, and provides a flexible 
framework for conducting organism- or process-centered analyses. Through these 
advantages, the gradient paradigm of landscape structure will enable ecologists 
to represent landscape heterogeneity more flexibly in analyses of pattern–process 
relationships.
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Part II
Method and Data



Chapter 6
Data on Distribution and Abundance: 
Monitoring for Research and Management

Samuel A. Cushman and Kevin S. McKelvey

In the first chapter of this book we identified the interdependence of method, data 
and theory as an important influence on the progress of science. The first several 
chapters focused mostly on progress in theory, in the areas of integrating spatial and 
temporal complexity into ecological analysis, the emergence of landscape ecology 
and its transformation into a multi-scale gradient-based science. These chapters 
weaved in some discussion about the interrelationships between method and these 
theoretical approaches. In particular, we discussed how powerful computing, large 
spatial databases and GIS cross-fertilized ecological theory by enabling new kinds 
of analyses and new scopes of investigation. However, up to this point we have 
given relatively little attention to the third leg of this triad, data. This and following 
chapters focus explicitly on data. The next several chapters discuss the advances 
in broad-scale data collection and analysis enabled by remote sensing, molecular 
genomics and satellite GPS telemetry, and how these data have made fundamental 
contributions to virtually all branches of ecology, especially spatial ecology, land-
scape ecology, and global scale research.

The goal of this chapter is to establish a framework for how data collection and 
management can best be designed to interact with modeling and analysis across 
both space and time. The chapter is divided into five sections. First, we discuss 
the fundamental importance of quality, large sample, spatially referenced, broadly 
distributed data for reliable inferences to advance research and to guide adaptive 
management. Second, we explore the challenge posed by limited quality, quantity 
and extent of data on species and environmental conditions over space and time 
and discuss the limitations this poses to effective monitoring to guide research 
and adaptive management. This then provides motivation for a discussion of the 
importance of monitoring resources themselves, in context and in particulate. We 
then introduce the concept of the four-dimensional monitoring data-cube, and 
argue that by collecting accurate data at a fine spatial scale and across large geo-
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graphical extents for multiple resources we will be able to produce a flexible, multi-
variate, multi-scale data structure that will optimally support ecological analysis 
and meet monitoring needs for adaptive management. Finally, we discuss linking 
gradient modeling and integrated, multiple-scale monitoring. Because ecological 
systems are highly complex and vary dramatically across space and time, we need 
to think differently about data collection, monitoring and statistical analysis. As 
we discussed in Chapter 1, monitoring and analysis should not attempt to obtain 
replicated samples of representative individuals from unstructured populations, 
because such unstructured populations do not exist and independent sampling 
in space and time is usually impossible. Rather, the goal is to directly integrate 
space and time into a sampling frame, as described in the four-dimensional data 
cube idea described below, and link this to flexible, gradient modeling to infer 
condition and trend of ecological attributes over space and time.

6.1 Monitoring for Research and Adaptive Management

Adaptive management works by specifying resource goals, conducting management 
whose purpose is to create or maintain these desired conditions, and monitoring 
results to confirm that the system is behaving as expected and that resources are mov-
ing toward the desired conditions. This approach presupposes that the state of the 
system is well known across time. A good example of adaptivemanagement occurs 
whenever you drive a car. The general direction of travel is relatively constant, but, 
based on visual data, you constantly make small adjustments to keep the car on the 
road. Because you have precise data concerning where the road lies relative to your 
current direction of travel, this is easy and effective. However, if you were driving 
in dense fog or were driving blindfolded, you would quickly crash. For tracking 
the trajectories of ecological systems, monitoring data serve the same purpose as 
your eyes while driving. As a result, monitoring resource condition and trend has 
greatly elevated importance under the adaptive management paradigm. Cost effec-
tive, timely, representative, and broad-scale monitoring of multiple resources is the 
foundation on which adaptive management depends. Adaptive management literally 
cannot be “adaptive” without these data.

The adaptive management paradigm sets high priority on developing ongoing 
analyses, based on monitoring, to continually adjust or change land manage-
ment planning decisions and thereby efficiently move toward desired conditions. 
The adaptive management cycle involves: (1) a comprehensive evaluation of 
current resource conditions, (2) frequent monitoring and evaluation of condi-
tion and trend relative to desired conditions, and (3) adaptation of management 
to improve performance in approaching or maintaining desired conditions. 
Multiple resource monitoring is critical for establishing ecologically meaning-
ful and appropriate desired conditions, evaluating current conditions relative 
to these objectives, and evaluating effects of management over time to guide 
adaptive changes to the management regime. For monitoring to provide meaningful 
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information to the adaptive management cycle it must provide statistically 
rigorous measurements of the condition and trend of multiple resources across 
the analysis area with sufficient temporal frequency to provide the periodic 
evaluations of resource condition and trend to guide management adaptation.

Broad-scale, large-sample, georeferenced measurement of multiple biological 
and abiotic environmental attributes is also the foundation for addressing spa-
tial complexity and temporal variability in ecological research, as described in 
Chapters 2 and 3. In Chapter 3 we discussed the importance of focusing at the 
scale of organisms and their direct interactions with their environment, and then 
integrating pattern–process relationships at that grain across large spatial extents. 
This then implies sampling of species themselves and the environment at multiple 
scales, including direct measurement of occurrence, abundance, and population 
dynamics (where possible). The important point here is that, as spatial and temporal 
complexity are not noise to average away, but fundamentally important attributes 
of ecological systems, data collection for research and monitoring for adaptive 
management must be fine-grain, large extent, large sample, georeferrenced, meas-
urement of multiple ecological attributes carefully chosen to directly represent the 
species, process or attributes of interest. As ecological systems are spatially complex, 
temporally dynamic, and scale dependent, frequent, multi-scale, spatially referenced 
data collection is the foundation for understanding. Given the spatial, temporal and 
contextual nature of ecological systems, frequent remeasurement across large spa-
tial sampling networks is fundamentally important.

There are several critical attributes that a data collection or monitoring program 
must possess for it to be successful in providing reliable inferences about condition 
and trend to support analysis of ecological systems in particulate, in context, and 
integrated over space and time. We suggest that all monitoring initatives and existing 
programs be evaluated with respect to these essential attributes and that prioritiza-
tion be given preferentially to monitoring efforts that provide statistically powerful 
inferences about condition and trend based on representative empirical samples.

Key attributes:

1. Based on empirical samples. For monitoring to provide any reliable information 
about condition and trend of a resource it must monitor the resource itself, or a 
proxy that has been reliably shown through rigorous scientific research to be a 
surrogate for the resource. Given that very little rigorous science exists relating 
resources to proxies, we strongly favor monitoring of resources themselves.

2. Based on representative samples. Samples must be collected in a representative 
manner from the target population. Representative sampling is essential to avoid 
biases in estimates of resource condition and trend. Monitoring inferences based 
on nonrepresentative samples are of unknown accuracy and thus of limited utility 
as a guide for adaptive management.

3. Provide sample sizes that are sufficient to provide statistically powerful infer-
ences of condition and trend for the evaluation area at least every 5 years. 
This is perhaps the most daunting requirement for an acceptable monitoring 
program. In the past few monitoring efforts have evaluated their statistical 
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power to describe conditions and detect changes. However, without formal 
evaluation of statistical power in relation to sample size, analysis area, and 
temporal sampling period, the information provided by monitoring is of 
unknown value. Statistical power must be measured a priori to determine if a 
monitoring effort has the ability of describing current conditions and detect-
ing changes with an acceptable probability. Acceptable confidence intervals 
and statistical power for estimates of condition will vary among resources 
given inherent variability of the data, importance and risk.

4. Spatially representative and well distributed. One of the key concepts in this 
book is that spatial pattern and temporal variation matter fundamentally to 
ecological processes. Therefore, in monitoring our goal is often not to estimate 
some mean attribute of some large heterogeneous area, but to measure, map and 
model the variation in the conditions of multiple resources across broad spatial 
extents. This has major implications for monitoring. Specifically, it requires that 
monitoring efforts be spatially informed, with representative sampling stratified 
by ecological strata across the spatial domain, with large sample sizes obtained 
without major spatial gaps in distribution, and with sufficient density to reflect 
the variability of ecological patterns and processes. Often spatial autocorrelation 
and spatial dependence will be of direct interest (see Chapter 7). In such cases, 
monitoring and other data collection must be guided by the desired precision 
in the spatial analyses that will follow, including details about the distances 
between all pairs of observations, and ensuring that these distances are to some 
degree optimized to accommodate autocorrelation and semi-variance analyses.

5. Based on recent samples. The age of data is a major issue in monitoring. 
Ecological conditions, species populations, and management activities all 
change over time. Data that is many years old has unknown relationships to 
current resource conditions. Thus, monitoring programs should continually col-
lect new data and should base all inferences on recently collected data (perhaps 
within 5 years).

6. Include frequent remeasurement. Given the critical role temporal dynamics play 
in ecological processes (as discussed in Chapter 2), and the foundational role 
frequent remeasurement plays in adaptive management of ecological systems, 
it is essential that data collection be frequently repeated, using comparable 
methods to collect a consistent collection of variables at consistent scales. The 
frequency must be sufficient to provide meaningful guidance to managers in 
the adaptive management process, and for ecological research must be frequent 
enough to provide sufficiently precise tracking of ecological dynamics of both 
driver and response variables to reliably link mechanisms with responses.

7. Continue for long periods. To guide management and support understanding of 
ecological systems, it is critically important that data collection and monitoring 
efforts be maintained and continued over long periods of time, with consist-
ent sampling in space, with comparable methodologies at consistent scales. 
This implies large and long-term commitments to maintaining data collection 
programs, with particular prioritization to maintaining permanent networks of 
spatially referenced sampling plots.
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In the driving example, above, it is critical not only to know the current position 
of the car relative to the road, but also to be able to look ahead. In ecological sys-
tems, looking ahead involves modeling. There are 3 broad approaches to modeling 
the future. The first is simply to project current trends. The second is a statistical 
approach which uses past situations to infer the likelihood of various futures. The 
third is process modeling, where the model represents an animated hypothesis con-
cerning the current state of the system and its dynamic properties. Dynamic models 
are flexible and allow a wide variety of future scenarios to be simulated, but gener-
ally lack statistical understandings of their validity. The purpose of this chapter is 
not to discuss these models in detail, but to note that none of these approaches has 
any validity without appropriate input data. For example, to project a current trend 
one must have data of high enough quality to produce the trend in the first place. 
An additional positive attribute for monitoring data is that it is consistent with both 
initializing and validating critical models.

6.1.1  Challenge of Limited Amount, Extent, and Quality 
of Spatially Referenced Ecological Information

The seven criteria listed above pose a major challenge to implementation. There are 
very few data collection programs which possess most of these attributes. Most data 
collection in ecological research is narrow in scope spatially and limited to a par-
ticular moment in time, or if the goal is to look at change, limited to a few temporal 
snap-shots. This severely limits ability to integrate pattern-process relationships 
across large, heterogeneous spatial extents and over time. Similarly, most ecological 
monitoring to guide natural resources management is severely limited by failure to 
adequately consider spatial sampling design, often failure to even establish spatially 
referenced sampling networks, inconsistencies across space and through time on 
what variables are measured, at what scale, and with what methods.

The general failure of most past efforts is largely due to issues associated with the 
nature of ecological data. Ecological processes and the landscapes they create are 
highly variable across space and time. The community composition, for example, at any 
location is determined by a myriad of factors at many scales. The microclimate, soils, 
juxtaposition, specific disturbance history, geographic location, and deeper history all 
play a part. Areas even a few meters away can be characterized by radically different 
communities due to the interactions of these factors in different combinations. For 
example, a slight change in aspect (microclimate) may lead to a site being overrun by 
an invasive weed if that site has been recently disturbed and if it is proximal to source 
populations of the weeds, is in an area within the range of the exotic, and if it lies in a 
continent or island where the native vegetation cannot compete with the weed and if no 
other weeds have already colonized the area. Most of these factors are both spatially and 
temporally variable: new road construction provides a proximal source population for 
the weeds; the weed continues to spread into new regions; a fire, windstorm, or insect 
outbreak produces necessary levels of disturbance; the local climate changes.
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The highly variable and intrinsically multivariate nature of these data has 
historically relegated broad-scale monitoring to the collection of coarse data at 
large spatial scales. For example, in the weed example above, a national grid of 
vegetation plots with one plot every 10 km would only be able to directly speak to 
the weed spread at a broad scale. For example, in the county in which we reside, 
there would only be about 67 plots. If the climatic zone in which the weed could 
invade represented 10% of the total land area in the county, spread statistics would 
be based on at most 6–7 plots. Implementing this coarse grid, however, would be 
neither easy nor cheap. Nationwide there would be over 91,000 plots. At US$1,000 
per plot (which is less than current vegetation monitoring systems cost per plot), 
this operation would require US$90,000,000.00 and a large and diffuse bureaucracy 
to implement. This combination of coarse data resolution coupled with high cost in 
turn leads to low levels of support and therefore inconsistent implementation across 
time and space.

This is a fundamental problem with collecting environmental data, and technolo-
gies will not cause it to go away. To address these issues, monitoring has turned 
to a variety of approaches both to increase the spatial and temporal resolution of 
the data and to reduce costs. Among these, are approaches based on monitoring 
system “macro-characteristics” rather than particulate and contextual data on indi-
vidual species and key abiotic patterns and processes. These efforts often take one 
of two forms. The first is the surrogate approach to monitoring, in which a small 
collection of species or attributes are measured in the hope that their dynamics will 
represent those of the system. The second is the coarse filter approach, in which 
a few macro-characteristics, such as some broadly defined ecological community 
types, will provide sufficient information to infer the dynamics of the species and 
processes that act within them. In the two sections that follow we argue that neither 
of these approaches typically is sufficient to reliably track or predict the ecological 
condition and dynamics of populations and ecological processes across space and 
through time.

6.2 Species Surrogate Approaches

Species surrogacy has a long history in the field of conservation biology (Landres et 
al. 1988; Lambeck 1997; Wiens et al. 2008), with a number of different variants and 
implementations of the concept. Variants include ideas associated with shared habi-
tat or functional requirements (guild membership), trophic dependencies (key-
stone species), area requirements (umbrella species), ecological function (engineer 
species), and ecological associations (focal species as defined by Lambeck 1997; 
See Noon et al. 2008 for a more complete list of surrogate types). Recently, Wiens 
et al. (2008) proposed that by grouping species using multivariate clustering it is 
possible to identify surrogates from each of the resulting groups to represent the 
group for purposes of monitoring. From a historical standpoint this concept is most 
similar to the guild indicator concept (Block et al. 1987).
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The primary driver behind using surrogacy to monitor ecosystems is expediency. 
As Wiens et al. (2008) state: “…surrogate species or groups of species can be used 
as proxies for broader sets of species when the number of species of concern is too 
great to allow each to be considered individually.” Implicit in this, of course, is the 
assumption that the surrogacy approach is effective. There have been few real tests 
of this, but when done, the results are seldom encouraging (Verner 1984; Landres 
et al. 1988; Andelman and Fagan 2000; Lindenmayer et al. 2002; Roberge and 
Angelstam 2004). This is obviously less onerous than monitoring all species indi-
vidually, but entails large risks of bias if the chosen indicator does not sufficiently 
represent the abundances of other species within the group.

Cushman et al. (in press) evaluated the surrogate species concept for forest 
birds at two spatial scales and under two species grouping approaches. The over-
arching question was whether the abundance of a species across a large sample of 
locations provides a surrogate for the abundance of other species. They evaluate 
this based on an a priori grouping of species into life-history categories (Hansen 
and Urban 1992), and on an empirical grouping based on observed similarity of 
abundance patterns. In the first case, they tested whether there are strong surrogate 
relationships among species within objectively defined groups formed on the basis 
of ecological characteristics. In the latter case, the test was whether species in 
empirically formed groups derived from cluster analysis provide substantial sur-
rogacy for the abundances of other group members. Data consisted of 72,495 bird 
observations on 55 species across 1,046 plots distributed across 30 sub-basins. 
They analyzed abundance patterns at two spatial scales (plot and sub-basin) and 
for two grouping rules. There were few significant indicator relationships at either 
scale or under either grouping rule, and those few found were unable to explain 
a substantial portion of the abundance of other species. They concluded that, 
coupled with the lack of proven efficacy for species surrogacy in the literature, 
these results indicate that the utility of indicators and similar types of surrogate 
approaches must be demonstrated rather than assumed.

Surrogacy has served as the lynchpin of ecosystem management and the 
movement away from single species paradigms. However, effective species 
surrogates appear to be rare. Fundamental ecological theory offers a possible 
explanation. No two species can long occupy the same niche (Gause 1934; 
Hutchinson 1957; Pulliam 2000). Thus, all coexisting, sympatric species must 
differ along at least one critical niche dimension. There must be some limit to 
the similarity of coexisting species (MacArthur 1967), and it is expected that 
species that are similar in some aspects of their niche will displace on others so 
to minimize competition. This would tend to lead to weak or negative patterns 
of co-occurrence for species sharing functional ecological characteristics, as 
was found in Cushman et al. (in press). Niche displacement processes would 
appear destructive to the stable existence of strong species surrogacy based on 
functional ecological characteristics.

As discussed in Chapter 2, community patterns are usually nonequilibrial in 
space and time, with frequent reversals in competitive balance, changes in relative 
fitness, the severity of predation and parasitism through time and over complex 
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landscapes. Given this inherent disequilibrium in time and variability through space, 
simplistic ideas of species surrogacy seem unlikely to hold. The few evaluations, 
such as Cushman et al. (in press), have typically found poor performance of species 
surrogates. We believe that given the individualistic nature of species responses to 
scale dependent environmental and biotic interactions, it is necessary to consider 
ecological systems in particulate and in context, rather than seek surrogates to 
explain large components of the unsampled system.

6.2.1  Community Type as Surrogate for Population 
and Process

Coarse filter approaches to conservation assessment are attractive because of their 
potential efficiency and low cost. They attempt to place many species under the 
umbrella of one habitat assessment effort, and efficiency is obtained by monitor-
ing a mosaic of community types as a surrogate for species viability. However, it 
is widely recognized that the sufficiency of coarse filter approaches are largely 
untested.

For community types to succeed as a coarse filter proxy for population perform-
ance at least four conditions have to be met simultaneously.

1. Habitat must be a proxy for population performance.
2. Mapped community types must be a proxy for habitat. Suitable habitat for any 

given species will involve ranges of critical resources and conditions across 
several spatial scales (Cushman and McGarigal 2004). Coarse filter conserva-
tion approaches are based on managing landscapes to provide certain amounts 
or configurations of vegetative community types, a great simplification both 
of habitat and of scale. Thus, for the coarse filter to proxy for habitat, mapped 
community types must be strongly related to species distributions, abundance, 
and population performance. Specifically, they must explain a large proportion 
of the species–habitat relationship for all species involved.

3. Suitable habitat is a species-specific characteristic. Each species, whether 
aquatic or terrestrial, has unique tolerances for different ranges of environmental 
conditions and unique requirements for critical resources. For the coarse filter to 
be successful, the mosaic of discrete community types which define the coarse 
filter habitat must be a good proxy for the responses of all species of interest.

4. In addition, these relationships must not decouple with management or natural 
disturbances. Specifically, the proxy of mapped community type for habitat may 
break down when management or natural disturbance occurs at a scale that will 
change habitat at a scale that species are directly responding to but not at a scale 
that results in changes in mapped community types. If this decoupling occurs, 
assumed correlations between the coarse community types and habitat may 
become invalid, resulting in the failure of the coarse filter to predict species per-
formance. For example, stand-level vegetation manipulation (e.g. fuels treatment) 
in which the structure alone is modified such as decreasing density of the stand, 
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can have large effects on many vegetative and abiotic attributes of a stand, but 
may not change the cover type or seral stage as mapped by the coarse filter. In 
this case, the coarse filter is insensitive to important changes in habitat, resulting 
in a decoupling which may impair the sufficiency of the population performance 
proxy. In this case, additional attributes of forest structure (density or the relative 
openness of the forest) become important.

The community type coarse filter, therefore, represents four layers of proxies 
between what is measured and actual population performance. Because all four 
of these conditions need to be met simultaneously, errors are multiplicative. 
Consider an example where 75% of the variance in a population’s performance is 
directly attributable to habitat, and, of that, 75% is directly related to broad cover 
types representing the utilized coarse filter, and coarse/fine scale decoupling only 
results in a 10% degradation of correlations. These relationships are all optimistic, 
as few published studies have reported explained variances of this magnitude. 
Nevertheless, the overall efficacy of the coarse filter will be 75*75*90% = 51% 
in this example. Thus it is by no means certain that coarse filter approaches will 
provide the required quality and resolution to perform with sufficient power and 
resolution to reliably represent the populations and processes they are intended to 
proxy, even if each level of the proxy chain performs well.

Cushman et al. (2007) conducted a multivariate analysis of bird community 
relationships to multiple scale habitat data in Oregon and Wyoming to test these 
assumptions of ecological community type as a proxy for the composition and 
abundance of the avian community. Their results indicate that the effectiveness of 
vegetation communities as proxies for population status is tenuous – even with the 
best, multi-scale vegetation data less than 60% of the variation in species presence 
is explained – and the effectiveness of landscape composition of vegetation types 
is highly dependent both on thematic resolution and how “community types” are 
defined. Their results suggest that, at a minimum, coarse filter community types 
should be characterized by a combination of detailed cover types across multiple 
seral stages. In addition, their results show that there are large differences in habitat 
relationships among species and that a single representation of coarse filter elements 
is unlikely to be an effective proxy for multi-species habitat. Furthermore, their 
results indicate that the relationship between habitat coarse filters and species distri-
bution and abundance may decouple following management activities; species dis-
tribution and abundance may not be predictable based on mapped habitat in areas 
that are actively managed if the mapped habitat does not account for diversity in 
structure in terms of density, size, and multistory vs single story conditions.

6.3 Importance of Monitoring Resources Themselves

The arguments and examples given above speak directly to issues associated with 
using small subsets of species as surrogates, or mosaics of broadly defined cover 
types as coarse filters for multi-species terrestrial animal population performance. 
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The issues raised, however, are universal. We have argued that representative data 
that allow precise and unbiased estimation of ecosystem conditions are essential for 
adaptive management. We have also noted acquiring these data is both difficult and 
expensive. Given this, the loss of power and injection of largely unknown biases 
associated with using surrogate measures will generally lead to unacceptable power 
degradation. As demonstrated in the example above, this is true even if correlations 
between the surrogate and the resource of interest are high. In our investigations, 
and in the vast majority of similar investigations in the literature, these correlations 
are often weak and not significant. We therefore conclude that effective monitoring 
of a resource both to estimate its state and track its dynamics will almost always 
involve direct measurements of that resource. Power loss also occurs when a 
resource is modeled based on measured values. In a simple example, tree volume 
cannot be measured directly in the woods. Instead, it is modeled by measuring 
diameter and height, and by assuming a “form factor” to estimate taper. This is a 
type of surrogacy in which one attribute, in this case volume, is inferred through the 
measurement of two other variables. Volume estimates will contain the multiplica-
tive errors associated with both diameter and height measurements and will contain 
unknown bias due to an unmeasured, but assumed, form factor. When making deci-
sions on what to monitor, the practical ability to produce estimates with the neces-
sary power will be directly linked to the degree to which the desired attributes and 
conditions can be framed in terms direct, easy, and accurate measurements.

6.3.1 The Multi-variate, Multi-scale Monitoring Data-Cube

In Chapter 5 we discussed a gradient-based paradigm for multiple-scale ecologi-
cal analysis. The basic idea was that the state of any ecological system will be 
defined by the interactions of many processes, the behavior and distribution of 
many organisms, and abiotic environmental patterns across a broad range of spatial 
scales. There is no practical way to specify the state of the environment as a single 
attribute (e.g. classified map) that will optimally relate to multiple processes and 
how they affect the biotic and aiotic components of the system. Instead of seeking 
a few surrogates or a macro-attribute coarse filter which simultaneously answers 
all questions, we believe it is more practical and effective to retain multiple vari-
ables in the analysis at the native scale of their dominant interaction with the major 
ecological processes in the system. This is the multi-variate, multi-scale monitoring 
data cube idea. In this data cube the x, y dimensions represent space, and the z 
dimension represents multiple biotic entities, process or abiotic variables measured 
in a large spatial network of georeferenced locations (Fig. 6.1).

Importantly, these biotic entities, process and abiotic variables forming the 
y-dimension include a broad range of spatially referenced ecological data, from a 
variety of sources, at a variety of scales. As discussed at length earlier in the chapter, 
these will usually include measurements of multiple ecological variables across a 
spatial network of permanent plots. Such data could include vegetation inventory 
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on permanent vegetation plots, sampling wildlife occurrence or abundance, such 
as bird point counts, measuring soils depth, texture and chemistry, and recording 
microclimate variables such as temperature, soil moisture and relative humidity. 
These y-dimension variables of the data cube also include broader scale informa-
tion derived from field sampling at stand or watershed scales, as well as spatial data 
stored as GIS layers on topography, geology, human management history, distur-
bance history, roads and other development, remotely sensed data such as satellite 
imagery, lidar, and aerial photography.

The fourth dimension would be repeat measurements of this 3-D data cube over 
time (Fig. 6.2). This cubic form provides an ability to directly integrate multivariate 
and spatial analyses, by having multiple measured variables georeferenced across 
a 2-D geographical space. The linkage to repeat measurements over time provides 
explicit ability to integrate spatial and temporal processes. The cube is multi-scale, 
in that the data are re-scaleable to provide optimal multivariate, spatial prediction 
for a range of dependent variables being inferred or predicted.

Fig. 6.1 Three-dimensional data cube for flexible multi-scale monitoring. Each layer represents a 
different ecological sampling dataset, such as point-level vegetation or wildlife occurrence data, 
topography, climate, soils, remotely sensed data, and disturbance and management history. Each 
layer is a spatial database, in that all records are represented at their geographical x−y coordinates

Time

Fig. 6.2 Remeasurement of the three-dimensional data cube produces a four-dimensional data 
structure. Here we represent the fourth dimension as an arrow of time with remeasured data-cubes 
stepping out toward the right as time proceeds forward
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This last concept is particularly important, and deserves elaboration. Typically in 
landscape ecology and natural resources monitoring, what has been done in the past 
is to collect one or a few environmental attribute layers at a single scale. In landscape 
ecology it has typically been a single chloropleth classified map of a patch mosaic 
of landcover types. This data layer usually is the statistical product of a multivariate 
analysis of several spectral layers or other GIS data. This combination of multiple 
datasets into a single classified product involves many issues regarding the appro-
priateness of the classification for different research or monitoring questions, the 
appropriateness of the scale of the data in terms of grain and minimum mapping unit, 
the accuracy and meaningfulness of patch boundary definitions for management or 
research questions. As discussed in Chapter 3 and revisited above, no single-scale 
classified map can possibly represent the patterns and scales of environmental varia-
bility and the shifting importance of multiple organisms and simultaneous processes. 
This is the prime impetus for the multi-scale data cube (Fig. 6.3). Maintaining the 
data in a flexible, multi-variate, spatially explicit form facilitates the application of 
spatial and multivariate statistical models to produce the best predictions (given the 

Dependent
Variables

Independent
Variables

Plot Land 1 Land 2 Land 3Plot

Plots x Species
Matrix

Plots x Variables
Matrices

Fig. 6.3 Each layer in the multi-variate, spatial data-cube contains data measured at a particular 
native grain. Scaling relationships between that layer and a response variable of interest can be 
calculated by evaluating the strength of the statistical relationship between the response and pre-
dictor variable within differing neighborhood sizes and across variation in grain of the data 
through resampling
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data) for each species, process or attribute without losing information, introducing 
errors of classification, and collapsing scales (Fig. 6.4).

6.3.1.1 Limitations of Sample-Based Monitoring on Fixed Grids

One of the core concepts behind the multi-variate, spatial data-cube presented above 
is the central importance of large, spatially referenced, measurement plots for multiple 
variables. In the past most applications of large permanent re-measure plot systems 
have focused not on predicting spatial process-pattern relationships but on obtaining 
non-spatial estimates of mean and variance of some quantitative parameter within 
some (often large) region of space. It is important to consider the difference between 
this and the paradigm we are presenting. Instead of trying to estimate the mean value 
of some quantitative parameter within some spatial unit, our goal would be to adopt a 
multi-scale gradient perspective (Chapter 5) and represent variability of many ecologi-
cal attributes simultaneously and continuously across space and through time.

Efforts to estimate mean values for monitored variables within relatively large spa-
tial units are valuable, particularly in the historical sense that they were the impetus 
for the establishment of the large spatial sampling networks (e.g. FIA) that we pres-
ently have. However, they are not sufficient to meet data requirements for a flexible, 
multi-scale, multi-attribute approach to ecological analysis and adaptive management, 
as we described in Chapters 2, 3, and 4. First, sample-based statistical trend monitor-
ing usually cannot provide spatial estimates of ecological variables across the analysis 
area; definitionally they collapse space to increase sample size and therefore power. 
As discussed in Chapter 3, this kind of upscaling is fraught with potential error and 
suffers from extreme loss of information, particularly because the spatial pattern of 
the data are completely ignored. Second, non-spatial sample based estimates of mean 
values of ecological variables are very often severely limited by sample size to broad, 
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Fig. 6.4 The three-dimensional, spatial data-cube provides an ideal foundation for developing 
flexible, multi-scale gradient models linking multiple variables at different spatial sales to 
predictions of species occurrence, ecological process or other ecological attributes
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and often nebulous categories. In traditional FIA based predictions, for example, there 
is a trade-off between area of inference, sample size, and classification resolution. 
Thus, for inferences at the National Forest level, in order to obtain a sample size that 
will provide sufficient statistical power for an acceptable level of precision, it is usu-
ally necessary to limit analyses to very broad cover categories, such as cover type or 
seral stage. Such broad categories have been shown to be poor proxies for the habitat 
relationships of many wildlife species (Cushman and McGarigal 2004, Cushman et al. 
2007). Third, the previous issue of sample size within an analysis area has an inverse 
dilemma. In order to obtain sufficient power for acceptable precision of a mean esti-
mate for a variable of interest it is also usually necessary to make the analysis area 
very large. This results in the production of estimates of mean and variance for several 
ecological variables at very broad scales, scales much broader than usually can be 
linked to the interactions of ecological entities, such as organisms, and their environ-
ment through investigation of processes. Thus, estimating mean values from sample 
grids simultaneously suffers from two major handicaps, both of which seriously limit 
ability to analyze ecological pattern-process relationships flexibly across scale.

There are several other issues that limit traditional sampling for trend on fixed 
grids. First, these efforts are often exceptionally expensive due to the large sample 
size requirements, which represents a cost barrier to sampling many resources and 
species. In addition, if detection of population trend is the objective, repeated sam-
pling for many years is usually required before any trend can be detected, even in 
a common species. Furthermore, sampling for trend provides no explanation for 
the causes of observed changes, which is essential if we are to use the information 
to understand ecological processes or guide management. Sampling for trend also 
provides no means to estimate resource condition across the landscape at areas not 
directly sampled. For monitoring to be useful for many research and management 
questions it should provide spatially explicit predictions of conditions across the 
analysis area. Finally sampling for trend provides no means to predict expected future 
changes in ecological conditions as a result of changing management or natural dis-
turbance regimes. As discussed above, these issues have collectively served as major 
disincentives for planning and executing large scale representative monitoring.

6.3.2  Gradient Modeling and Integrated, 
Multiple-scale Monitoring

The above discussion of plot grids has historically presented a conundrum. Huge 
expense and long time frames are required to obtain data for few variables at scales 
too large to be useful. Overcoming these limitations, using traditional approaches, 
would require perhaps an order of magnitude more sampling effort, and would likely 
still be fraught with many of the same problems. Traditional attempts to overcome 
these problems through the use of coarse proxies have also proved ineffective. Thus 
the institutional response has been to do very little monitoring. We therefore find 
ourselves in the deplorable condition of entering into a period of rapid climate change 
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with virtually no coherent, spatial baseline data concerning the condition and trends 
of our major natural ecosystems. This situation, however, could be corrected if there 
was a way around this historical conundrum. Here we propose a potential response 
which we believe has merit. The key is to keep all of the collected information, 
including spatial coordinates, in play (we have visualized this through the four dimen-
sional data cube), and to achieve localization by linking these data through gradient 
models. Specifically, the combination of this kind of database and gradient modeling 
can identify the environmental and management factors related to each organism’s 
distribution, and each processes controls, determine the causes of observed changes in 
ecological conditions, produce spatially explicit maps describing expected conditions 
across large spatial extents while maintaining grain at the scale of dominant pattern–
process relationships, and provide spatially explicit predictions of expected future 
conditions resulting from altered management and natural disturbance regimes.

In this effort, models developed from current empirical data are used to produce 
current predictive maps of the condition of particular ecological variables continu-
ously across the analysis area (Fig. 6.5).

Fig. 6.5 The gradient models produced from the three-dimensional spatial data-cube can be used 
to produce predictive maps for each response variable through imputation mapping. (a) projecting 
unsampled locations into a gradient model, (b) imputing expected values for the unsampled location 
through imputation, (c) products are spatially synoptic predictions of each response variable



126 S.A. Cushman and K.S. McKelvey

In this approach, plot data, (FIA is an example) in conjunction with unclassified 
remotely sensed data, DEM, and other spatial data (Fig. 6.6) are used to develop 
statistical relationships to resources of interest (Fig. 6.4). These algorithms are then 
used to evaluate resource conditions at the plots (again like FIA) and can be used to 
produce maps depicting resource condition at fine spatial grain across large analysis 
areas (Fig. 6.5). In both cases, the reliability of products is directly computable. 
There are two keys to success (1) extensive and current samples of the condition of 
multiple resources at many locations across the analysis area, (2) a comprehensive 
and continually updated geospatial database containing spatial layers describing 
physiography, disturbance history, and other biophysical attributes, as well as radio-
metrically corrected bands from multiple remote sensing platforms.

This approach has several advantages over traditional approaches. First, it is fast. 
Maps are created in near real-time by transforming resource conditions into maps 
when they are needed. If, for instance, a resource is dependent on the proximity 
of roads, as soon as the road layer is updated the resource map also automatically 
updates. Importantly, unclassified satellite data are continually updated, so that 
changes in forest conditions due to harvest, fire, and other disturbances are imme-
diately reflected in status of all modeled resources. Second, updating is relatively 

Fig. 6.6 The rich data which comprise the three-dimensional data-cube allow for integration of 
multiple ecological, management, abiotic and biotic predictiors within a coherent space–time 
framework for monitoring and prediction
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in expensive. Updating maps is in expensive – for many resources it is automatic 
and free. Developing the algorithms to produce the maps requires expenditure; 
applying these algorithms to a shifting landscape does not. Third, it uses fine grain, 
multivariate base data. The produced maps are therefore always custom designed 
for the resource of interest, and produced optimally from available multi-scale 
data. Fourth, it is maximally efficient. Because the approach produces optimized 
predictions from a large collection of multi-scaled, spatially referenced data layers, 
mapped descriptions of each modeled resource are the best that can be produced 
given the base data. Rather than there being a map that is optimal for one purpose 
and sub-optimal for all other purposes, each purpose has its own independent and 
optimal map.

A second advantage is localization. Conditions at very fine spatial scales can 
be inferred through imputation (Ohmann and Gregory 2002; Cushman et al. 2007) 
or other statistical interpolation approaches. In imputation, relationships between 
measured plot data, which are scattered spatially, and continuous spatial data, 
which therefore are available at fine grain sizes for all locations, are related through 
models to provide estimates of environmental conditions for virtually any desired 
spatial scale. The power of this approach lies in its ability to use data from the entire 
extent of measured plots to impute the resource conditions at any location. These 
predictive models provide rigorous assessment of relationships between the condi-
tion of each resource and environmental characteristics at multiple spatial scales 
and management actions. They further provide predictive maps of resource condition 
synoptically across space. This provides a means to identify the most likely areas to 
look for particular rare plant or animal species. It also provides a means to monitor 
changes in habitat over time, and to predict future changes in habitat amounts and 
qualities under alternative management and disturbance scenarios.

Gradient modeling can also be used to relate many other point-based data types 
to continuous data surfaces. For example, gene flow and population connectivity 
(Cushman et al. 2006; Holderegger and Wagner 2008; Balkhenol et al. 2008) can 
be modelled using similar methods providing the ability to identify corridors, if 
they are relevant, barriers, and the factors that influence gene flow for individual 
species. As described in more detail in Chapter 17, genetic gradient modeling is 
ideally suited to evaluating the factors that determine connectivity for a range of 
organisms. For example, it is an ideal approach to determine the factors that drive 
the spread of different invasive species and identifying the locations most likely 
to contain incipient populations of invasive species. Identifying these incipient 
invasions before they become entrenched is critical to effective control of the 
spread of invasive species. Genetic gradient modeling is also an extremely valuable 
approach to studying the connectivity of aquatic ecosystems for native and non-
native fish and identifying the features that influence connectivity for each species. 
Furthermore, genetic gradient modeling provides a means of optimizing models of 
gene flow for a wide range of terrestrial wildlife, providing managers with detailed 
information to minimize the negative effects of management actions on popula-
tion isolation and fragmentation if that is determined to be a problem, of species of 
concern and species of interest.
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6.4 Summary and Conclusion

By linking empirical sampling of multiple resources, extensive geospatial databases 
and sophisticated spatial modeling, integrated resource monitoring has potential to 
provide estimates of current conditions, measure changes over time, and provide 
explanation of causes of observed changes, and predictions of expected future 
conditions. The approach avoids several major assumptions of the coarse filter. 
First, categorical patch mapping as proxy for habitat is avoided by representing 
ecosystem diversity as continuously varying gradients of vegetation composition, 
structure and biophysical variables rather than arbitrary patch mosaics (McGarigal 
and Cushman 2005; McGarigal et al. in press). Second, it does not assume that a 
single mapping of patches is an optimal surrogate of habitat for all species. Instead, 
each resource is predicted individualistically in response to key variables describing 
multiple biological and abiotic attributes across complex landscapes and over time. 
Third, it avoids the assumption that the scale of a particular mapped patch mosaic 
is ideal for all species. Instead, we relate individual species to individual driving 
variables at a range of spatial scales. Fourth, it provides timely updates of resource 
maps, using current data to predict resource distribution and condition across space. 
Fifth, combining gradient modeling with landscape simulation models (Cushman et 
al. 2007) provides a means to predict distribution and abundance in the future under 
altered climate, disturbance regime and management.
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Chapter 7
Animal Movement Data: GPS Telemetry, 
Autocorrelation and the Need for Path-Level 
Analysis

Samuel A. Cushman

In the previous chapter we presented the idea of a multi-layer, multi-scale, spatially 
referenced data-cube as the foundation for monitoring and for implementing flexible 
modeling of ecological pattern–process relationships in particulate, in context and 
to integrate these across large spatial extents at the grain of the strongest linkage 
between response and driving variables. This approach is powerful for developing 
information about the conditions of multiple ecological attributes continuously 
across the analysis area. However, there are a number of ecological questions that 
involve processes that are not functions of ecological conditions at point locations 
alone. Many of these involve spatial processes and mobile agents, such as the spread 
of disturbances, dispersal of propagules, and the movement of mobile animals. 
The focus of this chapter is on animal movement data.

In mobile animals, movement behavior is used to maximize fitness by maximiz-
ing access to critical resources and minimizing risk of predation. As organisms 
move through spatially complex landscapes, they integrate the distributions and 
conditions of multiple ecological attributes, adopting movement paths that optimize 
fitness benefits while minimizing fitness costs. There is exceptionally rich informa-
tion in intersecting the space–time movement paths organisms follow with the kind 
of multi-variate, spatially explicit ecological data base described in the previous 
chapter. Until recently, however, it was not possible to obtain sufficiently precise 
records of movement paths of sufficient length to meaningfully associate move-
ment behavior with ecological conditions across large and complex landscapes. 
However, that has changed dramatically in the past decade with the advent of 
GPS telemetry technology. It is a classic example of the phenomenon described in 
Chapter 1, of advances in methodology leading to entirely new kinds of data, which 
in turn drive the emergence of new analytical approaches and theoretical paradigm 
shifts. Also, as described in Chapter 1, the often acrimonious and frequently confused 
arguments relating to the statistical properties and proper analyses of such movement 
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data streams reflect to some degree a struggle between an old tradition and its 
procedures, assumptions and a new paradigm.

Location data obtained from radio and satellite telemetry have become very widely 
used in studies of animal space use, habitat selection and behavior (White and Garrott 
1990; Aebisher et al. 1993; Cushman et al. 2005). These new data have both presented 
an unprecedented view into animal movement behavior and an unprecedented chal-
lenge to traditional thinking about statistical analysis of habitat use. Traditionally, 
analysis of habitat use has been based on comparing the habitat characteristics of a 
large number of statistically independent utilized locations with a large number of 
available or not utilized locations with compositional analysis or linear models, such 
as logistic regression. These approaches developed during the time when location 
data were obtained infrequently using VHF telemetry or networks of detection plots, 
such as remote cameras, hair snares or track plates. In the latter method, the investi-
gator can establish a network of sampling stations which yield presence and pseudo-
absence data. These can be effectively independent spatially if the design is carefully 
developed. In the former case, infrequent re-location of individuals through telemetry 
results in a sequence of utilized points which can then be compared to available points 
within some spatial extent, often the animals minimum convex polygon home range. 
These infrequent VHF points may appear to be statistically independent and not show 
significant autocorrelation. However, as Fortin and Dale (2005) note, sparse sampling 
of an autocorrelated data stream does not remove the effect of autocorrelation from the 
data, it only reduces power to detect it.

With the advent of GPS telemetry it is now possible to obtain relocation data as 
frequently as one desires. Sampling frequency of down to 5 min intervals is common. 
Animal movements are inherently highly autocorrelated because an animal’s next 
step has to be to a location available from its current step, leading to a pathway in 
which locations are autocorrelated with previous locations for long time durations. 
This poses a major challenge to traditional point-based approaches which assume 
spatial independence of observations. In point based approaches, temporal auto-
correlation of locations leads to underestimation of home range size and bias in 
predictions of habitat selection, core area, and intensity of resource use (Swihart 
and Slade 1985; Alldredge and Ratti 1986; Thomas and Tylor 1990; White and 
Garrott 1990; Cresswell and Smith 1992; Palomares and Delibes 1992; Litvaitis 
et al. 1994). The magnitude of these errors is proportional to strength of autocor-
relation between observations across time-lags and will vary by species and by 
habitat (Swihart and Slade 1985; Harris et al. 1990). Accordingly, many scientists 
previously recommended that researchers calculate time to independence using 
time–distance curves (Litvaitis et al. 1994).

A priori, there is no way to determine what the time to apparent independence 
will be (Harris et al. 1990). Shoener’s (1981) V statistic and Mantel correlograms 
(Cushman et al. 2005) have been recommended to produce correlograms to illustrate 
the structure and duration of autocorrelation. However, filtering data to achieve sta-
tistical independence often incurs heavy costs in terms of information loss. In addi-
tion, the apparent independence achieved may often merely indicate a loss of power 
to detect autocorrelation due to reduced sample size from a globally autocorrelated 
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movement path (Fortin and Dale 2005; Cushman et al. 2005). In addition, many 
researchers have argued that such filtering may not be necessary (Swihart and Slade 
1997; Rooney et al. 1998). For example, Rooney et al. (1998) argue that strict attempts 
to achieve statistical independence by subsampling result in substantial underestima-
tion of range size and rates of movement. It also obliterates fine-scale patterns in habi-
tat use that may be present in the data (Rooney et al. 1998). Also, even long sampling 
intervals do not guarantee independence (Cushman et al. 2005). The correct strategy 
for the best estimation of home range size, intensity of spatial use and quantification 
of fine-scale behavioral decisions may be to use the shortest possible sampling interval 
over the longest possible period (Rooney et al. 1998).

Swihart and Slade (1997) argue that regular sampling intervals resulting in autocor-
related data will not invalidate many estimates of home range size so long as the study 
time frame is adequate. Otis and White (1999) extend this argument and propose that 
the key requirement is to define a specific monitoring time frame appropriate for the 
study question and restrict inferences to the temporal and spatial scope justified by 
that time frame. However, if one uses a point-based analytical approach that assumes 
statistically independent spatial observations this is a conundrum in that the optimal 
estimate of utilization will come from the most frequent possible remeasurement, but 
the severity of violation of statistical assumptions will also increase with increasing 
frequency of observations. This suggests a necessary shift from point-based to path-
based analyses, as discussed in Chapter 19.

Recently, there has been the realization that autocorrelation in many cases isn’t 
a problem to be solved through carefully controlling sampling design, but a critical 
signal about the underlying structure of pattern–process relationships in spatially 
structured environments (Legendre 1993). Indeed, autocorrelation reflects the fact 
that ecological processes occur in a spatial context and their effects are expressed 
partly as functions of spatial location and distance. As we argued in Chapters 1 and 2, 
there is great advantage and enormous potential in addressing spatial com-
plexity and temporal variability directly as critical attributes of ecological systems. 
Autocorrelation of animal movement data is a prime example of this opportunity.

The patterns of temporal and spatial autocorrelation of locations are an important 
part of the information that telemetry data provide (Cushman et al. 2005). Legendre 
(1993) and Legendre and Fortin (1989) argue that spatial autocorrelation is an inform-
ative ecological parameter that reveals scales and patterns of ecological processes 
which are often not resolvable through other methods. In terms of animal movements, 
addressing the details of the strength, scale and patterns of autocorrelation may illustrate 
details about animal use of space and its relationships to changes in the environment in 
response to perturbations, social interactions or seasonality (Cushman et al. 2005). 
In this chapter we review some of the issues relating to GPS telemetry data, investigate 
the structure and range of spatial autocorrelation of sequential relocation points under 
18 different movement rules using simulation modeling, and then compare these to 
the structure and range of spatial autocorrelation in a mobile mammal, the African 
elephant. We use these analyses to argue against traditional point-based analyses of 
movement data, in favor of path-level analysis. This motivates the case study example 
on elephant movement presented in Chapter 19.
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7.1 Methods

7.1.1 Movement Path Simulation

We simulated 18 different movement path varieties, consisting of a two-way fac-
torial of path type and mean turning angle (Table 7.1). We replicated each of the 
18 path varieties ten times. In all cases each path began by heading north, with 
subsequent steps all one unit in length. All paths were simulated to 1,000 steps. 
There were three path types, consisting of correlated random walk, bounded cor-
related random walk, and central place random walk. There were six turning angle 
distributions, each consisting of a normal random distribution with a specified 
mean. The mean turning angles for the six distributions were 1°, 6°, 12°, 24°, 45°, 
and 90°. In the correlated random walk the turning angle for each step from the 
previous step direction was taken from a normal random variable with the mean 
of the turning angle for that normal random distribution. This walk represents an 
unconstrained walk, with the only spatial parameter consisting of the normal random 
turning angle between steps. In the bounded correlated random walk the walk was 
calculated exactly the same, except with the additional constraint that it not exceed 
ten distance units from the origin. This reflects a correlated random walk within a 
fixed circular home range with radius of ten distance units. When a walk reached 
ten units distance from origin the next step was taken directly toward the origin, 
with subsequent steps correlated random walks from that new direction. The central 
place random walk consisted of correlated random walks of 100 steps, followed 
by an azmithal return to the origin in the next 100 steps, with this combination 
repeated five times over the 1,000 steps of the simulation. This simulates correlated 
random foraging paths out from a central place, such as a nest or natal den, fol-
lowed by direct return, such as after capturing prey. Examples of each of these 18 
path varieties are shown in Figs. 7.1–7.3, with Fig 7.1 showing correlated random 
walks, Fig. 7.2 showing bounded random walks, and Fig. 7.3 showing central place 
random walks.

Table 7.1 Factorial of the 18 path varieties simulated. They are a combination of three path types 
across six distributions of turning angle. The path types are unconstrained correlated random walk 
(UCW), random walks constrained to remain within ten step lengths of the origin by reflecting off 
the edge (BCW) and correlated random walks beginning at the origin and returning along the back 
azmuth at 100 steps (CCW). The six distributions of turning angle are obtained from normal random 
variables with mean of 1°, 6°, 12°, 23°, 45°, and 90°

1° 6° 12° 23° 45° 90°

Unconstrained correlated random 
walk

UCW1 UCW6 UCW12 UCW23 UCW45 UCW90

Bounded correlated random walk BCW1 BCW6 BCW12 BCW23 BCW45 BCW90
Central place correlated random 

walk
CCW1 CCW6 CCW12 CCW23 CCW45 CCW90
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7.1.2 Autocorrelation Analysis

We produced Mantel correlograms for each of the 180 movement paths using 
the Ecodist library in R (R-development team 2008). The Mantel test tests the 
degree of association between two distance matrices (Mantel 1967). In ecological 
research these distance matrices describe the pairwise dissimilarity or ecological 
distance between each pair of samples. Because any number of variables describ-
ing each sample can be included in the calculation of these distance matrices, the 
Mantel test is a multivariate test of the association between two data sets. When 
one of the distance matrices is coded as distance classes it is possible to construct 
a multivariate correlogram (Oden and Sokal 1986; Sokal 1986). The resulting 
correlogram shows the strength of correlation between the two multivariate distance 
mat rices across a range of lags between them. As discussed in Cushman et al. 
(2005), this is conceptually similar to univariate correlograms produced using 
Moran’s I or Geary’s C (Legendre and Legendre 1998), except that Mantel cor-
relograms produce description of how multivariate correlations vary across several 
classes of lag-distance whereas univariate correlograms describe the relationships 
between one response variable and one lag variable across several classes of 
lagdistance.

In this study we create correlograms comparing the distance between organ-
isms in geographical space with distance between them in time. Cushman et al. 
(2005) noted that the Mantel correlogram has a number of advantages over 
alternative ways of computing autocorrelograms for animal movement analysis. 
First, correlograms of the V statistic (Schoener 1981) do not have a significance 
test, and assume a bounded and elliptical home range. In contrast, the Mantel 
correlogram does not assume a fixed and elliptical home range and has both 
an asymptotically correct analytical significance test, and is readily tested non-
parametrically with Monte-Carlo methods (Legendre and Legendre 1998).

These correlograms record the mantel correlation between distances between 
points across lag distances (e.g. Cushman et al 2005). The lag distances used 
in this analysis were 5, 15, 25,… 995, for a total of 99 lag distance classes. 
We calculated significance of mantel correlation at each lag distance using 
Monte Carlo permutation with 1,000 randomizations, for a point-wise signifi-
cance level of 0.001. Our analysis included plotting the ten replicate correlo-
grams for each of the 18 path varieties and overlaying the confidence intervals 
for statistically significant autocorrelation to determine the time to spatial 
independence, if any, for each path. This analysis provides a relatively compre-
hensive assessment of the structure, range and variability of autocorrelation 
in three common path types across a reasonably broad range of turning angle 
behavior. Such evaluation of simulated paths generated with known and con-
trolled spatial processes is essential for evaluating autocorrelation in empirical 
movement paths.
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7.1.3  Empirical Analysis of Autocorrelation 
of Elephant Movement

We also calculated Mantel correlograms for three elephants (Loxodonta africana) col-
lared in Botswana (Cushman et al. 2005). Prior to analysis we preformed several data 
filtering tasks to retain the most accurate and least biased movement data. This reduc-
tion resulted in a final set of 709 locations for herd 55, 713 locations were retained for 
herd 56, 699 locations for herd 57 (Cushman et al. 2005). Next, we broke the three 
data sets into overlapping windows in time, to allow us to evaluate changes in auto-
correlation patterns through seasons, and to reduce the effects of non-stationarity. We 
selected time windows of 60 days, and slid these across the 345 day sampling period, 
with 15 day time steps between the start of successive periods. This resulted in 20 
overlapping time periods retained for the analysis; each 60 days long and beginning 
15 days apart. For each of these windows we created two distance matrices for use 
in the Mantel correlogram analyses. First, we computed the geographical distances 
along the curvature of the earth between all pairs of points in each movement data-
base. Next, we computed distance matrices for the same movement data, but for 
distance between points in time rather than in space. These time distance matrices 
were then recoded into distance class matrices, containing 120 distance classes each, 
corresponding to the number of 12 h periods over the 60 day sampling windows.

7.2 Results

7.2.1  Structure, Range and Variability of Autocorrelation 
Within Simulated Movement Paths

Each path variety had a characteristic autocorrelation structure (Figs. 7.4–7.6). 
Correlated random walks showed clines of increasing negative spatial autocorrela-
tion between locations as time distance between them increased, with this pattern 
consistent across all six turn angle distributions. The six turn angle distributions 
were primarily related to variability among replicate correlograms, with variability 
increasing with larger mean turning angles. This is exactly as one would expect 
with correlated random walks. Importantly, for all turning angle distributions these 
correlograms indicate a global cline in autocorrelation such that there is never a lag 
distance at which points become spatially independent.

Bounded random walks all showed the same basic pattern of initial high posi-
tive autocorrelation of location, followed by a drop to negative autocorrelation and 
subsequent fluctuation between positive and negative autocorrelation. This fluctua-
tion between positive and negative autocorrelation was highly sensitive to mean 
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turning angle. For example, when mean turning angle was very small, such as 1°, 
this resulted in very strong periodic autocorrelation as the path zigzagged back and 
forth across the home range, bouncing off the frontier, with relatively little change 
in direction between. This periodic autocorrelation became more damped as the 
mean turning angle increased, but persisted in a detectable form up to at least a 
mean turning angle of 45°, and arguably all the way to a mean turning angle of 
90°. As in the case of the unconstrained correlated random walks discussed above, 
variability among path correlograms increased with increasing mean turning angle. 
Also, as in the case of unconstrained correlated random walks, but perhaps surpris-
ingly, there was no time to independence for bounded walks in any combination 
with turning angle distribution. This is surprising because random utilization of a 
fixed home range is held as the ideal and perhaps only case when there is an expec-
tation of a time to spatial independence among sequential locations (Cushman et 
al. 2005). In this case, across all lag distances, there remained highly significant 
autocorrelation among locations. This is because a correlated random walk within 
a bounded home range does not equate to random utilization of a fixed home range. 
The utilization modeled here is a correlated random walk. This imparts random-
ness in turning angle, but not randomness in sequential location, as each location 
is contrained to be one step length from the previous and in a direction correlated 
to the previous step length. All real movement paths of actual organisms have this 
kind of constraint. This constraint results in very persistent and complex patterns 
of autocorrelation across very long time lags.

Central place random walks all shared a common basic form, characterized 
by repeated cycles between strong positive and strong negative autocorrelation 
with a period equal to 200 steps, or the time to complete a full cycle of foraging 
 correlated random walk and azmithal return to the central place. As in the cases of 
unconstrained and bounded correlated random walks, increasing mean turn angle 
increased variability among replicate correlograms and damped the strength of the 
general pattern. Like the previous cases, there is no time lag sufficient to ensure 
spatial independence of locations. The periodic pattern of return to the central 
place burns in a cyclic pattern of positive to negative to positive autocorrelation 
that extends indefinitely.

7.2.2 Autocorrelation of Elephant Movement

Cushman et al. (2005) report long-term, spatially complex and seasonally vari-
able patterns of autocorrelation among these elephants. Figures 7.7–7.9 show the 
correlogram surfaces for each collared elephant. The simulation analyses reported 
above provide a highly useful framework for understanding the structure of these 
empirical correlogram surfaces. This comparison indicates that across the year 
the pattern of autocorrelation of movement for each elephant show a full range of 
forms from smooth clines, strongly periodic use of central place, and occasional 
bounded correlated random use of temporarily fixed home ranges (Cushman 
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Fig. 7.7 Autocorrelation surface for elephant herd 55

et al. 2005). Interestingly, while the autocorrelogram surfaces for each elephant 
are highly complex, there is a strong degree of agreement between them, which 
in turn is related to the pattern of rainfall through the year (Cushman et al. 2005). 
This indicates that the structure of movement correlograms for these elephants 
provides highly interpretable information about movement behavior in relation 
to temporal changes in environmental conditions. During dry periods with little 
rain the elephants exhibit strongly periodic movement behavior corresponding 
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Fig. 7.8 Autocorrelation surface for elephant herd 56

to repeated visits to one or several permanent water holes interspersed with long 
foraging excursions away from the heavily over-grazed proximity of these water 
sources. During the rainy season when water is relatively continuously distributed, 
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Fig. 7.9 Autocorrelation surface for elephant herd 57

the elephants fluctuation between unbounded correlated random walks, indicated 
by smooth clines in the correlogram surfaces, and random walks in temporarily 
bounded home ranges, as indicated by rapid drop to near zero followed by minor 
fluctuations around zero in the correlogram surfaces.



7 Animal Movement Data: GPS Telemetry  147

7.3 Discussion

7.3.1 Deep Autocorrelation in Animal Movement

Both simulation of movement paths with known process characteristics and analysis 
of empirical movement paths of a large and mobile mammal have clearly shown 
that autocorrelation is a fundamental attribute of movement data. In no simulated 
case did analyses show a meaningful time to independence. Even in the case of 
correlated random walks bounded within a fixed home range we found persistent 
periodic fluctuations between negative and positive autocorrelation as a result of 
the constraint that each step be within one step length of the previous one and in 
a direction to some degree correlated with the previous direction. No amount of 
subsampling of the data would remove the autocorrelation effects. In unconstrained 
correlated random walks and central place correlated random walks there are very 
strong patterns of autocorrelation that do not diminish appreciably over the full 
span of the walk. Subsampling data to a point where autocorrelation is no longer 
detected in such a case produces only an illusion of independence. It is conceptu-
ally similar to sampling a single point on the line. That point carries no information 
about the linear process that produced it, but it is entirely dependent on that process. 
Similarly, correlograms produced on subsampled or sparsely collected data on 
highly correlated pathway likely will show no significant long-range pattern of 
autocorrelation, even though there is underlying strong autocorrelation at every 
point and time lag.

7.3.2 Movement Paths Are Rich Source of Information

The consistent identification of persistent and often spatially complex patterns of 
autocorrelation in both controlled simulations and empirical analysis suggests that 
it will rarely be possible to satisfy assumptions of spatial independence among 
points for methods of analysis that require it. As mentioned in the introduction, this 
suggests the need for a change in focus from utilization points which are assumed 
to be a random sample of the full utilization distribution independent of sequential 
autocorrelation effects, to an explicit focus on the sequential, continuous nature 
of the movement paths themselves. The sequential spatial process of movement 
through complex landscapes contains rich information about the behavioral proc-
esses of foraging, resting, hiding, mating, defending territory, migrating and many 
other important behaviors in relation to underlying ecological gradients across a 
range of spatial scales. This linkage has largely been neglected, although some 
Markov chain approaches have begun to investigate it. In Chapter 20 we present 
an alternative approach, focusing on path-randomization and comparison of the 
ecological conditions encountered along utilized paths with those which would be 
encountered along potentially available paths of identical length and topology.
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In addition, the strong and consistent structure of correlograms resulting from 
paths generated using different known spatial processes show that correlograms 
themselves can be highly useful tools to explore movement behavior and identify 
dominant movement processes, which then can be used to generate ecological and 
behavioral hypotheses. For example, the simulation results presented here clearly 
show three distinct correlogram shapes. The identification of one of these shapes 
in correlograms produced from empirical data will invalidate hypotheses about 
the existence of the process that would generate one of the other two correlogram 
forms. For example, if we hypothesize that an organism will exhibit random use 
of a fixed home range, and discover that its movement path produces a cline or 
periodic shaped correlogram we would be able to safely reject that hypothesis. 
Correlograms have some use, but less certainty, in confirming dominant underly-
ing processes. For example, if we propose that an organism has an unconstrained 
correlated random walk, and discover its path produces a cline shaped correlogram, 
this is consistent with that explanation, but does not fully demonstrate its truth. 
This is a variety of the issue of affirming the consequent discussed in the first and 
second chapters. In this case, while a cline shaped correlogram is consistent with 
an unconstrained correlated random walk it may also be possible to obtain a similar 
cline shaped correlogram from other spatial processes, such as any walk in which 
locations tend to get farther away from each other in space as they become farther 
apart in time. Similarly, if one proposes a central place movement behavior and 
observes a strongly periodic correlogram, this observation is consistent with the 
hypothesis but does not prove it to be true. There are several ways one can obtain 
a similar periodic correlogram, including cyclic repeat of a similar route through a 
home range, or cyclic return to several foraging or resting locations. However, the 
form of correlograms are diagnostic for rejecting inconsistent movement hypoth-
eses and are useful in determining the degree of support for alternative explanations 
of movement process.
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Chapter 8
Using a Random Forest Model and Public Data 
to Predict the Distribution of Prey for Marine 
Wildlife Management

Steffen Oppel and Falk Huettmann

8.1 Introduction

Modern wildlife management relies on studies investigating the distribution patterns 
and habitat selection of wildlife at appropriately large scales for decision-making. 
One important aspect to consider in the assessment of habitat suitability and the 
underlying mechanism of animal distribution is the spatial distribution of their 
food resources. In marine areas, where many mammal and bird species occur over 
large spatial scales, the analysis of habitat use and distribution patterns requires 
information on the distribution of food resources at appropriately large scales 
(Huettmann and Diamond 2006). An important food resource for several species 
of marine birds and mammals are invertebrate organisms that live on the bottom of 
the sea and are collectively described as the benthos, a community that is especially 
productive and diverse at high latitudes (Carey 1991; Piepenburg 2005; Starmans 
et al. 1999). The distribution and productivity of benthic foragers such as ice seals, 
walrus (Odobenus rosmarus), sea ducks (Somateria spp., Melanitta spp.), and gray 
whales (Eschrichtius robustus) is influenced by the distribution of accessible benthic 
prey resources (Kaiser et al. 2006; Lovvorn et al. 2003; Moore et al. 2003). Benthic 
invertebrates thus form a key component in the trophic structure of marine ecosys-
tems, and the distribution of marine benthic invertebrates is of major interest to 
wildlife managers (Solan et al. 2004). Most of the species mentioned above are of 
management concern, and either are (Spectacled Eider, Somateria fischeri; Steller’s 
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Eider, Polysticta stelleri) or have been proposed (walrus, ice seals) to be listed as 
‘threatened’. Therefore, the identification and delineation of critical habitat provid-
ing sufficient food resources for these species will become extremely important 
in the near future.

Mapping the distribution and abundance of benthic invertebrates is however 
logistically challenging; sampling is often confined to small spatial scales of 
<100 km2 and thus falls short of the spatial distribution of marine wildlife consuming 
benthic prey. Predicting the distribution of benthic fauna across large spatial scales 
(>1,000 km2) has recently been achieved by relating benthic faunal diversity and 
biomass to biological and physical properties of the environment using statistical 
modeling techniques (Ellis et al. 2006; Thrush et al. 2003; Ysebaert and Herman 
2002). Traditionally, most approaches have been based on statistical data models 
like generalized linear models (GLM). But more recently, the use of algorithmic 
models has been advocated for ecological studies (Cutler et al. 2007; Elith et al. 
2008; Hochachka et al. 2007). Algorithmic models derived from machine learning 
theory have been shown to be superior to conventional data models in modeling 
the distribution of terrestrial animals (Elith et al. 2006; Prasad et al. 2006), but 
their use in marine ecology and wildlife management has been limited so far 
(Denisenko et al. 2003; Leathwick et al. 2006). Here we demonstrate that an algo-
rithmic modeling approach offers a simple and powerful alternative to predicting 
species and biomass distributions across large spatial scales in marine ecosystems, 
and thus provides a powerful tool to predict the distribution of food resources for 
larger wildlife.

The key difference between data models like GLMs and algorithmic models is 
the relationship between dependent variables such as the presence or abundance of 
benthic invertebrates and independent explanatory variables like physical or biological 
factors. When using data models, researchers need to specify an appropriate model 
a priori (e.g. a logistic curve, or a linear trend) without knowing the actual  properties 
of the data, and then use data to estimate the parameters of this fixed model. 
In contrast, algorithmic models do not require the relationship between dependent 
and explanatory variables to be specified, but rather start virtually uninformed and 
use an algorithm to learn these relationships. Algorithmic models can thus elucidate 
extremely complex and unanticipated relationships in a dataset (Breiman 2001b). 
As the relationships between many oceanic properties and benthic invertebrate 
distribution are complex, and in many cases still poorly understood, we believe 
that algorithmic models provide a powerful tool for researchers to both model the 
spatial distribution of benthic invertebrates as well as to gain insight into functional 
relationships governing the distribution and biomass of benthic invertebrates if 
reliable data are available to train the model.

In this study we use a Random Forest algorithm (Breiman 2001a) and publicly 
available data to predict the spatial distribution of benthic invertebrate biomass 
across the Bering Sea. We compare our results from this model with available 
data from the region (Dunton et al. 2005; Grebmeier et al. 2006b) and outline how 
algorithmic models can be used in modeling relationships between marine fauna 
and environmental variables.
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8.2 How Does a Random Forest Work?

Algorithmic models have several advantages over traditional data models (Breiman 
2001b), such as high accuracy in complex datasets, ability to incorporate a large 
number of predictor variables, ability to automatically handle interactions, ability to 
handle missing data, and comparatively easy application and interpretation (Cutler 
et al. 2007; Elith et al. 2008; Hochachka et al. 2007). Algorithmic models are easily 
applied to many situations and thus have the potential to become a standard tool 
for wildlife managers.

The Random Forest algorithm is based on classification and regression tree 
analysis (Breiman et al. 1984; De’ath and Fabricius 2000). A classification or 
regression tree uses a series of rules to recursively split the data set into binary 
groups by identifying regions with the most homogenous set of a response to 
predictor variables. The model then fits a constant to each branch of the tree, with 
classification trees using the most probable category as the constant, and regression 
trees using the mean response observed in that subset of data. For each node the 
predictor variable and the split point are chosen to maximize the homogeneity of 
the data set along each of the two branches. Each branch can then be split again, 
either until a stopping criterion is reached, or until a user-specified number of 
terminal nodes is reached. The main advantage of trees is that predictor variables 
can be both categorical or continuous, and that irrelevant predictors are seldom 
selected for a split. Thus, there is no cost in including a large number of predictor 
variables. In contrast to GLMs, trees also incorporate, and benefit from, correla-
tions and interactions due to the hierarchical structure within the tree. At each split 
the response depends not only on the value of the predictor at that split, but also 
on the predictors at all splits that occurred higher up in the tree. Further, trees are 
insensitive to outliers or missing values in a data set, which is a common occurrence 
in large spatial data sets (Craig and Huettmann 2008).

A Random Forest is an assemblage of a large number of classification or regres-
sion trees (Breiman 2001a). This technique is known to be robust against over-
fitting and yields highly accurate predictions (Breiman 2001b; Cutler et al. 2007; 
Elith et al. 2006; Prasad et al. 2006). The high predictive accuracy is achieved using 
two levels of randomisation in the construction of every tree in the Random Forest. 
First, each tree in the Random Forest is constructed from a random subset of the 
original data, either taken with a bootstrap sample with replacement or sampled 
randomly to a specified proportion of the entire data set. The data not chosen to 
construct the tree (termed ‘out-of-bag’ data, oob) are used to assess the predictive 
ability of that tree. Each tree thus provides both an algorithm to classify the data 
and an error estimate of predictive ability based on the oob data. Second, at each 
split within each tree a random subset m of the available predictor variables is used 
to partition the data set into two groups with minimal heterogeneity. This number m 
must be specified by the user, and should always be smaller than the total number 
of predictor variables available. Each tree recursively partitions the data using a 
random subset of predictor variables until homogeneity of the data in each terminal 



154 S. Oppel and F. Huettmann

node cannot be increased by a further subdivision. After a user-specified number 
of trees has been constructed, each data point is run down every single tree in the 
Random Forest. Different trees may predict different outcomes for the same data 
point, and the most common classification across all trees is used to determine the 
predicted outcome of a data point.

To estimate the importance of predictor variables Random Forest uses a  
permutation procedure. In this procedure the values for a given variable are 
randomly permuted over the oob data set and the resulting reduction in model 
accuracy is assessed. Variable importance is inversely related to the reduction in 
model accuracy after permutation (Strobl et al. 2007). For easier interpretation, the 
variable importance can be standardized, with the most important variable being 
assigned a relative variable importance of 100%.

Important settings that need to be specified by a user are the number of trees to 
be constructed, the number of bootstrap samples taken for the training data of each 
tree, and the number m of variables randomly drawn at each split. The predictive 
ability of a Random Forest depends mainly on the correlation between any two 
trees in the forest, and the strength of each individual tree. Increasing the correlation 
increases the forest error rate, while increasing the strength of each tree decreases 
the forest error rate (Breiman 2001a). Reducing m reduces both the correlation and 
the strength, and vice versa. The optimal range of m is usually wide, and can be 
found using the oob error rate. Care needs to be taken when choosing m, as it is the 
only adjustable parameter to which Random Forests are somewhat sensitive.

8.3 A Benthic Biomass Model for the Bering Sea

The Bering Sea is an important habitat for many species of marine birds and mammals, 
including several that forage on benthic invertebrates. Proper management of these 
species demands a thorough understanding of the distribution of prey resources. 
To assess whether higher trophic level animals select locations with high benthic 
biomass as preferred foraging areas, a map describing the benthic biomass across 
the entire Bering Sea is needed. The benthic biomass distribution in the northern 
Bering and Chukchi Seas has so far only been mapped using coarse interpolation 
methods, where areas not sampled are assigned values from nearest sampling stations 
(Dunton et al. 2005; Grebmeier et al. 2006a). We used a Random Forest algorithm 
and globally available public data to predict benthic biomass across the entire 
Bering Sea based on local environmental conditions rather than interpolation.

8.3.1 Benthic Biomass Data

Benthic biomass data used to build the Random Forest algorithm were obtained 
from a variety of published and unpublished sources described in more detail in 
recent syntheses (Dunton et al. 2005; Grebmeier et al. 2006a). We used data from 
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Stoker (1981), from the Shelf-Basin Interaction program (available at http://www.
eol.ucar.edu/projects/sbi/), and from a database provided by K. Coyle (Institute of 
Marine Science, University of Alaska Fairbanks). The data were collected over a 
time period of two decades, but detailed research at some of the sampling areas has 
shown that benthic communities in much of the Bering Sea are relatively stable at 
large spatial scales (Dunton et al. 2005; Grebmeier 1987). We standardized the data 
to a common unit (g wet weight m−2), and divided the wet weight of benthic biomass 
at each sampling station into five categories to facilitate graphic presentation: 
<50, 50–100, 100–200, 200–500, and >500 g m−2. We used the spatial coordinates 
of sampling stations to plot each sampling station on a map in ArcGIS v 9.2 (ESRI 
Inc., Redlands, CA).

8.3.2 Environmental Data

The distribution and abundance of benthic invertebrates is influenced by a number 
of environmental variables, like hydrography, chlorophyll a content, water 
temperature, sea ice scouring, and sediment grain size (Denisenko et al. 2003; 
Dunton et al. 2005; Feder et al. 1994; Grebmeier 1993; Grebmeier et al. 1988; 
Gutt 2001). We obtained environmental data for six important environmental 
predictor variables from publicly available sources. Further, we used computer-
generated models of sea-bottom salinity and sea-bottom temperature (G. Panteleev, 
International Arctic Research Center, University of Alaska Fairbanks, unpublished 
data based on Panteleev et al. 2006). All these data were collated from a variety 
of remote sensing applications described in detail at the respective data source 
location (Table 8.1). We imported each environmental variable as a separate layer 
into ArcGIS, and used a point grid across the Bering Sea with a grid cell size of 
10 × 10 km (Dunton et al. 2005). Thus, our data were ill suited to model local scale 
variations, but are appropriate for a model surface covering the entire Bering Sea.

We used sea ice extent data from late March 2000–2004 to calculate an average 
maximum sea ice extent across the study area. Each grid cell was assigned the 
averaged maximum sea ice extent (0–100%) at that location. We used coastline data 
to calculate the distance of each grid cell to the nearest coastline. Further, we used a 
multi-year average of August sea surface temperature, and a multi-year average of 
September chlorophyll a concentration. We were not able to obtain complete spatial 
coverage of sediment grain size data for the Bering Sea, and thus used sediment grain 
size in a separate model with only a subset of the data (presented separately).

8.3.3 Constructing the Random Forest Model

We overlaid each sampling station with the layers of all eight environmental predictor 
variables in ArcGIS, and thus obtained environmental data for each sampling station. 
Using the dependent variable (benthic biomass category 1–5) and eight predictor 
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variables for each of the 624 sampling stations we constructed 1,500 classification 
trees and used a random subset of 64% of the data without replacement to build 
single trees. We chose m to maximize classification accuracy, and report accuracy 
as the percentage of sampling stations for which the category of benthic biomass 
was predicted correctly. The importance of each environmental variable was 
calculated with a permutation procedure, and we report these results in relation 
to the most important (100%) variable identified by the model. We conducted our 
analyses in R 2.7.1 (http://www.r-project.org/index.html) with the add-on package 
randomForest, version 4.5–25.

8.3.4 Prediction of Benthic Biomass Across the Bering Sea

Unlike previous approaches to establish large scale maps of benthic biomass across 
the Bering and Chukchi Seas (Dunton et al. 2005; Grebmeier et al. 2006a), we did 
not use spatial interpolation approaches to project benthic biomass to areas where 
no sampling stations were located. Instead, we used the environmental variables 

Table 8.1 Environmental variables used to predict benthic biomass in the Bering Sea. Data were 
available at specified websites or were donated by recognized individuals

Abbreviation Variable Unit
Data provider/
organization Website address

PHI Sediment grain size phi National Geophysical 
Data Center

http://www.ngdc.noaa.
gov/mgg/geology/size.
html

BOTSAL Sea bottom 
salinity

ppm G. Panteleev, 
International Arctic 
Research Center

http://people.iarc.uaf.
edu/∼gleb/bering_sea/
bering_sea.html

BOTTEMP Sea bottom 
temperature

°C G. Panteleev, 
International Arctic 
Research Center

http://people.iarc.uaf.
edu/∼gleb/bering_sea/
bering_sea.html

DIST Distance 
to coastline

km National Geophysical 
Data Center

http://www.ngdc.noaa.
gov/mgg/shorelines/
shorelines.html

DEPTH Water depth m National Geophysical 
Data Center

http://www.ngdc.noaa.
gov/mgg/bathymetry/
relief.html

CHLA Chlorophyll a con-
centration

mg/l National Oceanographic 
Data Center

http://www.nodc.noaa.
gov/OC5/WOA05/
pr_woa05.html

ICE Maximum sea 
ice cover

% National Ice Center http://www.natice.noaa.
gov/
products/alaska/index.
htm

SST Sea surface 
temperature

°C National Oceanographic 
Data Center

http://www.nodc.noaa.
gov/OC5/WOA05/
pr_woa05.html
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available at a 10 km grid cell resolution across the entire Bering Sea to predict 
benthic biomass in each grid cell based on the Random Forest algorithm developed 
from 624 sampling stations. We used R 2.7.1 to run the environmental data through 
the Random Forest model, and then plotted the resulting data in ArcGIS.

8.4 Results

At the 624 sampling stations used to construct the Random Forest model, benthic 
biomass ranged from 4.7–2,230.8 g m−2. The model constructed with 1,500 trees 
and m = 6 classified 78.2% of sampling stations correctly. The model took 13 s to 
run on a 1700 MHz laptop with 512MB RAM. Different runs with varying m (3–7) 
resulted in marginally poorer classification accuracy (77.9% at m = 7, to 72.6% at 
m = 3). Obtaining such accurate predictions in very short time is of great value for 
wildlife managers.

The concentration of chlorophyll a, sea surface temperature, and depth were 
the most important variables for accurately predicting benthic biomass (Fig. 8.1). 
All the variables in our model had variable importance scores of >75% of the most 
important variable, indicating that we did not incorporate uninformative variables 
in the model. An algorithmic model also provides insight on functional relation-
ships between environmental predictor and dependent variables. These relation-
ships were nonlinear for the most important variables. Chlorophyll a concentration 
appeared to follow a threshold function with highest benthic biomass in areas with 
>5 mg/l chlorophyll a. Sea surface and sea bottom temperatures showed that the 
highest benthic biomass does not occur in the warmest waters, but in waters with 
cold-intermediate temperatures.

We then extended the model by including sediment grain size data, which was 
not available across the entire Bering Sea. We only used a subset of 564 stations 
with sediment grain size data, and built an equivalent model as above. This model 
classified 74.2% of sampling stations correctly (when using m = 8). The model took 
10 s to run on a 1700 MHz laptop with 512MB RAM. Different runs with varying 
m (3–7) resulted again in marginally poorer classification accuracy (73.6% at 
m = 7, to 69.7% at m = 3). Including sediment grain size did not significantly 
change the importance of other variables, and sediment grain size was the least 
important variable in the set, with 64% of the importance score of chlorophyll a 
concentration (Fig. 8.1).

8.5 Discussion

Our model presents the first continuous map of predicted benthic biomass 
across the Bering Sea using environmental variables (Fig. 8.2). It offers a great 
tool for implementation in efficient wildlife management (Huettmann 2007). 
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Fig. 8.1 Variable importance for Random Forest model predicting benthic biomass across the 
Bering Sea. See Table 8.1 for abbreviation of variables

Fig. 8.2 Distribution of benthic biomass across the Bering Sea predicted from a Random Forest 
model trained with 624 sampling stations and projected using seven environmental predictor 
variables. Predicted biomass (wet weight in g m−2): (1) <50, (2) 50–100, (3) 100–200, (4) 200–500, 
and (5) >500
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The model was able to predict benthic biomass correctly at >75% of sampling 
stations. It agrees with previous maps (Dunton et al. 2005; Grebmeier et al. 2006a), 
but extends beyond areas sampled directly and shows wider variation to regional 
environmental conditions. In addition, this model and its map are available as GIS-
layer to researchers and the public from our website (http://mercury.bio.uaf.edu/
benthos), and we will continue to incorporate data and update the model available 
on the website. This model provides an approximation of the distribution of benthic 
biomass across the Bering Sea that can be used to relate the distribution or move-
ments of higher trophic level consumers to the distribution of resources across large 
spatial scales (Oppel et al. 2009). However, our study was intended to demonstrate 
the approach of the modeling method for wildlife management, and we caution 
researchers that the results presented here may be biased at small spatial scales and 
require rigorous field validation. The continuous updating of existing models is a 
crucial component of our approach. Nonetheless, the model presented here will be 
helpful in directing future research, especially in those areas where currently no 
sampling stations exist and model predictions indicate unexpected patterns.

Our model of benthic invertebrate biomass distribution across the Bering 
Sea should be regarded as a first step towards a distribution map that could be 
considerably refined by the inclusion of additional variables that were not avail-
able to us. We achieved highest predictive ability when m was close to the total 
number of predictor variables, and none of the predictor variables had variable 
importance scores <50%. The importance of several variables indicates that inter-
actions among variables play a major role. It further suggests that there was no 
redundancy among the variables included in the model, and further variables could 
significantly improve the predicted benthic biomass map for the Bering Sea. We 
encourage marine scientists to challenge and continue developing this model by 
using more benthic biomass training data from a wider geographic region, and 
by incorporating additional predictor variables as well as spatial autocorrelation 
(Dormann 2007). We used environmental variables at certain times of the year, 
but there is potential for chlorophyll a and temperatures to be important during 
other times of the year as well. We believe that expanding the model by including 
monthly averages of chlorophyll a and temperature, as well as mixed-layer depth 
and ocean layers of high resolution in time and space could substantially improve 
the model. Benthic communities are also influenced by biotic interactions and 
predation pressures, or disturbance effects of fisheries (Freese et al. 1999; Halpern 
et al. 2008; Nilsen et al. 2006; Sugden et al. 2008). Integrating all such factors 
would further strengthen the model, add realism, and would provide a useful 
opportunity to predict changes to benthic communities that are to be expected from 
an increase of commercial activities in the northern Bering Sea in the intermediate 
future (Hovelsrud et al. 2008; Kerr 2002).

Recent changes to benthic communities due to fisheries impacts and warming 
temperatures need to be considered when interpreting our results (Feder et al. 2003; 
Grebmeier et al. 2006b; Krajick 2007). A thorough evaluation of the input data 
used in the model may also lead to considerable improvement, especially if stations 
sampled decades ago were located in areas that may have undergone recent changes 
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in benthic biomass (Gradinger 1995; Mueter and Litzow 2008; Ruhl 2007). It is 
important to note that the predictive accuracy of any model ultimately depends on 
the quality of the data used to construct it. A larger spatial and temporal coverage 
of benthic biomass data could therefore considerably improve the accuracy of the 
model presented here.

Besides providing a map of predicted biomass distribution, the algorithmic 
modeling approach presented here also enables the detection of nonlinear rela-
tionships between environmental predictor and response variables. We found that 
relationships between benthic biomass and environmental predictor variables in 
our model generally agree with known patterns of benthic biomass and diversity 
in relation to depth (Denisenko et al. 2003; Jones et al. 2007; Smale 2008), ice 
scouring (Gutt 2001; Smale 2007), food supply (Grebmeier et al. 1988; Lovvorn 
et al. 2005), and temperature (Tumbiolo and Downing 1994). However, the method 
used here also has the ability to reveal nonlinear threshold functions, which are 
extremely difficult to model with conventional GLMs (Hochachka et al. 2007). 
An interpretation of the mechanisms causing those relationships is beyond the scope 
of this contribution, but we encourage marine biologists to use algorithmic models 
to detect complicated relationships and thus improve our current understanding of the 
functional mechanisms governing the spatial distribution of benthic organisms.

Here, we used the broad and surrogate measure of benthic biomass to demonstrate 
the utility of the spatial modeling. However, benthic communities are composed of 
a large variety of different taxa which may respond differently to environmental 
conditions. Our model was not designed to make specific predictions about the 
composition of benthic communities or the occurrence of certain species, but such 
models could be constructed with the approach we presented here. For example, the 
presence, absence, or abundance of certain taxa (at the species or higher taxonomic 
level) could be modeled explicitly in relation to environmental variables and then 
predicted across large spatial scales from where those variables are available. By 
using this approach predictive models could be constructed for a large number of 
species or taxa. Aggregating those predictive distribution maps would then facilitate 
the development of large-scale maps of benthic community composition that could 
be verified by shipboard surveys. We believe that these maps would be extremely 
useful to project the changes in species composition resulting from climate changes, 
anthropogenic, and cumulative effects. Mapping such changes might be of special 
significance for economically important species such as mussels and crabs, as well 
as for the establishment of marine protected areas that are intended to serve as long-
term refuges for threatened species (Lovvorn et al. 2009).
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Chapter 9
Landscape Genomics: A Brief Perspective

Michael K. Schwartz, Gordon Luikart, Kevin S. McKelvey, 
and Samuel A. Cushman

9.1 Introduction

Landscape genetics is the amalgamation of population genetics and landscape 
ecology (see Manel et al. 2003; Storfer et al. 2007). In Chapter 17, we discuss 
landscape genetics and provide two examples of applications in the area of mod-
eling population connectivity and inferring fragmentation. These examples, like 
virtually all extant landscape genetic analyses, were based on evaluating spatial 
genetic patterns using a relatively small number of selectively neutral (or nearly 
neutral) markers. Landscape genomics, on the other hand, is the simultaneous 
study of tens-to-hundreds of markers, ideally including markers in candidate 
adaptive genes (genes under selection), with georeferenced samples collected 
across a landscape. While landscape genomics is, in one sense, simply landscape 
genetics with lots of data (thus reduced variance and increased precision), the 
qualitatively different (adaptive, potentially non-independent) nature and analytical 
approaches associated with these data are different enough to produce a profoundly 
different field.

In the past year there has been a boom in molecular genetics technology 
and this has lead to an unprecedented amount of genomics data (Hauser and 
Seeb 2008;, Mardis 2008; Shendure and Ji 2008; Eid et al. 2009). Consider this: the 
Human Genome Project, whose goal it was to sequence one human genome cost 
US$3 billion and took 15 years (Collins et al. 2003), yet today a private company 
is offering to sequence a whole human genome for $350,000 in 2–3 months 
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(http://www.knome.com/home/). Other companies are promising a $100 human 
genome, produced within one hour, by the year 2012 (http://www.pacificbio-
sciences.com/index.php). This wealth of genetic information will lead to changes 
in the way we study animal populations across the landscape.

9.1.1 Population Genomics

To understand what genomics will do for the field of landscape genetics we first 
need to understand what genomics is, and the difference between selectively neutral 
markers that are currently being used in landscape genetics, versus adaptive makers 
that are under selection that will strongly impact the field of landscape genom-
ics. Neutral markers, as we currently understand them, have no direct biological 
meaning (e.g., they do not influence survival or fecundity, the main components 
of individual fitness). However, we infer biological activity, such as animal 
movements, from characteristic genetic patterns derived from neutral markers 
(Manel et al. 2003).

Population genomics, in contrast, has been defined as the simultaneous study of 
numerous loci (markers on chromosomes), genes (coding for functional products) 
or genome regions to better understand the role of evolutionary processes such as 
genetic drift, selection and migration, that influence variation across genomes and 
populations (Luikart et al. 2003; Kohn et al. 2006). So, while to date most land-
scape genetic studies have been conducted with 5–20 neutral, microsatellite markers, 
in the very near future we will be able to examine hundreds, if not thousands, of 
regions of the genetic code in hundreds of individuals from across the landscape to 
make inferences as to the evolutionary forces in play – including natural selection. 
For example, in evolutionary studies we will be able to disentangle the influences 
of gene flow and genetic drift from natural selection in influencing the evolution-
ary trajectory of a population; in the field of conservation biology we will be able 
to better define Evolutionary Significant Units and Distinct Population Segments, 
which are the basis for legal protection of species in the United States (Waples 
1995); and in the field of ecology we will better predict how climate change will 
influence continuously distributed populations subject to various selection regimes.

9.1.2 Neutral Versus Non-neutral Molecular Markers

One of the most important differences between the field of population genomics 
and population genetics lies in the active seeking and utilization of genetic markers 
under selection – that is areas of the genome that are associated with adaptive traits. 
Neutral molecular markers, which are not influenced by natural selection, are often 
used by population geneticists and landscape ecologists because they give unbiased 
estimates of genetic variation (e.g., heterozygosity), population structure, and gene 
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flow – the core variables of interest in landscape genetics so far. Used in this 
context, markers under selection will bias estimates of variation, structure, gene 
flow, and population relationships. Even a few selected loci among tens of neutral 
loci can bias estimates of substructure and gene flow metrics such as F

st
 by 10–60% 

(Luikart et al. 2003; Storz and Nachman 2003) and change the relationships among 
gene and species trees.

Selection might also change the spatial pattern of relatedness between indi-
viduals, which in tern is the basis of most genetic distance measures often used 
in individual-based approaches in landscape genetics. For example, high levels of 
gene flow between two study areas should lead to similar allele frequencies in both 
areas (low F

ST
), but if certain alleles were eliminated through natural selection (that 

is the individuals having these alleles died or have reduced fitness) in one of the 
two study areas, allele frequencies would remain divergent (high F

ST
) regardless of 

rates of gene flow. For these reasons geneticists have largely viewed markers under 
selection as nuisances and thus things to be avoided.

In landscape genomics, however, many markers, both neutral and under selec-
tion, will be known for each individual across a landscape. By combining many 
neutral genetic marker results, allowing us to infer gene flow and drift, with results 
from markers under selection we could tease apart these evolutionary forces and 
understand how the landscape and environment are influencing our natural popu-
lations. Here the neutral model would serve as the null model (similar to using 
Euclidian distance as the null model in the wolverine example in Chapter 17) when 
testing for selection (or among alternative models of selection). Statistical methods 
to quantify these relationships are currently under development and pose signifi-
cant challenges (potentially there are thousands of markers with varying degrees of 
selection, and different modes of selection, e.g. diversifying vs. directional selec-
tion). We believe, however, that variants of current methods used in landscape 
ecology to partial out factors may provide the statistical basis for these analyses. 
For example, there are well developed methods to associate species distributions 
with environmental gradients to infer species niche structure as zones of tolerance 
within an environmental hypervolume (see Chapters 2 and 16, this volume). 
Conceptually, by replacing spatial occurrence of species with occurrence of 
particular genetic variants at loci under selection within a particular species it will 
be possible to apply many of the same conceptual and analytical methods to 
modeling the patterns of variation in adaptive genes as functions of environmental 
selection gradients. Specifically, constrained ordination, such as redundancy analysis, 
is well suited to modeling simultaneous response of multiple genes to complex 
gradients of multiple environmental variables to identify main factors driving 
patterns of selection. In addition, the familiar logistic regression is a powerful tool 
for identifying non-random distributions of single genetic variants as functions of 
environmental gradients. These approaches will allow the identification of genetic 
markers potentially under selection by discriminating between those that vary 
randomly with respect to environmental gradients from those that have strong 
associations with different environmental conditions. This would suggest potential 
for differences in selection.
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There will be three primary challenges in this effort. First is the challenge 
of identifying genes under selection from the vast background of genomic data 
(described further below). The second challenge will be identifying the interac-
tion of multiple genes through epistasis, pleiotropy and gene expression on fitness 
(Foll and Gaggiotti 2008; Balkenhol et al. 2009). The third main challenge will be 
identifying the proper environmental variables at the proper spatial and temporal 
scales that drive the selection processes that result in spatial differentiation in these 
genes. Ultimately, the challenge is to associate patterns of adaptive genes within 
organisms with the environmental gradients primarily related to fitness differences 
of these alternative genetic states (Holderegger and Wagner 2008).

9.1.3 Finding Genes Under Selection

From the discussion of neutral and non-neutral markers above, it is clear that 
population genomics requires the identification of many neutral and non-neutral 
markers, and their clear separation. Furthermore, as already noted, confusing 
neutral markers with those under selection can lead to large errors in interpretation 
of results. While it is well established how we can obtain neutral molecular markers, 
the approaches to finding adaptive markers are just now being developed in natural 
populations. The ideal markers for studying adaptation will be directly involved in 
the genetic control of adaptive traits, will have a sequence of known function, and 
will have quantifiable variation (Gonzalez-Marinez et al. 2006). Markers that have 
these traits will be in or near important functional genes or in gene rich regions. 
Such markers can include microsatellites (Vasemägi and Primmer 2006, Luikart 
et al. 2008), but more likely will be Single Nucleotide Polymorphisms (SNPs), 
AFLPs, and DNA sequences (Box 9.1).

Box 9.1 Molecular Markers for Landscape Genomics

The ideal DNA analysis technology for landscape genomics should geno-
type hundreds of polymorphic markers (including neutral and adaptive gene 
markers) that cover the entire genome in a single, simple and reliable experi-
ment. At present AFLPs, SNP multiplex genotyping, and massively parallel 
sequencing partially or completely fulfill these requirements.

AFLP (Amplified Fragment Length Polymorphism)

AFLP genotyping uses selective PCR to produce hundreds of polymorphic 
markers that cover the entire genome. However, AFLP markers sometimes 
cluster around chromosome centromeres. AFLPs have been used to identify 

(continued)
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Box 9.1 (continued)
markers associated with traits that are under selection in non-model plant and 
vertebrate species (Wilding et al. 2001; Bonin et al. 2006) ). Variants of the 
classical AFLP protocol use one primer that contains a conserved sequence of 
a gene family (gene-targeted AFLP) or primers in widely-dispersed repeated 
sequences such as small inserted nuclear elements (SINEs; for example, Alu 
repeats; van Tienderen et al. 2002). Unlike the classical AFLP protocol, the 
SINE-based approach requires only a single PCR. Gene-targeted AFLP can 
facilitate the detection of selection signatures and adaptive genes. Gene tar-
geting (or avoidance) can also be facilitated by using GC-rich (or GC-poor) 
restriction enzymes, which tend to cut genomic DNA in gene-rich (or gene-
poor) regions. The main problems with AFLPs are they are dominant markers 
(making heterozygote identification difficult), repeatability can be question-
able, and transferability between labs is problematic.

SNPs (Single Nucleotide Polymorphisms)

The rapid identification of numerous SNPs (including functional SNPs) is 
becoming feasible in non-model species (e.g., Vera et al. 2008), owing to the 
rapid growth of expressed sequence tag (EST) databases, data base mining 
software, large scale multiplex PCR strategies (Porreca et al., 2007), DNA 
“capture” techniques (Hodges et al. 2007) and, most importantly, massively 
parallel sequencing (Shendure and Ji 2008; see below). Recent improvements 
in SNP genotyping technology (Perkel 2008) make SNPs attractive for popu-
lation genomics (Kim and Misra 2007). For example, 48 or 96 SNPs can be 
screened in 96 individuals in a few hours for a cost of only US$0.10–0.20 
per SNP (Hauser and Seeb 2009; see also Illumina in online links box). A 
drawback of SNPs is that they are prone to severe ascertainment bias – bias in 
estimating genetic diversity and population parameters – which arises when 
choosing markers on the basis of their polymorphism level, when identifying 
SNPs using few individuals, or when transferring markers between popula-
tions (Morin et al. 2004).

Microsatellites

Microstallites often can be identified in or near genes thanks to genome 
sequences (Da Silva et al. 2008) and EST data bases (Vasemägi et al. 2005; 
see also Thurston and Field 2005). However the genotyping of hundreds of 
microsatellites would require too many DNA amplifications to be competitive 
with methods that allow a ‘massively parallel’ analysis (for example, AFLP, 
SNPs, and next generation sequencing).

(continued)
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There are a growing number of statistical approaches to detect selection or 
molecular adaptation. Among the most widely used approach is based on F

ST
-

outlier tests (Beaumont 2005). However this approach assumes discrete populations 
and alternatives are needed. To detect selection, it will be extremely helpful to have 
markers in genes with functions related to environmental phenotypic gradients 
observed across the landscape meeting the criteria listed above. For most wild spe-
cies we do not have the ability to conduct extensive experimental or captive studies 
over many generations to find these genes. Thus, we can turn to candidate gene 
approaches, where we use genes from model or semi-model species with known 
function and then use simulation modeling to test if these genes appear to be under 
selection in the wild (Antao et al. 2008). The second approach, often called model 
free methods, uses population genomic data and examine hundreds of markers with 
unknown function (Lawson Handley et al. 2007). Here there are several new tech-
niques available to test for non-neutral loci (e.g. Joost et al. 2007), but they funda-
mentally are usually examining patterns among populations to look for genetic loci 
that deviate from patterns of neutrality. There are even new bioinformatic programs 
that are able to process large amount of data, and conduct genome-wide tests to 
identify markers associated with environmental variables (Joost et al. 2007).

9.1.4 An Example of Landscape Genomics

There have only been a few studies that we would consider landscape genomic 
studies published thus far. One of the best examples is the use of both neutral 
genes and genes under selection to understand both the evolution of humans and 

DNA Sequences

We can now generate sequence data for 100s of loci in dozens of individu-
als from non-model species relatively quickly (Shendure and Ji 2008; Meyer 
et al. 2008; Vera et al. 2008). Sequence data are desirable because ascertainment 
bias is reduced (compared to SNPs) or avoided, haplotypes can be identified 
(or inferred), and coalescent times and allele relatedness (genealogies) can be 
estimated. Difficulties with sequencing include the analysis of heterozygous 
sites, homopolymers (consecutive instances of the same base such as AAA), 
and insertion/deletion polymorphisms; DaSilva et al. 2008). Next-generation 
sequencing allows generation of hundreds of millions (or billions) of base 
pairs of sequence in days. Unfortunately, it is still difficult to sequence many 
individuals. Yet, techniques (such as gaskets), commercial kits and barcoding 
of primers are being developed to allow simultaneous sequencing of 10 s of 
loci for approximately 10–200 individuals in an single run on a new generation 
sequencer (Meyer et al. 2008).

Box 9.1 (continued)
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the ecology of pathogens (Prugnolle et al. 2005a, b). In the first paper these authors 
use landscape genetics to provide support for the “recent African origin” model 
of human evolution by showing that geographic distance from East Africa along 
probable colonization routes is the best predictor for neutral genetic diversity 
in human populations. Subsequently, these authors examined patterns in MHC 
loci (associated with resistance against pathogens; also called Human Leukocyte 
Antigen or HLA) across 61 human populations to test a hypothesis regarding the 
high genetic diversity found in MHC loci. Prugnolle et al. (2005b) showed, using 
landscape resistance models, that the MHC loci had greater variation in areas with 
high pathogen diversity, while accounting for the fact that the contemporary pattern 
of diversity at this locus worldwide was influenced by human colonization. While 
still working with relatively few markers, Prugnolle et al. (2005a, b) demonstrate 
the power and potential associated with contrasting neutral patterns with those 
under selection. The pattern of neutral genetic diversity allowed these authors to 
disentangle the effects of past colonization history from patterns of natural selec-
tion on a particular locus with important function. We expect more efforts in the 
near future on both humans and wildlife that combine both marker types in a fully 
integrated landscape genomics study.

9.2  Identifying Evolutionary Significant Units Using 
Genes Under Selection

The field of landscape genomics offers important insights for conservation biolo-
gists as well as evolutionary biologists. One fundamental issue in conservation 
biology is the defining of Evolutionary Significant Units (ESUs), which are 
population units of conservation interest often below the species level (Fraser and 
Bernatchez 2001). Defining ESUs has been hotly debated over the past two decades 
(e.g., Moritz 1994; Waples 1995; Crandall et al. 2000; Fraser and Bernatchez 2001; 
Palsboll et al. 2007), but the fundamental definition usually suggests that groups of 
individuals must show adaptive (or ecological) divergence and historical isolation 
from other groups to be considered ESUs (Allendorf and Luikart 2007).

Historical isolation can be readily analyzed through standard neutral genetic 
approaches, whereas genetic analysis of adaptive divergence requires the discovery 
and novel evaluation of genes under selection (see above). Biologists have therefore 
often looked at historical isolation through molecular genetic studies, but have relied 
on detailed ecological studies to determine adaptive divergence. Because genetic 
analysis of isolation can be done quickly and is relatively inexpensive, the designa-
tion of ESUs has relied on a plethora of molecular studies and resulting infor mation 
on contemporary and historical population isolation, but little ecological information. 
Not surprisingly, ESU designation has been heavily criticized for the overemphasis 
on reproductive isolation and under-emphasis on ecological data that suggest adaptive 
differences among populations (Crandall et al. 2000; Pearman 2001).

The heavy reliance on isolation rather than adaptation may bias what we choose 
to conserve. Consider the species that has multiple populations with high gene flow 
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but selection for different traits on the landscape of each population. Examining 
neutral genetic markers across the landscape would reveal high gene flow and 
suggest for us to lump these populations into one ESU. However, we know that 
substantial functional divergence and reproductive isolation can take place despite 
high levels of gene flow (Smith et al. 1997; Crandall et al. 2000; Dieckmann and 
Doebelli 1999). Here is one place where landscape genomics may help ESU desig-
nation. Following the approaches pioneered by Prugnolle et al. (2005a, b) discussed 
above, we could genetically evaluate both isolation and adaptation, and use the 
gene flow rates to scale the degree of adaptation present in various sub-populations. 
Not only would this approach be much more powerful and quantitative than current 
methods, but it would remove the time and cost differential for obtaining measures 
of isolation versus adaptation.

9.3 Conclusion

Population genomic approaches can facilitate landscape genetics in three main 
ways. First, genotyping numerous loci provides high statistical power to quantify 
gene flow, genetic differentiation (F

ST
), and diversity. Second, analyzing many loci 

can help reduce biases when measuring gene flow using methods that require the 
assumption that loci are neutral (e.g., N

e
, F

ST
 and migration rates), because analyz-

ing many loci helps identify and exclude loci that are under selection. Third, the 
measurement of adaptive genes and detection of locus-specific effects could help 
detect important selection gradients in the landscape. With these tools we can hope-
fully move away from delineating ESUs based primarily on isolation and move 
towards ESUs that will conserve based both isolated populations and adaptive 
differences across space (see Crandall et al. 2000).

The main barriers to the use of genomics approaches for population monitoring 
are the current expense and, in some taxa, the lack of availability of numerous 
markers (including markers in genes). Fortunately costs are decreasing and genomic 
information is rapidly increasing for most species. As pointed out by Hauser and 
Seeb (2008), these barriers are decreasing exponentially over time. We are therefore 
on the cusp of answering long-standing ecological and evolutionary questions in 
secretive and elusive species, thanks to improved noninvasive sampling of  elusive 
species (see Long et al. 2008 for noninvasive methods to sample carnivores) and 
new technologies for SNP genotyping and sequencing short DNA fragments 
(Morin and McCarthy 2007). This includes questions about the genetic basis of 
local adaptation that can be addressed by using genome-wide scans and population 
genomic approaches (Luikart et al. 2003) to identify and characterize patterns of 
adaptive genetic variation. It also includes questions about how landscape features 
influence gene flow and dispersal in natural populations.

It is exciting time to conduct landscape genetic/genomic studies. The recent 
boom in genetic technological advances and computational approaches in land-
scape ecology (i.e. Garroway et al. 2008) and molecular biology will lead to rapid 
advances changing the relatively new field of landscape genomics.
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Chapter 10
Spatial Information Management in Wildlife 
Ecology: Adding Spatially Explicit Behaviour 
Data to the Equation?

Kim Jochum and Falk Huettmann

10.1 Overview

The implementation of spatial data to wildlife management is not really new as 
such, although it has not been explicitly demanded and practiced (Braun 2005). By 
adding spatial information to the discipline, resounding success has already been 
achieved elsewhere improving specific science goals (e.g. Kadmon et al. 2004; 
Hirzel et al. 2006).

When developing wildlife management strategies, traditionally, only ecological/
biological baseline wildlife monitoring data are used (Caughley and Sinclair 1994). 
Classic components of the wildlife management formula consist for instance of 
demography, basic telemetry data, body dimensions, physiology, and environmental 
information such as vegetation type and climatic factors. Disease information just 
got added recently. And including human dimensions becomes virtually mandatory 
now for Wildlife Managers, too (Braun 2005). However, behaviour data is still missing 
in the majority of cases. We find this surprising because Behaviour data have been 
collected for a long time, have fascinated mankind (e.g. Lorenz 1966; Goddall 1988; 
Montgomery 1991) and often deal with charismatic animals of high management 
interest. Further, wildlife behaviour data can present a ‘missing link’ between 
success and failure of sustainable population management (Festa-Bianchet and 
Appollonio 2003). As these authors state, especially, social status and dominance 
hierarchy systems in species play a key role for animal survival and for a success-
ful species management. So what are the key reasons for not including behaviour 
information in wildlife management, and how can it be overcome; e.g. with the help 
of digital approaches widely common elsewhere by now? Together with a review 
of existing behaviour data that can be used for wildlife management, we will 
address the following three questions.
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1. Where can we find online available behaviour data, supporting global data sharing 
policies (digital and online behaviour databases, spatial and online behaviour 
databases, inclusion of behaviour data in online biology databases, behaviour 
journals)?

2. In which case studies contribute spatially explicit behaviour data to wildlife 
management and where is such data accessible in the first place?

3. How can one improve future wildlife management by adding behaviour data to 
the equation?

In the behaviour sciences, it is widely believed that detailed information on researched 
individuals has to exist foremost in a high detail long-term observational format; it 
basically can only be obtained through years of minuscule field work (Drickamer 
et al. 2002). This assumed requirement makes behaviour research in the wild for 
the majority of species, even in the twenty-first century and with high-tech, nearly 
impossible though. Mainly such circumstances account for the vast lack of behaviour 
data of free ranging animals across populations and ecosystems (Insley et al. 2003). 
Most examples for successful behaviour data collections in the wild consist of highly 
time- and money-consuming long-term studies (Van Lawick-Goodall 1973; Zucker 
and Clarke 1998; Whiten et al. 1999). Considering that research data can take up to 
20 years until they are implemented in relevant governmental management strategies, 
and that results from behaviour studies are usually provided in outlets and (hardcopy) 
formats not readily available and accessible for managers in time, such situation lend 
itself for behavioural data virtually left out of the current wildlife management equa-
tion. Consequently, wildlife does not receive the best possible management. Results 
of these situations we can find virtually everywhere.

However, the possibility to collect, and use opportunistic short-term behaviour 
data, analysed through an algorithmic modelling and data mining approach for 
generalizing patterns, and to make the implementation of behaviour data accessible 
online, reveals completely new possibilities for wildlife management (Jochum 2008).

Not only has the cumbersome collection of long-term data limited the successful 
implementation of behaviour data for wildlife management decisions, but further is 
the immediate accessibility of these long- and short-term data from wild populations 
also extremely rare. One would think the limited amount of data existing would at 
least be spread across researchers to make the best management implications pos-
sible. But from our experience and inquiries we found that this is not the case, yet. 
At first, spatial behaviour data gets not collected in a standardized fashion (e.g. by 
using widely accepted protocols) and thus suffers from subjectivity (Drickamer et 
al. 2002; Alcock 2005). It’s highly indicative that none of these text books make 
any reference to databases and how to design, store and work up behaviour data 
and Metadata (Martin and Bateson 2005, for basic details on computer data entry). 
Secondly, especially the sharing, online exchange of data in times of global digital 
initiatives, remains still virtually unutilized by behaviour researchers and wildlife 
managers alike.

Data sharing in general has not been an easy task and culture to get implemented 
into the sciences and beyond, yet (Huettmann 2005, 2007a). Across research 
topics, researchers were, and still are, afraid of other people steeling their data 
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and information; a fear from the past and somewhat a heritage of the Watson and 
Crick era (Edelson 1998). Such type of thinking fails to understand the way data 
sharing works and what their own benefit, as well as the benefit of global sustainable 
management, could be; it’s the wider good that matters; reciprocity (Esanu and Uhlir 
2004; Huettmann 2007a, b). When sharing information about data in Metadata 
Clearinghouses, only the data description such as background information, including 
a project abstract, project leader contact and data type for columns in data sheets on the 
gathered data, will be available in a standardized fashion (e.g. NBII Clearinghouse 
http://mercdev3.ornl.gov/nbii/; see also Chapter 12, this volume). Offering this infor-
mation in a standardized manner is highly important for successful global online 
search results and comparability as such. Whereas, the raw data will only be exchanged 
after both-sides agree with the data exchange. In these federated concepts, and 
as globally promoted and supported by the Rio Convention and GBIF (see 
Table 10.1) for instance, the data holder remains in complete control of his/her data. 

Table 10.1 List of major online databases searched for behavioural databases and information

Name of database Details

Relevant 
amount 
of behaviour 
data URL

GCMD Global Change Master 
Directory by NASA 
(also Metadata portal 
for the International 
Polar Year IPY)

No http://gcmd.nasa.gov/

MaNIS Mammal Information 
Networked System

No http://manisnet.org/

ORNIS Ornithological Information 
Network System

No http://olla.berkeley.edu/
ornisnet/

FishBase A global Fish Information 
Database

No http://www.fishbase.org/
HOME.HTM

OBIS Ocean Biogeographic 
Information System

No http://www.iobis.org/

OBIS-Seamap Ocean Biogeographic 
Information 
System- SeaMap

No http://seamap.env.duke.edu/

Tracking Ocean 
Wanderer 
by BirdLife 
International

Database for tracking seabird 
migration

No http://www.birdlife.org/
action/science/species/
seabirds/tracking.html

Mercury Distributed Metadata 
Management, Data 
Discovery and Access 
System

No http://mercury.ornl.gov/

NBII 
Clearinghouse

National Biological 
Information Infrastructure

Yes http://mercdev3.ornl.
gov/nbii/

GBIF Global Biodiversity 
Information Facility

No www.gbif.org
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The data sharing policy gets either stated in the Metadata, or can be set specifically 
when using the popular DIGIR protocols, that allow for a federated network of 
databases providing the data owner with full control of the data to be contributed 
and shared.

Another important term should be considered when talking about data sharing: 
Open Access (OA). Open Access does not really describe the sole exchange of 
the data, but it more or less starts where traditional data sharing ends – with peer-
reviewed publications and their pre-prints. OA stands for literature being digital, 
online, free of charge, and free of most copyright and licensing restrictions (Peter 
Suber OA http://www.earlham.edu/∼peters/fos/overview. htm). We found that 
most behaviour journals and their publishers are still not involved in being on the 
forefront of supporting this fast, general education-supportive way of exchange via 
OA. Up to now, many databases are not perceived and set up as an OA tool, yet, 
for facilitating the global use of behaviour data. Databases in general are defined 
as collections of information organized in such a way that a computer program can 
quickly select desired pieces of data (University of Queensland 2008).

In addition to the actual lack of behavioural databases, most of them are also 
short of geo-referencing. This is a special problem when one wants to map those in 
time and space, and for doing specific and sophisticated analysis such as autocor-
relation or neighbourhood relationships (see Chapter 15, this volume). Using such 
aspatial data makes for incomplete science to be overcome. Items of concern are 
usually the spatial resolution of the coordinates, and as well the technical format, 
and method to obtain these data, and the Metadata (see Jonker 2006 for a good 
example how this can be achieved and delivered online).

10.2 Digital and Online Behaviour Databases

Behaviour databases are difficult to find online, and even more sadly, they are 
rarely accessed and used. The user community does not have a culture to search 
and use for such data. This claim can easily be assessed when looking at publica-
tions of the Journal of wildlife management. Many Wildlife Databases in general 
are rarely online accessible in the first place, and secondly, tend to charge a fee for 
access, based on a wrong underlying business model that actually constrains the use 
of data, instead of promoting their use widely (Esanu and Uhlir 2004; Curry and 
Humphries 2007). Overall, when searching for behaviour databases in the World 
Wide Web, some larger wildlife databases were found to exist in a digital form, but 
they have no direct online-accessibility, charge a fee for access, lack high-quality 
Metadata, and do not belong into the traditional animal behaviour database field.

For instance, the State Behaviour Database for Pure Liquids and Data Correlation 
(Cibulka and Takagi 2004) is designed for storage, maintenance and evaluation of 
published experimental data. But at the same time, it’s not online accessible and 
overly commercialized. How do these statements fit together? When searching 
the Web, more information service companies selling databases, animal agencies 
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and computational behaviour portals can be found, exposing the tiny amount 
of Wildlife Behaviour databases. The Cell Behaviour Database (CBDB) of Japan 
for instance collects data of molecular level information on biological phenomena. 
The database itself can not be found in the web and only exists in Japanese 
(Iwazume et al. 2005), and thus, is not widely available to the global village.

The only ‘real’ wildlife behaviour database we located, and being accessible 
online, so far, is the Marine Wildlife Behaviour Database (MWBD) (Vigness 
Raposa 2008) from the University of Rhode Island, USA. But this database just 
compiles Metadata, not the underlying raw data. It deals with diving and movement 
pattern of marine mammals and has the goal to predict and minimize environmental 
impacts. As the publication by Mann et al. (2000) shows, we can learn a lot from 
marine behaviour biologists, despite the fact that only marginal data can be col-
lected for marine mammals due to their subsurface life cycle.

10.3 Spatial and Online Behaviour Databases

Online accessible, but still not part of the research field, is for example the Group 
Behaviour Database. This database is part of the SWARMS (Scalable sWarms of 
Autonomous Robots and mobile Sensors) project created to provide a guided source 
for papers useful to engineers, applied mathematicians, robotocists and others 
interested in using the biological literature to create artificial networks (SWARMS 
2006). Similar applies to the Australian Spatial Data Directory (ASDD). ASDD aims 
to improve access to Australian spatial geospatial dataset descriptions for all 
stakeholders (ASDD 1999). No separate online behaviour databases exist with 
geo-referenced zoological information. Therefore, our next step is to take a closer look 
at biological online databases to see what behaviour related information can be found.

10.4 Review – Online Biology Databases

Overall, the amount and usage of biological databases grows steadily. But does the 
amount of accessible behaviour metadata grow in a similar fashion? Is 
geo-referenced well documented behaviour data included and made avail-
able in large biological databases in the first place? This review includes 
large and world wide used biological databases such as the following: 
GCMD, MaNIS, ORNIS, FishBase, OBIS and OBIS-SEAMAP, BirdLife 
International, Mercury, NBII Clearinghouse and GBIF (see Table 10.1 for 
details). Although we are aware that this review does not cover the entire 
discipline and all efforts globally, we believe it allows for a representative 
state-of-the-art of online Behaviour Data. If we did not find specific online 
Behaviour Databases, this simply speaks for their hidden existence, not readily 
offering and marketing themselves to a global audience of users that eagerly 
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wants to include them into wildlife management applications and else-
where. We strongly believe that science products should be ‘used’, and especially 
when it comes to data and adding behavioural data for a better wildlife man-
agement. We believe this is the only way to strengthen science-based manage-
ment (e.g. Huettmann 2007c).

The Global Change Master Directory (GMCD) (National Aeronautics and Space 
Administration (NASA) 2008) was established to discover earth science and envi-
ronmental data. Although the GCMD database holds more than 25,000 descriptions 
of earth science data sets, no behaviour data is included.

The Mammal Networked Information System (MaNIS) (Wieczorek 2001) was 
established by seventeen North American institutions and their collaborators; it has 
a global focus and includes terrestrial as well as marine mammals. The original 
objectives of MaNIS are to include the facilitation of Open Access to combined 
specimen data from a web browser and to enhance the value of specimen collections. 
However, when searching for the general term ‘behaviour’ (as well as ‘behaviour’) 
no relevant results could be found. MaNIS has still the main focus on geo-referenced 
specimen collections as such.

Similar behaviour-less data results were revealed in the ORNIS database 
(Ornithological Information System) (ORNIS 2004), which was established as a 
cooperation between the USA, Canada, Belgium, France and the United Kingdom 
to gather world wide bird information. This database expands the American Mammal 
Network MaNIS into the ornithological field. One should point out that birds have 
been among the most studied subjects by behavioural ecologists.

The American database FishBase (Froese and Pauly 2008) combines Metadata 
on fish species across the world focussing on dispersal and movement pattern. 
Existing search possibilities do not allow the search for behaviour data separately. 
The search engine offers only to search by name, family, country, ecosystem and 
topics. The term behaviour is only used in connection with physiology terms of the 
senses such as ‘vision’. Through FishBase one can learn a lot about the distribution 
of certain species and their movement pattern, but nothing about the actual behav-
iour of fish (a traditional stronghold in behaviour research).

The OBIS (Ocean Biogeographic Information System) database (OBIS 2002) 
holds data on locations of marine animals and plants for documenting the oceans’ 
diversity, distribution, and abundance of life. Currently, 16.7 million records of 
104.000 species from 501 databases are gathered in OBIS, but these data do not show 
any type of behaviour data associated with them, nor spatial behaviour data. OBIS 
presents an associated member of GBIF (Global Biodiversity Information Facility) 
implying data translocation from many small databases to a major large web portal and 
database. The OBIS database was established to evolve a strategic alliance of people 
and organizations sharing a vision to make marine biogeographic data freely available 
over the World Wide Web. However, behaviour data, urgently needed for an improved 
management, are not yet included in this vision, and make it less convincing.

OBIS-SEAMAP (Read et al. 2009) is part of OBIS, representing the Ocean 
Biogeographic Information System Spatial Ecological Analysis of Megavertebrate 
Populations. Spatially and temporally interactive online archives are built for 
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marine mammal, sea turtle and seabird data. Joining data from providers all over 
the world make such work possible. Despite it’s specific focus on spatial and 
transect data and direct sightings of marine animals in the wild, this database also 
lacks relevant behaviour data.

BirdLife International presents another international organization, distributed in 
over one hundred countries, hosting the BirdLife International Telemetry database 
(Tracking Ocean Wanderers http://www.birdlife.org/action/science/species/seabirds/
tracking.html). This global partnership of conservation organisations striving to con-
serve birds, their habitats and global biodiversity, includes considerable data files on 
spatial bird behaviour, e.g. for endangered species, but makes them not readily available 
to the public online. However, in achieving their goal of ‘working with people towards 
sustainability in the use of natural resources’ sharing Open Access policies would be 
highly supportive of this goal, that otherwise would not be possible to meet.

Mercury is defined as the Distributed Metadata Management, Data Discovery 
and Access System (Mercury 2008) presenting a web-based system to search for 
metadata and retrieve associated data. This system is used by many databases 
including NBII, representing the only biological and therefore relevant search 
machine for behaviour data inside the Mercury information system. Mercury 
incorporates a number of important features for successful data sharing including 
providing a single portal to information contained in distributed data management 
systems and supporting international metadata standards.

In the National Biological Information Infrastructure (NBII Clearinghouse) 
(NBII 2008) some behaviour data is finally revealed. Searching with the keyword 
‘behaviour’, 769 compliant datasets can be found. When searching for ‘behaviour’ 
even 2,808 metadata sets are encountered. It might be rather useful for more 
successful searches, and for promoting behaviour-related online data, to present 
an efficient solution for this language problem, and so that either record is shown. 
However, when combining the words ‘behaviour’ and ‘wildlife’ in the search 
engine, only nine datasets were found, all offered by one university (University of 
Alaska Fairbanks). The search for the terms ‘behaviour’ and ‘wildlife’ still reveals 
683 dataset matches. By including the word ‘mammal’ to ‘behaviour’ and ‘wildlife’, 
34 datasets matches are shown. These results represent probably the best free and 
Open Access online behaviour datasets existing in the descriptive form of Metadata.

The easily misleading thought of all the discovered datasets being directly 
focussed on behaviour studies, makes it difficult to judge the capability of the 
database engines existing so far to work with behaviour data. Merging protocols, 
and what exact study protocols were used, is hardly mentioned, neither. Probably, 
at least the search possibilities would have to be adjusted for a more precise behav-
iour data discovery for the following reasons: For example, when looking at the 
34 datasets showing in the search of ‘behaviour’, ‘wildlife’ and ‘mammal’, nearly 
all studies represent environmental monitoring or datasets describing specific 
locations. The number of real and descriptive behaviour studies are actually fewer 
than 10 datasets. Further, half of the so-called behaviour data sets (17 of the 34) 
originate from the USGS (United States – Geological Survey), six of the remaining 
17 datasets are placed again by one institution (UAF). Conclusively, few relevant 



182 K. Jochum and F. Huettmann

online behaviour Metadata sets really exist so far, and the ones existing originate 
from only few data providing collector-organisations.

GBIF stands for the Global Biodiversity Information Facility database (GBIF 
2008), representing the largest data portal for Open Access data sharing across 
the world. Here, using a federated database network based on the DIGIR protocol 
(Distributed Generic Information Retrieval; http://digir.net), major sources of 
online data are gathered from many smaller databases to a major search engine and 
data body. The goal is to combine as much biodiversity data as possible from all 
over the world and make it freely available to everyone through Open Access (e.g. 
Huettmann 2005). This data portal is a service providing access to millions of 
scientific data records being shared via the GBIF webportal and its underlying 
network with the global citizens (the biggest growing audiences are currently found 
in China, India, Brazil and Africa). This data structure seems to be highly promis-
ing, but when searching for behaviour data, virtually no entry can be found. This glo-
bal biodiversity database hosted in Copenhagen includes mainly species occurrence 
records, names and classifications of organism, so far. It would be of great promise 
to propose the inclusion of behaviour data to their disseminated data-fields.

In addition to DIGIR as a globally dominating data exchange protocol favoring 
specimen records, there are no direct links to Metadata, and specific Metadata 
profiles that support behaviour data as such. Behavioural Ecologists and Wildlife 
Managers alike are poorly represented in GBIF due to the heritage of specimen collec-
tion exchanges among museums and their technical features, which have received 
most attention, so far. Changes are supposed to occur with a new protocol called 
ABCD BioCase and TAPIR (TDWG (Biodiversity, Information Standard) Access 
Protocol for Information Retrieval) (www.tdwg.org/activities/tapir). However, we 
are not aware of any relevant applications in the disciplines of wildlife management 
and Behaviour Sciences, yet.

10.5 Review – Wildlife Management and Behaviour Journals

A variety of well-established Behaviour Journals exist with many of them overlap-
ping in a comprehensive fashion between social sciences, environmental sciences 
and zoological sciences (Springer 2009; Thomson Reuters 2009). At the same time, 
the majority of behaviour publications is aligned with specific behaviour journals 
and is less often found to be published in their focus field of research, e.g. wildlife; 
for wildlife behaviour research, no separate journal can be described.

Overall, not many of the well-established behaviour journals are in favour of 
complete Open Access policies. However, new initiatives in journal publications 
(especially online journals) follow and support the OA ideas, and hold very high 
citation factors at the same time. A key example provides the PLoS Journal Line. 
PLoS Biology as an open-access peer-reviewed general biology journal published 
by the Public Library of Science (PLoS). It is compliant with OA policies and 
holding a certified OA license. The impact factor of this journal lies above 14, 
much higher than journals charging fees (see Table 10.2). PLoS is proud to be 
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“a nonprofit organization of scientists and physicians committed to making the 
world’s scientific and medical literature a public resource” (PLoS 2009).

The well-established behaviour journal generation includes the following major 
journals:

The journal Behaviour (Albers and Wisenden 2009) is in existence since 1948 
publishing original research reports on behaviour of all animals on substantial contri-
butions to the biological analysis of the causation, ontogeny, function and evolu-
tion. Animal Behaviour was first published in 1953 and describes itself as a ‘leading 
international publication containing critical reviews, original papers, and research 
articles on all aspects of animal behaviour’ (Elsevier 2009) and is published for the 
Association for the Study of Animal Behaviour in collaboration with the Animal 
Behaviour Society. The Journal of Applied Animal Behaviour Science is published 
in charge of the International Society for Applied Ethology (ISAE) publishing 
information on the behaviour of domesticated and utilized animals. No separate 
internet webpage exists to provide background information on these journals; only 
information accessible is provided through the publishers (e.g. Elsevier for Animal 
Behaviour, www.elsevier.com).

The journal Adaptive Behaviour is published by SAGE, an independent schol-
arly publisher, and focuses on research and review articles on adaptive behaviour 
in living organisms and autonomous artificial systems (SAGE 2009). SAGE 
Publications, is offering their authors the option to make their primary research 
articles freely available on publication via Open-Access. It is up to the author to 
decide who will pay for the publication, the author himself or the reader. The same 
possibility have authors of the journal Wildlife Research (CSIRO 2009). Wildlife 
Research’s publishing focuses on research from the ecology and management field 
of wild animals in natural and modified habitats.

Non-supportive Open Access data of research on the scientific and management 
foundations of wildlife management are provided through The Journal of Wildlife 
Management (JWM).This journal is a publication of The Wildlife Society (TWS) 
presenting a knowledge database for wildlife science research and management 
(The Wildlife Society 2009).

In 1994, the journal Wildlife Biology was initiated by the Nordic Council for 
Wildlife Research (NKV) supporting research out of the theoretical, empirical 
and practical field from throughout the world. The publisher’s primary focus is to 
create the scientific basis for the enhancement of conservation and management 
practices for wildlife species and their environments focussing on game species 
(Wildlife Biology 2009). All aspects of wildlife biology are welcome to be sub-
mitted to the European Journal of Wildlife Research (Lutz 2009). This journal 
promotes publications from wildlife ecology, diseases, toxicology, conservation, 
management, and the sustainable use of natural resources. The Journal of Animal 
Ecology is fostered by the British Ecological Society and supports mainly long-
term ecological research in our changing world. The publication focus includes 
specifically Behavioural Ecology (Hays et al. 2009). These journals do not provide 
an Open-Access publication. The Journal Game and Wildlife Science does not 
maintain a website.
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Overall, good publication possibilities across disciplines and journals do exist, 
and at least three journals support already Open-Access, with numbers increasing. 
A certain change and rethinking can be experienced already and will probably stay 
in everybody’s minds driving the support of Open-Access and data-sharing with the 
public. It is hoped that this new culture will also be taken on by the Behavioural 
Sciences and with their rich data.

10.6  Two Case Studies for the Successful Use of Spatial 
Explicit Behaviour Data

10.6.1 Humpback Whale (Megaptera Novaeangliae) Studies

Research on humpback whales gets conducted for a long period of time (Chapman 
1974). But since spatial behaviour data got included, it became possible for 
researchers to conclude on the existence of social structures and social systems 
between humpback whale populations (Valsecchi et al. 2002; Clapham 1996; Mann 
et al. 2000) even although behaviour data of whales can only get collected in a patchy 
style due to whales spending their majority of time under the water surface. 
The variations of vocal calls between group sizes and group competitions support 
these research findings significantly (Silber 1986). Analysis of tissue samples (DNA) 
and spatial distributions of these animals has already been used to describe group 
competitions in more detail. Clapham (1996), Valsecchi (2002) and Marino (2002) 
described social pattern, all leading to the same conclusion: Humpback whales are 
social animals living in a social fission–fusion system with a dominance hierarchy 
exhibited. Conclusively, with the help of spatial behaviour data, and in combina-
tion with genetic information and ecological factors, researchers have been able to 
describe the humpback whale’s social structure in a detailed fashion. Similar results 
have been found by Jochum (2008). However, only data by the author are described 
with Metadata, globally findable online and accessible for the global audience.

10.6.2 Study Across Mammal Species

A lack of behaviour data on many mammal species exists due to their inacces-
sibility in the wild and due to difficulties of long-term data collection, e.g. due to 
funding, widely believed to be essential for conclusion drawing in the social struc-
ture and dominance hierarchy research field. Trying to overcome this situation, a 
new approach to this discipline ‘behaviour modeling’ was tested, concentrating on 
the use of short-term opportunistic samples (Jochum 2008). Frequently, such data 
present the only quickly obtainable behaviour data to be accomplished in the wild 
and with ‘real world’ budgets.
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Marginal behaviour data for six species were investigated and compared: 
Howling monkeys (Alouatta palliata), humpback whales, muskoxen (Ovibos 
moschatus), spotted seals (Phoca largha), brown bears (Ursus arctos) and polar 
bears (U. maritimus). The non-invasive instantaneous scan sampling methodology 
was used to estimate spatial proximities between individuals. Exploratory graphs 
from data mining show indicative distances kept between adult male howling 
monkeys (Fig. 10.1) in comparison to adult female howling monkeys (Fig. 10.2).

Making strategic decisions, adult male howlers stay further apart from each 
other than female howling monkeys do; adult howlers never come closer to each 
other than 2 m and their median distance kept from each other is 17 m. Female adult 
howlers on the other side spend about 26% of the observed time close to each other 
(2 m or less) and their median distance kept between each other is only 8 m. Here, 
specific spatial differences become recognizable even in an opportunistic data 
collection scheme of less than 2 weeks of observation.

Overall, findings in this study indicated non-consistent patterns for different 
animal strata, as expected for social species with a well-structured and 
individual-based dominance hierarchy. Most anthropologists have not agreed yet 
in defining the overall structure of existing social networks in howling monkeys. 

Fig. 10.1 Descriptive example for the applicability of spatial behaviour data in Howling Monkeys 
of Nicaragua; Body Size Index (BSI) eight (large adult) implementing the distance kept between 
two adult males. The vertical line shows the expected mean (Taken from Jochum 2008)
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But all recent studies confirm that the howling monkey truly is a social species with 
a sophisticated social structure built upon dominance hierarchy, often described as 
fission-fusion system (Clarke et al. 1998; Zucker and Clarke 1998; Dias and Luna 
2006; Bezanson et al. 2007).

By implementing a new approach for geo-referenced behaviour data and analysis, 
many new opportunities and perspectives come to bear; a wealth of synergies forms. 
Data investigating spatially explicit social traits in animals can be collected for many 
species world-wide and where no long-term studies are applicable, as the case for 
many endangered animal species. Further, and when made publicly available, already 
existing marginal data sets can now be re-investigated for underlying patterns and 
get complemented to test new theories, fill data gaps, and expand data collections.

10.7 Conclusion and Outlook

Our findings are not in support of a current practice of best possible and holistic 
wildlife management; geo-referenced behaviour-related information is widely left 
out. These concerns should be addressed immediately by a number of behaviour 

Fig. 10.2 Descriptive example for the applicability of spatial behaviour data in Howling 
Monkeys of Nicaragua; Body Size Index (BSI) 7 (adult female) implementing the distance kept 
between two adult females. The vertical line shows the expected mean (Taken from Jochum 2008)
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journals, regarding how they deal with Open Access, whether they have an (online) 
Archive, and how many professional societies of Behaviour Ecologists exist and 
promote these concepts. It would also be good to identify institutions where one 
actually can study ‘wildlife behaviour’, whether these programs are certified for 
data sharing, and whether the curriculum and the used textbooks of these insti-
tutions include databases and digital principles, as required for making elevant 
contributions in the year 2008 and beyond, as well as for a successful wildlife 
management as such (see Huettmann 2007c for an example).

We conclude that in reality, a vast majority of behaviour data is still kept in 
widely locked up paper boxes and folders, hidden from the outer world, serving 
only a few. Also unpublished data or yet non peer-reviewed data could be impor-
tant to put online. It is obvious that a sole focus on hardcopy data summaries and 
locally done statistical analysis is insufficient for contributing to an efficient wild-
life management that actually achieves global sustainability. It is further surprising 
to us to learn that the push to include, and make behaviour data available, does not 
come from the Wildlife Managers themselves; we think they should be the first to 
know what constitutes good wildlife management. Only when behaviour data are 
readily available researchers can find out relevant details and bring small pieces 
together, for example in the form of Meta-Analysis. That way, one can bring them 
into a large picture, provide context and make them relevant, also for management 
decisions, and when these data are all we have. In the meantime, and as a proxy, 
one can datamine and model short-term datasets to find out about their predict-
ability and help to describe management implications (as shown in Jochum 2008 
for example).

The exchange of research background information - on what, when and where 
research had been conducted - should be a role model and an additional key focus 
for the research community as a whole. Not doing so presents a vast loss of effort 
and of the possibility to achieve major goals due to having to start fresh each time 
again caused by the unknown existence or poor description of certain data. Public 
access of (behaviour) data sets will remain a key factor for successful research and 
management world-wide.
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   Chapter 11   
 Critical Remote Sensing Contributions 
to Spatial Wildlife Ecological Knowledge 
and Management      

    Gregory   J.   McDermid      , Nicholas   C.   Coops      , Michael   A.   Wulder     , 
 Steven   E.   Franklin     , and  Nicole   E.   Seitz     

          11.1 Introduction 

 A spatial information management approach to applied wildlife ecology will rely 
on our capacity to link animal-based data sets – observations related to a species’ 
distribution, abundance, health, or genetics, for example – to a variety of spatially 
explicit environmental variables. This idea is based on the general concept that 
an organism’s characteristics and behaviors at both the individual and population 
levels are inextricably linked to the physical habitat in which it occurs (Guisan 
and Zimmermann  2000 ; Braun  2005) . While the investigation of these links must 
be well-grounded by solid field observations, the multiple scales and extent over 
which information must be compiled suggests a key role for remote sensing 
instruments and related technologies. For example, it is becoming increasingly 
evident that the health of wild species is adversely affected by human activities 
and landscape change (e.g. Daszak et al.  2001 ; Farnsworth et al.  2005) . Ongoing 
research may reveal a direct link between human-induced habitat changes and 
long-term  physiological stress, leading to damaging health consequences in 
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individual animals (i.e. impaired reproduction, diminished growth, suppressed 
immune function) and  subsequent negative effects at the population level (i.e. low 
natality and survival rates, diminished abundance). An approach to understanding 
these relationships, based on sensitive and reliable measures of health, stress, and 
landscape change, is both urgently needed and impossible to conceive without 
remote sensing. 

 For decades, remote sensing has been acknowledged as a critical data source 
of environmental information, theoretically capable of supporting a broad range 
of ecological applications (Robinson  1985 ; Greegor  1986 ; Graetz  1990 ; Franklin 
 2001 ; Lewis  2003) . The promise of the technology lies in its ability to deliver high-
quality, spatially explicit observations over large areas with regular revisit intervals, 
in a format that is both well-suited for ecological interpretation and readily inte-
grated with data from other components of a modern spatial information manage-
ment system (e.g., GPS, GIS modules). Recent reviews by Cohen and Goward 
 (2004) , Leimgruber et al.  (2005) , McDermid et al.  (2005) , and Gottschalk and 
Huettmann  (2006) , for example, document more than 30 years of success applying 
remote sensing technology to the analysis and modeling of wildlife–habitat rela-
tionships. However, as with all such multi-disciplinary partnerships, effectiveness 
can be hindered by miscommunication between the  methods  experts – practitioners 
of remote sensing, GIS, and other spatial technologies – and  applications  personnel 
with expertise in wildlife and ecology. 

 The linkages between ecologists and remote sensing scientists can be improved 
by addressing gaps in understanding through the establishment of widely accepted 
standards. As a data source and analysis tool, remote sensing is still relatively 
new, and its data are often not well known and improperly handled. However, 
in the few decades that the data have been available, solid synthesis applications 
have emerged. For example, land-cover and change-detection analyses are two 
instances of remote sensing products that have become widely accepted in the 
various user communities (Franklin and Wulder  2002 ; Wulder et al.  2003) . Overall 
user satisfaction with these products can be partially attributed to an increased 
understanding of development strategies and characteristics, leading in turn to 
realistic user expectations surrounding results. However, remote sensing rarely 
replaces traditional field work. Instead, the technology represents a powerful 
suite of data sets and methodological procedures capable of  complementing and 
extending  ground observations accurately and efficiently over large geographic 
areas, and, as a result, provides an effective foundation for performing wildlife-
ecological studies. 

 In this chapter, we explain the basic operation of remote sensing devices, and 
provide an overview of information products and major distribution centers. We 
then review the critical targets that remote sensing can address in support of  wildlife 
research and modeling, with specific reference to key advancements and sample 
applications of interest to researchers in applied wildlife ecology. We conclude with 
the presentation of an application framework designed to link ecological informa-
tion needs with the correct remote sensing imagery and information–extraction 
strategies in order to improve wildlife research and management.  
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11.2   Remote Sensing Background 

 For our purposes, remote sensing devices can be thought of as instruments, 
typically mounted on air- or space-borne platforms, which are designed to measure 
the electromagnetic radiation that is reflected and/or emitted by the surface of the 
Earth. For the most part, these earth-observing (EO) instruments are adapted to 
exploit portions of the electromagnetic spectrum that are not strongly impacted by 
the atmospheric gases and particles through which this radiation must pass. These 
 atmospheric windows  occur primarily in the visible, infrared, and microwave 
 portions of the spectrum, and represent the wavelengths within which the vast 
majority of relevant sensors operate.  Passive  remote sensing devices rely primarily 
on the visible and infrared light provided by the sun, and constitute the familiar 
optical systems most commonly applied to wildlife studies.  Active  sensors such as 
lidar (light detection and ranging) and radar (radio detection and ranging) provide 
their own sources of illumination, and are increasingly employed in ecological 
work. Together, they represent a valuable emerging component of the discipline 
that is especially adept at difficult applications, such as characterizing the detailed 
vertical structure of vegetation (e.g., Hyde et al.  2006) . Here we focus  primarily on 
the use of passive EO instruments, a selection of which are presented in Table  11.1 . 
To augment the background summary on remote sensing provided here, readers 
are advised to consider general text books by Campbell  (2007) , Richards and Jia 
 (2006) , and Lunetta and Elvidge  (1998) . We do not provide information on the aer-
ial photography aspects of remote sensing, which have been reviewed in a related 
context elsewhere (   Hall  2003) .  

 Lefsky and Cohen  (2003)  review the background and considerations for the 
selection of remotely sensed data, describing in detail the various resolutions used 
to describe remote sensing systems:  spatial, spectral, temporal,  and  radiometric . 
Gaining an understanding of these characteristics helps users select the data source 
that is best-suited to meet a given information need.  Spatial resolution  is the image 
characteristic that is typically of most interest to users. While the true concept is 
more nuanced, spatial resolution is often considered analogous to the pixel size 
of a digital image. A given image’s pixel size indicates the instantaneous field of 
view of the sensor, or the surface area across which radiance measures have been 
generalized; 30 × 30 m in the case of Landsat Thematic Mapper, for example. This 
generalization occurs for each spectral band that is acquired for a given image type, 
and different bands may have different spatial resolutions. 

 The  extent  of an image is also linked to the spatial resolution, through sensor 
optics and altitude, among other factors. Images with smaller pixels typically cover 
a smaller portion of the Earth’s surface, while those with larger pixels generally 
cover larger areas. 

 The  spectral resolution  defines the specific electromagnetic wavelengths across 
which an individual instrument acquires measurements. Multispectral sensors 
commonly have a relatively modest number of bands (up to 20) placed at loca-
tions where vegetation reflectance or absorption features are known to be present, 
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and that also coincide with clear atmospheric windows. Hyperspectral systems are 
characterized by having a large number (greater than 20) of near-contiguous narrow 
spectral bands. The quality of spectral resolution is established not by the  number  
of bands of data collected, but rather by their width. Narrow spectral bands are bet-
ter able to characterize detailed reflectance characteristics, without unnecessarily 
generalizing the response (Wulder et al.  2004) . 

  Temporal resolution  is the frequency at which a given location on the Earth’s 
surface is imaged, or can be imaged. A high temporal resolution would indicate 
that a location is imaged frequently. The  temporal extent  of a remote sensing 
data source is an aspect for additional consideration in wildlife ecology studies, 
indicating the historical holdings and archives of a given sensor. Efforts to quan-
tify changes in habitat through change detection, for example, require imagery 
that ‘bookends’ the targeted time interval, and can be limited by the temporal 
extent of the relevant data sets.    Coops et al. (2006) provide insights regarding 
image selection and processing options for monitoring ecological disturbance 
and change. 

  Radiometric resolution  refers to the precision with which radiance measurement 
is possible from a given data type, as indicated by the range of digital numbers 
recorded for each pixel. Inevitably, users must consider the trade-offs between such 
characteristics as image extent, desired local detail, temporal revisit frequency, and 
spectral information when selecting imagery for a given application. The ‘perfect’ 
remote sensing data source does not exist. 

  Table 11.1    Characteristics of low-, medium-, and high-spatial-resolution optical sensors (after 
Coops et al. 2006)   

 Sensor  Footprint (km × km) 
 Spatial 
resolution a  (m) 

 Spectral 
resolution (nm) 

  Low spatial resolution sensors  
 NOAA 17 (AVHRR)  2,940  1,100  500–1,250 
 SPOT 4 (VGT)  2,250  1,000  430–1,750 
 Terra (MODIS)  2,330  500  366–14,385 
  Medium spatial resolution sensors  
 Landsat-5 (TM)  185  30  450–2,350 
 Landsat-7 (ETM+)  185  30 (MS/SWIR); 15 (pan)  450–2,350 
 SPOT 2 (HRV)  60  20 (MS); 10 (pan)  500–890 
 SPOT 4 (HRVIR)  60  20  500–1,750 
 SPOT 5 (HRG)  60  10 (MS); 20 (SWIR)  500–1,730 
 IRS (RESOURCESAT-1)  141  23.5  520–1,700 
 Terra (ASTER)  60  15  530–1,165 
 EO-1 (HYPERION)  37  30  433–2,350 
  High spatial resolution sensors  
 Orbview-3  8  4 (MS); 1 (pan)  450–900 
 WorldView-1  17.6 km swath  0.5 (pan)  450–900 
 QuickBird-2  16.5  2.44 (MS); 0.8 (pan)  450–900 
 IKONOS  13.8  4 (MS); 1 (pan)  450–850 

   a  MS  multispectral,  SWIR  shortwave infrared,  pan  panchromatic  
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11.2.1   Remote Sensing Data Products and Sources 

 A description of the technical details surrounding the processing of raw sensor 
measurements into useable information products is beyond the scope of this chap-
ter; interested readers are referred instead to the general remote sensing text books 
cited previously for the basics on this topic. However, users of remote sensing 
technology seeking to acquire appropriate data products require (1) a basic under-
standing of the various outputs available, and (2) some general guidelines regarding 
image sources and data distribution centers. 

 While remote sensing outputs are typically sensor- and organization specific, 
the general categories tend to be consistent across agencies and organizations. 
The Committee on Earth Observation Satellites categorizes EO data products 
according to their level of processing (Table  11.2 ). Level 0 represents  raw  data, 
which are generally not suitable for use in applied wildlife ecological studies. Level 
1 products, by contrast, have been radiometrically calibrated, are often geometri-
cally registered, and represent the familiar  unprocessed  imagery that supports large 
numbers of contemporary wildlife initiatives. However, while L1 is certainly the most 
flexible and widely used brand of EO imagery, the data remain unrefined, and typi-
cally require significant investments in order to generate useable information layers. 
Less well-known to the wildlife community is the wealth of  derived  L2 and L3 
products available from many sensors: biophysical and geophysical information 
attributes generated by science teams eager to add value to EO data for the benefit 
of researchers and managers in other fields. For example, the National Aeronautics 
and Space Administration’s (NASA’s) Earth Observing System of satellites support 
hundreds of L2 and L3 data products designed to contribute to the measurement 
and monitoring of our planet (Parkinson and Greenstone  2000) . While the global 
focus of EOS data emphasizes spatial scales that are often too coarse for detailed 
wildlife research, regional studies would be well-advised to take advantage of these 
underutilized – and often free – sources of information.  

 The strategy and cost of acquiring EO imagery and products depends primarily 
on the sensor and platform of interest. Sensors are managed by a wide range of 
corporate and government entities that operate under a variety of price structures 
and copyright arrangements. In general, public organizations such as NASA and 
the European Space Agency provide relatively low-priced outputs under generous 
copyright conditions, and archived image databases are often freely available to 
the public through various on-line geoportals. The International Center for Remote 
Sensing Education maintains a useful list of Internet clearinghouses and data distri-
bution portals for satellite imagery at   http://www.r-s-c-c.org    . Of particular interest 
to ecologists is the recent release of the full 30-plus-year archive of the Landsat 
mission into the public domain (Woodcock et al.  2008) , and available through the 
United States Geological Survey at   http://landsat.usgs.gov    . 

 Unlike the widely available low- and medium-spatial-resolution satellite sensors oper-
ated by government organizations, most high-spatial-resolution sensors are controlled by 
private corporations with more restrictive copyright policies and market-driven data 
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prices. Complicating the issue of data availability in these cases (and in some medium-
spatial-resolution systems as well) is the need to  task  the sensor in order to acquire 
imagery over a given area of interest. This obviously requires forethought and commu-
nication with the satellite operator. Projects seeking to purchase these types of data after 
the fact will often come away frustrated. Up-to-date information on pricing, availability, 
and tasking requirements is normally available from official sources on-line.   

11.3   Linking Information Needs with Remote Sensing Strategy 

 The widespread availability of digital imagery and sophisticated software packages 
has greatly enhanced the accessibility of remote sensing technology in wildlife 
ecology studies. However, the data and processing strategies are both varied and 
complex, and, as a result, the potential for misuse by the uninformed is high. Chief 
among all concerns regarding the use of remote sensing data sources and processing 
strategies is the selection of the  proper  tools and techniques, and a subsequent 
correct interpretation of findings. The ecological literature contains multiple 
references to disappointing experiences with remote sensing data products (e.g. 
Plummer  2000 ; Thogmartin et al.  2004 ; Gottschalk and Huettmann  2006) , and 

  Table 11.2    Summary of standard remote sensing data products. Product levels are generally 
consistent across earth-observing agencies and organizations throughout the world   

 Data product  Description  Example 

 L0  Reconstructed but unprocessed 
‘raw’ data with all available 
supplementary information 
(ephemeris, calibration) appended 

 Landsat 7 L0R 

 L1  Radiometrically corrected data 
converted to units of absolute 
radiance; often scaled to integers 
(digital numbers) for storage 
efficiency. Some L1 products have 
also been corrected for systematic 
geometric errors, and re-sampled to 
a user-specified map projection 

 Landsat 7 L1R (radiometrically 
calibrated) and L1G 
(radiometrically calibrated and 
geolocated) data; MODIS L1A 
(radiometrically calibrated) and 
L1B (radiometrically calibrated 
and geolocated) 

 L2  Derived biophysical and geophysical 
information products, distributed at 
the same locations and resolutions 
as the L1 source data 

 MODIS Surface Reflectance, LAI, 
Evapotranspiration, Land Cover, 
Sea, Sea Ice Cover, Chlorophyll 
Fluorescence, and Surface 
Temperature products 

 L3  Derived biophysical and geophysical 
information products that have 
been resampled in space and/
or time, often for the purpose of 
completeness and consistency. 
Resampling may include aspects 
organization of averaging and 
compositing 

 MODIS gridded land, ocean, and 
atmosphere products. Polar grids 
and climate modeling grids are 
also provided to facilitate use by 
those research communities 
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while some have asserted that the technology has failed to deliver consistently on 
its initial ecological promise, it seems clear that the larger issue revolves around a 
lack of solid understanding regarding the use of the remote sensing in an ecological 
setting (McDermid et al.  2005 ; Fassnacht et al.  2006) . As with all technical col-
laborations, there is an on-going need for users and producers of remotely sensed 
information to seek common ground with respect to the capabilities of the tools, 
and the wildlife community would benefit substantially from the development and 
adoption of a methodological framework that links ecological information needs 
with appropriate remote sensing strategy. 

 The past decade has witnessed a tremendous increase in the number of publicly-
accessible imaging platforms designed to deliver data at ever-increasing spatial, 
spectral, radiometric, and temporal resolutions. In addition to the familiar optical sys-
tems, there are the newly emerging technologies of lidar and various types of radar. 
While these recent choices have greatly enhanced our ability to conduct ecological 
modeling and monitoring activities, they also present complex challenges surround-
ing the selection of appropriate data and processing techniques. However, since the 
characteristics of ecosystems are generally determined by the primary tropic level – 
vegetation (Graetz  1990)  – the discussion of information–extraction strategies for use 
in ecological studies must begin with a review of the remote sensing scene model, and 
how it relates to vegetation as a hierarchical, multi-scale phenomenon.  

  11.4 Multi-Scale Vegetation Structure 

 Complex systems theory describes the behavior of ecological systems characterized 
by a large number of components interacting in a non-linear fashion and exhibiting 
adaptive properties through time (Kay  1991 ; Hay et al.  2002) . An important charac-
teristic of these systems – or at least, our perception of them – is that they intuitively 
take on the form of a nested hierarchy, in which finer objects (leaves, branches, 
trees) are nested within broader ones (stands, forests, cover types). These ideas are 
important, since they help to define conceptual models that categorize vegetated 
landscapes amongst scale domains, and express the spatial dimensions at which 
selected information occurs. These considerations are the foundation of a variety 
of classification systems (e.g. Anderson et al.  1976 ; Woodcock and Harward  1992 ; 
Franklin and Woodcock  1997)  that are designed to organize information hierarchi-
cally, and provide a helpful basis for linking ecological information with remote 
sensing data sources and appropriate information–extraction techniques.  

  11.5 The Remote Sensing Scene Model 

 Strahler et al.  (1986)  described the remote sensing model as one composed of three 
distinct elements: the sensor, the atmosphere, and the scene. The scene comprises 
the area of interest, which, in the context of a terrestrial ecology application, might 
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consist of a forested landscape viewed at a specific scale. A model of this landscape 
can normally be constructed as a series of two- or three-dimensional objects distrib-
uted on a homogeneous background (Jupp et al.  1988,   1989) . In real imagery, these 
objects would appear as groups of similar-looking pixels, and could take several 
different forms depending upon scale. For example, a conifer forest could be mod-
eled at fine scales as a series of two-dimensional objects representing trees, shad-
ows, and patches of understory, or, at a broader scale, as collections of structurally 
homogeneous forest stands. In these two cases, the groups of pixels in the imagery 
might appear similar, but they would represent markedly different ground objects. 

 One of the keys to understanding the nature of remote sensing imagery is to 
know the relationship between the objects of interest in the scene and the pixels 
in the image. Generally speaking, this relationship can be described as belonging 
to one of two distinct types: H-resolution or L-resolution (Strahler et al.  1986) . 
The H-resolution case occurs when the pixels are  smaller  than the objects under 
investigation; in other words, when there are many pixels per object. L-resolution 
imagery, on the other hand, occurs when the pixels are  larger  than the objects, or 
there are many objects per pixel. This designation is important, since it neatly sum-
marizes the physical relationship between pixels and objects: knowledge that can be 
exceptionally useful in selecting the appropriate image-processing techniques. 

 H-resolution imagery tends to display high amounts of local variability, and, as a 
result, contains large amounts of spatial information. In general, H-resolution scenes 
are best suited for classification; particularly strategies involving object-based 
approaches (e.g. Burnett and Blaschke  2003 ; Benz et al.  2004) , texture variables (e.g. 
Cohen and Spies  1992 ; Franklin and McDermid  1993 ; Carr and de Miranda  1998) , 
contextual decision rules (e.g. Gong and Howarth  1992 ; Groom et al.  1996 ; Sharma 
and Sarkar  1998) , and other forms of spatial analysis (e.g. Atkinson and Lewis  2000 ; 
Csillag and Kabos  2002) . By definition, classification involves the placement of pix-
els into distinct categories, and works best, therefore, on H-resolution entities that fit 
cleanly into information classes of interest defined at a specific scale. 

 L-resolution imagery, on the other hand, typically has low amounts of local vari-
ability, and, consequently, small quantities of spatial information. These scenes tend 
to be better-suited for a variety of sub-pixel analyses, such as mixture modeling (e.g. 
Hall et al.  1996 ; Atkinson et al.  1997 ; Heinz and Chang  2001) , or empirical tech-
niques that operate on a per-pixel basis and relate multi- or hyper-spectral response 
patterns to various intra-pixel properties (e.g. Michaelsen et al.  1994 ; Cohen et al. 
 2001,   2003) . The selection of an inappropriate processing strategy – texture analy-
sis in an L-resolution scene, for example, or per-pixel regression modeling in an 
H-resolution case – leads almost invariably to frustration to many users. 

 Since natural systems are comprised of a hierarchy of objects nested one inside 
another at different scales, a single image can be H-resolution with respect to some 
objects and L-resolution with respect to others. For example, Landsat imagery 
would be considered L-resolution with respect to tree objects, since a single 30 m 
pixel contains several individual tree crowns (top part of Fig.  11.1 ). However, at 
the stand scale, the same imagery would be considered H-resolution, since a 500-
ha forest stand can contain many different 30 m pixels (bottom part of Fig.  11.1 ). 
As a result, the  correct  information–extraction strategy is obtained not through 
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blind devotion to a single image type or processing routine, but depends on a rather 
more sophisticated evaluation of (1) the scale of the information desired and (2) the 
 spatial resolution of the imagery available.   

11.6   Critical Targets for Remote Sensing in Wildlife Ecology 

 The diversity of remote sensing systems and their varying spectral, spatial, 
 temporal, and radiometric resolutions allows for an impressive suite of wildlife 
ecology and habitat attributes to be modeled, predicted, and monitored through 

  Fig. 11.1    Examples of H- and L-resolution imagery for a forested scene. At the tree level ( top ), 
Landsat ETM+ pixels are L-resolution, while IKONOS panchromatic pixels are H-resolution. At 
the stand level ( bottom ) Landsat pixels are H-resolution, while visible-band MODIS pixels are 
L-resolution       
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time. Principally, these attributes provide information on such factors as land cover 
physiognomy, vegetation structure and condition, forage characteristics, specific 
nutrient concentrations, overall productivity, and biomass. From these attributes, 
information on the distribution of shelter, shade, and nesting resources for wildlife, 
as well as potential to meet their metabolic needs, can be assessed. We surveyed 
the literature to investigate the role remote sensing has played in contemporary 
wildlife research (Table  11.3 ). In the following section, we highlight a number of 
the critical attributes that have been successfully predicted using remote sensing 
technology and have high relevance for wildlife ecology studies. Remote sensing of 
animals – another key remote sensing contribution to wildlife ecology – is reviewed 
elsewhere (Gillespie  2001 ; Ramanujan  2004 ; Majumdar et al.  2005) .   

  11.7 Land Cover, Condition, and Change 

 A large number of key issues for wildlife management, including habitat suitability, 
land clearing and conversion to other land uses, and regional conservation planning, 
all require information on contemporary land cover condition and change. In most 
cases, remote sensing technology is used to predict  land cover  which is then used 
to infer spatially explicit habitat suitability for a wide range of wildlife species. 
One of the most common approaches to predicting land cover information from 
remotely sensed data is through the use of image classification, which involves 
the categorization of pixels a number of land cover classes, based on their similar 
spectral and/or spatial properties. When the user supervises this process by locating 
optimum examples of the land cover classes based on prior knowledge, field plots, 
or other information, the process is known as  supervised classification  (Richards 
and Jia  2006) . 

 Cannon et al.  (1982)  was one of the first researchers to utilize Landsat Multi-
Spectral Scanner (MSS) (80 m spatial resolution) imagery in a wildlife context, 
using 1978 MSS data to classify shinnery oak rangelands in Western Oklahoma, 
US. A strong positive correlation was found between percentage of grassland 
habitat and the population density of male lesser prairie chicken ( Tympanuchus 
pallidicinctus ). Even at this early adoptive stage, wildlife managers were encour-
aged to consider the use of timely satellite-based remote sensing observations as 
a cost-effective means of supplementing ground surveys. In a similar approach, 
Palmeirim  (1988)  undertook a supervised classification to generate a land cover 
map using Landsat Thematic Mapper (TM) imagery (30 m spatial resolution) to 
produce habitat suitability estimates for a number of avian species in northeastern 
Kansas. Seven land cover classes were predicted, and from this, patch statistics of 
different key land cover types such as the ratio of forest to grasses were calculated 
and related to different bird populations. 

 Also using Landsat TM data, Luoto et al.  (2004)  performed a supervised classi-
fication to produce a five-class land cover map of the boreal forests of Finland, and 
again, combined the land cover information with patch statistics and topographic 
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data to predict the distribution of selected bird species. Areas of high predicted-
bird-species richness in the boreal agricultural-forest mosaic were found mainly 
concentrated along river valleys with steep topography. Analysis indicated that the 
explanatory power of the topography-moisture models increased when the compo-
sition and land cover information, derived from remote sensing, were included. 

 Rather than undertaking a broad land cover classification, Peery et al.  (1999)  
classified TM imagery into seven classes, using a supervised classification 
approach which captured a range of conifer age classes, as well as aspen stands, to 
predict Mexican spotted owl ( Strix occidentalis lucida ) distributions. Raw spectral 
bands and image band ratios were combined with topographic data in the final clas-
sification. Habitat composition and suitability was then assessed by overlaying the 
mapped home ranges of the species. Results indicated that Mexican spotted owls 
occurred in sites with more mature, mixed conifer species, and with proportionally 
less pinyon pine, than random sites on the landscape. 

 Miller and Conroy  (1990)  employed slightly finer SPOT High Resolution 
Visible (HRV) imagery (20 m spatial resolution) and a supervised classification 
to predict seven land cover classes ranging from agriculture and native grasses 
to a variety of broadleaf successional stages. Maps of the early seral stages were 
then linked to potential habitat for the Kirtland’s warbler ( Dendroica kirtlandii ), 
an endangered species wintering in the Bahamas. In their conclusions, Miller and 
Conroy  (1990)  highlighted that remotely sensed data provided critically important 
information due to its timeliness and ability to provide information on vegetation 
composition in areas which were logistically difficult to access. 

 In a number of countries, remote sensing-based land cover maps have been 
generated over extensive areas, and are publicly available (for example, the 2001 
National Land Cover Database of the United States –   http://www.mrlc.gov    ; the 
Land Cover Map of Great Britain –   http://www.ceh.ac.uk/data    ; and the land cover 
map of the forested region of Canada –   http://www.pfc.forestry.ca/EOSD    ). Cardillo 
et al.  (1999)  assessed the benefit of a remote sensing-derived land cover map of 
Great Britain based on a supervised classification of land cover with 25 classes. 
These land cover maps were aggregated to a 1 × 1 km grid and then related to the 
richness and occurrence of 29 terrestrial mammals from four regions of Britain. 
Results indicated that over the entire country, the predictive power of the land cover 
information was poor and explained less than half of the variation in mammal spe-
cies richness and occurrence. This predicative ability was considerably stronger 
however when the country was stratified into regions and analyzed separately 
( R  2  = 0.21–0.55 for the stratified regions, versus  R  2  = 0.05–0.29 for the aggregated 
data). The same land cover dataset was also used by Fuller et al.  (2005)  to examine 
bird habitat preferences across south-eastern England. They found the land cover 
products to be an effective way to link predictions of bird species richness to  habitat, 
and that the maps captured strong regional patterns associated with distinctive habi-
tat assemblages. The authors concluded that remote sensing was an excellent tool 
to assess habitats, comprehensively, over large areas. 

 In addition to birds, remote sensing technology has also been used to map 
land cover in support of other wildlife studies. Waller and Mace  (1997)  utilized a 
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Landsat TM supervised classification to obtain seven land cover classes to predict 
grizzly bear ( Ursus arctos ) populations in Montana, US. Results indicated the bears 
utilized avalanche chutes and slab rock (classified as soil and bare ground) all year 
round, whereas shrub and timber harvest areas were selected relative to availability 
in summer and fall. Clear patterns of movement were also differentiated using a 
combination of the land cover maps with data from radio-collared bears. Recent 
work with grizzly bears in Alberta (Nielsen et al.  2006)  has examined relationships 
between spatial landscape structure, human-caused landscape change, grizzly bear 
health and population performance through combined use of remote sensing tech-
nology, Global Positioning System (GPS) radio-telemetry, wildlife health evalua-
tion, and molecular techniques. 

 Elk ( Cervus canadensis ) habitat mapping was undertaken by Huber and Casler 
 (1990)  in Colorado, US. Again, a land cover map was produced using a supervised 
classification with 13 classes of forest, grass, and shrub communities. Results showed 
that the large number of detailed forest classes resulted in significant misclassification 
of some of the key classes critical for elk habitat mapping. The study concluded cau-
tion should be exercised when attempting to classify highly-detailed land cover types, 
which may not appear spectrally distinct from other classes in satellite data. 

 In the above cases, satellite remote sensing imagery was classified using a super-
vised approach, wherein the user guides the land cover classes being created through 
training data.  Unsupervised classification  involves the statistical examination of a 
sample of image pixels with the goal of dividing the image into spectral classes based 
on the inherent spectral clusters present within the image. Unlike supervised clas-
sification, unsupervised approaches do not require the user to specify training data 
to initiate the process, rather classes are labeled after the classification process based 
on ground truth information. Debinski et al.  (1999)  used an unsupervised classifica-
tion approach on Landsat TM imagery to produce an initial separation of 50 classes, 
which allowed for subsequent discrimination of gross land cover types, both individu-
ally and along a hydrological gradient. Each spectral class was subsequently identi-
fied and labelled using aerial photography and personal knowledge of the study area, 
resulting in a detailed and locally-specific vegetation map. Six non-forested meadow 
classes, representing a distinct xeric-to-hydric gradient, were mapped and correlated 
to the abundance of a number of butterfly and bird species. Results indicated that the 
sites of highest species richness coincided for both birds and butterflies, and could be 
found predominately in the mesic meadows. Hatten and Paradzick  (2003)  employed 
a similar unsupervised classification routine to map vegetation and floodplain 
land cover types, developing a relationship with southwestern flycatcher habitat in 
Arizona, US. The method provided a basis for predicting landscape configuration at 
both the local site location and environments 200 km further away. 

 In the tropics, Ortega-Huerta and Medley  (1999)  performed an unsupervised 
classification on Landsat TM imagery to derive a range of land cover classes for 
input into a jaguar ( Panthera onca ) habitat suitability model for sites in Mexico. 
Land cover classes were combined with topography and hydrological layers to map 
optimum jaguar habitat and provide management criteria to maintain and further 
enhance available habitat. Similarly, Cua on  (2000)  compared land cover and land 
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cover change data from 1974 to 1986 derived from Landsat MSS data to a number 
of mammal abundance records in Neotropical regions of South America. Results 
indicated that there was a declining trend in the amount of habitat suitable for 
approximately 59% of the tropical species examined. 

 Image classification techniques can also be applied to high-spatial-resolution 
imagery from satellite or airborne platforms. Dechka et al.  (2002) , for example, 
applied both supervised and unsupervised techniques on two Ikonos satellite 
images (4 m spatial resolution) to map a number of wetland habitat classes and 
vegetation communities in southern Saskatchewan, Canada. A number of image 
processing approaches were used, resulting in a range of accuracies of land cover 
classes, including a key wetland habitat class used to map waterfowl and migratory 
bird patterns across central Canada.  

  11.8 Biomass and Primary Production 

 There is strong evidence that contemporary climate drives broad-scale species rich-
ness gradients of both plants and animals (Hawkins et al.  2003) . For plants, it is 
widely accepted that energy and water together drive diversity and form (Currie 
and Paquin  1987 ; Leathwick et al.  1998 ; Francis and Currie  2003) . For animals, 
energy either alone or in combination with water has been linked to large-scale 
variation in diversity, depending largely on the location in the world the study is 
focused (Hawkins et al.  2003) . Primary production can be derived using remotely 
sensed data by examining the spectral reflectance centered on the near-infrared and 
visible red bands of the electromagnetic spectrum. Within-leaf scattering is high in 
the near-infrared region, thus the reflectance signal returned from the canopy is also 
high in this spectral region. In contrast, the red wavelengths of the electromagnetic 
spectrum are selectively absorbed by leaf pigments, which results in low reflectance 
in these bands (Coops et al.  2007) . As a consequence, foliage area and increasing pho-
tosynthetic activity are correlated to the contrast in reflectance between near-infrared 
and red wavelengths. The Normalized Difference Vegetation Index (NDVI) is the 
most common and widely-applied of these  vegetation indices . NDVI has been used 
as an estimator of ‘greenness’ (Stow et al.  2007)  and a surrogate for large number 
of vegetation attributes, including biomass, leaf area index, phytomass, amount of 
green cover, productivity, photosynthetic activity, and leaf nitrogen content (Turner 
et al.  1992 ;    Huete et al.  1994 ; Asner and Wessman  1997) . 

 Bailey et al.  (2004)  computed the annual maximum value of Landsat NDVI to 
provide an estimate of maximum annual primary productivity and the relationship 
between this measure of productivity and its spatial heterogeneity and bird and but-
terfly species richness was then examined. Positive linear relationships between the 
Landsat imagery and the number of functional guilds of birds and species richness of 
neotropical migrant birds were found. Spatial variation in NDVI however was nega-
tively correlated with number of functional guilds, and species richness,of resident 
birds. In a more species-specific study, Wallin et al.  (1992)  analyzed a time sequence 
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of 1-km NDVI data from the NOAA Advanced Very High Resolution Radiometer 
(AVHRR) sensor to relate vegetation dynamics to potential breeding habitat of the 
African weaver-bird. The very large continental spatial scale of the imagery, com-
bined with the highly mobile nature of the species, made the scale of the datasets well-
matched. The results demonstrated that coarse-spatial-resolution satellite data could 
be effectively used to monitor potential breeding habitat through time. Relationships 
between avian species diversity and annual vegetative biomass were also found in 
Senegal using broad-scale satellite information on vegetation greenness (Jorgensen 
and Nohr  1996) . Similarly, Skidmore et al.  (2003)  predicted mammal and bird species 
richness using broad-scale (1 km spatial resolution) satellite indicators of vegetation 
greenness. However, they noted that climate parameters were better predictors of spe-
cies richness than the satellite data alone. Bonn et al.  (2004)  used a similar approach 
to investigate the relationship between species richness and productivity, and found 
that higher productivity levels do relate to higher levels of species richness. 

 Rodriguez et al.  (2005)  utilised a global vegetation index (GVI – an indicator of 
standing plant biomass), obtained from the AVHRR at 1 km spatial resolution to 
predict amphibian richness. Results indicated that while potential evaporation was 
the best explanatory variable overall, plant biomass derived from GVI was almost 
as good as potential evaporation at predicting amphibian richness, suggesting that 
plant productivity plays a role in determining diversity for this group. Van Bommel 
et al.  (2006)  used NDVI from a number of seasonal Landsat TM scenes to develop 
subclasses of broad physiognomic vegetation types in Botswana and related them to 
the occurrence of impala at landscape scales, under seasonally varying conditions. 
Results indicated that impala displayed selectivity for vegetation subclasses assigned 
on the basis of NDVI characteristics only, and not climate, allowing simple popula-
tion models to be developed. Given the recent progress in the fields of satellite track-
ing of animals in the field (Amstrup et al.  2004)  and vegetation condition assessment 
using the NDVI and other indices, a strong link between animal movements and 
functional vegetation analysis using remote sensing was proposed. Earlier, Verlinden 
and Masogo  (1997)  utilized AVHRR-derived NDVI and found excellent relationships 
between NDVI and green grass conditions in the Kalahari of Botswana. Based on 
these predictions of green cover, the density and distributions of a number of species, 
including wildebeest, hartebeest and ostrich, were made. In general, relationships 
between NDVI and animal distribution were difficult to test using the available pres-
ence/absence data. However, results indicated that both ostrich and wildebeest were 
associated with areas with higher NDVI. The authors concluded that NDVI from 
AVHRR data could be used to monitor suitable habitat in the wet season for some 
abundant species that preferentially select green patches in their environment. 

 In a study which attempted to employ phenological information from NDVI time 
series, Stow et al.  (2004)  used the annual median and rate of change of NDVI to 
estimate the quality and quantity of green forage that was available to the Porcupine 
caribou herd in northern Alaska and the Yukon Territory of Canada. At the broad 
scale, females were found to select annual calving grounds with a high proportion 
of easily-digestible forage (characterized by a high rate of NDVI increase), and then 
locally select concentrated calving areas with relatively high plant biomass. The 
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amount of forage available at peak lactation times of the year provided the best model 
of calf survival. The authors concluded the timing of snowmelt and vegetation phe-
nology influenced both the annual selection of calving areas and subsequent survival 
rate of the calves. Similarly, Nilsen et al.  (2005)  linked satellite measured greenness 
with measures of fauna diversity by comparing variations in the mean and seasonal 
greenness over a two year period with the home ranges of 12 carnivore species in the 
northern hemisphere, testing the hypothesis of Harestad and Bunnell  (1979)  that spe-
cies’ home ranges should decrease as a function of increasing productivity. Results 
indicated that the accuracy of prediction of eight of the 12 species’ home range sizes 
was improved through the inclusion of satellite estimated greenness.  

  11.9 Energy Relations 

 In grasslands in particular, information on vegetation productivity and biomass can 
be combined with remotely sensed estimates of land surface temperature. As NDVI 
increases over grasslands, a linear decrease in surface temperature can be observed. 
This pattern is ascribed to an increase in latent heat flux away from the surface due 
to transpiration by grassland plants. While this relationship changes based on land 
cover type and season, it can be exploited to describe the moisture availability of 
the landscape (Hill  2004) . This type of analysis has been applied in epidemiology 
studies such as estimating risk for the snail-borne diseases caused by  Schistosoma  
spp. and  Fasciola  spp. Models using NDVI and temperature data derived from the 
AVHRR over regions of Ethiopia explained over 90% of the variance in observed 
snail sample sites (Kristensen et al.  (2001) . 

 Torgersen et al.  (1999)  utilized remotely-sensed stream temperature data to 
evaluate changes in the riverine habitat and thermal spatial structure that may influ-
ence the distribution patterns of Chinook salmon (Oncorhynchus tshawytscha). Using 
airborne thermal imagery, at 20–60 cm spatial resolution in north-eastern Oregon, 
results indicated that cool-water temperature patterns were strongly related to salmon 
distributions. The authors concluded that the heterogeneity of thermal properties in 
streams should be recognized for their biological potential to provide habitat informa-
tion for species existing near the margin of their environmental tolerances.  

  11.10 Chemical/Pigment Constituents 

 An important application for remote sensing technology, in addition to the classification 
of land cover and habitat types and the prediction of biomass, is the detection of 
different vegetation characteristics based on underlying pigment and chemical 
constituents. These differences in the composition of vegetation are often diffi-
cult to detect, since the changes are often subtle and gradual, with species having 
many similar spectral characteristics. These surveys however can be successfully 
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undertaken using data with very fine spectral resolution, allowing finer detail in 
the spectral signatures of vegetation to be examined. This type of remote sensing 
imagery is available predominately from airborne sensors, such as the Airborne 
Visible/Infrared Imaging Spectrometer (AVIRIS) and the Compact Airborne 
Spectrographic Imager (CASI). Most recently, however, the Hyperion sensor 
onboard the Earth Observer (EO1) satellite platform, launched in 2000, provides 
similar imagery over larger areas in a more cost-effective manner. Finally, spectra 
can also be obtained from hand-held instruments, using near-infrared reflectance 
spectroscopy, allowing for in situ estimation of detailed vegetation properties. 

 Initial research in this area was undertaken by Norris et al.  (1976)  who utilized 
near-infrared-reflectance spectra of 87 samples of ground dry forages such as 
alfalfa and tall fescue. Multiple-linear-regression techniques were used to deter-
mine the optimum wavelengths for predicting each of the chemical concentrations, 
with the authors concluding that infrared reflectance has the potential to assist in 
the rapid evaluation of forage quality. 

 McIlwee et al.  (2001)  investigated the potential of hand-held reflectance spec-
troscopy as to assess the chemical constituents of Eucalyptus leaves in Australia, 
and thus directly assess the quality of intake of foliage by gliders and possums. 
The authors concluded that concentrations of foliar nitrogen, tannins, and phenolics 
could be estimated using regression approaches correlating near-infrared reflectance 
spectra of foliage samples. Spectral-based models of food intake were found to be 
highly accurate for both species, and these models were then used to assess the food 
intake for gliders and examine the relationship between leaf palatability and food 
preferences of the mammals. Differences in leaf palatability for a number of tree spe-
cies were consistent with the known food preferences of greater gliders, and it was 
concluded that field-based spectroscopy provides a powerful tool for predicting the 
foraging behavior of herbivores in situations where forage choices are determined by 
the compositional attributes of food. In a follow-on study, Dury et al.  (2001)  assessed 
the feasibility of extending the results spatially across larger areas using airborne 
remotely-sensed canopy biochemistry. Using laboratory spectra, they first reported 
on developing calibration equations for key concentrations based on the reflect-
ance spectra, then scaled-up the relationships using airborne hyperspectral imagery 
(HYMAP). Strong correlations were found to exist between canopy-level pigment 
contractions and mean spectra. The study also identified several other spectral bands 
that corresponded to other key chemical concentrations, with the authors concluding 
that airborne HYMAP data could be used to estimate selected foliage chemical con-
centrations at the canopy level with acceptable accuracy (Huang et al.  2002) .  

11.11   Non-Photosynthetic Vegetation 

 In addition to live vegetation components, information on dry plant materials such 
as dry leaves, dry reproductive structures, bark, and woody debris can also provide 
important insights to wildlife populations and abundance, due to their key roles as 
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both food source and shelter. Elvidge  (1990)  acquired very fine, hand-held spectra 
of green leaf (or green stem), senesced leaf, decayed leaf, brown wood, grey wood 
and bark for eight tree species including sagebrush, pinyon pine, white peppermint 
and sycamore. Results showed that the spectral features of dry plant materials bear 
little resemblance to those of green leaves. Green leaf spectra are dominated by the 
spectral features of chlorophyll and water, but when leaf senescence occurs these 
two compounds are lost and a host of previously-masked spectral features emerge. 
Elvidge  (1990)  concluded that all previous vegetation indices had been based on the 
spectral features of green vegetation. The development of vegetation indices for dry 
plant materials will be of major utility in assessing the biomass and biochemistry of 
dormant plant communities, vegetation stress, and measuring fuel loadings in areas 
subject to fire, and may also have a key role to play in biodiversity assessment. 

 Following on these ideas, Kawamura et al.  (2005)  employed AVHRR and 
Moderate Resolution Imaging Spectroradiometer (MODIS) sensors to detect sea-
sonal vegetation changes (phenology) with regard to forage quantity and quality, 
focusing on, amongst others, attributed dead standing biomass. The dynamic range 
of the MODIS NDVI was analyzed and its sensitivity in discriminating between 
vegetation differences was evaluated across sparsely- and densely-vegetated areas. 
Results suggested that the MODIS NDVI can reliably detect the phenology and 
attributed dead biomass forage quantity and quality of grassland steppe areas. 

 In research on understory fuel loads associated with fire potential, Roberts et al. 
 (1992)  developed techniques to map non-photosynthetic vegetation (NPV), shade, 
and soil from a hyperspectral AVIRIS airborne image, and then interpreted these 
maps in an ecological context. Results confirmed the maps of NPV were distin-
guished from soil through spectral variations attributed to lignin and cellulose. 
These types of spatial predictions, in addition to being useful for fire fuel estima-
tion, have direct relevance on wildlife habitat, wherein these components provide 
food, shelter, and grazing (Wessman et al.  1997) . Similarly Jia et al.  (2006)  used 
airborne AVIRIS imagery to map major forest components in montane coniferous 
forests in Colorado, US. Again, mapping the fractional covers of NPV and bare soil 
proved critical, with high fractions of NPV and bare soil found in areas with recent 
disturbance such as fire or insect infestation.  

  11.12 Vertical Vegetation Structure 

 Thus far, all the techniques discussed in this chapter have employed  passive  sat-
ellite or airborne data. These systems, such as Landsat, collect data by sensors 
operating in the visible and infrared regions of the spectrum, designed primarily to 
detect reflected light and temperature (such as weather or meteorological satellites). 
Alternatively,  active  remote sensing systems are those that emit energy, in one form 
or another, and then measure the rate or amount of return back to the instrument. 
Active sensors can therefore operate under expanded meteorological conditions, 
since solar illumination is not required. The choice of active versus passive systems 
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for vegetation structural mapping will depend primarily on the information need. 
Since active sensors can operate regardless of weather, they may be most effec-
tively used in areas where there is perpetual cloud cover (e.g. tropical rainforests) 
(Lefsky and Cohen  2003) . Synthetic aperture radar (SAR) is one form of radar 
remote sensing that utilizes microwave wavelengths many times longer than that of 
visible light. Terrestrial lidar sensors typically capture data at a single spectral band, 
often between 900 and 1,064 nm using cohesive laser beams operating primarily 
on airborne platforms. 

 Information on vertical vegetation structure is difficult to quantify from passive 
remote sensing technology, and yet is a key mechanism underlying many wildlife–
habitat models. Manual survey of vegetation structure becomes prohibitive in terms 
of time and cost if sampling needs to be of sufficient density to characterize fine-
grained heterogeneity at a landscape extent (Bradbury et al.  2005) . Zimble et al. 
 (2003)  characterized a suite of vertical and horizontal forest attributes at fine scales 
for inclusion in decision-support systems in central Idaho. Analysis of field-derived 
tree height variance demonstrated that this metric could accurately distinguish 
between single-storey and multi-storey vertical structural classes. 

 Mason et al.  (2003)  used a combination of lidar and high-spatial-resolution opti-
cal data to extract information on landscape and vegetation structure at a spatial 
scale fine enough to match the fine-grained predictor variables used in most wild-
life–habitat models. Results for the predicted abundance of two bird species, the 
sky lark and the great/blue tits, indicated that the derivation of vegetation structure 
data from airborne lidar has several clear advantages over field surveys in the con-
struction of habitat models. First, the vertical resolution and sampling density of the 
data is equivalent or better than that which can be achieved by field measurement; 
second, the vertical and horizontal resolution available from LIDAR is scalable to 
landscape scales; and finally, the predicted attributes from these data allow hetero-
geneity in vegetation structure to be expressed at a variety of spatial scales, ranging 
from the foraging patch or territory to landscape (Bradbury et al.  2005) . 

 Nelson et al.  (2005)  utilized an extensive lidar dataset over the state of Delaware 
to identify forested sites that potentially could support Delmarva fox squirrel (DFS; 
 Sciurus niger cinereus ) populations, an endangered species endemic to mature for-
ests with open understories. The study indicated that, based on site characteristics 
of known habitat, a systematic airborne lidar data can be used to screen extensive 
areas of forest to locate potential DFS habitat, and that over 70% of locations met 
the canopy structural criteria thus supporting DFS populations, according to a 
habitat suitability model. The authors recommended also that a systematic survey 
across the county and state could be developed and undertaken at regular intervals 
to monitor changes to the areal extent of potential habitat over time. 

 In contrast to lidar data, radar remote sensing employs microwave energy 
emitted from airborne or spaceborne antennas, rather than laser bursts. These 
microwave pulses are emitted and received at wavelengths from 1 cm to 1 m and 
are configured on either a single vertical or horizontal plane (known as polarization; 
Coops  2002) . Operationally designated wavelengths for radar are 3 cm (X-band), 
5.5 cm (C-band), 24 cm (L-band) and 68 cm (P-band). Surfaces inclined towards 
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the radar will have a stronger reflection (termed backscatter) than those which slope 
away from the radar. As a result, smooth flat surfaces will reflect little or no micro-
wave energy and thus will appear dark in radar images. Vegetation, which is usually 
moderately rough at the scale of most radar wavelengths, appears gray. 

 A key attribute affecting the response of vegetation on radar backscatter is vegeta-
tion structure, in particular the vertical distribution of biomass through the canopy. 
As a result, the natural and anthropogenic processes that affect vegetation structure, 
such as regeneration and succession, can be readily-apparent in radar imagery. 
Kasischke et al.  (1997)  undertook a detailed review of the application of radar in 
ecological studies and highlighted a wide range of radar applications, including 
land cover classification (Henebry and Kux  1995 ; Hoekman and Quinones  2000) , 
measurement of above ground woody biomass (Bergen and Dobson  1999) , and 
delineation of wetland inundation (Falco et al.  1996) . Imhoff  (1995)  compared forest 
canopy biometric data from a variety of tropical and sub-tropical forests with vary-
ing structural differences to simulated scenes of radar backscatter, showing that the 
structure of forest stands can have a considerable effect on backscatter amount, even 
when the amount above ground biomass remains equivalent. Beaudoin et al.  (1994)  
utilized multi-polarized P-band data to document significant correlations with forest 
biomass, and found backscatter amount to be sensitive to a variety of ground surface 
attributes such as plant undergrowth, relief, and soil conditions.    Yanasse et al. (1997) 
showed the ability of L-band, HV-polarized data to detect biomass changes occur-
ring during tropical forest succession, and found backscatter to provide an accurate 
measure of biomass when soil conditions were dry. Imhoff et al.  (1997)  integrated 
aerial photography and field data with P-, L-, and C-band SAR data obtained from 
NASA’s airborne AIRSAR system to study landscape spatial heterogeneity and 
bird community ecology at Kakadu National Park in Australia. Results indicated 
that SAR data were able to discern structural vegetation differences, and that mul-
tispectral sensors successfully identified floristic differences relevant to bird habitat 
quality. The authors concluded that the developed approaches advanced the use of 
SAR data for three-dimensional mapping of animal habitats from remotely sensed 
data (Imhoff et al.  1997) . 

 Dobson et al.  (1995)  used multi-polarized SAR data and ancillary terrain 
information to estimate a range of forest structural attributes in boreal forests 
of Northern Michigan, including basal area, height, and dry crown biomass. 
Results indicated that biophysical attributes could be estimated with relatively 
small errors from SAR data, and that the combination of shorter wavelengths (X 
and C) yielded substantial improvements in estimates of crown biomass. Despite 
this success, a number of other studies have found SAR to be unresponsive to 
biomass when a certain threshold has been reached. For example Rauste et al. 
 (1994)  found that L-band SAR reached saturation at 70 mg/ha. The recent launch 
of advanced satellite-based SAR platforms, including the Canadian 3-m-resolu-
tion, fully polarimetric RADARSAT-2 instrument, potentially promises future 
advances on this front. 

 Demonstrating the exciting potential of  integrated  passive and active remote 
sensing data sets, Hyde et al.  (2006)  investigated the estimation of structural 
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information from lidar, SAR, and optical sensors including Landsat to combine 
the highly-accurate vertical information available from active remote sensing with 
the broad-scale capabilities of optical imagery. The results indicated that while 
lidar was the best single dataset for estimating stand height and biomass, the use 
of Landsat metrics in addition, improved the prediction of large tree structures. 
Results also showed that high-spatial-resolution Quickbird imagery improved 
estimates only marginally when compared to the lidar datasets, however the com-
bination of all sensors combined was better than lidar alone, however only slightly 
better than the dual combination of lidar and Landsat. 

 Despite the overriding message here that active remote sensing instruments are 
better-suited for extracting vegetation structural information, a number of authors 
have reported considerable success using passive high-spatial-resolution opti-
cal imagery from either satellite or airborne systems (Wulder et al.  2004) . These 
include estimation of individual crown closure (Cohen et al.  1995,   2001) , prediction 
of stem density and stand height (Franklin and McDermid  1993) , and classification 
of relative stand age or stage of development (Cohen et al.  1995,   2001 ; Franklin et 
al.  2001 ; Nelson et al.  2005) . Employing high-spatial-resolution imagery to extract 
structural attributes also lends itself to the use of textural attributes, which can 
provide information on stand crown gaps (Blackburn and Milton  1997)  and foliage 
estimation (Wulder et al.  1998) . Additionally, the derivation of image variance and 
semivariance to provide measures of stand structure (St-Onge and Cavayas  1997 ; 
Wulder et al.  1998 ; Levesque and King  2003) , and the fitting of spatial statistical 
models such as semivariograms to represent forest structure (Levesque and King 
 2003) , has also been successful. In this latter approach, the semivariogram range, 
sill, and nugget are fitted to image objects and subsequently interpreted. For exam-
ple, Coops and Catling  (1996)  used a modified local variance method that assessed 
the changes in the standard deviation of a moving 3 × 3 window on successively 
spatially degraded images. A relationship was then developed that related the maxi-
mum level of variance observed with the vertical distribution of biomass within 
a forested canopy. These assessments were then applied to estimate mammalian 
distributions and abundances over large areas (Coops and Catling  2002) .  

  11.13 An Application Framework 

 An application framework is a strategy for optimizing the appropriate remote sens-
ing data and methods in an ecological context (Phinn et al.  2003) . The process con-
sists of a number of steps, including: (1) identifying the information requirements 
for the project (e.g. McDermid et al.  2005) ; (2) organizing the information needs 
into an ecological hierarchy (e.g. Franklin and Woodcock  1997) ; (3) conducting 
an exploratory analysis using existing digital data (e.g. Franklin  2001) ; (4) iden-
tifying the ideal remote sensing data, considering spatial, spectral, radiometric, 
and temporal resolutions (e.g. Lefsky and Cohen  2003 ; Coops et al. 2006); (5) 
selecting and applying a suitable set of processing strategies to extract the required 
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information (e.g. Wulder  1998 ; Campbell  2007) ; and (6) conducting a cost-benefit 
analysis (e.g. de Bruin and Hunter  2003) . In developing this application framework 
for ecological studies, Phinn et al.  (2003)  stressed the importance of the (typically) 
interdisciplinary analysis team understanding that the specifications for the ideal 
remote sensing data can vary, depending on vegetation conditions, study area size, 
and available image processing techniques. The choice of data should dictate – at 
least initially – the subsequent image processing techniques to be pursued: in gen-
eral, classification for H-resolution data and per-pixel modeling for L-resolution 
imagery. Assessing the benefits of the resulting investment should take into 
account, among other things, the accuracy of the information products generated, 
the value of the resulting habitat maps, and the utility of the vegetation database for 
other resource management applications.      
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Chapter 12
Spatial Data Management Through Metadata: 
Global Concepts, Formats, Tools and 
Requirements

Vivian Hutchison

In an age of increasing technological abilities and access to information, metadata 
represents a critical element in information-sharing environments. Data manage-
ment is greatly enhanced by the use of metadata standards. It provides for the 
foundation for data to be used by the public. Metadata assure a consistent way to 
display information describing datasets and other research. Consequently, the use of 
metadata standards in spatial data management environments also greatly facilitates 
data exchange processes. Metadata repositories serve as valuable tools to research 
data that has already been collected, analyzed, and reviewed because they give 
users an opportunity to evaluate existing information in order to make informed 
decisions. Repositories also offer an invaluable opportunity for collaboration 
between organizations on research projects. Furthermore, the creation of metadata 
provides a systematic documentation of valuable resources developed by an organi-
zation, which benefits the organization by capturing institutional knowledge to be 
preserved. Records provide a method for maintaining information for future use, and 
a standard way to share information with data catalogs and clearinghouses.

12.1 Metadata Standards for Spatial Data Management

A metadata standard is a common set of terms and definitions that are presented in a 
structured format. In essence, metadata is documentation that can answer questions 
– who, what, when, where, why, and how – that describe every facet of the data or 
resource being documented. The metadata record captures content, quality, acces-
sibility, collection methods, processing, and availability of a dataset for use by others. 
It is extremely important to use established standards in the documentation of 
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geospatial datasets because the more standardized the structure and content of the 
information, the more efficiently it can be used by both computers and humans.

Four important standards have been established to describe datasets with a 
geospatial focus. When President Clinton signed Executive Order 12906 in 1994 
requiring all Federal government agencies in the United States to create and 
publish metadata, the Federal Geographic Data Committee (FGDC) was assigned 
to develop a standard. It was titled “Content Standard for Digital Geospatial 
Metadata” and has subsequently been adopted by many other organizations beyond 
the Federal government interested in data sharing and interoperability with spatial 
data resources developed by the government. Further, it has been adopted as the 
required standard by over 200 national and international catalogs and clearing-
houses worldwide.

A metadata profile contains additional elements that are incorporated into the 
main metadata standard to fill the need of a particular community. These profiles 
are officially approved by the FGDC. For example, biologists needed elements in 
the standard that allow frequently used information in biology such as taxonomy 
and methodologies to be documented. The Biological Data Profile (BDP) was 
developed by the National Biological Information Infrastructure (NBII) to fill this 
need. It was approved in 1998. Other profiles have been developed to serve other 
types of communities such as the Shoreline Data Profile, developed by the National 
Oceanic and Atmospheric Administration (NOAA), and the Remote Sensing Profile, 
created by the FGDC.

Another standard, Ecological Metadata Language (EML) was developed by 
a collaboration of individuals at National Center for Ecological Analysis and 
Synthesis (NCEAS), the Long Term Ecological Research Program, and the Joseph 
W. Jones Ecological Research Center. The standard was developed to better docu-
ment projects in ecology and for using sensors. The standard was built in a modules 
and extensible fashion; such that users of the standard can determine which modules 
are most pertinent to describing their data, literature, and software resources. These 
modules can then be linked through a crosswalk to other established standards. 
EML is implemented in eXtensible Markup Language (XML) format.

The National Aeronautic Space Administration (NASA) Global Change Master 
Directory (GCMD) program developed a metadata standard in 1987 that pre-
ceded the establishment of the FGDC standard in 1994. It is called the Directory 
Interchange Format, or DIF standard, and it concentrates on the documentation of 
Earth Science data. When the FGDC standard was established as the official Federal 
standard in 1994, elements were added to the DIF to make it more compatible with 
the FGDC standard. The DIF exists today because it is a standard that provides 
more rigorous rules for information entry than other standards demand, making 
search and retrieval more efficient. GCMD provides a technical crosswalk from the 
DIF to other major standards, including the FGDC standard.

Finally, the International Organization for Standardization (ISO) has completed 
a metadata standard for documenting geospatial datasets that was approved by the 
American National Standards Institute (ANSI) in 2004. ISO is a non-governmental 
industrial organization that establishes standards for the international exchange 
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of goods and services. It’s widely supported by OECD (Organisation for the 
Economic and Commercial Development). Development of elements included 
in the ISO 19115 standard show influence primarily from the FGDC Content 
Standard for Digital Geospatial Metadata and the Australia ANZLIC Spatial Land 
Information Council standard.

ISO 19115 adds functionality not found in the FGDC standard, for example, in 
areas such as multi-lingual data sharing, topic categories for high-level metadata 
classification, unique identifiers for metadata records, roles and responsibilities for 
a dataset, and descriptions of geospatial service metadata. Countries are encouraged 
to create profiles to the ISO standard for which the conditionality of elements can 
be established (mandatory, mandatory if applicable, optional) and elements can be 
added to reflect areas of importance to a country or region. For example, Canada, 
the United States, and Mexico have produced the “North American Profile,” or 
NAP, to the ISO standard. It is expected to be released in the late fall of 2008. 
The NAP will essentially become the next version of the FGDC Content Standard, 
currently used in the production of metadata records in the United States. In addition, 
organizations such as the NBII will be gathering the biological community together 
to produce a biological extension to the NAP that can be employed if a dataset is 
biological. Other organizations will produce extensions in a similar manner for 
remote sensing, marine data, and shoreline data. These extensions will be approved 
by the FGDC before their release.

The following Table 12.1 outlines the major standards and profiles for geospatial 
data description and websites where more information can be found. (Note that 
there are many other metadata standards that describe different types of data. Those, 
such as Darwin Core [for museum specimens] and Dublin Core [Primarily for web 
resources] are not listed here.)

12.2 Metadata Clearinghouses

Metadata clearinghouses are repositories for metadata records that provide effective 
search mechanisms for users. These clearinghouses are essential means for data 
sharing, and are rapidly improving in functionality. In the recent past, metadata 
clearinghouses were primarily useful for mere search and discovery purposes; how-
ever, they are progressing rapidly into dynamic tools that provide users with a more 
robust research experience and for linking Metadata into workflows for assessing, 
using and interpreting data in-time and online. There are many examples of such 
repositories.

GeoSpatial One Stop (GOS) is a major repository for metadata records on a 
variety of topics, and from a variety of contributors. Through a series of data 
portals, geodata.gov aims to become “Your One Stop Shop for Federal, State, and 
Local Geographic Data.” The system currently has hundreds of metadata providers 
and offers a variety of activities that can be performed by a user that include finding 
data or map services, making a map, and publishing data and map services.
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Other clearinghouses specialize in certain topical areas. The NBII, for example, 
hosts a metadata Clearinghouse that focuses on biological metadata records. This is 
perhaps not surprising since the NBII, a collaborative effort coordinated by the U.S. 
Geological Survey, provides access to data and information on the nation’s biological 
resources. The NBII Clearinghouse presents an opportunity to discover metadata, 
create an RSS (Really Simple Syndication) feed for pre-defined searches, book-
mark a page, and email a link to a particular search result. Conservation Commons 
is yet another example of a portal that hosts metadata records specifically oriented 
around conservation and geographic information. Many more repositories exist. 
States each host metadata clearinghouses, and many counties do as well.

Many Clearinghouses collect metadata records from a variety of partners 
because they harvest from web accessible folders. The NBII, for example, has 
established links with partner folders where FGDC compliant metadata records, 
displayed in XML, reside. Each week, the NBII Clearinghouse discards all records 
it has collected the week before and harvests all partner metadata again, thus cap-
turing any changes that may have occurred in the folders. Records may have been 
added, updated, or deleted from a partner’s collection. In this way, the partner is the 
sole possessor of its own metadata records, on its own server. The NBII is merely 
making a copy of the partner’s records to display in the Clearinghouse. These 
federated systems have received a great appreciation, and use, by the global data 
user community because they are flexible, frequently updated, and keep the data 
owner in charge of information delivery and content.

Clearinghouses often share metadata resources as well. For example, the 
GeoSpatial One Stop system harvests specified metadata records from the NBII. 
To prevent duplication of records on any one clearinghouse, the NBII assists its 
new partners in also registering with the GOS system. Additionally, some reposi-
tories might request that certain types of records are forwarded into their systems. 
For example, the NBII provides a subset of forestry records to the Global Forestry 
Information System (GFIS). This partner then combines these records with a larger 
repository of global forestry records, thus increasing the exposure of all of the 
metadata records pertaining to forestry. The sharing of resources by clearinghouses 
allows greater, global, exposure for each metadata record in general, thus increasing 
the chances that the records will be used in beneficial ways to scientists, managers 
and the global public as a whole.

Metadata repositories are progressing quickly past their original intent – they 
are no longer merely containers for static metadata records. Clearinghouses now 
offer more tools to the user beyond discovery, such as the ability to download map 
layers and utilize map services. The virtually endless prospects that these types of 
Clearinghouses present are invaluable. Scientists have the opportunity to create 
collaborations that may not have been possible before, based purely on their use 
of an innovative avenue to discover new colleagues who are working on similar 
scientific questions to their own. Organizations benefit from these new collabora-
tions, as creative scientists can find ways to share resources, funding, and datasets, 
potentially saving an organization a great deal of money on research and data man-
agement and delivery even. Clearinghouses offer the scientific community a chance 
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to use technology to share results of research, some of which has taken decades to 
gather, analyze, and publish. With such resources, more broadly based analyses can 
be conducted that better explain our scientific world.

12.3 Metadata Editor Tools

A plethora of tools for the creation of metadata records have been developed by 
a variety of organizations. These editors shown in Table 12.2 all perform similar 
functions in creating metadata records; however, there has yet to be developed a 
tool that “does it all.” For example, a tool might be proficient in capturing informa-
tion from an ESRI Arc Catalog program, but it is limited in that it does not include 
the option to use the Biological Data Profile, and import species lists and taxono-
mies, e.g. from ITIS. Or, a tool might be stand-alone software and include Profiles 
but may not be able to extract information out of a Geographic Information System 
program like ArcCatalog. Not surprisingly, tools are generally produced with a bias 
to the organization producing the tool; so although they are offered generously for 
use by other organizations, they often contain predisposed elements that reflect 
producer needs. Finally, it is rather astonishing that online tools are relatively new, 
but that is the reality, and changing. Most tools are downloadable as a desktop 
feature or must be purchased.

Table 12.2 Prominent metadata editors (Please note this list represents a small sample of metadata 
creation tools)

Tool name Creator Comments

ArcCatalog ESRI Automatically populates metadata fields 
from Arc products. Does not include 
Profiles

Spatial Metadata 
Management System

Intergraph Stand-alone software backed by database. 
Includes BDP

Metavist USDA Forest Service Stand-alone software for Windows only. 
Incorporates the BDP

NPS Metadata Tools 
and Editor

National Park Service Contains powerful tools to be used with 
ESRI products or as a stand-alone 
tool. BDP included

MetaScribe NOAA Coastal 
Services Center

Template driven web application to aid 
in creating metadata for collections 
of a similar data type that have 
similar metadata record content

Metadata Enterprise 
Resource Management 
Aid (MERMAID)

NOAA National Coastal 
Data Development 
Center (NCDDC)

Internet based tool with ability To define 
user roles and permissions, version 
control, and validation. No Profiles

EPA Metadata Editor Environmental 
Protection Agency

A 3-tab approach offering a simplified 
interface. Works with ESRI products

Morpho Knowledge Network 
for Biocomplexity

Creates Ecological Metadata Language 
(EML) metadata records
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12.4 Moving Forward with Metadata

Strides are being taken to extend the usefulness of metadata records. Web service 
catalogues are being developed that capture mapping services referenced in meta-
data records that can then be utilized on a dynamic map. Researchers can use a map 
to find out where specific research is taking place. Analyses can be performed using 
metadata records to create historical trend data. There is much work to be done, 
and user needs will dictate future technological advances in metadata functionality 
beyond data management utility.

An extensive amount of outreach has occurred in the form of metadata work-
shops and websites that help people understand how to create metadata records. 
Workshops are offered throughout the United States by government organizations 
such as the NBII and the FGDC. State agencies have offered training, as have 
non-profit organizations. Requests for workshops are numerous, and they are well-
attended events. In a typical workshop, participants learn what metadata is, why it 
is valuable, how to interpret the standard, how to use a Clearinghouse, and how to 
use software to create a record.

Workshops, however, can only reach a limited number of people each year. 
Funding for travel has dried up in recent years for all types of organizations, thus 
making it difficult for employees to attend. Websites have been created to help 
navigate the steps to creating a metadata record, but independent online learning is 
not always appealing to some. Further, it is difficult to monitor results of a workshop 
such as the number of records that results in the future because of a workshop event.

Regulation of metadata requirements has been a weak point for the meta-
data world in the past. Legislation basically exists, but does not get enforced. 
The concept of ‘carrots and sticks’, as used in the International Polar Year, is still 
weak on both ends, resulting still in an avoidance of documenting online data. 
Despite the existence and interest in training workshops, many people and funding 
bodies are still unaware of metadata requirements for geospatial datasets or, when 
made aware, remain unwilling to fund and participate in the creation of records. 
Thus, much data exists that has not been documented or archived even though 
standards and Federal requirements have existed for over a decade. There is no 
“metadata cop,” as people in the field like to say. Metadata are a true community 
responsibility; they work as a ‘bottom up’ effort.

However, as grassroots work succeeds and agencies and organizations begin to 
recognize the importance of creating metadata records, better support will develop 
from upper level management. This type of support is critical for the benefits of 
metadata to be realized and put into practice. Further, metadata practices need to 
begin early. Just think about the benefits of introducing metadata practices into the 
university setting. The more students of GIS who are made aware of data management 
techniques such as the creation of metadata records, the better chance the practice 
would carry forward into professional settings. Further, in the Federal government, 
scientists are promoted in similar ways as university professors are tenured – based 
on publications. Supporters of metadata advise policy changes in the Federal 
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government to require that metadata records are produced and published in 
Clearinghouses before a promotion can occur. If metadata records were a require-
ment along with publications, we would likely see a dramatic increase in records. 
What a boon this would be to both organizations and scientific collaboration!

For Further Information:

Website Resources Used in this Paper:
Ecological Metadata Language: http://knb.ecoinformatics.org/software/eml/
Federal Geographic Data Committee: www.fgdc.gov
National Biological Information Infrastructure: www.nbii.gov
National Oceanic and Atmospheric Administration: www.noaa.gov
ANZLIC Spatial Land Information Council: http://www.anzlic.org.au/
International Organization for Standardization: www.iso.org
GeoSpatial One Stop: http://www.geodata.gov
Conservation Commons: www.conservationcommons.org
Wisconsin State Cartographer’s Office http://sco.wisc.edu/wisclinc/metatool/mtools.htm
Environmental Protection Agency: http://geodata.epa.gov/eme.html
Socio Economic Data and Applications Center (CIESIN): http://sedac.ciesin.columbia.edu/

metadata/



Chapter 13
Free Database Availability, Metadata 
and the Internet: An Example of Two High 
Latitude Components of the Census 
of Marine Life

Bodil Bluhm, David Watts, and Falk Huettmann

13.1 The Need for Open Access Biodiversity Databases

Our understanding of science is based on data. For hundreds of years, natural sci-
entists have collected observations and compiled measurements. Historically, the 
data have been recorded and archived in notebooks, typed reports and more recently 
in electronic format. Most projects had a small and somewhat opportunistic scope, 
and lacked a wider international coordination and strategy; this is specifically the 
case for databases and their dissemination. Only in the last decades has the culture 
of data sharing and open access databases developed, and the focus changed to 
international collaborations and questions of global relevance (Esanu and Uhlir 
2004; Huettmann 2005; see Graham et al. 2004 for Natural History Collections). 
In times of globalization, such an approach is urgently required. In the field of 
biodiversity, the need for open access databases has grown tremendously in the 
last decades because of the growth of humankind to the extent where man directly 
explores resources within and beyond their sustainability and directly and indirectly 
affects biota to extinction (Wilson 1999). Inventories represent the essence for 
sustainable management, for assessing and understanding changes and to inform 
educated decision-making (Braun 2005).

Analyses of large marine biodiversity data sets in the last decades have resulted 
in publications with direct management implications documenting the status quo 
on issues such as global overfishing (Pauly et al. 2003; Worm et al. 2005, 2006), 
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effects of climate changes on biomass and community structures (Brodeur et al. 
2002; Grebmeier et al. 2006), occurrence and effects of invasive species (Mooney 
and Hobbs 2000) etc. Such analyses are necessary for developing the sustainable 
use of living resources, addressing conservation goals and conducting reasonable 
predictions, as well as for a critical evaluation of the magnitude of the human 
footprint (Costanza et al. 1998; Pauly et al. 1998). They are not possible without 
the tedious compilation of data from various sources, a process often including 
the need to overcome data release blockage, to spend many hours in libraries and 
often re-enter published data because of the lack of access to the original electronic 
source or the lack of an electronic source. Slowly, the scientific community at 
large including scientists, academic institutions, funding agencies, the public and 
editors/publishers is beginning to transition from a ‘my-data’-attitude to a ‘data 
sharing’ culture (www.earlham.edu/∼peters/fos/overview.htm; Esanu and Uhlir 
2004). In the biodiversity realm, researchers are beginning to join forces to promote 
on-line availability of data with metadata (www.vliz.be/events/obi/statement.php) 
and stress the increased efficiency and reduction of duplication of research when 
open access databases are in place. For ocean-related data, the formation of the 
Global Ocean Observing System (GOOS) in 1989 demonstrates the awareness of 
the value and long-term benefits of online data to science and stakeholders on an 
international scale.

In high latitudes where the authors conduct their research, the observed and 
predicted changes in global climate were estimated early on to have the earliest 
and most pronounced effects (Manabe and Stouffer 1995). Measurable tempera-
ture shifts have been recorded for the Arctic shelf shallow water bodies (Hunt and 
Stabeno 2002), Arctic sea ice cover and thickness have declined in recent decades 
(Serreze et al. 2007; Comiso et al. 2008), and water masses have changed their 
characteristics in the central Arctic (Shimada et al. 2004). Temperature and salinity 
changes in the deepest parts of the Southern Ocean are now apparent (Rintoul 2008). 
With increased surface UV and ocean acidity, these abiotic changes may lead to sub-
stantial and profound changes in the ocean’s ecosystem (Thomson et al. 2008), with 
global repercussions. The fauna in polar areas is typically highly adapted in their 
life history, ecology and physiology to the extreme and highly seasonal conditions 
of their environment (Thiel et al. 1996; Clarke 1998; Pörtner and Playle 1998). It has 
evolved a unique character over millions of years with high endemism particularly 
in the Southern Ocean, making it a special contribution to global biodiversity. Any 
change in the environmental conditions will have direct effects on the marine biota 
on multiple scales, from communities and populations to individuals (Schumacher 
et al. 2003).

Detecting these effects over a wider area, and responding to them appropriately, 
requires long-term time-series which are scarce in polar regions and which might 
well require a new science culture to evolve. In the Arctic, with the exception of 
the subarctic Bering and Barents Seas (e.g. Hamre 1994), few species are harvested 
commercially and, hence, the need for long-term monitoring of any particular 
species or biodiversity as a whole has largely been ignored. The US National 
Marine Fisheries Service has been working to develop a fisheries management plan 
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for the US EEZ of the Arctic which may spur enhanced monitoring activities of 
selected species in the future. In the Antarctic, the Commission of the Conservation 
of Antarctic Marine Living Resources (CCAMLR) has built a framework for the 
continual monitoring of stocks and the setting of catch limits, with a particular 
focus on toothfish (e.g. Dissostichus eleginoides). However, the majority of non-fish 
species remain unmonitored also in the Southern Ocean. With the recent focus on 
climate change research in the polar oceans and the focus on the poles during the 
International Polar Year (IPY), the glaring gaps in our knowledge of biodiversity 
and climate change effects on biota have clearly emerged to the surface.

13.2  Global Efforts of Biotic Inventories: The Examples 
of the Census of Marine Life (CoML), Arctic Ocean 
Diversity (ArcOD) and the Census of Antarctic 
Marine Life (CAML)

Most data collections on biotic inventories are not as easily automated or remotely 
organized as physical measurements are. This is for instance because of access 
problems, the need for mostly costly and time-consuming manual species iden-
tification, animal movements etc. Challenges of access to the targeted biota, and 
the high costs related to the collections resulted in much of the biodiversity data 
collected to date originating from relatively short, funding cycle-driven individual 
projects with widely varying methods, investigators and target species. Data collec-
tions often lack compatibility and international coordination, in the Arctic ampli-
fied by a long-standing and unfortunate lack of communication between western 
and Russian scientists. Few notable exceptions to short projects on a global scale 
include, for example, the time series of phyto- and zooplankton off the North Sea 
island of Heligoland (e.g. Hickel et al. 1993), the Southern Ocean Continuous 
Phytoplankton Recorder series (Hosie 2005) since 1990, and 20 years of ship-based 
seabird observations in the eastern hemisphere of Antarctic waters (Woehler et al. 
2003, 2006). For decades, lack of interest in, and funding for, geo-referenced taxo-
nomic work and monitoring of biological systems with, instead a strong focus on 
ecological mechanisms and processes resulted in an obvious gap in our knowledge 
of ‘what is there’ for a given habitat (Yarincik and O’Dor 2005). This shortcoming 
has been recognized by the Rio Convention and its inventors (e.g. Strong 2001). 
In the marine realm, the realization of this gap led a team of visionary scientists to 
organize the Census of Marine Life, a global network of about 2,000 researchers in 
more than 80 nations engaged in a 10 year scientific initiative (years 2000–2010) 
to assess and explain the distribution, diversity and abundance of life in the 
world oceans (O’Dor and Gallardo 2005). Within this ambitious effort, the authors 
are involved in two of the 14 field projects, the Arctic Ocean Diversity project 
(www.arcodiv.org; Bluhm et al. 2008) and the Antarctic Census of Marine Life 
(www.caml.org; CAML 2005), reporting on efforts to overcome problems outlined.
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ArcOD is a 6 year international collaborative effort to inventory biodiversity 
in the Arctic Ocean’s three realms, sea ice, water column and sea floor, from the 
shallow shelves to the deep basins. CAML is a 5 year census program investigating 
the distribution and abundance of Antarctica’s vast marine biodiversity to develop 
a benchmark and assess what prioritized taxa can tell us about the known and as 
yet unknown aspects of marine biodiversity and ocean change. Within these and 
other CoML projects, historic data are compiled and new data collected focusing 
on regional, taxonomic and temporal gaps. Examples of such activities in ArcOD 
and CAML include a collaborative digitization of the vast high latitude collec-
tions of the Zoological Institute, Russian Academy of Sciences, in St. Petersburg 
Russia, new comprehensive collections of under-sampled areas such as the Canada 
Basin (e.g. Gradinger and Bluhm 2005) and the area under the recent Larsen shelf 
break-up, beginning of a time series in the Chukchi Sea (www.arctic.noaa.gov/
aro/russian-american/cruise2-objectives.htm), descriptions of new species (e.g. 
Rogacheva 2007; Gagaev 2008; Piraino et al. 2008) and predictive modeling to 
overcome data gaps (e.g. Rutzen 2008), and to learn more about the ecosystem as a 
whole and inform management and conservation efforts. ArcOD and CAML were 
selected as lead projects for the Arctic and Antarctic Marine Biodiversity clusters, 
respectively, of the IPY (www.ipy.org). Clusters were identified around topical 
themes by the IPY Joint Committee based on the initial submissions of over 1,000 
letters of intent (http://classic.ipy.org/development/eoi/). As cluster lead projects, 
ArcOD and CAML offer to serve as archives for data collected by cluster projects, 
and all released data are made publicly available via a website.

13.3  Biodiversity Data Bases and Database Set-Up 
and Design: Ocean Biogeographic Information 
System (OBIS), Global Biodiversity Information 
Facility (GBIF), Scientific Committee on Antarctic 
Research and Marine Biodiversity Information 
Network (SCAR-MarBIN)

Biodiversity data bases generally deal with species information and increasingly also 
with their environment. The concept of global biodiversity data sharing goes back 
to the visionary demands brought forward by the Antarctic Treaty in 1956 (http://
en. wikipedia.org/wiki/Antarctic_Treaty_System) and the Rio Convention in 1992 
(http://www.cbd.int/). It was the Antarctic Treaty and its progressive information 
sharing vision for peaceful purposes (see JCADM – Joint Committee on Antarctic 
Data Management for digital data policies http://www.jcadm.scar.org/) that set the 
stage of the Rio Convention. After the initiation of the internet, public data delivery 
became technically possible through the development of Species Analyst (http://
xml.coverpages.org/speciesAnalyst.html). Developed by D. Viglais and colleagues, 
it presented the first foundation for a federated data structure allowing to exchange 
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and access data in-time and internationally. Thousands of data bases with millions of 
records worldwide and focusing on a particular taxon have been set up as centralized 
databases in the last decades, for example, in the marine world, FishBase (Froese 
and Pauly 2000), AlgaeBase (Nic Donnchan and Guiry 2002), CephBase (Wood 
et al. 2000), NeMys (Deprez et al. 2004) and Obis-Seamap (http://seamap.env.
duke.edu/). In recent years, integrated networked databases have been established 
that use common schemas and protocols (see below) and, thereby, are able to har-
vest data hosted by data providers (Costello and Vanden Berghe 2006). Examples 
of such web portals include the database of the Census of Marine Life, the Ocean 
Biogeographic Information System (Zhang and Grassle 2003; www.iobis.org) and 
the Global Biodiversity Information Facility (Edwards et al. 2000, www.gbif.org). A 
commonly used access protocol is the Distributed Generic Information Retrieval 
(DiGIR; Zhang and Grassle 2003) in conjunction with the Darwin Core schema, 
which makes all the data sharing features technically possible (see Fig. 13.1).

The ArcOD data base for Arctic marine biodiversity data and SCAR-MarBIN, 
the data portal for Antarctic biodiversity marine data, have evolved within different 
administrative cultures, contexts and funding schemes. SCAR-MarBIN was estab-
lished in 2005, under the auspices of the Scientific Committee on Antarctic 
Research (SCAR) and supported by the Belgian Science Policy office willing 
to spearhead these efforts. It utilizes the same well-established data exchange 

Fig. 13.1 SCAR-MarBIN workflow. Acronyms explained in text. The external data provider 
directly informs SCAR-MarBIN of any relevant taxa occurrence data within the SCAR-MarBIN 
region of interest. After harvesting these new records, RAMS provides a taxa validation and filter 
service for this data and any hosted data. Hosted data is then published to OBIS and GBIF portals 
under the assurance it is unique and a new dataset. There are links from each dataset to the 
metadata record within GCMD
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protocols used by OBIS and GBIF, both as a data portal reading other data providers 
and as a data provider in its own right. The latter is a service for those institutions 
that do not have the desire or capacity to become active data providers and still 
wish to make their data freely available. The ArcOD database in its current form 
is hosted by the Alaska Ocean Observing System (AOOS), part of GOOS, but 
is not connected to or funded by an overarching Arctic organization such as the 
International Arctic Science Committee and is, hence, smaller scale. However, 
their goal is virtually identical, and data are to be fully compatible. Workflows 
presented for ArcOD (Fig. 13.1) and SCAR-MarBIN (Fig. 13.2) need to be seen 
and assessed in this light. Currently, SCAR-MarBIN includes close to one million 
records, the ArcOD database is approaching 100,000 with more in preparation for 
both systems.

13.4 Data and Metadata Standards

With the advent of large on-line databases including those that get used interna-
tionally, global standards facilitating interoperability and smooth data exchange, 
uniform data set descriptions and common nomenclature have become even more 
necessary when compared to pre-internet times. ArcOD and SCAR-MarBIN use 

Fig. 13.2 ArcOD data base workflow. Acronyms explained in text. Arctic species occurrence 
data is delivered to ArcOD in electronic format or hardcopy and transformed into Darwin Core 
format. Species/taxon names are checked against WoRMS and adjusted if necessary. FGDC NBII 
metadata are produced in collaboration with the data provider if available and based on publica-
tions associated with the data files. Posting online is through the AOOS and ArcOD web portals 
where data get harvested by OBIS and GBIF
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the Darwin Core schema, a data exchange standard intended to support the retrieval 
and integration of primary data that documents the occurrence of organisms in 
space and time and the occurrence of organisms in biological collections (TDWG 
2007; http://www.tdwg./org/activities/darwincore/). Elements of the Darwin Core 
include, for example, record level elements such as a global unique catalogue 
identifier, taxonomic elements such as a species name and the associated taxonomic 
hierarchy, locality elements, collecting event entries such as the sampling gear, and 
biological elements such as sex and reference elements. As a minimum, a taxon 
name with latitude and longitude of the specimen collected at a given date is needed.

Every data set needs to be associated with metadata describing the data, thereby 
preserving the usefulness of the data over time. One can refer to metadata as book 
keeping of scientific content needed each time a data point is collected and assessed. 
ArcOD uses the Federal Geographic Data Committee (FGDC) standard, specifically 
the biological profile by the National Biological Information Infrastructure (www.
nbii.gov/portal/server.pt; see also Braun 2005 for wildlife in general). This includes 
over 400 fields such as for example, a data set title and abstract, geographic loca-
tion, point of contact, taxonomic information, references, geographic projection 
information etc. CAML, along with all other Antarctic activities, uses the Antarctic 
Master Directory (AMD) hosted by the Global Change Master Directory (GCMD) 
facility, which uses the Directory Interchange Format (DIF). This discovery meta-
data format is designed to store all types of data metadata and therefore, only has 
very generalized taxonomic group elements. Great detail in the metadata is of 
crucial importance for appropriate use and interpretation of the data by multiple 
user groups including management agencies and stakeholders for reaching sus-
tainability decisions. Many governmental institutions and funding agencies today 
have made detailed metadata a part of their reporting requirements (see also Data 
Quality Act in the USA). It is part of ‘best professional practices’. As an example, 
the Australian Antarctic Data Centre has developed a specific compliance frame-
work within the Australian Antarctic science program to ensure all possible data 
is captured, described and archived for re-use (Finney 2008). Metadata records are 
reviewed and updated and there are appropriate linkages to projects, publications, 
datasets or databases. This framework also provides methods and feedback to data 
providers to ensure the supplied data can be accessed by contemporary software, 
it can be mapped to the real world via either place names or coordinates and all 
abbreviations and terminology used are clarified.

Taxonomy as an active research field is a discipline constantly in flux where new 
research from morphological and molecular analyses and disagreement result 
in synonyms and different names used for the same species. This problem neces-
sitates the use of a common naming reference. One such reference is the World 
Register of Marine Species (WoRMS), which aims at providing an authoritative 
list of names of all marine species worldwide including synonyms (SMEBD 2008). 
Content is managed and advised by taxonomic experts each of whom is responsible 
for quality control of a particular taxon. The interface at www.marinespecies.org 
provides access to an underlying database called ‘Aphia’, which is continuously 
being updated. Beyond its convenient online use and strict maintenance, WoRMS 
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is fully compatible to another extensive reference system, the Integrated Taxonomic 
Information System (ITIS; www.itis.org), provides Taxonomic Serial Numbers 
(TSN) and taxonomic hierarchy, and links with Genbank. SCAR-MarBIN is 
built around a subset of WoRMS called the Register of Antarctic Marine Species 
(RAMS). Only those data associated with species validated in RAMS are sub-
sequently exposed via mapping or download services, and thereby improving the 
data quality of the SCAR-MarBIN portal. ArcOD contributes to, and uses WoRMS 
whenever possible to update species names in older publications and standardize 
species names in newer ones before posted data sets.

13.5 Web-Based Data Delivery

The ArcOD data base and SCAR-MarBIN are inherently online sources. They 
deliver their data, metadata and information in a digital format free of charge to 
a global audience. Both portals and their data are available through OBIS and 
GBIF (‘one stop shopping’). These data can be globally harvested by everybody 
satisfying the technical requirements. This is one attempt to reduce the digital 
divide (Stiglitz 2006) and provide information for all citizens of the world. 
Currently, it is planned to track downloads and data set uses to assess perform-
ance and success of our data sets offered to the global community. In addition, 
we are trying to add more functionality to the web delivery such as for instance 
links with data mining tools, OpenModeler (http://openmodeller. sourceforge.net/), 
GeophyloBuilder (https://www.nescent.org/wg_ EvoViz/GeoPhyloBuilder) and 
other websites and services.

13.6 Outlook

Geography and remoteness apart, previously fragmented polar research communi-
ties were based on the cold-war, and national and continental (digital) divides that 
are now in the process of being (partially) overcome with a new focus on open 
access data deliveries and opportunities. The move towards digital data, and a 
change in data sharing culture, administration, business models and the increased 
focus on polar regions during IPY and its digital data (IPY Data Information 
Service http://ipydis.org/) have brought the polar communities together and initi-
ated global communications and information exchanges that were impossible in 
earlier times. It is hoped that the data, experience and culture, provided by ArcOD 
and CAML will contribute to wise decision-making in terms of resource use and 
conservation. We hope that these initiatives will trigger the release of many more 
datasets and synergies, and present a global role model for data delivery and public 
information on the polar regions that allows for a fair data exchange and could 
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support sustainable resource use. As a next step, it is relevant that the global public 
and decision-makers or advisors make the best possible use of the provided infor-
mation, and implement a new peaceful and sustainable culture that fully uses these 
substantial opportunities provided.
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Chapter 14
Components of Spatial Information 
Management in Wildlife Ecology: Software 
for Statistical and Modeling Analysis

Hawthorne L. Beyer, Jeff Jenness, and Samuel A. Cushman

14.1 Introduction

Spatial information systems (SIS) is a term that describes a wide diversity of 
concepts, techniques, and technologies related to the capture, management, dis-
play and analysis of spatial information. It encompasses technologies such as 
geographic information systems (GIS), global positioning systems (GPS), remote 
sensing, and relational database management systems (RDBMS), which were 
once relatively independent but increasingly have been merging into cohesive, 
integrated systems.

Technological developments are facilitating the collection of unprecedented 
volumes of spatially referenced ecological data. The historical trend towards improved 
accuracy, resolution, precision and frequency of spatial data is likely to continue in 
the future. However, what have been lacking are the advances in statistical methods 
and analytical software that are needed to facilitate our use of this information to 
answer ecological questions in a rigorous manner. In Chapter 1 we presented a 
conceptual model for the interdependence between data, method and ecological 
theory. The collection of spatial data has exceeded the pace by which statistical 
methods and analytical software has advanced.

The task of collecting and using spatial data presents us with three general problems: 
how do we manage this data, how do we visualize, inspect, and process this data 
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efficiently, and how do we use this data to inform the decision making process and 
improve our understanding of ecological systems? We have three goals for this chapter. 
First, we will describe a range of existing kinds of software for spatial ecological 
analysis, and review their functionality. Second, we will discuss a number of important 
issues facing researchers who wish to develop their own custom software tools, and 
provide some general suggestions to assist their efforts. Third, we look forward 
to discuss the future of analytical computing, and identify key technological 
developments that are driving current and future progress in spatial analytical 
software development.

14.2 Data Storage and Management

There are several important motivations for adopting formal data management 
strategies. Given the increasing rate of collection of spatially referenced data 
it becomes imperative to automate the storage and organization of that data, 
enforce quality control and consistency standards, and provide a method of 
disseminating data to stakeholders. Also, the large volumes of data typical of 
spatial datasets require systems that can efficiently query and process the data, 
ideally by multiple concurrent users. Relational database management systems 
(RDMBS) are key data administration devices as they are designed to handle 
very large amounts of data (terabytes), efficiently process queries on huge 
databases, facilitate the sharing and distribution of data over networks, provide 
user access control and other security measures, permit simultaneous querying 
and editing of data by multiple users (including the ability to resolve editing 
conflicts), and drive network based data dissemination services (web portals and 
data servers). Most statistical and spatial analysis software is able to access data 
directly from a RDBMS.

The expense of setting up and maintaining a RDBMS is offset by the long term 
indirect cost savings of having a centralized, consistent, updated, permanent data 
warehouse that requires relatively minimal human management but that can drive a 
wide range of services and uses. Database management systems also help to ensure 
that data is appropriately archived so that it can be accessed in the future (possibly 
by the broader scientific community). Permanent archiving of data is something 
that is often neglected in the field of ecology and wildlife management. In Chapter 
6 we presented a conceptual model for flexible, multi-variate, multi-scale, spatial 
databases to serve as the foundation for ecological monitoring and spatial and 
temporal analysis of ecological pattern-process relationships across scale. 
The construction of these databases will require the use of RDMBS within an 
explicitly spatial template.

Examples of RDBMS software include PostGRESQL, SQL Server, and Oracle 
(see Table 14.1 for details).
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Table 14.1 Examples of spatial information system, statistical, modeling and spatial analysis 
software listed alphabetically within each section (this list is not comprehensive)

General purpose statistical and modeling software
Ra http://www.r-project.org
Mathmatica http://www.wolfram.com
MATLab http://www.mathworks.com
WinBUGSa http://www.mrc-bsu.cam.ac.uk/bugs

Software specializing in quantitative spatial analysis
CrimeStata http://www.icpsr.umich.edu/CRIMESTAT
FRAGSTATSa http://www.umass.edu/landeco/research/fragstats/

fragstats.html
GUESSa http://graphexploration.cond.org
PASSAGEa http://www.passagesoftware.net
General purpose Geographic Information System (GIS) software
ArcGIS http://www.esri.com
ArcReadera http://www.esri.com
GeoDa https://www.geoda.uiuc.edu
GeoMedia http://www.intergraph.com
Google Eartha http://earth.google.com
GRASSa http://grass.itc.it
IDRISI http://www.clarklabs.org
Landserfa http://www.landserf.org
Manifold http://www.manifold.net
MapInfo http://www.mapinfo.com
Quantum GISa http://www.qgis.org
RAMAS http://www.ramas.com
SAGAa http://www.saga-gis.org
TNTMips http://www.microimages.com
uDIGa http://udig.refractions.net

Spatial analysis software specifically designed for wildlife ecology
ade4a, adehabitata http://pbil.univ-lyon1.fr/ADE-4/home.php?lang=eng
CDPOP http://LandguthResearch.dbs.umt.edu
Corridor Designa http://www.corridordesign.org
Geospatial Modelling Environmenta http://www.spatialecology.com
HRT: Home Range Tools http://blue.lakeheadu.ca/hre
For ArcGISa

Marine Geospatial http://code.env.duke.edu/projects/mget
Ecology Toolsa

Tools for Graphics and Shapesa http://www.jennessent.com/

Relational Database Management System (RDBMS) software
Oracle http://www.oracle.com
PostGRESQLa http://www.postgresql.org
SQL Server http://www.microsoft.com
Remote sensing software
eCognition http://www.definiens.com
ENVI http://www.ittvis.com/envi/index.asp
ER Mapper http://www.ermapper.com

(continued)
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14.3 Mapping and Visualization

A wide range of commercial and free software solutions exist for displaying and 
exploring spatial data. The principal features this software usually offers include: 
(1) on-the-fly reprojection of spatial data so that datasets with different projections 
are appropriately aligned without having to manually reproject the dataset, (2) the 
ability to access datasets stored on remote spatial data servers, (3) the ability to 
perform tabular and spatial queries on the data (e.g. select all features with a speci-
fied attribute value, or select all features from one dataset that overlap the features 
from another dataset), (4) the ability to directly read or import a wide variety of data 
formats, and (5) options for graphical display and map making. Although we do not 
offer a comparative review of mapping and visualization software here (because we 
focus on quantitative spatial analysis), many examples are provided in Table 14.1 
(see the General Purpose GIS Software section).

14.4 Quantitative Spatial Analysis

Spatial analysis is a nebulous term that covers a wide range of statistical and numer-
ical techniques. It ranges from incorporating spatial attributes (e.g. coordinates or 
distance measures) into standard statistical and modeling analyses, which handle 
the spatial data in a spatially implicit manner, to using techniques that have been 
specifically designed for application to spatial data, such as geostatistics (Cressie 
1993; Diggle and Ribeiro 2007), pattern analysis, graph theory and network analy-
sis, spatial randomization tests, and spatial stochastic simulation (Dale 1999; Fortin 
and Dale 2005). A wide diversity of software has been developed to facilitate these 
types of analysis. We briefly describe each of these categories of analysis and pro-
vide examples of software that can be used to implement them.

ERDAS Imagine http://www.erdas.com
SPRINGa http://www.dpi.inpe.br/spring/english
PCI http://www.pci.on.ca

Simulation software
AnyLogic http://www.xjtek.com/
CelLaba http://www.fourmilab.ch/cellab
MASON http://cs.gmu.edu/∼eclab/projects/mason
NetLogoa http://ccl.northwestern.edu/netlogo
SWARMa http://www.swarm.org
a Open source or free software

Table 14.1 (continued)



14 Components of Spatial Information Management in Wildlife Ecology 249

14.4.1 Geostatistics

Geostatistics involves modeling continuous spatial phenomena based on a set 
of spatially referenced samples. There are a variety of geostatistical analytical 
approaches; however, they all share a basic focus on predicting a quantitative 
response variable across space based on the pattern and autocorrelation of that 
variable among spatially referenced sample locations. Typically the sample data 
are point samples arranged in space using a regular, random, or stratified random 
design (e.g. point locations at which elevation is measured) and the goal of the 
modeling process is often spatial prediction. Model-based geostatistics (Diggle and 
Ribeiro 2007) is the term that describes the general, formal statistical framework of 
which commonly used techniques like simple kriging are one example.

Geostatistics often involves simple data structures: coordinates describing the 
spatial location of point samples, and sometimes also a boundary (polygon) that 
describes the area of interest. Predictions resulting from geostatistical models are 
often represented as raster data structures.

Examples of software that implement geostatistics include the geoR and geoRglm 
packages in R, GSTAT, and Geostatistical Analyst (ESRI ArcGIS) (see Table 14.1 
for details).

14.4.2 Pattern Analysis

Spatial pattern analysis is a method of quantitatively describing heterogeneously 
distributed (patchy) phenomena. In studying pattern, we hope to learn something 
about the processes that have generated these patterns, i.e. to help us to develop a 
mechanistic understanding of ecological processes. Pattern analysis covers a broad 
range of techniques (see Dale 1999; Fortin and Dale 2005) and employs a variety of 
data structures, for instance: points (nearest neighbour analysis, point pattern analysis), 
quadrats and transects (quadrat variance analysis), rasters (spectral analysis and 
wavelets, boundary detection, landscape metrics), and polygons (polygon change 
analysis).

Examples of relevant software include several R packages (e.g. spatial, spatstat, 
splancs, waveslim, wavelets), PASSaGE, and FRAGSTATS (see Table 14.1 for details).

14.4.3 Randomization Tests

Statistical significance is quantified using a theoretically justifiable reference distri-
bution. In the case of spatial patterns and processes we often have no preconceived 
notion about what a suitable reference distribution would be. Randomization 
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techniques (bootstrapping, Monte Carlo simulation) allow us to generate appropriate 
reference distributions that can be used to quantify significance, and can be applied 
to many different sorts of problems. This approach forms the basis of techniques 
like Mantel’s test.

Examples of relevant software include PASSAGE, R, and the Geospatial 
Modelling Environment (see Table 14.1 for details).

14.4.4 Stochastic Simulation

Like randomization tests, stochastic simulation helps us to quantify how likely our 
observed data is given a proposed process model. They can also be used to make 
predictions about the state of a system at a given time based on the process model, 
which captures the spatial and temporal dynamics of a system and range from 
mechanistic models to phenomenological models.

Process models tend to be specific to a particular system/question (e.g. animal 
movement models, landscape fire models) and it is therefore difficult to write 
software that can accommodate all possible model forms and variations. Most 
stochastic simulation involves writing simulation programs, either in a ‘high-order’ 
statistical language like R, or any of the lower level programming languages 
(C, C++, Java,.NET, Fortran, Pascal, etc.). However, for certain types of simula-
tions (like cellular automata and individual based models) there is generic software 
available that may be useful in implementing a process model.

Examples of relevant software include R, MATLab, Mathmatica, SWARM, and 
CelLab (see Table 14.1 for details).

14.4.5 Graph Theory and Network Analysis

A graph is a collection of nodes connected by edges to form a network. Although 
graphs do not necessarily represent spatial systems (e.g. the nodes may represent 
producers and consumers at different trophic levels in an ecosystem and the edges 
represent the trophic relationships between them), here we focus on the spatial 
applications (cities connect by a network of roads, or foraging patches connected 
by a network of trails). One of the premises of network analysis is that it allows us 
to identify the emergent properties of complex systems that might not otherwise 
be apparent by direct observation. Furthermore, because many ecological proc-
esses are well represented by networks (e.g. disease transmission) they provide a 
powerful and often more realistic/mechanistic method of modeling the process.

Examples of relevant software include R (igraph package), GUESS, and 
Network Analyst (ESRI ArcGIS) (see Table 14.1 for details).
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14.5 Developing Custom Geospatial Analysis Tools

Implementing a novel analysis often involves software customization. Many 
software providers provide a framework for adding custom functionality to their 
software. In the case of open source software everyone has access to the source 
code so we have complete freedom to customize the application (subject to open 
source license agreements). But many commercial products also provide powerful 
interfaces for customization.

Customization not only allows us to add new functionality, it allows us to 
improve the efficiency of existing functionality. This can be important in the 
context of stochastic simulations and Monte Carlo applications where a procedure 
must be run a large number of times, potentially requiring long processing times 
(weeks or months). It is not uncommon to reduce processing times by an order of 
magnitude or more following code optimization for a particular analysis, making 
it more feasible to use.

There are many different development environments that can be used to develop 
customized geospatial analyses and there are several issues that should be con-
sidered when selecting one. One very important consideration is to what extent you 
can re-use existing code. The ability to call functionality in existing tools (so that 
you do not have to program them yourself) is the factor that is most likely to reduce 
development time for an application. Understanding what functionality you require, 
and where it is available in existing software is a necessary first step.

Another consideration is what level of control and access you have to this 
existing code. With open source software the potential for code re-use is very high. 
With commercial environments, you are limited to the objects and methods that the 
company chooses to expose to you, and are somewhat at that company’s mercy if 
they choose to change that code.

In the case of quantitative spatial analysis one must also decide whether to 
approach customization from the geospatial or the statistical side of the problem. 
Many tools exist for manipulating and exporting geospatial data, so implanting 
customization using statistical and modeling software (e.g. R) may be the most 
efficient approach.

Familiarity with a programming language is the other factor that most affects 
development time. If you are new to programming it is not advisable to begin with 
a ‘low-level’ programming language (e.g. C, C++, Java, .NET). Geospatial applica-
tions tend to be quite complex, involving a wide array of programming techniques 
and technologies. The higher order scripting languages will are easier to learn and 
be productive with (e.g. R, Python) because they do not require the same level of 
technical programming knowledge.

Examples of customized geospatial analysis tools pertaining to wildlife ecology 
include “CDPOP” (Landguth and Cushman in press), “Corridor Design” (Majka 
et al. 2007), “HRT: Home Range Extension for ArcGIS” (Rodgers et al. 2007), and 
the “Geospatial Modelling Environment” (see Table 14.1 for details).



252 H.L. Beyer et al.

14.5.1  Software Transparency, Documentation 
and Certification

Reporting a methodology in enough detail that it could be independently repeated is 
an important aspect of the scientific method. For quantitative analyses it is impor-
tant to understand exactly what software is doing so that we are able to document 
our methodology and understand what the implications of a software program or 
algorithm might be on the results we obtain. However, there is little consensus on 
what an appropriate level of documentation should be for software. Commercial 
software, for which the source code is not available and algorithms are often 
considered proprietary and are therefore sparsely described or not described at all, 
is particularly problematic; we input data and get new data as output but we have 
little or no definitive information about how the algorithm works, hence the term 
“black box” software. In such cases many authors will report the name and version 
number of the software used, which in some sense would allow a method to be 
independently repeated if other people had access to the same software. However, 
we argue that black box software does little to improve our understanding of the 
systems we study and should be avoided where well documented alternatives exist.

A simple example illustrates this problem. Often an analytical technique can be 
implemented in a number of different ways that can result in qualitatively different 
solutions. For instance, bivariate kernel density estimation (KDE) is a com-
monly used technique in ecology. There are a number of kernels that can be used 
(Gaussian, quartic, etc.) and in the case of a 2D problem the bandwidth parameter 
is a 2 × 2 covariance matrix (Silverman 1986). Some commonly used GIS software 
packages make simplifying assumptions in the implementation of KDE by using 
a particular kernel and assuming an equal bandwidth for both dimensions with no 
covariance, but none of these details are documented. This black box approach 
to KDE can be misleading as these simplifying assumptions can have a profound 
influence on the results obtained.

In a discipline in which peer review plays such an important role in advancing 
understanding it is perhaps surprising that no formal peer review process has been 
adopted for software. In the case of “open source” software the source code is freely 
available so can be reviewed for logical consistency. It is therefore completely 
transparent, well documented (because there is no more precise documentation than 
the code itself) and open to peer review. In such cases a somewhat informal peer 
review process often takes place whereby a number of developers will review and 
improve an algorithm (the statistical software R is a good example of this).

However, it would be impractical to suggest that we should review source code 
or documentation every time we wish to use software. It would be more efficient to 
identify cross-disciplinary standards for scientific software and establish a system 
of peer review. Software certification would help to ensure that software was bug 
free, that appropriately detailed documentation existed, and that adequate testing 
had been performed. These standards would apply equally well to open source and 
commercial software. Although we are moving towards such a system, in the mean 
time we encourage users to favour software that is well documented and tested.
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14.5.2 The Future of Analytical Computing

In the past spatial software was designed for large, independent workstations and used 
proprietary data formats that prohibited convenient software interoperability. Computing 
technology is now moving towards virtualization (operating systems and programs 
are not bound to a particular instance of computer hardware), distributed and cloud 
computing (data processing using remote systems, software distributed via the network 
or internet), and widely adopted standards that ensure software interoperability. The 
spatial data, processing and exchange standards being defined by the Open Geospatial 
Consortium (OGC; http://www.opengeospatial.org), which has broad support across 
many industries, are particularly important for ensuring interoperability in the future.

The ramifications of seamless software interoperability on spatial analysis are likely 
to be that we use a wider array of software, developed by a broad community of develop-
ers, and often accessed via the internet. Web Processing Services (WPS) are a particu-
larly promising approach to making analyses available via the internet. WPS is a set of 
standards that facilitates access to an analysis algorithm or model that uses spatial data. 
It defines the required input data, the output data that is generated, runs the process and 
returns the results. The provider of the WPS service is able to maintain and improve the 
service independently of any software that might be installed on the client machine. The 
client can run the WPS process using data that is stored locally or on a network data 
server, and processing is performed locally.

The importance of providing transparent, peer-reviewed and high quality quanti-
tative analysis solutions is likely to be greatly facilitated by R (R Development Core 
Team 2008), which has had a profound impact on the field of statistical computing. 
Several GIS applications already use R as the statistical and modeling engine that 
drives spatial analyses.

References

Cressie NAC (1993) Statistics for spatial data. Wiley, New York
Dale MRT (1999) Spatial pattern analysis in plant ecology. Cambridge University Press, 

Cambridge
Diggle PJ, Ribeiro PJ (2007) Model-based geostatistics. Springer, New York
Fortin M, Dale MRT (2005) Spatial analysis: a guide for ecologists. Cambridge University Press, 

Cambridge
Landguth EL, Cushman SA (in press) CDPOP: a spatially explicity, individual-based, population 

genetics model. Mol Ecol Resour. doi:10.1111/j.1755-0998.2009.02719.x
Majka D, Jenness J, Beier P (2007) CorridorDesigner: ArcGIS tools for designing and evaluating 

corridors. http://corridordesign.org
R Development Core Team (2008) R: a language and environment for statistical computing. 

R Foundation for Statistical Computing, Vienna, Austria. ISBN 3–900051–07–0, http://
www.R-project.org

Rodgers AR, Carr AP, Beyer HL, Smith L, Kie JG (2007) HRT: home range tools for ArcGIS. 
Version 1.1. Ontario Ministry of Natural Resources, Centre for Northern Forest Ecosystem 
Research, Thunder Bay, Ontario, Canada

Silverman BW (1986) Density estimation for statistics and data analysis. Chapman & Hall/CRC, 
London, New York



Chapter 15
Spatial Analysis of Wildlife Distribution 
and Disease Spread

Marie-Josée Fortin, Mark R.T. Dale, and Stefania Bertazzon

15.1 Introduction

Many of the interactions between organisms depend on the distance or the ease of 
movement (accessibility) between them which can be based on the concept of the 
neighbors or of the neighborhoods of given individuals. A number of different 
statistical approaches have been developed (Fortin and Dale 2005; Perry 1995) 
to address the definitions of neighbors and neighborhoods in order to implement 
measures of those characteristics that are most important to the interactions under 
study. In particular, the numbers of neighbors (however defined) and their distances 
can be combined into measures of aggregation, dispersion or crowding (Lloyd 
1967), which can have clear effects on important demographic processes, such as 
the spread of disease, beyond the simple effect of distance to the nearest organisms 
of the same or different kinds.

These aggregation measures (Downing 1991) are not able to differentiate among 
different intensities and types of spatial patterns. This is why spatial statistics 
(Haining 2003; Fortin and Dale 2005) are more appropriated to analyze species 
spatial distribution. Specifically, spatial statistics allow us to determine the spatial 
distributions of species and their interactions by: (1) mapping their spatial distri-
butions; (2) characterizing and quantifying the spatial patterns; and (3) relating 
these spatial distributions to underlying environmental conditions (e.g., species–
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environment relationship) and to intra- and interspecies interactions (Dormann 
2007; Segurado et al. 2006). Mapping plants by species is relatively easy because 
plants are mostly sessile, yet this task is not feasible for most animals because 
they are mobile. Thus, to study the spatial distribution of animal species, surrogate 
measures of space occupancy need to be used, such as: (1) nest and den locations; 
(2) telemetry/GPS data through time; (3) territory, home range, defoliated area 
and disease regions; (4) presence/absence or quantitative survey or atlas data; and 
(5) infected individuals or disease’s cluster locations. Each of these surrogate data 
types can be analyzed using different spatial statistical methods: (1) point pattern 
methods for location data (Diggle 2003; Ripley 1981); (2) line or “fibre” pattern 
methods (Ripley 1981) or graph theory (Fall et al. 2007) for telemetry/GPS path 
data; (3) categorical polygons analysis (McGarigal and Marks 1995) or polygon 
change analysis (Robertson et al. 2007; Sadahiro and Umemura 2001) for deline-
ated regions; (4) surface pattern methods (Fortin and Dale 2005) for presence/
absence or quantitative survey data; and (5) spatio-temporal connectivity for dis-
ease data (Real and Biek 2007).

One logical way to proceed in analyzing animal spatial pattern is therefore 
according to the data type and according to assumptions about the process: (1) 
whether we have a complete census or just a sample, and (2) whether the animals 
can be assumed to be “resident” in a territory or to be mobile, motile, wandering, 
or migratory. If the animals move, the question is whether their full movement 
paths are known or just intermittent locations on those paths. Here we summarize 
an array of spatial statistical approaches (Fig. 15.1) that are most useful for char-
acterizing animal spatial occupancy data and disease spread. We emphasize the 
assumptions on which the application and interpretation of each method are based, 
rather than their technical aspects; the mathematical details are available elsewhere 
(among others Dale et al. 2002; Fortin and Dale 2005; Haining 2003; Rangel et al. 
2006; Waller and Gotway 2004).

15.2 Spatial Analysis of Animal Census Points

15.2.1 Stationarity

Almost all spatial statistics are based on the assumptions of stationarity and isotropy. 
Stationarity requires that the parameters of the distributions of interest (e.g., mean 
and variance) have the same expected values independent of position in the study 
area. Isotropy requires that the characteristics of the spatial pattern do not depend 
on direction (i.e., they are the same in all directions). If these assumptions are 
violated, statistical inference and significance tests are no longer valid. Another 
common assumption is that organisms surveyed can be treated all as equivalent 
(univariate) or divided into a small number of categories of equivalent entities 
(bivariate if only two categories and multivariate otherwise).



15 Spatial Analysis of Wildlife Distribution and Disease Spread 257

15.2.2 Point Data: Spatial Aggregation

If the spatial distribution of an animal can be represented by point data such as den 
or nest locations, point pattern analysis methods can be used. This set of spatial 
analysis methods includes many of the familiar methods from the plant ecology or 
geographical literature. These point pattern analyses can be univariate, bivariate 
or multivariate and as such they can be used to analyze species spatial interactions 
or disease spread between infected vs. “at risk” populations. For such point pattern 
analyses, the data are assumed to be a complete census of the positions of zero-
dimension events or points in a two dimensional plane.

One obvious starting place for characterizing point patterns is to consider the 
nearest neighbor of each event, and to base any inferences on the distribution of 

Fig. 15.1 Data types can be point locations of species present, measurements of characteristics of 
species at point locations, or number of individuals per quadrat. Such univariate (one species) 
or multivariate data (several species or one species analyzed through time) can be analyzed by 
determining the connectivity among points, by quantifying the spatial aggregation or the degree 
of spatial autocorrelation
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these event-to-nearest-event distances. In some cases, we will want to compare the 
 distribution of observed event-to-nearest-event distances to the distribution of random 
event-to-nearest-event distances expected from random points in a plane. Because 
these nearest neighbor approaches essentially use average distances, they are called 
first-order methods. Second-order methods compare the observed and expected 
numbers of events as a function of distance from other events in the pattern. The 
most commonly used second-order method is Ripley’s K-function (Ripley 1981), 
and its transformations (e.g. L-function). In these methods, events in circles of radius 
t centered on events are counted, and the average observed count is compared with 
the expected count for circles of the same radius and randomly distributed points 
(complete spatial randomness, CSR). Radii for which the observed counts exceed 
expected indicate scales of clumping in the spatial pattern, and radii for which expected 
count exceeds observed indicate scales of overdispersion. To visualize these 
methods, consider expanding circles centered on events: the nearest neighbor 
distance method asks how big an expanding circle, centered on event i, must be 
before it first encounters another event; the Ripley’s K approach compares the 
observed count of events in circles of given size with the expected number.

This second-order approach is easily expanded from the univariate case in 
which all the events are of the same kind to the bivariate case, in which the events 
belong to two categories (e.g. juveniles and adults, males and females, or diseased 
and healthy). If the two categories are labeled A and B, we can count the number 
of events of type A in circles centered on events of type B and the number of 
events of type B in circles centered on events of type A, comparing the observed 
with the expected for both combinations as a function of circle size. For multi-
variate analysis, with more than two categories, there are a number of possible 
approaches to analysis. For example the categories A, B, C, D,… can be combined 
into fewer, such as A and ∼A (everything that is not A) for one analysis, then B and 
∼B, and so on, or just “same” (X and X, whatever X is) vs. “different” (X and ∼X, 
for all X). For more details, see Fortin and Dale (2005, section 2.1.5). Finally, 
Wiegand and Moloney (2004) modify Ripley’s K by using a “ring” instead of a 
circle to avoid the cumulative effects of increasing radii, which may make results 
easier to interpret.

To test the significance of aggregation statistics, the most basic null hypothesis is 
that the events are randomly and independently distributed in the plane, according 
to Complete Spatial Randomness (Diggle 2003; Ripley 1977). Other null hypoth-
eses can be formulated using restricted spatial randomization procedures which 
better reflect prior knowledge about the behavior of the species and the regionalized 
properties of the study area (Fortin and Dale 2005; Wiegand and Moloney 2004). 
Regardless of the null hypothesis used, the point pattern methods described here 
assume that all points within the study area have been enumerated in a complete 
census (Fig. 15.2a, c). This assumption is needed because the degree of spatial 
aggregation is proportional to the number of points in the study area and in the ran-
domization procedure all the points have the same probability of occurrence within 
the study area. Therefore, if these methods are used with sampled points (Fig. 
15.2b, d) the degree of spatial aggregation computed is biased and significance 
values are wrong (Fig. 15.2c–d).
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Fig. 15.2 Census (all circles, n = 100 points) versus sampled data (open circles, n = 80 points) 
effects on Delauney connectivity (a, b), area occupancy per point based on Voronoi polygons (c, d) 
and Ripley’s K statistic here plotted using its corresponding L function (solid line with circles) 
based on 100 points (e), and 80 points (f) where the dashed lines are the confidence envelop of the 
null hypothesis of complete spatial randomness at the probability level of 0.05
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A different approach to point pattern analysis has been developed by Perry and 
co-workers, called SADIE (Spatial Analysis by Distance IndicEs; Perry 1995, 
1996, 1998). In this method, the background area is divided into a grid of contigu-
ous subunits, like a field divided into sample plots. Given the observed count of 
events per sample unit, the measure of aggregation is based on the total distance 
individuals would have to be moved in order to achieve complete “regularity” with 
the same count in each unit (“distance to regularity”) or a complementary measure 
of the total distance events would have to be moved to have them in a single unit, 
thus achieving maximal clustering (“distance to crowding”). Perry (1995) provides 
an algorithm to calculate these distances and a randomization procedure evaluates 
the significance of the result.

15.2.3 Point Data: Animal Movement Analysis

There are at least two kinds of data sets to be considered as representing a “complete 
census” of animal positions: (1) the case in which full continuous paths of movement 
are known (Fig. 15.3a), and (2) the case in which the paths of movement are not known 
but rather a series of locations (e.g. GPS points) through time. When only a series 

Fig. 15.3 Animal movement methods based on the data type: (a) known path (solid line) and 
displacement (dotted line); (b) known positions in order with an assumed path of straight 
line-segments and displacement; and (c) known positions in order with a derived least-cost 
path and displacement
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of locations are available, we might join these known positions as approximations 
of the unknown paths. Animal movement analysis can then be determined in per-
forming a point pattern analysis of the sequence of points, in which the analysis 
preserves the order of the locations (Fig. 15.3b), or in performing a connectivity 
analysis based on Euclidean distances between points, or based on the least-cost 
distance as weighted by the matrix quality between the points (Fall et al. 2007). 
Often we will want to evaluate the tortuosity of a path, which is a measure of the 
path complexity (Laube et al. 2007; Wiens et al. 1993). For a curving path the sim-
plest index might be the ratio of path length to net displacement: the longer the total 
distance traveled for a given net movement, the more tortuous the path taken. Where 
the “path” is approximated by straight line segments, as where only the positions are 
known for given intervals, which are then joined in sequence, tortuosity can also be 
measured by the ratio of the total apparent path length to the “size” of the complex 
hull for the entire path, with the recommendation that “size” is the diameter of the 
convex hull, thus giving a measure of path “compactness” (Fortin and Dale 2005). 
Tortuosity measures can also be determined using least-cost distance rather than 
Euclidean distances but their interpretation requires careful thought.

15.2.4 Line Pattern

We have described the analysis of objects in space that are reduced to dimensionless 
events, often called points. In wildlife ecology, we may encounter spatial structures that 
are not sensibly reduced to dimensionless points, but are more easily considered 
as lines, whether straight (e.g., dead woody debris) or curving, of one dimension. 
Such linear objects (straight or possibly curved, but smooth and differentiable) can 
be studied using fibre process analysis (Benes and Rataj 2004; Stoyan et al. 1995). 
A large number of ecologically interesting phenomena can be treated as fibre 
processes, including invertebrate burrows in sediment, animal migration routes, 
and foraging search patterns. Characteristics of interest in such systems include: the 
aggregation or overdispersion of fibres; anisotropy of pattern or the tendency for 
the fibres to be parallel; spatial autocorrelation of segment lengths; and similarity of 
shape. The scope of analysis can be expanded beyond fibres to include both dimen-
sionless points and one-dimensional linear structures, with and without an essential 
structural relation (flowering shoots that emerge from a plant’s spreading rhizomes; 
duck nests in relation to watercourses). Fibre analysis (Stoyan et al. 1995) is a rela-
tively new area of spatial analysis with direct relevance to wildlife ecology, and it is 
definitely worth pursuing as it develops new techniques and new applications.

15.2.5 Connectivity

Animal movement ability in a landscape is affected by the spatial configuration of 
land cover types (Taylor et al. 1993). The realized connectivity of a landscape for 
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an animal, given the ability of the animal to move across the landscape, is known 
as functional connectivity (Taylor et al. 1993; With et al. 1997). Hence, to deter-
mine how animal movement is affected by a spatially heterogeneous landscape, 
functional connectivity can be measured by first creating a “cost” surface based on 
the matrix quality (composition) and on how the matrix quality affects individual 
movement (neutral, high energetic cost, avoidance, barrier, etc.). Then the functional 
connectivity is determined by finding the least-cost path between sampled points 
obtained by telemetry or GPS (Fig. 15.3c) as the shortest path measured in cost 
units rather than Euclidian distance (Adriaensen et al. 2003). Analysis of functional 
connectivity using graph theory is a growing field of research with application to 
animal movement and reserve design (Fall et al. 2007; O’Brien et al. 2006).

15.3 Polygon Change Analysis

Animal point data gathered either by sampling, telemetry or GPS can be used 
to determine animal territory, home range or geographical range (i.e., polygon 
data). Methods to delineate home ranges from point locations are usually based 
on minimum convex hulls (St-Louis et al. 2004; Fortin et al. 2005) or kernel 
functions (a weighted averaging method; Gitzen et al. 2006). Once home range 
polygons are delineated, polygon patterns can be characterized using landscape 
metrics (McGarigal and Marks 1995). Changes in polygon patterns through time 
can be analyzed using polygon change analysis (Sadahiro and Umemura 2001), 
which quantifies (Fig. 15.4) overlap, contraction, retraction, appearance, and disap-
pearance of polygon areas over time. To assess the significant differences among 
landscape metrics form different landscapes or time periods, a stochastic spatial 
modelling approach should be used as the one suggested by Fortin et al. (2003).

15.4 Spatial Analysis of Sampled Animal Data

15.4.1 Spatial Autocorrelation

Spatial autocorrelation is the correlation of among values of a quantitative vari-
able (e.g. count data) that are separated by some distance from one another 
(Cliff and Ord 1981; Haining 2003; Fortin and Dale 2005). The intensity of spatial 
autocorrelation at a given distance, d, is based on the squared difference between 
pairs of quantitative values that are separated by the given distance. Measures of 
spatial autocorrelation (Moran’s I, Geary’s c) are closely related to measures of spatial 
variance (semivariance) (Fortin and Dale 2005). These methods have been used to 
study the spatial pattern of a number of species including birds (Betts et al. 2006; 
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Koenig 1998; Ludovisi et al. 2005; Villard and Maurer 1996). Measures of spatial 
autocorrelation are typically estimated at a series of increasing distances (lags), and 
the plot of spatial autocorrelation against lag is referred to as a spatial correlogram 
(or variogram, for spatial variance). The shape of these plots provides useful infor-
mation about the intensity of spatial autocorrelation, and the distance at which the 
spatial autocorrelation is no longer affecting the observed spatial pattern (known 
as the range). The statistical significance of an autocorrelation coefficient at a 
given lag can be computed using either an approximation test or a randomization 
procedure (Fortin and Dale 2005). Because autocorrelation coefficient values at 
different lags are not independent of one another, to account for lack of inde-
pendence, a Bonferroni correction or progressive Bonferroni correction should 
be used (Legendre and Legendre 1998).

Global analyses of spatial autocorrelation assume stationarity (Fig. 15.5). However, 
many (or most) landscapes are heterogeneous. To address this reality, local spatial 
autocorrelation coefficients (e.g., local Moran’s I, local Getis statistics) have been 
developed (Anselin 1995; Getis and Ord 1992) to characterize spatial autocorrela-
tion at each sampling location. The advantage of local indicators of spatial association 
(LISA) is that values can be mapped, and hence can be used to identify subregions 
where spatial autocorrelation is unusually high (hotspots) or low (coldspots). 
The identification of such hotspots and coldspots is a way to determine whether or 
not the entire study area is stationary. The disadvantage of LISA methods is that a 
coefficient is calculated for each sampling location. Given the very large number of 
coefficients, the significance of each coefficient cannot be reliably assessed (since 
Bonferroni correcting for a very large number of tests ensures that nothing remains 
significant). That said, LISA methods are useful as indicator of local spatial pattern 
in the data.

Fig. 15.4 Polygon change analysis to determine the type of spatial overlap and amount of area: 
(a) home ranges of two individuals; and (b) home range of the same individual through time
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15.4.2 Spatial Interpolation

Often sampled data are used to map species distributions. Information about the 
spatial autocorrelation (spatial variance) can be used to fill in missing values 
(Fig. 15.6). The most commonly used spatial interpolation technique is a geotatistical 
method known as kriging (Cressie 1993) which uses parameters from a variogram 
and its model: the “range” is the distance at which values are not longer autocor-
related if there is one; the “sill” is the value of the variance at the range; and the 
“nugget effect” is the variance at distance 0 (due to sampling design and random 
noise). Values at unsampled locations are “kriged” (estimated) from values at 
sampled locations and the model of how autocorrelation changes with distance. 
Since a single set of variogram’s parameters is estimated, the method assumes 
spatial stationarity (i.e. mean and variance are constant over the entire study area). 
The advantage of kriging is that for each interpolated value (location) a measure of 

Fig. 15.5 Spatial autocorrelation and the importance of the assumption of stationary. (a) Map of 
the 100 “nest” points given two type of strata (stratum A indicated by open circles: n = 40; stratum 
B indicated by filled circles: n = 60) where the range of eggs found in the nest of the stratum A is 
from 0 to 2 (open circles) and for the stratum B from 0 to 5 (filled circles). Moran’s I correlograms 
based on: (b) the 100 nest points which comprise the two strata (i.e., violating the stationarity 
assumption) where no significant spatial autocorrelation was found; (c) the 40 nest points of stra-
tum A and (d) the 60 nest points of stratum B, where significant spatial autocorrelation was found 
in both strata separately
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uncertainty or error can be calculated. By examining mapped errors, it is possible 
to identify regions where more sampling would be useful (errors are high) (Lin et 
al. 2008). Kriging has been used frequently in animal ecology (Gribko et al. 1995; 
Villard and Maurer 1996) to map species distributions.

Most landscapes are highly spatially heterogeneous, thus violating the stationarity 
assumption required for kriging. One option is to stratify the landscape into subareas 
that are approximately stationary, and calculate a separate variogram for each stratum 
or subarea. Stratified kriging can then be performed using separate variogram 
parameters for each stratum (Fig. 15.6, Burrough and McDonnell 1998).

Fig. 15.6 Spatial variance and the importance of the assumption of stationary. Using the same 
data as in Fig. 15.5, the variograms are based on: (a) the 100 nest points which comprise the two 
strata (i.e., violating the stationarity assumption) where no spatial variance was found as indicated 
by the “flat” plot of the semivariance values; (b) the 40 nest points of stratum A and (c) the 60 
nest points of stratum B, where spatial variance was found at short distance lags in both stratum 
separately
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15.5 Disease Spread and Dynamic Modeling

Numerous epidemics affecting animals and humans have dominated the headlines 
over the last few years. Examples include West Nile virus, avian flu and BSE (mad cow 
disease), with serious implications for animal and human populations, as well as 
considerable economic concerns. With the emergence of numerous epidemics, diseases 
present complex spatial patterns and spread mechanisms, with intricate space–time 
dynamics, which make their modeling and prediction an increasingly difficult task.

Spatial epidemiology, also referred to as geographical epidemiology or medical 
geography, is concerned with the study of the spatial patterns of disease and mortal-
ity, with the determinants of disease and their dynamic interaction in space and time 
(Waller and Gotway 2003; Elliot et al. 2000; Elliott and Wartenberg 2004). Models are 
often application-specific, and there is wide variation in the sophistication of methods 
used to integrate space and time statistically (Crabbe et al. 2000; Burra et al. 2006; 
Buzzelli et al. 2006; Hooten et al. 2007; Law et al. 2006; Ohta et al. 2006). Here we 
will focus on dynamic models, which can be temporal or spatio-temporal; implicit 
(incidence, risk, rates) or explicit (diffusion and contagion).

Dynamic and spatio-temporal modeling presents several conceptual and methodo-
logical challenges (Sterner and Smith 2006; Tobin et al. 2007; Wikle 2007). Spatio-
temporal processes are multidimensional, and the development of spatio-temporal 
analytical models is hampered by intricate patterns of correlation and non-stationarity 
in space and time (Egenhofer and Golledge 1998; Raper 2000; Peuquet 2002).

15.5.1  Spatial and Spatio-Temporal Dependencies 
and Stationarities

Spatial dependencies and spatial non-stationarities are present, simultaneously, 
in most observed spatial data. Similarly, dependencies and non-stationarities are 
common in temporal data, where they also tend to appear simultaneously. When 
space and time are considered jointly, spatial and temporal dependencies and 
non-stationarities become dynamically intertwined. As noted by Griffith and 
Amrhein (1991), most of the multivariate analytical methods used by geographers 
can be (re)formulated as regression analyses. Regression analyses require inde-
pendence of the observations and stationarity of the process; violation of either 
assumption inflates the variance of regression estimates, resulting in less efficient 
and less reliable models (Anselin 1988; Legendre et al. 2002). Advanced spatial 
analytical methods are typically designed to correct the negative effects of 
spatial dependencies or non-stationarities. For example, spatial autoregressive 
methods (Anselin 1988) correct for spatial dependence, and local, or geographically 
weighted, methods (Fotheringham et al. 2002) address non-stationarity. In spatial 
autoregressive models, a model of spatial dependency is contextually estimated, 
while in geographically weighted models, non-stationarities are addressed by 
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the specification of a multitude of local models, each one meeting the stationarity 
assumption. As spatial and temporal dependencies and non-stationarities interact 
in space, time, and space–time, the stationarity assumption becomes harder to meet 
even for the local models. Furthermore, because all these spatial and temporal 
dependencies, it is harder to disentangle them. As a result, only partial solutions are 
typically sought, and the resulting models are either spatial, with limited considera-
tion of time, or temporal, with limited consideration of space.

15.5.2  Temporal Models and Temporal Extensions 
to Spatial Models

Several types of model have been developed either as spatial extensions to temporal 
models or as temporal extensions to spatial models. Examples of these are spatial 
versions of SUR (Seemingly Unrelated Regression) models (Anselin 1988). SUR 
models are systems of regression equations, whose parameters are estimated jointly 
to account for interactions among the various parts of the system. The system of 
regression equations lends itself to a treatment of space and time, as the data can 
be organized into pools of time series, each one pertaining to a spatial location, 
or pools of spatial series, each one pertaining to a time period. The latter instance 
allows for the explicitly spatial specification of the individual models, i.e., spatial 
autoregressive or geographically weighted models. When the leading dimension is 
time, the model may include an autoregressive or moving average component, such 
as STARIMA (Space–Time AutoRegressive Integrated Moving Average) models 
(Pfeifer and Deutsch 1980). These models can effectively analyze spatial and 
temporal dynamics, modeling the evolutionary trend of phenomena, such as disease 
spread and retreat. While they can provide efficient estimates in either space or 
time, they are not truly spatio-temporal analytical, and they can hardly deal with 
truly spatio-temporal dependencies.

15.5.3 Spatial Diffusion Models

Diffusion models, also referred to as spatial diffusion models or innovation diffusion 
models (Okubo and Levin 2000), are largely based on the theoretical work of Swedish 
geographer Torsten Hagerstrand (1973). Spatial diffusion is a good framework for 
simulating and predicting diffusion processes (Rodgers 1995). Any diffusion process 
is composed of a number of typical stages: (1) penetration: initial agglomerations, 
with a few adopters, usually in small areas; (2) expansion: radial dissemination and 
new agglomerations, with a significant increment in the number of new adopters,  
this stage ends with the first significant shrinkage in the number of adopters; and 
(3) saturation: only small and isolated increments, the adoption rate is always 
decreasing. In the case of disease spread, two additional stages can be considered: 
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(4) decay: a long period of rapidly declining intensity; and (5) extinction: the last 
throes of the epidemic waves (Cliff and Haggett 2006).

This simple, descriptive model is a useful conceptual tool to describe an 
observed process and it can aid some prediction of its future developments. Due to 
the complexities of spatial representation, the temporal dimension is better devel-
oped than the spatial one; therefore, the model is traditionally complemented by 
various forms of spatial interaction models (Hyndman et al. 2002), usually based 
on the classic gravity model (Hua and Porell 1979): in analogy with the physics 
concept of gravity, the expected interaction among places is directly proportional to 
the mass of their power of attraction, reduced by the effect of distance. The gravity 
model rests on the definition of an indicator of mass (e.g., susceptible population), 
a measure or model of distance, and the subsequent calibration of three parameters: 
an exponent indicating the attraction effect, an inverse exponent, representing the 
effect of distance, and a multiplicative constant. In spatial diffusion analysis, 
the gravity model constitutes a powerful tool to analyze the transmission mode of 
the diffusion (e.g. contagion). A large and significant distance decay coefficient 
indicates the prevalence of a contagious transmission mode, where the prevalent 
interaction takes place among nearby units, and the mass effect tends to be negligible. 
In contrast, a large and significant attraction coefficient expresses the prevalence of 
a hierarchical transmission mode, where the process “jumps” among large nodes of 
an urban hierarchy or a transportation network, eventually trickling down to smaller 
nodes, and where the distance effect is secondary.

15.5.4 Spatio-Temporal Modelling of Epidemic Waves

Within the general framework of spatial diffusion analysis, several specific models 
have been defined, with various applied and analytical foci. One such recent 
development is a model aimed at analyzing the spatial dynamic form of epidemic 
waves, as they advance in the early epidemic stages and eventually retreat in 
response to public health measures (Cliff and Haggett 2006). While a large literature 
deals with modeling epidemic waves in the time domain, this work by quantitative 
geographers borrows geomorphology concepts to create a model that focuses on 
the spatial dimension and shape of the waves, defining a method to identify their 
leading and trailing edges over time.

The representation of space in this model differs from that in the traditional 
epidemiological literature (Elliott and Wartenberg 2004), where the typical units of 
observation tend to be individual infected cases; here, instead, the units of observation 
are spatial units of interest, such as health regions, management units, or user-defined 
areas. It is assumed that these units are discrete, and that time can also be split into 
discrete intervals. The spatial extent of a wave is measured, in each time period, 
as the area enclosed between its leading and trailing edges; the study region thus 
is divided, in each time period, into areas defined as susceptible, infected, and 
recovered. Statistical analysis of the wave characteristics and temporal analysis 
of the transition phase allows a classification of the epidemic in its fundamental 
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 characteristics, including speed of the epidemic wave, spatial distribution (i.e., level 
of clustering), and transmission mode. Owing to these characteristics, the model 
has potential for use in forecasting and the definition of early warning systems.

Cliff and Haggett (2006) argue that one of the main advantages of this type of 
model is its relatively low data-intensity, because it only requires data on presence or 
absence of disease in each sub-region at given time intervals. The model is therefore 
particularly useful in countries or situations characterized by paucity or discontinuity 
of health records and data. We argue that for the same reasons the model constitutes 
an effective tool for the analysis of animal disease. The problem of spatial standardi-
zation, i.e., comparisons across geographical scales or between different countries, is 
likely to have a relatively low impact on wildlife disease studies.

15.6 Conclusion

Given the brevity of this presentation, our intent here was not to provide a complete 
description of the methods, but to provide guidance that will allow the reader to 
begin exploring available approaches with greater ease and confidence. Also, it is 
useful to note that some general principles apply to all spatial and spatio-temporal 
analyses. The first important principle is that, for any analysis, the implications of 
the underlying assumptions of process stationarity (independence of position in 
time and space) and isotropy (independence of direction) must be understood, and 
these assumptions must be critically evaluated. Second, data type will determine 
the methods that can be used. Data types are classified according to geometry 
(point, line, or polygon), completeness (sample or census), and dynamics (tempo-
rally static or changing over time). Once data type has been identified, the next step 
in analysis is to determine spatial parameters from the spatial structure that can be 
used into spatial modeling approaches.
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Chapter 16
Current State of the Art for Statistical 
Modelling of Species Distributions

Troy M. Hegel, Samuel A. Cushman, Jeffrey Evans, and Falk Huettmann

16.1 Introduction

Over the past decade the number of statistical modelling tools available to ecologists 
to model species’ distributions has increased at a rapid pace (e.g. Elith et al. 2006; 
Austin 2007), as have the number of species distribution models (SDM) published 
in the literature (e.g. Scott et al. 2002). Ten years ago, basic logistic regression 
(Hosmer and Lemeshow 2000) was the most common analytical tool (Guisan and 
Zimmermann 2000), whereas ecologists today have at their disposal a much more 
diverse range of analytical approaches. Much of this is due to the increasing availa-
bility of software to implement these methods and the greater computational ability 
of hardware to run them. It is also due to ecologists discovering and implementing 
techniques from other scientific disciplines. Ecologists embarking on an analysis 
may find this range of options daunting and many tools unfamiliar, particularly as 
many of these approaches are not typically covered in introductory university sta-
tistics courses, let alone more advanced ones. This is unfortunate as many of these 
newer tools may be more useful and appropriate for a particular analysis depending 
upon its objective, or given the quantity and quality of data available (Guisan et al. 
2007; Graham et al. 2008; Wisz et al. 2008). Many of these new tools represent a 
paradigm shift (Breiman 2001) in how ecologists approach data analysis. In fact, 
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for a number of these approaches, referring to them as new is a misnomer since 
they have long been used in other fields and only recently have ecologists become 
increasingly aware of their usefulness (Hochachka et al. 2007; Olden et al. 2008).

The purpose of this chapter is to introduce and provide an overview of the 
 current state of the art of tools for modelling the distribution of species using 
spatially explicit data, with particular reference to mammals. We include statisti-
cal approaches based on data models (e.g. regression) and approaches based on 
algorithmic models (e.g. machine learning, data mining). Breiman (2001) refers to 
these approaches as the two cultures. Our goal is not to recommend one approach 
over another, but rather to provide an introduction to the broad range of tools 
available, of which many ecologists may not be familiar. Our descriptions of these 
approaches are admittedly brief due to the necessity of space, and indeed a complete 
review would require an entire book itself. We hope that our overview provides suf-
ficient information for a starting point to search out more detailed information for 
an analysis. Indeed, we strongly recommend those interested in using any of the 
tools described here to become familiarized with additional resources, which we 
have attempted to provide as references. We avoid a detailed discussion of animal 
and environmental data, as this is covered at length elsewhere in this book (Part III); 
nor do we delve in depth into the theory of animal–habitat relationships which is 
also previously discussed (Part II). We begin by outlining some basic concepts and 
definitions providing an ecological context for SDMs. Following this we briefly 
describe the types of data used for SDMs and how this affects model interpretation. 
Subsequently, we outline statistical modelling tools within the data model realm, 
followed by tools grouped under algorithm models. Finally, we provide an overview 
of a number of approaches for model evaluation.

16.2  Species Distribution Models 
in Their Ecological Context

16.2.1 The Ecological Niche

Ecological theory suggests that species exhibit a unimodal response to limiting 
resources in n-dimensional ecological space (Whittaker 1975; Austin 1985; ter 
Braak 1986). The volume of this ecological space in which an organism can survive 
and reproduce defines its environmental niche (Hutchinson 1957). Many SDMs 
are based on this niche concept, in which the niche is as an n-dimensional hyper-
volume, where axes represent n resources limiting an organism’s fitness. The niche 
is defined by the boundaries of these resources, with the volume itself representing 
the total range of resources providing for the average fitness of an organism to be 
zero or greater. That is, these boundaries identify the range in which a species can 
physiologically persist. Hutchinson (1957) proceeded to differentiate between the 
fundamental niche, described above, and the realized niche in which these resource 
boundaries are reduced due to inter-specific interactions (e.g. competition, predation). 
The fundamental niche can be thus viewed as the theoretical limits of resources 
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allowing an organism to persist, whereas the realized niche is the actual limits of 
resources in which an organism exists. For a sample of additional resources on the 
niche concept readers are referred to Chase and Leibold (2003), Kearney (2006), 
Pulliam (2000), Soberón (2007), and Soberón and Peterson (2005).

Quantification of niche space at the species level is a first step toward predicting 
the distribution, occurrence, or abundance of wildlife species with SDM approaches. 
Often, the large number of factors which compose the niche can be reduced to a 
relative few that explain much of the variance in species responses. This technique 
is heuristically powerful, but it can often obscure relationships between mechanism 
and response. Importantly, without clear linkages between cause and effect, reliable 
extrapolation to new conditions (e.g. different study areas, future predictions) is 
problematic. Therefore, it is preferable to identify limiting factors, which are key 
variables associated with species tolerances that explain substantial proportions of 
variance and make sense in terms of well-understood mechanisms.

16.2.2 Scale and Spatial Complexity

Biophysical gradients are clines in n-dimensional ecological space. In geographical 
space these gradients often form complex patterns across a range of scales. The 
fundamental challenge of using SDMs to predict habitat suitability and occurrence 
in complex landscapes is linking non-spatial niche relationships with the complex 
patterns of how environmental gradients overlay heterogeneous landscapes (Cushman 
et al. 2007). By establishing species optima and tolerances along environmental 
gradients, researchers can quantify the characteristics of each species’ environ-
mental niche. The resulting statistical model can be used to predict the biophysical 
suitability of each location on a landscape for each species. This mapping of 
niche suitability onto complex landscapes is the fundamental task required to predict 
individualistic species responses.

High levels of spatial and temporal variability are typically found in ecological 
systems. This variability in environmental conditions strongly affects the distribution 
and abundance of species and the structure of biological communities across the 
landscape. Details of the spatial and temporal structure of ecosystems are impor-
tant at a range of scales. There is no single correct scale of analysis for SDM. 
The fundamental unit of ecological analysis is the organism (Schneider 1994) and 
fundamental scales are those at which the organism strongly interacts with critical 
or limiting resources in its environment. Each species will respond to factors across 
a range of scales in space and time based on its life history strategy and ecological 
adaptations (Cushman et al. 2007). Ecological responses to environmental gradients 
must be quantified at scales that match the biological interactions of individual 
organisms. Analyses at inappropriate scales risk missing or misconstruing relationships 
between mechanisms and responses (Wiens 1989; Cushman and McGarigal 2003). 
Accounting for multiple interactions across ranges of spatial and temporal scales 
is the fundamental challenge to understanding relationships between species 
distributions and environmental variables in complex landscapes (Levin 1992; 
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Turner et al. 2003). Where data allow, it is advantageous to quantitatively measure 
the relationships among driving factors across a range of scales simultaneously to 
identify these dominant scales and quantify interaction of factors across scale (e.g. 
Cushman and McGarigal 2003). Ideally, ecological analysis will therefore not be 
between hierarchical levels, such as populations, communities, or ecosystems, but 
instead will focus on relationships among organisms and driving processes across 
continuous ranges of scale (Levin 1992; Cushman et al. 2007).

The literature surrounding SDM consists of a myriad of confusing terminology (Hall 
et al. 1997; Mitchell 2005; Kearney 2006). There has historically been two classes of 
SDMs: distribution models (DMs; Soberón and Peterson 2005) that predict the broad scale 
occurrence (i.e. range) of a species over large spatial extents (e.g. globally or continen-
tally), and habitat or resource selection models (RSMs) which predict the occurrence of 
an organism at finer scales, such as within a population’s range. In many instances the 
analytical process of developing either class of model is similar. Ecologically, the differ-
ence between the two is one of scale (Johnson 1980; Wiens 1989). The inferences gained 
and the type of variable used for each class of model may differ substantially because of 
the different ecological processes acting on the organism at each scale.

16.2.3 Non-equilibrium Dynamics and Disturbance

Disturbance is central to ecology (Cooper 1913; Leopold 1933; Watt 1947; Reiners 
and Lang 1979; Turner et al. 2003). Many ecosystems and populations are inher-
ently non-equilibrial or depend on disturbances to maintain community structure 
and ecosystem function (White 1979; Mooney and Godron 1983; Sousa 1984; 
Glenn and Collins 1992; Collins et al. 1998). Linking niche relationships of species 
to environmental variables at appropriate spatial scales is complicated by changing 
biophysical conditions through time, species invasion and succession, and the legacy 
of past disturbances (Cushman et al. 2007). Current environmental conditions will 
not fully explain existing population distribution and abundance due to lack of 
equilibrium or time lags in establishing new equilibria following disturbances. 
For example, Baker (1995) argued that the time required for fire regimes to adjust to 
climatic change may often exceed the time that climate is stable, creating a perpetual 
temporal disequilibrium between climate, fire regimes, fuel loads, and forest structure, 
and thus wildlife habitat related to these ecological processes. Integrating spatial and 
temporal complexity into SDMs requires mechanistic understanding of the key drivers 
that limit species distributions and abundances, including the spatial scales at which 
they operate and temporal lags in their effects (Cushman et al. 2007).

16.2.4 Population Ecology

Often of interest to researchers and managers is the relationship between habitat/
environmental variables and population abundance or density predicted via the 



16 Current State of the Art for Statistical Modelling 277

probability of occupancy or occurrence (e.g. Boyce and McDonald 1999; He and 
Gaston 2000). For instance, in the case of endangered species managers are often 
tasked with ensuring population persistence. Habitat improvement or protection 
is one tool to achieve this. While intuitively appealing, in practice the relationship 
between habitat quality and population density is not well defined, and demographic 
mechanisms linking habitat to density are needed (Van Horne 1983; Hobbs and Hanley 
1990). For example, areas that are attractive to dispersers yet are not suitable for repro-
duction may have high density yet do not provide the resources for a self-sustaining 
population. Pulliam (2000) notes that species may be present in unsuitable habitat 
and absent in suitable habitat and thus without a mechanistic understanding of what 
is occurring in a system, simple relationships between habitat and density can lead to 
incorrect inference regarding the importance of environmental resources to a species. 
Management based on this information could result in the enhancement or protection 
of habitat entirely unsuitable for a population’s (or species) long-term persistence.

With the recent development of individual-based RSMs, the mechanistic rela-
tionship between habitat and population density may be more forthcoming. How an 
individual uses the landscape (i.e. selects resources) should influence its individual 
fitness (e.g. Buskirk and Millspaugh 2006). Focusing on individuals allows for the 
development of the mechanistic relationships between environmental variables 
(habitat) and the demographic parameters affecting population growth. For example, 
McLoughlin et al. (2006) related lifetime reproductive success of red deer (Cervus 
elaphus) in Scotland to the selection coefficients from a RSM and McLoughlin 
et al. (2005) report a relationship between predation mortality and resource selection 
in woodland caribou (Rangifer tarandus caribou) in Canada. Studies such as these 
enable us to understand how habitat influences populations through its effect on 
demographic parameters. Boyce and McDonald (1999) suggested that population 
density could be predicted from environmental variables using RSMs. However, 
recent work by Johnson and Seip (2008) indicates this is tenuous and requires a 
number of assumptions (e.g. population at equilibrium) and that a range of factors 
can confound predictions. For example, they found that when populations were well 
below ecological carrying capacity, model predictions of density based on habitat 
were overestimated since there was ample suitable habitat with no animals present. 
Hence, caution is warranted when making any assumption regarding population 
density or abundance based on occupancy or occurrence measures.

16.3 Data Types, Model Types, and Interpretation

16.3.1 Data Terminology and Application

In developing SDMs, data can come in a number of forms and can represent 
spatially referenced occurrences (e.g. single locations) or abundances (e.g. animal 
counts). Counts, or densities, of animals within some defined area (e.g. 1 km2 pixel) 
can be modelled as a function of environmental characteristics within that area (e.g. 
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see Section 16.4.1.3). More traditionally however it is the binary variable, presence/
absence, which is modelled. Identifying the presence of a species, or individual, at 
a location is relatively straight forward. Of much greater issue is the identification 
or confirmation of absence (MacKenzie 2005). How does one know that a species 
truly is absent from an area and that its absence is not due to sampling issues? For 
example, can absence be inferred from a lack of sighting in just one sample? Indeed, 
true absences may be very difficult to detect in nature. Thus, if one has a sample of 
used (or presence) locations (we use the terms use and presence interchangeably) 
and a sample of absence locations in which the surety of absences is questionable, 
modelling approaches to differentiate and predict the two may be problematic.

If a random sample of presences and true absences are used as data, model 
predictions can be inferred as absolute probabilities (i.e. the absolute probability 
that a species will occur on some unit based on its environmental characteristics). 
Manly et al. (2002) classify such a model as a resource selection probability func-
tion (RSPF). Often, true absences cannot realistically be assumed and yet many 
modelling approaches require a binary dependent variable. One approach to deal 
with these situations is to use pseudo-absences. Pseudo-absences most often 
represent the habitat available for an organism to select. Thus, it is assumed that 
pseudo-absences inherently include both used and unused locations. While model 
estimation using use and pseudo-absence data (other terms include use/availability) 
occurs similar to a use/non-use approach, model predictions cannot be consid-
ered as absolute probabilities. Rather, model predictions are inferred as relative 
probabilities and hence different landscape units can be compared relative to one 
another, but not in absolute terms. Manly et al. (2002) term such models as resource 
selection functions (RSF) and note that a RSF is directly proportional to a RSPF by 
some unknown constant. Whereas predictions for landscape or habitat units can be 
quantified probabilistically from a RSPF, these same units should only be ranked or 
indexed based on predictions from a RSF. A third situation applicable to some model-
ling approaches is termed presence-only. These types of models (e.g. see ENFA 
and Maxent below) do not require the user to explicitly provide a binary response 
variable; rather, only the used locations are entered. The modelling procedure 
then generates an availability sample for comparison. However, model predictions 
and output must still be interpreted appropriately because used locations were not 
compared to true absences. Specific requirements and assumptions of each modelling 
approach are further described in subsequent sections. A number of resources are 
available describing data collection and study designs. Manly et al. (2002) and 
Thomas and Taylor (1990, 2006) are good resources for those interested in RSMs. 
Hirzel and Guisan (2002) discuss sampling strategies for habitat models (i.e. DMs) 
and Graham et al. (2004) discuss the use of museum-based informatics.

16.3.2 Model Types

For local or regional natural resource managers, RSMs are typically the type of model 
of interest, particularly for wide-ranging, generalist species [e.g. elk (C. elaphus), 
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coyotes (Canis latrans)], where landscape use in a specific area (e.g. for one population) 
is of management concern (e.g. Sawyer et al. 2006). SDMs have been used to inves-
tigate patterns of geographic invasion (Peterson 2003) and changes in species ranges 
due to climate change (e.g. Beaumont et al. 2007), and Guisan and Thuiller (2005) 
provide a thorough review of SDMs and their potential for broader ecological insight. 
Although ecologically the differences between SDMs and RSMs may be substantial, 
the types of data (i.e. use/availability, use/non-use) used for either class of model can 
be similar. Hence, the tools we describe here can often be applied to either class of 
model. However, based on the published literature ecologists developing SDMs seemingly 
use a much broader array of analytical tools from both the data- and algorithm-based 
approaches (e.g. Elith et al. 2006), than have ecologists developing RSMs who have 
adopted data-based models more frequently (e.g. Huzurbazar 2003).

The tools we discuss here are most applicable for correlative models (Soberón 
and Peterson 2005) rather than a physiological mechanistic approach (Guisan 
and Zimmermann 2000) since the data are typically animal observation data (e.g. 
presence/absence) in which occurrence is correlated with environmental condi-
tions which we infer has some relation to fitness, although this relationship is 
unspecified. Indeed, the tools we describe here are more appropriate for general 
distributional models (RSMs or DMs) rather than formal ecological niche models 
(Peterson 2006). Ultimately, it is up to the researcher to define the objectives of a 
study prior to any data analysis. While these analytical tools can certainly help with 
completing these objectives, they most certainly cannot define them.

16.4 Data-Based Models

16.4.1 Generalized Linear Models

Many of the first statistical approaches to species distribution modelling used 
generalized linear models (GLM; McCullagh and Nelder 1989; Guisan and 
Zimmermann 2000). Through the use of a link function (e.g. logit, log), GLMs 
allow a non-Gaussian response variable to be modelled as a linear function of 
some predictor variable(s). A linear predictor Xb, where X represents a vector of 
predictors and b represents a vector of estimated parameters plus an intercept (a), 
is transformed via the link function to predict a response. For example, the log link 
function is often used with count data and the Poisson distributional family, and 
model predictions (m) are estimated by:

 ( ) ( )( )µ µ= β = βeexp which is equivalent to log ,X X  (16.l)

( ) ββ =where exp e .XX

Nonlinear relationships can be modelled through the use of quadratic, cubic, or 
higher-order terms. Rather than assuming that the error term of the model is 
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normally distributed, as in ordinary least-squares linear regression, GLMs allow 
errors to be distributed following a number of other distributional families including 
binomial, Poisson, or negative-binomial; hence GLMs are parametric models. 
Model parameters (coefficients) are estimated via maximum likelihood and 
represent the change in the response following a one-unit change in predictor. 
Parameters in models with multiple predictors are interpreted the same way, but 
with all other predictors held constant.

Selecting between two, or among multiple, models with differing specifications 
of predictor variables is termed model selection. Two nested models (i.e. when one 
model represents a subset of another) can be compared using a likelihood-ratio test 
(LRT). Information-theoretic (IT) criteria (e.g. AIC; Burnham and Anderson 2002) 
allow for simultaneous multi-model comparison of both nested and non-nested 
models and avoids the need to carry out many pairwise LRTs, which are only valid 
for nested models. Further, IT criteria such as AIC allow models to be weighted 
and ranked relative to the entire set of models under consideration. From these 
weights, models can be averaged and the relative influence of individual predictors 
compared. Model selection using IT criteria is based on the principle of parsimony. 
Models with higher log-likelihoods indicate they fit the data better than those with 
lower log-likelihoods. However, any increase any predictors will also increase the 
log-likelihood, even if only by a minute amount. Therefore, IT criteria penalize 
a model based on its number of estimated parameters. Thus balancing between 
an overfit model (i.e. too many predictors) with one having too few predictors to 
be meaningful and not explaining sufficient variability in the data. Burnham and 
Anderson (2002) discuss a small sample size version, AICc, when the ratio of the 
number of observations (data) to the number of estimated parameters is <40, and 
argue that this should always be used. They also describe a quasi-AIC (QAIC) 
which they suggest should be used when overdispersion (i.e. greater variance than 
expected) in the data is suspected, common in count data (Gelman and Hill 2007).

Models not meeting the assumptions of GLMs (McCullagh and Nelder 1989) 
may result in biased or overly optimistic (i.e. deflated standard errors) estimates. 
Perhaps the most critical assumption is that of independent observations. Roughly, 
this refers to each observation contributing equally to the model. If two or more obser-
vations are not independent (i.e. correlated in some way) due to, for example, temporal 
sampling issues (e.g. telemetry observations collected close together in time), or 
repeated observations from the same individual in which those data are correlated 
to a greater degree than data across individuals, parameter estimates may be biased 
and measures of precision may be biased low (Dormann 2007). For instances in which 
data can be grouped, say within individuals or groups, there are methods to deal with 
this lack of independence such as robust sandwich estimators (e.g. Nielsen et al. 
2002), however mixed models (see below) may be a better option (Gillies et al. 2006), 
particularly when these groups are unbalanced (i.e. unequal sizes). Collinearity 
between predictor variables can also seriously affect estimates through biased 
parameters and deflated standard errors. Prior to inclusion of predictor variables in 
a model, their correlation should be assessed and if collinearity is detected, one of 
the variables removed. The choice of collinearity threshold is somewhat arbitrary. 
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A correlation of r > 0.9 should be a serious concern, and a correlation of r > 0.7 
should be examined closely. Variance inflation factors (VIF; VIF = 1/1−R2), or 
tolerance (1/VIF), can be used after model fitting to assess how much the variance 
of an estimate is inflated due to collinearity among variables in the model. One rule 
of thumb indicating strong collinearity is VIF > 10 (Chatterjee and Hadi 2006), 
which is equivalent to r = 0.95.

16.4.1.1 Logistic Regression

Ordinary logistic regression (OLR; Hosmer and Lemeshow 2000) has been the 
traditional workhorse for estimating SDMs (e.g. Guisan and Zimmermann 2000, 
Guisan et al. 2002). Logistic regression is an intuitive approach as it uses binary (e.g. 
presence/absence) data as the dependent variable. The mean of these binary data is 
modelled as a binomial probability distribution and the relationship between some 
predictor(s) (e.g. landscape variables) and the probability of an event (e.g. an occur-
rence) is linearized through the use of the logit link function (16.2), which ensures the 
transformation of Xb to a probability of occurrence (m) ranges between 0 and 1.

 ( ) ( )( )µ = β + βexp / 1 expX X  (16.2)

By definition, OLR assumes the use of the logit link function; however in a GLM 
framework other link functions are available such as the probit, complimentary 
log–log, and log–log. The majority of SDMs have used the logit link function and 
hence we restrict our discussion to logistic regression.

When a random sample of true presence/absence data are used, m is an absolute 
probability (i.e. the model is a RSPF) and inferences and predictions based on 
estimated model parameters are straight forward. In situations where a sample of 
used and a separate sample of unused (or available) locations are the dependent 
variable, a case-control approach is appropriate (Manly et al. 2002; Keating and 
Cherry 2004). Since the dependent data were not collected as one random sample 
representative of the overall population, an adjustment must be made to Eq. (16.2) 
to account for sampling fractions (i.e. the proportion of used locations in the sample 
relative to the total number of used locations in the population). Without this adjust-
ment probabilities will be biased (Keating and Cherry 2004). In practice, knowing 
these sampling fractions in an ecological setting may be virtually impossible. 
Without knowing these sampling fractions the intercept parameter cannot be esti-
mated (Manly et al. 2002), or more specifically, the intercept parameter estimated 
in a GLM framework is biased and should not be used.

When presence/pseudo-absence (use/availability) data are used, m is a relative 
value (i.e. the model is a RSF). Manly et al. (2002) suggest the use of an expo-
nential model (16.1) as a recommended form of the RSF. They suggest estimating 
model parameters (b) by logistic regression and using them in the exponential RSF 
rather than the logistic model (16.2). This assumes Xb ≤ 0 to yield a valid prob-
ability model. However, because sampling fractions are not known, the estimated 
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intercept parameter is not valid and therefore not included in the RSF. Keating and 
Cherry (2004) critiqued the use of OLR for use/availability RSMs and noted in their 
simulation study that: RSFs were not always directly proportional to RSPFs, RSFs 
did not always rank resource units properly, parameter estimates obtained via OLR 
do not always result in Xb ≤ 0, and even small levels of contamination (i.e. numbers 
of used locations in the availability sample) can yield invalid parameter estimates. 
Johnson et al. (2006) demonstrated empirically that: the likelihood for a use/
availability model is valid and is closely related to a logistic discriminate function 
and hence yields valid log-likelihoods and parameter estimates, RSFs are generally 
proportional to RSPFs with relatively high (>50%) levels of overlap (i.e. when a 
used location is found in both the used and available samples), and parameter 
estimates were generally stable with high (∼50%) levels of data contamination.

The decision to adopt a use/non-use versus a use/availability approach, and 
hence develop a RSPF or RSF respectively, is not trivial and has both biological 
and analytical consequences. Non-use implies that a site or location was sampled 
and an organism was not present. The justification of assuming the non-use of a 
site is important as the absence of an organism may be due to sampling effort or 
bias rather than true lack of occurrence. Indeed, particularly for RSMs, it is diffi-
cult to envision many instances in which true absence can definitively be assumed 
(MacKenzie 2005; see Section 16.4.1.4 below for methods to deal with detection). 
The use of logistic regression assumes that the detection of an organism is perfect, 
and hence the differentiation between RSFs and RSPFs does have implications. 
Since predictions from a RSF are relative, maps, for example, can only identify 
relative rankings of suitable habitat. To conceptualize this, imagine a hypothetical 
RSF with the only predictor being categories from a landcover map. If category z 
is chosen as the reference category during maximum likelihood estimation, the 
parameter estimates for all other categories are interpreted relative to it (Hosmer 
and Lemeshow 2000). After removing the intercept from the linear predictor and 
calculating m in category z, the result is zero, or more specifically there is no result 
as there would be nothing to calculate (i.e. it is nonidentifiable; Lele and Keim 
2006). Treating this value as a true probability could have serious implications from 
a management perspective.

Parameters estimated from logistic regression are simple to interpret and can 
be described in two ways. First, the parameter value (b

i
) can be used to identify the 

change in m (16.2) with a one-unit change in the value of the independent variable i. 
Parameters can also be interpreted as an odds ratio, exp(b

i
). The odds ratio is the 

factor by which the odds of an event occurring changes with a one unit change in 
the independent variable i. The choice of how one interprets these parameters is 
largely based on the research objectives.

We have devoted substantial space to the discussion of logistic regression 
models largely because they have been, and still are, used frequently by ecologists. 
As will be evident in the proceeding sections, many newer approaches accommo-
date many of the limiting issues with OLR. Further, many of the details presented 
here are applicable for other data-based models, such as collinearity, independence, 
and model selection.
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16.4.1.2 Conditional Logistic Regression

An alternative to OLR is the use of conditional logistic regression (CLR). 
CLR models use data that are matched, in which a used (presence) location is 
specifically matched to a number of unused, or available, locations to create 
a group (stratum), and results of the model are conditional upon each group. 
These approaches have been used to deal with situations in which habitat avail-
ability changes during the course of a study (Arthur et al. 1996), and to deal 
with potential temporal autocorrelation arising from data collected from GPS 
radio-telemetry data (Johnson et al. 2004). Such models are known as discrete 
choice models (DCM; Manly et al. 2002), conditional fixed-effects logistic 
regression (CFE; Johnson et al. 2004), or case-control models (Pearce and 
Boyce 2006). Johnson et al. (2004) used CFE to develop a RSM for caribou in 
northern British Columbia, Canada. They created a group for each telemetry 
observation, with 10 random locations representing available resources. These 
ten random locations were generated within a circle whose area was determined 
by the location of the previous observation. While they used ten locations, this 
is somewhat of an arbitrary decision, as is any sample size selection for pseudo-
absence data. This approach would be most useful when some inherent lack of 
independence in the data is present; common with GPS radio-telemetry data. 
Interpretation of model coefficients is the same as for OLR, yet may be viewed 
as more reliable given that the natural clustering in the data is accounted for. 
In CFE, there is no intercept estimated since the model is conditioned on each 
stratum. Arthur et al. (1996) developed a RSM for polar bears (Ursus mar-
itimus) that was essentially a DCM (Manly et al. 2002) which accounted for 
changing sea ice availability over time. The application of these types of models 
in which availability is matched to a specific used location may be especially 
well suited for modelling species distribution in changing environments. Some 
detailed references for those interested in CLR models include Cooper and 
Millspaugh (1999), Craiu et al. (2008), Manly et al. (2002), McCracken et al. 
(1998), and McDonald et al. (2006).

16.4.1.3 Count-Based Models

An alternative to modelling a binary response, as in logistic regression, the 
abundance (counts) of animals or observations can be modelled as a function of 
some environmental features (Pearce and Ferrier 2001; Potts and Elith 2006). 
GLMs readily provide for this by using either a Poisson or negative-binomial 
distribution, typically with a log link function (McCullagh and Nelder 1989; 
Long 1997). Negative-binomial models are often used over Poisson models 
because they estimate an overdispersion parameter. Manly et al. (2002) describe 
a log-linear modelling approach in which counts of observations are recorded in 
categorical habitat types. The probability of use of (m) an individual habitat type 
(i) can be predicted by:
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 ( )µ B exp X ,i i i i= β  (16.3)

where B
i
 is the overall proportion of habitat type i available in the study area. 

Counts of observations can be related to continuous environmental variables also. 
Millspaugh et al. (2006) used counts of observations from GPS radio-collared 
elk within randomly placed units (circles or squares) on the landscape and used a 
Poisson regression model to estimate an RSF. They used an offset term (a variable 
with a coefficient fixed to 1.0) of the total number of observations across the entire 
landscape to ensure that model predictions were probabilities rather than counts of 
observations. In many ecological datasets there can be a high frequency of zeros 
(Martin et al. 2005). Because these data may not conform to the assumptions of 
the Poisson or negative-binomial distributions, a number of approaches have been 
developed to deal with these extra zeros including zero-inflated and hurdle models 
(Welsh et al. 1996; Fletcher et al. 2005; Potts and Elith 2006). Nielsen et al. (2005) 
compared logistic regression predictions of occupancy with predictions from a 
zero-inflated model of moose (Alces alces) abundance and found that probability 
of occurrence predicted abundance well at low densities. However, they concluded 
that different environmental factors were involved in predicting distribution and 
abundance at higher densities. Potts and Elith (2006) provide a good introduction 
of count-based models in an ecological context and Long (1997) and Cameron and 
Trivedi (1998) provide good statistical overviews.

16.4.1.4 Resource Utilization Functions

A relatively new approach for modelling species distributions is the resource 
utilization function (RUF; Hepinstall et al. 2004; Marzluff et al. 2004; Millspaugh 
et al. 2006). The RUF incorporates more broad-scale space use patterns (e.g. home 
range) into the development of a RSM. Its benefits include not requiring an unused/
availability sample which may be difficult to adequately identify, and the spatial 
accuracy of animal locations may not be as critical because of the smoothing nature 
of space-use estimators (Rittenhouse et al. 2008). With this approach a utilization 
distribution (UD; Kernohan et al. 2001) must first be estimated which uses the 
spatial location of animal observations to estimate the intensity (or probability) of 
use within, for example, an animal’s home range. Hence, the location data for this 
approach must be suitable to adequately estimate a UD. The UD estimates this 
intensity of use based strictly on the spatial distribution of the observations and not 
any underlying environmental features. Two methods for estimating UDs include 
kernel approaches (Worton 1989; Seaman and Powell 1996) or local convex hulls 
(Getz and Wilmers 2004; Getz et al. 2007).

A grid is created with each pixel value representing intensity. With the UD esti-
mated, resource (landscape) variables under each pixel are extracted, much in the 
same way in which the values of these variables would be extracted from point data. 
These resources can subsequently be related to intensity of use in a number of ways 
(Millspaugh et al. 2006). Multiple linear regression can be used with the intensity 
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values for each pixel as the dependent variable and the underlying resources as 
predictors and the spatial autocorrelation among pixels accounted for (Marzluff 
et al. 2004). Jachowski (2007) used this approach to develop a RUF for endangered 
black-footed ferrets (Mustela nigripes) in relation to prey distribution. Another 
approach is to categorize the UD values into ranks (i.e. an ordinal measure) and 
use polytymous logistic regression to model these ranks, rather than the actual UD 
values (Rittenhouse et al. 2008).

Another approach is to use the estimated UD in a compositional analysis 
(Aitchison 1986; Aebischer et al. 1993; Millspaugh et al. 2006) which is a multivar-
iate analysis of variance. Under this approach, habitat use is based on the proportion 
of each habitat type within the UD, with each habitat type weighted by the intensity 
of use as determined by the individual values of the UD pixels. Millspaugh et al. 
(2006:391) term this a “weighted compositional analysis” and provide an example 
using radiocollared female elk. These animals exhibit non-random space use within 
their home range which emphasizes the rationale for a weighted compositional 
analysis in which even use within a home range is not assumed, which is the case 
with the original compositional analysis approach described by Aebischer et al. 
(1993). Each habitat type within the UD (i.e. home range) is weighted by the overall 
sum of their associated UD intensity values.

16.4.1.5 Occupancy Models

An assumption with models using presence/absence data is that both presences 
and absences are detected perfectly. This is a rather naïve assumption though, that 
virtually gets violated in nature every single time (Buckland et al. 2001; MacKenzie 
et al. 2002). While presence of a species or individual at a site is relatively easy to 
confirm (e.g. it was directly observed), absence is much more difficult to assume 
because non-detection may be a result of either the sampling approach (i.e., false 
negatives) or that absence was indeed true (MacKenzie 2005). Failure to account for 
imperfect detection of absences can bias model parameter estimates and subsequent 
inferences (Gu and Swihart 2004; MacKenzie 2006; Tyre et al. 2003). MacKenzie 
et al. (2002) introduced an approach (occupancy models) to model occupancy 
rates when detection probability is less than perfect, which is closely related 
to mark-recapture models. While OLR models the probability that a site will 
be occupied based on some covariate(s) assuming perfect detection, occupancy 
models model presence as well as the probability of detection (MacKenzie et al. 
2005) thus reducing bias induced by false-negatives. Logistic regression can be 
used to estimate a RSM of species presence or absence while taking into account 
the detectability of a certain resource unit (MacKenzie 2006). Of note is that to 
estimate detection probability, a site must be visited (i.e. sampled) more than once 
and that for this approach a designed study may be necessary rather than using 
existing observational data in which it may rarely be the case that a site has been 
visited multiple times. MacKenzie and Royle (2005) and Bailey et al. (2007) outline 
sampling strategies and recommendations for designing a site occupancy study. 
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MacKenzie et al. (2005) provide a comprehensive overview of occupancy models 
including study design, statistical estimation, and ecological inferences, and is a 
necessary resource for anyone undertaking this modelling approach. Donovan and 
Hines (2007) provide an on-line tutorial and instruction manual for implementing 
occupancy models. MacKenzie (2006) provides a detailed description of using 
occupancy models to develop RSMs with specific reference to pronghorn antelope 
(Antilocapra americana). Ball et al. (2005) use an occupancy modelling approach to 
evaluate an existing habitat model for Palm Springs ground squirrel (Spermophilus 
tereticaudus chlorus). Occupancy models can be estimated using the wide-ranging 
mark-recapture software Program MARK (Cooch and White 2007) or the specially 
designed program Presence (Mackenzie et al. 2002).

16.4.2 Quantile Regression

Another approach for SDMs not having received much attention (Austin 2007) is 
quantile regression, which has its roots in econometrics (Koenker 2005). Rather 
than assuming that the relationship (i.e. slope) between observations and predictors 
is constant across the range of predictor values (i.e. environmental space), quantile 
regression assumes this relationship changes over different ranges (i.e. quantiles) 
of the predictors (Cade and Noon 2003, Cade et al. 2005). Vaz et al. (2008) used 
this approach in the upper boundaries of organism–environment relationships to 
identify limiting factors for distribution and provide a modelling strategy for using 
quantile regression. These semi-parametric models estimate unique parameters 
relating environmental features to a response across different quantiles of the data. 
Thus, for each quantile of the data a separate coefficient is estimated; having specific 
fits for specific data sections, this can be somewhat equated with approaches used 
by MARS and even mixed-models (see further below). Austin (2007) discusses 
how comparison of these quantile-specific coefficients can be used to assess lim-
iting factors and environmental gradients. These models are an extension of linear 
least-squares models and are most readily fit to continuous response data; however 
Koenker (2005) describes approaches to fit binary and count data, as well as nonlin-
ear models. Additionally, because the data are partitioned into quantiles, a sufficient 
number of observations must be present in each quantile to adequately estimate its 
respective parameter and therefore quantile regression models may be difficult to 
fit with sparse data. Model parameters can be interpreted as in least-squares linear 
models. More applications are needed to assess the validity and specific niche 
where these model types can be used for SDMs.

16.4.3 Generalized Additive Models

An approach similar to GLMs, yet more flexible, are generalized additive models 
(GAM; Hastie and Tibshirani 1990, Wood 2006), which have also been used 
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extensively for developing SDMs (Guisan et al. 2002). While GLMs are somewhat 
restrictive in their assumption of a linear relationship between response and predictor 
variables, GAMs allow for more complex relationships to be estimated, using 
cubic or thin-plate regression splines, and do not assume a linear relationship. 
Tensor-product splines can be used to estimate smooth functions of interactions 
of predictors. Like GLMs, GAMs can use binary data (for SDMs they may 
use presence/absence or use/non-use data) within the binomial family, and link 
functions such as the logit. GAMs can also be used to fit non-binary data and can 
be used with Gaussian continuous data, Poisson distributed count data, and zero-
inflated data (Barry and Welsh 2002). However, unlike GLMs which have a single 
parameter for each predictor variable, GAMs estimate a non-parametric, smooth 
function for one or more of the predictors in a model. A GAM with no smooth 
functions of any predictor variables is identical to a GLM. GAMs can include both 
linear and smooth terms in a model, and selection among models with differing 
specifications of predictors can be used as with GLMs (e.g. AIC).

When fitting GAMs, the primary decision by the analyst is how smooth should 
the relationship be between outcome and predictor. The smoothest relationship is 
a simple straight line (df = 1) and as the response tracks values of the predictor 
variables more closely, the function becomes less smooth (i.e. more complex) and 
the degrees of freedom rise. The main caution with using GAMs is to avoid over-
fitting the data. This essentially becomes a model selection problem of choosing 
the effective degrees of freedom for each smooth term which can be computation-
ally intensive (Wood and Augustin 2002). Hastie and Tibshirani (1996) describe an 
approach called BRUTO which uses a back-fitting procedure using cross-validation 
to identify not only the variables to remain in the final model, but also the effective 
degrees of freedom (i.e. smoothness) for each variable. Wood and Augustin (2002) 
discuss an approach using penalized regression splines to carry out integrated 
model selection through generalized cross-validation to select the appropriate 
degree of smoothing. Interpreting and communicating the results and parameter 
estimates from a GAM is more challenging than GLMs. If inference is the primary 
objective of the SDM, graphical displays of the smooth function relating predictor 
to response(s) may be the most useful approach as this visual representation is 
likely easier to understand than would a written description, particularly for com-
plex relationships. GAMs do not provide coefficient estimates and standard errors 
for smoothing functions. Rather, the significance of the function itself is evaluated. 
Spatial predictions for use in a GIS are most readily obtained within the statistical 
package used to estimate the GAM, and subsequently exported to the GIS, rather 
than attempting to apply the GAM model directly within a GIS as is readily carried 
out with GLM model parameters.

16.4.4 Bayesian Analysis

Bayesian statistical approaches (e.g. Gelman et al. 2004) are becoming increasingly 
more common in ecological research (Clark 2005; Ellison 2004) and species 
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distribution modelling more specifically (e.g. Gelfand et al. 2006; Latimer et al. 2006). 
All of the more traditional frequentist-based approaches described thus far in this 
section can be analyzed using a Bayesian approach. For example, Wintle and 
Bardos (2006) used a Bayesian autologistic regression model to model habitat 
relationships of the yellow-bellied glider (Petauroides australis) in the presence of 
spatially autocorrelated animal observation data, Thomas et al. (2006) developed a 
Bayesian discrete-choice model to investigate caribou resource selection with cow-
calf pairs treated as random effects (see Section 16.4.5), and La Morgia et al. (2008) 
examined potential impacts of human land use to roe deer (Capreolus capreolus) 
habitat using GAMs in a Bayesian setting. Martin et al. (2005) describe a Bayesian 
approach, and provide code, for a zero-inflated count model. Software BayesX 
(Brezger et al. 2008) provides a software environment for analysing structured 
additive regression models such as GAMS, semiparametric splines, and geographi-
cally weighted regression (GWR), in a Bayesian framework.

One of the difficulties in Bayesian data analysis is in empirically defining 
the posterior distribution of the model parameters. The improvement of Monte 
Carlo techniques have made the posterior distributions of Bayesian models possible 
to approximate from flat (i.e. uniform) prior distributions. Historically, the 
primary criticism of Bayesian approaches is that a model converges on a 
distribution defined by expert opinion, thus returning an answer that was 
pre-defined. By starting a Bayesian model with flat priors and converging on 
an optimal distribution given the data, we can ask the question; what is the 
probability that the resulting model will arrive at the observed result? A flexible 
approach for this type of analysis is Markov Chain Monte Carlo (MCMC) 
with Gibbs Sampling (Casella & George 1992). Gibbs Sampling generates 
samples from the joint probability of two or more variables, thus approximating 
the joint distribution. This approach is useful when the joint distribution is not 
explicitly known. This algorithm is well adapted to sampling the posterior distri-
bution along a MCMC. This approach is implemented in software WinBUGS 
(Lunn et al. 2000).

Bayesian approaches can be valuable because of their flexibility in building 
complex (e.g. hierarchical) models with multiple random effects, their ability 
to incorporate multiple probability distributions, and their ability to incorporate 
prior information about factors influencing a species distribution (Gelman et al. 
2004). Kynn (2005) developed software (Elicitor) to generate prior distributions 
from expert opinion for use in Bayesian species distribution modelling. While 
there are many advantages to adopting a Bayesian approach, it can be challenging 
and likely not recommended for those new to species distribution modelling 
or those without a particularly strong background in statistics. Indeed, there 
are important and non-trivial differences both philosophically and inferentially 
between frequentist and Bayesian approaches that should be recognized prior 
to embarking on this path (Ellison 2004). McCarthy (2007) provides a good 
introductory text with an ecological focus, while Gelman et al. (2004) provide a 
thorough technical overview.
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16.4.5 Random Effects Models

For data collected opportunistically or in a field setting where few variables can be 
controlled for, unobserved heterogeneity (i.e. variability) can be present (Gelman 
and Hill 2007). This may result from variability across year in which some source 
of annual, but unknown, variability may affect the occurrence of a species. In a 
radio-collar telemetry study, the individual may be the source of this heterogeneity 
and while some features of the sampled individuals may be possibly included in the 
modelling framework, other unmeasurable factors (e.g. genetic) may be at play and 
be influencing resource selection by that individual. In these situations where some 
factor may be affecting the process being measured, random effects (or mixed models) 
may be employed (Pinheiro and Bates 2000; Skrondal and Rabe-Hesketh 2004; 
Gelman and Hill 2007). In these models, the unmeasurable factors are treated as a 
random variable in which the individual levels of that variable (e.g. specific years) 
are randomly drawn from the overall distribution of “year”. It is possible to have >1 
random effect which can either be independent of one another (i.e. cross-classified) 
or can be hierarchically organized (e.g. individual within group within the popula-
tion). Models are termed “mixed” when they incorporate both random and fixed 
effects. Fixed effects are those that are unchanging across different levels of the 
random effect (i.e. the slope of the relationship between predictor and response 
is constant). Random effects models are particularly valuable for identifying the 
source of unobserved variability and subsequently accounting for it, thus reducing 
the overall variance of the model. Random effects can be specified as a random 
intercept so that the relationship between predictor and response is constant, but the 
y-intercept is shifted up or down for different levels of the random effect. Random 
effects can also be specified as random coefficients such that for each level of the 
random effect, the slope of the relationship between response and predictor is dif-
ferent. Mobæk et al. (2009) used a mixed modelling approach to examine habitat 
selection by sheep (Ovis aries) across different levels of forage productivity and 
sheep stocking density. In their analysis they considered two random effects; 
individual sheep hierarchically nested within an enclosure.

Random effects models can be used to explicitly account for lack of independ-
ence, for example within telemetry points from the same radio-collared individual. 
They can also deal with unbalanced sample designs, for example where some 
years have more data collected than others. Gillies et al. (2006) describe how ran-
dom effects models can be used to deal with these issues. Further, because random 
effects are assumed to be drawn from a probability distribution, these models can 
be generalized beyond the data used to train them. That is, by treating year as 
a random effect, the model can be used for inference and prediction to years not 
included in the modelling process. This also saves degrees of freedom for param-
eter estimation since each random effect (e.g. individual) does not have a unique 
parameter estimated for it, which in the presence of numerous random effects could 
prove exceptionally large. Given that most data used for SDMs are collected in 
the field, often opportunistically, random effects models may be a valuable tool to 
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account for and quantify unobserved variability in the data. Further, examining the 
random effects parameters themselves can be useful for gaining greater ecological 
insight into processes driving these patterns and can be useful for designing future 
study to investigate these in a more detailed fashion (Afshartous and Wolf 2007).

16.4.6 Ecological Niche Factor Analysis (ENFA)

In situations where species absence data are unavailable, poor, or irrelevant, and 
data consist of presence-only records, Hirzel et al. (2002) developed a multivariate 
approach, and the Biomapper software, called ecological niche factor analysis 
(ENFA) to estimate habitat-suitability. Conceptually, the principle behind ENFA is 
relatively straight forward. The distribution of some environmental, non-categorical, 
predictor variables where the species is present is compared to, and is a subset of, 
the distribution of those same predictors across the entire (i.e. available) study area 
(see Hirzel et al. 2002:Fig. 1). Predictor distributions are normalized prior to analysis 
through a Box-Cox transformation. Four parameters are required: ms and ss are 
the mean and standard deviation of the predictor distribution where the species was 
present respectively, and mG and sG are the mean and standard deviation of the 
predictor distribution for the overall (global) region respectively. Marginality (M) is 
the absolute difference between the means of the two distributions for a predictor. 
It is divided by 1.96*sG to remove any bias from the global distribution and generally 
ensures M ranges between 0 and 1. Specialization (S) is the ratio of sG:ss and 
measures the range of use of a predictor relative to the overall range of that predictor. 
That is, a species that used some environmental feature(s) within a very narrow 
range of its values is considered specialized. An important consideration is that 
M and S are dependent upon how the global area is defined and will change with 
different definitions of the study area, thus inferences are relative to how this study 
area is defined. Sample sizes are dependent on the variability of the predictors in 
the area since it is most important to obtain accurate distributions of predictors. 
With highly variable environments this may require substantial data. For more 
homogeneous environments, fewer data may be required.

To incorporate multiple predictors in multivariate space, principal components 
analysis (PCA) is used in which the first axis (factor) accounts for M across 
all predictors, and subsequent axes maximize S. Suitability for a pixel (cell) 
is estimated by comparing its location on the PCA factors (axes) to the total 
number of cells that are as far or farther from the median value of the axes, and 
then normalized to range between 0 and 1 (Hirzel et al. 2002). A good example of 
the application of ENFA is provided by Sattler et al. (2007) in their model of two 
bat (Pipistrellus spp.) species. Hirzel et al. (2004) describe an approach, which is 
implemented in Biomapper, to convert categorical data into quantitative distance 
and frequency metrics required by ENFA. Biomapper also produces spatially 
explicit data layers for visualization and use in a GIS. Additionally, the R software 
package ‘adehabitat’ (Calenge 2006) also carries out ENFA.
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16.4.7 Generalized Dissimilarity Modelling

A relatively recent approach to SDM is the use of generalized dissimilarity modelling 
(GDM; Ferrier et al. 2007) which was initially used to model turnover in species 
diversity in community ecology (Ferrier 2002). Observed rates of turnover (change) 
between individuals units (e.g. pixels, land units) are compared and modelled as 
a function of environmental characteristics of those units. Because many pairwise 
comparisons can be made, GDM uses a matrix regression approach in which an n × 
n matrix of pairwise dissimilarity measures, for n units, represents the environmental 
predictor variables (non-categorical), and a matrix of the pairwise difference 
in species turnover the response variable. The GDM approach does not assume 
the relationship between response and predictor variables is linear and models 
two types of non-linearity. First, GDM assumes that the separation between the 
response dissimilarity between pixels and the environmental variables is 
curvilinear, rather than linear as in a traditional regression, and uses appropriate 
link and variance functions to model this. Second, GDM assumes that the rate 
at which change occurs is not constant and in fact changes along some environ-
mental gradient. To model this non-linearity GDM uses splines to fit transforming 
functions to each environmental variable. Elith et al. (2006) extend this approach 
beyond modelling species diversity to modelling species distribution. To do this, a 
kernel regression is used on the output of the transformed environmental variables 
from the GDM to predict the likelihood of species occurrence. Using presence/
pseudo-absence data with GDM should be considered cautiously (Ferrier et al. 
2007). Statistical significance testing for choosing when to include (or drop) a 
predictor is carried out using matrix permutations (see Ferrier et al. 2007). Ferrier et al. 
(2007) have also developed the R software package ‘gdm’ for estimating GDMs.

16.4.8 Multivariate Adaptive Regression Splines (MARS)

Friedman (1991) introduced multivariate adaptive regression splines (MARS) as a 
flexible regression approach to model nonlinear relationships and can be used for 
both binary and continuous responses, and continuous and categorical predictors. It 
also bridge’s Breiman’s (2001) two modelling cultures, as it is a data mining tool, 
yet still uses a regression-based framework. It has recently been used to develop 
SDMs but is not yet commonly applied (Leathwick et al. 2005, 2006). MARS builds 
piecewise-linear relationships between the response and predictors, with differing 
slopes in different regions of the predictor variable space, with changes in slope at 
estimated knots. For each knot there is a pair of basis functions which describe the 
slope of the relationship on either side of it. Multiple knots can be present for a 
single predictor. To estimate the model, MARS first fits an overly complex model 
(forward-selection) with too many ‘knots’, including all predictors, which minimizes 
the residual error. MARS also can estimate parameters for interactions between 
two or more predictors, which can provide for an exceptionally complex model, 
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especially considering that interactions may occur only over certain ranges of the 
predictors. These knots are subsequently removed (i.e. pruned) such that those 
knots providing little information to the model are removed (backward-selection). 
Variable (predictor) selection occurs here such that predictors providing little infor-
mation are removed from the model. The final model has the lowest generalized 
cross-validation measure of mean squared error. In this way MARS differs from 
GLMs and GAMs in that model estimation and selection occur simultaneously, 
and a multi-model comparison need not be undertaken by the modeller, as MARS 
itself carries this out. Due to the underlying optimization algorithm, MARS also 
has a great, but yet rarely applied, capability to assess model selection questions 
with linear regression settings. Details of predictor interactions can also be 
specified such that, for example, only pairwise interactions may be considered, or 
that certain predictors cannot interact. Therefore, MARS is also a effective tool to 
assess, and describe specific interactions; a problem that greatly plagues the GLM 
models. Specific tuning parameters that must be specified include the maximum 
number of basis functions initially allowed during forward-selection, which should 
be high (Salford Systems 2001) and the minimum number of observations between 
knots which controls the level of smoothing. Larger spaces between knots results in 
smoother models. Leathwick et al. (2006) compared MARS and GAM models and 
reported similar results between the two approaches, and Elith et al. (2006) reported 
that MARS, with and without predictor interactions, performed modestly compared 
to other approaches. The complexity of a MARS model is related to the amount 
of data used for training it. With sparse data, complex relationships will not be 
able to be estimated (Wisz et al. 2008). MARS appear to be less strong when used 
to predict out of its training space (Huettmann, unpublished). MARS’s strength 
appears to lie in its ability to model multi-responses for community-type data in 
which it shows very strong performance (Elith et al. 2006; Elith and Leathwick 
2007; Leathwick et al. 2006) and a wide array of applications (Huettmann 2007 for 
marine applications).

16.5 Algorithm-Based Approaches

16.5.1 Neural Networks

Artificial Neural Networks (ANN) is a family of statistics that consists of an 
interconnected group of processing nodes (neurons) that can be used in non-linear 
statistical computation. ANN’s are adaptive in nature, changing structure based on 
input that flows through the network. Each node in the network performs a simple 
task and weights between nodes lend structure to the entire network. Learning is 
based on cost constraint and gradient-decent which is an optimization approach 
to find the local minimum. Learning algorithms within ANN’s are highly variable 
and include Evolutionary models, simulated annealing, and nonparametric models. 
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Neural Networks have been around in the machine learning community since the 
1960s onwards. With mathematical and software progress, a push for ANNs came 
in the 1980s. Some ecological applications have used Neural Networks already for 
SDMs and elsewhere (Özesmi and Özesmi1999, Yen et al. 2004). However An 
unsupervised version of a neural net, Self Organizing Maps (SOM) is gaining 
popularity in cluster analysis and visualization (Kohonen 1995). SOM’s utilize 
vector weights and distances between neurons to project the n-dimensional space of 
the input data to a 2 or 3 dimensional map, while maintaining the topology. SOM’s 
are akin to multidimensional scaling and are a robust approach to both unsupervised 
clustering and visualization of high dimensional data.

16.5.2 Classification and Regression Trees

Classification and Regression Trees (CART) are nonparametric greedy algorithms 
that recursively partition the training data into a set of rules (Breiman et al. 1984). 
They have been among the leading algorithms in the machine learning community 
(Breiman 2001). Theoretically, the predicted value may be anything for which a 
function can be defined that returns a measure of impurity and a distance measure 
between impurities. CARTs are a powerful approach that can deal with mixed data 
types and do not violate assumptions of parametric statistics. CARTs can handle 
well correlated data structures. These approaches have gained popularity in 
ecology and elsewhere due to the easy interpretability of the resulting model 
(De’ath and Fabricius 2000). There are a large numbers of variants in CART models 
that apply different splitting criteria, pruning approaches, and validation. Here we 
focus on binary trees (multi-split criteria and mixed multi-split criteria also exist). 
Two common statistics used in splitting are the Gini Impurity Index (Breiman 
et al. 1984) and information gain based on entropy (Quinlan 1993). A criti-
cal parameter in controlling how far a tree grows is complexity. Unfortunately, 
this is a difficult parameter to define and resulting models are quite sensitive to it. 
High complexity will potentially overfit the model and low values can create too 
simple a tree, not adequately explaining the variation. Some prefer to grow a very 
complex tree and then apply an algorithm to prune the tree, thus avoiding over fit. 
Pruning is carried out through a cost-complexity approach. The cost can be defined 
by a metric such as sum of squared errors or deviance with a complexity penalty 
based on the size of the tree. Cross-validation can then be used to choose from the 
candidate trees. CART models are very attractive due to the interpretability of the 
node splits (rules), avoidance of parametric assumptions (i.e. distribution, independ-
ent residuals), and its ability to handle noisy data. It however, should be noted that 
although node splits are easily interpretable, inference from an entire tree, such 
as it occurs in complex ecological applications, is difficult. Pruning makes such 
inferences easier, and even more so, if one simply focuses on the predictions, their 
underlying tree model and the accuracy assessment from such approaches. Overfit 
has also proven to be a problem (Hastie et al. 2001). For a review of CART induc-
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tion see for instance Bell (1996), O’Connor and Jones (1997), De’ath and Fabricius 
(2000) or Kothari and Dong (2001).

16.5.2.1 Bagging

Bagging is an ensemble technique (see entry below) that averages models across 
bootstrap aggregates (Breiman 1996). Bagging as such can virtually be applied to 
any number of machine learning or algorithmic models. Bagging generates n bootstrap 
samples (with replacement), builds a model for each and, then averages the resulting 
models across bootstrap aggregates. The idea behind this method is that the rule of 
large numbers demonstrates that a series of weak learners will reduce variance and 
converge on the true classification without overfitting the data (Breiman 1996). 
A classic example of bagging are Random Forests trees (Breiman 2001); see below. 
Bagging gets even more powerful when combined with boosting.

16.5.2.2 Boosting

Boosting is another ensemble method (see entry below) that uses the previous 
model in the ensemble to improve error, thus boosting accuracy. Commonly the 
CART algorithm is used in Boosting, however many machine learning/algorithmic 
approaches may be implemented. Boosting assigns a weight to each model based 
on classification error. At each iteration, weights are increased on the incorrectly 
classified classes to focus the algorithm on these cases. Together with bagging, 
boosting can get very powerful of an approach to modelling, e.g. in the TreeNet 
algorithm. For applications using the TreeNet algorithm implication see for instance 
Popp et al. (2007) and Craig and Huettmann (2008).

16.5.2.3 Random Forests

Random Forest (Breiman 2001) is a CART method based on Bagging that is 
generating considerable interest in the ecological community (Cutler et al. 2007; 
Magness et al. 2008). The Random Forest algorithm is executed by bootstrapping 
(with replacement) 63% of the data and generating a weak learner based on a 
CART for each bootstrap replicate. Within the pre-set specification (e.g. node depth 
and number of samples per node) each CART is unconstrained (grown to fullest) 
and prediction is accomplished by taking the ‘majority votes’ across all nodes in 
all random trees. At each replicate the data not used [out of bag (OOB)] to construct 
the tree are used for validation, providing a quasi-independent validation of model fit. 
Independent variables are randomly selected at each node and variable importance 
is assessed using the mean decrease in accuracy (MDA) by dividing the standard 
error by the misclassification rate. The number of variables randomly selected at each 
node is defined by m [commonly defined as sqrt(number of independent variables)]. 
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The number of bootstrap replicates should be defined by the stabilization of OOB 
error, however it should be noted that the interaction of variables stabilizes at a 
slower rate than the error (pers. comm. A. Cutler), stressing the necessity of a large 
number of bootstrap replicates. Murphy et al. (accepted) demonstrated that models 
may be improved by a more parsimonious set of variables utilizing a model selection 
criteria based on the variable importance measures. In addition, they observed that 
multi-collinearity can affect model performance. Imbalance between classes has 
proven to reduce the power of ensemble learners (Chawla 2006). There have been 
few suggestions for addressing this problem (Chawla 2006; Chen et al. 2004) based 
on generating synthetic data. Evans and Cushman (2009) developed an iterative 
down-sampling method that proved robust in SDM.

Due to its unique approach to modelling, the use of Random Forest in SDM has 
proven robust and stable. It can handle abundance information, multicategorical 
or binary, e.g. presence and absence data. Prasad et al. (2006) and Rehfeldt et al. 
(2006) both demonstrated the utility of Random Forest for large scale prediction 
of tree species. Random Forest can easily be projected into new variable space, 
making it an appropriate algorithm for projective modeling such as climate change 
(Rehfeldt et al. 2006). Evans and Cushman (2009) predicted the probability of four 
tree species in northern Idaho at a landscape scale, demonstrating the utility of 
Random Forest as a model for SDM at fine scales.

16.5.3 Entropy Maximization

Entropy in information theory is a quantitative measure of randomness (uncertainty) 
in a random variable. The focus in this algorithm is on ‘information’. The loss of 
information in a signal due to randomness is a relevant measure of the information 
contained in the signal. Recently, entropy maximization has shown to be a powerful 
tool in ecology (Harte et al. 2008; Phillips et al. 2006). Maximum entropy is 
indicated when partial information contained in a random variable exhibits the least 
biased (most uniform) distribution given all distributions of independent information 
or constraints. Phillips et al. (2004, 2006) introduced entropy maximization as an 
approach to modelling species distributions and developed associated software 
called Maxent. In the Maxent model a target probability distribution is identified 
based on an optimal convergence on the maximum entropy (Phillips et al. 2006). 
Due to the lack of interaction between independent variables, it is possible to eluci-
date how an independent variable is influencing the focal species. However, since 
the derived probability distribution is dependent on the observed data, sample bias 
can add error to the resulting predictions (Phillips et al. 2006). It is also not clear 
how to control the error component and overfit is an issue.

The Maxent model explicitly assumes that used locations are compared to a 
sample of available locations across the landscape. As such, presence-only data 
can be used in the analysis. Maxent can incorporate both continuous and categorical 
predictors and the functional relationship between predictor and response can take 
a variety of forms including linear and quadratic relationships, as well as threshold 
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and hinge (i.e. piecewise) forms, and interactions between two variables (Phillips 
and Dudík 2008). Categorical variables are treated as indicators. The relationship 
between response and predictor can change at different ranges of the predictor 
values. For example, a single predictor could be related to the response via a 
linear relationship in its lowest range, via an interaction with another predictor 
in its middle range, and via a threshold function within it upper range. For each 
unique relationship between predictor and response, a unique weight is estimated, 
akin to a regression coefficient. Variables providing no information for predicting 
occurrence are weighted at zero. Hence, these models have the potential to become 
highly complex, particularly with increasing numbers of predictors.

Maxent creates a probability distribution across the entire study area, with each 
location (e.g. pixel) receiving a non-negative value, such that the sum of values of 
all locations in the study area equals one. This probability distribution is modelled 
by the predictors, and their various relationships with the response. Maxent 
estimates this model, and variable weights, by finding the combination of predictors, 
and their various functional relationships and interactions, which maximizes the 
log-likelihood of the model. To avoid overfitting and estimating a highly and overly 
complex model, the log-likelihood is penalized by a regularization parameter which 
increases as the complexity of the model increases (Phillips and Dudík 2008). 
Model selection is automated within Maxent and all predictors specified by the 
user, and various functional relationships, are considered; however not all may be 
retained in the final model. In a broad comparative analysis, modelling via entropy 
maximization has been demonstrated to provide models with often higher predictive 
ability than other approaches (Elith et al. 2006). However, Haegeman and Loreau 
(2008) argue that the mechanistic requirements for entropy maximization may not 
be met in all cases thus invalidating the resulting model. They further demonstrate 
that the specification of scales can also dramatically affect the validly of the model. 
Entropy maximization is an immature yet very powerful approach in ecology that 
needs further evaluation. However, care should be used when interpreting results, 
utilizing predictions, and extrapolating results into new variable space.

16.5.4 Genetic Algorithms

Genetic algorithms (GA) are an iterative optimization approach based on evolu-
tionary theory. The GA generates random populations by encoding individuals as 
binary finite length vectors. A fitness, f(x), is assigned to each individual. The algorithm 
seeks to use selective combinations of individuals with optimal f(x) to generate an 
optimization. Through a stochastic process, mutation and cross-over are applied at 
every step to prevent the population from stagnating at a local optima and providing 
optimal combinations, respectively. Cross-over is achieved by selecting two finite 
length vectors with optimal f(x), randomly selecting bits from each and passing the 
result to the next iteration of the model. Mutation occurs when a low probability 
criteria is met, causing bits within the vector to be flipped.
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One widely used GA in niche modelling is the Genetic Algorithm for Rule-Set 
Prediction (GARP; Stockwell and Peters 1999). GARP searches for relationships 
between presence locations and environmental features compared to random locations 
within the overall study area. GARP uses a genetic algorithm, a stochastic optimi-
zation tool, to uncover these relationships, and because the algorithm is stochastic, 
each run of the model can yield a unique solution. The stochasticity derives from 
the random selection of testing and training data used in each iteration of the 
algorithm. Olden et al. (2008) provide a detailed description of genetic algorithms 
in an ecological context. GARP identifies the relationship between presence loca-
tions and environmental features of the landscape via rule sets. The first step of the 
modelling process involves GARP choosing a method from a suite of possibilities. 
These include logistic regression, atomic, bioclimatic envelopes (i.e. range rules), 
or negated range rules.

Briefly, logistic regression is as described in Section 16.4.1.1 whereby the probability 
of presence is estimated for a location on the landscape, envelope (range) rules 
specify the range of some bioclimatic variables within which presence is recorded 
(or conversely for negated range rules non-presence is recorded), and atomic rules 
are those specifying categories or upper/lower thresholds of a variable in which 
presence (or absence) is recorded. Once a method is selected, a rule (i.e. functional 
relationship) is identified and the predictive accuracy of that rule is assessed. This 
process is iterated by identifying new rules until either 2,500 iterations is reached 
or the predictive accuracy of the overall rule-set converges (Anderson et al. 2003). 
Rules are retained if they increase the predictive accuracy of the rule-set. If not, the 
rule is omitted. The final rule-set is then the one used to predict and map the final species 
distribution model. The multiple methods used and potentially large number of rules 
can make interpretation of the final model difficult. Further, recent comparative work 
by Elith et al. (2006) indicates that GARPs predictive performance may not be as 
strong as other methods such as maximum entropy (but see Peterson et al. 2007).

16.5.5 Support Vector Machines (SVM)

A relatively new method in machine learning approaches are support vector 
machines (SVM; Kecman 2005), also known as kernel machines, which have 
recently been applied to SDMs (Drake et al. 2006; Guo et al. 2005; Shan et al. 
2006). Guo et al. (2005) provide a good overview of SVMs, which can be used to 
model presence-only data (one-class SVMs) or presence/absence data (two-class 
SVMs). For one-class models in which only occurrences are predicted, SVMs 
use the predictor variables to find the smallest possible multivariate hyper-
sphere in which all observations are included. In this sense SVMs produce models 
conceptually in line with Hutchinson’s (1957) niche concept (Drake et al. 2006). 
Some outlying points are permitted to be outside the sphere, which is a trade-off (v) 
between its volume and rejected observations. The predictor data are assumed to be 
multivariate spherical and any categorical data must be converted to some numerical 
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format prior to analysis, such as binary dummy coding. It is also recommended that 
data be scaled to range between 0 and 1 or +1 prior to analysis (Hsu et al. 2009). 
To account for the unlikely occurrence of the data being spherically distributed, kernel 
functions are applied to the data. In two-class SVMs, presence and absence are 
predicted by finding a hyperplane, which tries to maximize the separation between 
the two classes. This is termed the margin which is the distance between the nearest 
points in each class. The points on the boundaries of the classes are termed the sup-
port vectors. For one-class SVMs v is the only tuning parameter and for two-class 
SVMs C (a penalty parameter for misclassification) and g (a parameter for the kernel) 
are the tuning parameters. Tuning parameters can either be assessed manually, or 
via a grid search over a vast possible number of parameter combinations and the 
performance measured by cross-validation (Hsu et al. 2009; Dimitriadou et al. 
2009). Drake et al. (2006) demonstrated that SVMs are insensitive to collinearity 
in the predictors and perform equally as well as other SDM modelling approaches, 
even with relatively sparse data (e.g. 40 observations). However, Shan et al. (2006) 
commented that the predictive accuracy of SVMs may be offset by their relatively 
low comprehensibility in their SDM of the southern brown bandicoot (Isoodon 
obesulus). The output of SVMs, rather than parameters or weights, is the hyper-
sphere or hyperplane. The data lying on the boundaries of these features are the 
support vectors, and thus predictions are made on new data by assessing whether 
or not they fall within the hypersphere, or in a specific category on either side of 
the hyperplane. Kecman (2005) notes that in SVMs the concept of parsimony refers 
to output having few support vectors as opposed to fewer model parameters or 
weights. In low dimensions, these features could be visualized but in higher dimen-
sions visualization would be nearly impossible.

16.5.6 Ensemble Models

Ensemble models can offer a complex suite of models and optimization approaches 
for obtaining best possible predictions, and for each pixel. Starting out with high-
performance algorithms, they have received attention as being currently among 
the best possible modeling techniques. However, their underlying software and 
approaches are diverse, and here we can simply present them on a general scheme. 
Ensemble models try to optimize for each case, row, pixel, a prediction that helps to 
improve the overall model accuracy (see the section below on Model Evaluation). 
Having such a ‘truth’ at hand can then allow to reach this goal. A relatively simply 
and straight forward approach to ensemble modeling is to have a ‘suite of model 
algorithms’, an ensemble, compute the best possible predictions for each pixel. 
The ensemble model would then pick the best possible algorithm that minimizes 
the deviation from ‘truth’ to the prediction for each pixel provided by the algorithms 
used in the suite of models. In that case, the absolute performance of the ensemble 
model depends a lot on the algorithms used in the ‘suite’. Such methods are employed 
for instance in the Bayesian Model Averaging (BMA) in R.
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Another, and conceptually even more powerful approach would be to start with 
a powerful suite of modeling algorithms. Then, break the data in an optimized set 
and apply to each section the best possible algorithm that achieves the best predic-
tion for the nature of the data. In a certain way, this resembles the approach used in 
MARS, but allowing for many more modeling algorithms than the linear ones used 
there. Besides the question what algorithms may enter the suite, another crucial 
question is what optimization is used to obtain the optimal section breaks in the 
data (Elder 2003). Many of these questions enter the realm of hyperdimensional 
optimizations (similar to the Traveling Salesman problem), which are not well 
resolved in mathematics, yet. Resolving it though would offer much progress on 
the SDM approach, and to Ecology and global sustainability overall, and that tries 
to find the best possible prediction!

16.6 Model Evaluation

A final and critical stage of any modelling and predictive application is to evaluate 
the final model (Fielding and Bell 1997). Without an assessment of the predic-
tive ability of a model, its utility for either ecological inference, generalization or 
management application is in doubt. One should note that one easily can produce 
and present a prediction surface. But without a relevant accuracy assessment it has 
virtually no scientific value (apart from having compiled and build up the GIS data 
and statistical analysis, helping to form a modelling infrastructure and culture). 
Here we provide a brief overview of a number of approaches which may be of use 
for evaluating the performance of SDMs. It should be noted that almost all true 
spatial model evaluations still have to be performed manually, and that no coher-
ent tool exist to do it automatically all in one approach. Depending on the type 
of data used to estimate a model, different evaluation approaches may required. 
One of the first and classic approaches used is the confusion matrix (Fielding 
and Bell 1997). It is a simple table classifying evaluation data into one of four 
categories; presence and absence correctly predicted or incorrectly predicted. 
The criterion for determining whether a test observation was correctly or incorrectly 
predicted is problematic however as the confusion matrix is a binary approach 
to model evaluation although many modelling approaches generate predictions 
on a continuous scale (e.g. probability of occurrence). Thus, the arbitrary choice of 
cut-off (threshold) for determining occurrence can change the assessment of a 
model substantially (Manel et al. 2001). For example, if a probability of 0.5 were 
used, locations with predicted values of 0.49 and 0.51 would be classified differ-
ently, regardless of their ecological similarity. Further, this approach is usually 
not recommended for use-availability data, as availability data inherently include 
used locations, thus a confusion matrix would underestimate the performance of 
the model. A number of accuracy measures can be derived from the confusion matrix 
including sensitivity/specificity, omission/commission, Kappa, and prevalence, and 
are described in detail in Fielding and Bell (1997).
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One approach used to avoid the arbitrary choice of threshold is the receiver 
operating characteristic curve (ROC; Fielding and Bell 1997; Pearce and Ferrier 
2000; Fawcett 2006). The Kappa statistic and ROC are the two most commonly 
used evaluation metrics in machine learning classification problems. Rather than 
using a single arbitrary threshold, a range of thresholds are used and the proportions 
of correctly and incorrectly classified test data are tabulated. The ROC curve is 
defined as sensitivity plotted against 1-specificity. Sensitivity is a measure of the 
proportion of true positives whereas specificity is the proportion of false negatives 
(commission error). The inherent nature of the correlation between these terms gets 
used to describe model accuracy. An assessment of the balance between sensitiv-
ity and specificity can lend considerable insight into model performance at a class 
level. A curve is developed and the area under the ROC curve (AUC) is used as 
the global metric predicting the overall discriminatory ability of the model, where 
a value of 1.0 indicates a perfectly predicting model and a value of 0.5 implies the 
model predicts no better than chance. However, the ROC approach also requires 
true presences and absences and will also underestimate model performance when 
using use-availability data (Boyce et al. 2002). Phillips et al. (2006) comment that 
the use of the ROC for presence-only modelling approaches (e.g. Maxent) is valid 
if one interprets the AUC metric appropriately, as discriminating between use 
and random use. This is also noted by Anderson et al. (2003) for interpretation of 
confusion matrices.

Manel et al. (2001) and Lobo et al. (2007) critique the ROC as a measure of model 
performance. Reasons for this are: 1) the error components are weighted equally 
(Peterson et al. 2008); 2) can over-value a models of rare species (Manel et al. 
2001); and 3) certain modelling techniques do not predict across the spectrum of 
probabilities thus, violating the assumption that the specificity spans the entire range 
of probabilities (0–1). Manel et al. (2001) recommended using the Kappa statistic 
to avoid these problems. However, Peterson et al. (2008) proposed modifying ROC 
by formulating a partial ROC, thus limiting the x-axis to the domain given the model 
under assessment. The two major limitations of the ROC is that it is only suited 
towards discrete data and few strategies exist for validating more than two classes. 
The Kappa statistic (Cohen 1960; Monserud and Leemans 1992) is a flexible metric 
for multi-class models that evaluates the agreement between classes and then adjust 
for amount of agreement that could be observer by random chance. The primary 
criticisms of Kappa are that it is not truly chance constrained because it does not 
account for the expected frequency of a class, and it does not make distinctions 
among various types and sources of disagreement. To overcome limitations in the 
Kappa a weighting function (Cohen 1968) has been implemented to account for 
near agreement and adjust for expectation in the frequency of observations.

Boyce et al. (2002) describe the k-fold classification procedure in which only the 
presence data are used to assess model performance. The entire dataset is partitioned 
into k folds (groups) and the model estimated k times with each run of the model 
using k-1 folds to train the model and the remaining fold to evaluate it, such that 
each fold is used once for model evaluation. For each run of the model predic-
tions are generated and subsequently classified into a user-defined number of bins. 
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In each bin the frequency of presence locations from the testing fold are tallied, and 
a Spearman rank correlation coefficient estimated to assess model performance. 
A coefficient of +1.0 implies the model predicts presences perfectly. This approach 
can only assess the ability of the model to predict presences, not absences. 
A version of this approach has been included in the Biomapper software for ENFA 
(Hirzel et al. 2006). Wiens et al. (2008) recently introduced a three-way k-fold 
cross-validation to evaluate model performance over space and time.

Elith et al. (2005) introduced an “evaluation strip” as a method to evaluate the 
predictive ability of SDMs in relation to specific predictors. This more or less 
graphic method involves adding an evaluation strip to each environmental predictor’s 
raster grid. This strip consists of values generated by the user to represent the full 
range of values present in that variable. The strip is placed in an area where no 
observations are found, and hence these added data are not included in model training. 
Once the model has been estimated, predictions are made onto these evaluation 
strips and the predictive performance of the model can be visualized graphically in 
relation to either one or two variables. This approach may be particularly valuable 
for assessing where greater certainty (or uncertainty) in model predictions may lie, 
in terms of predictor variable values.

In a famous assertion Chrisman (1989) referred to a spatial random field as “a 
distribution of possible realizations in which the true value lies”. The uncertainty 
in a spatial random field that Chrisman (1989) referred to exists in any random 
field (measured variables) as a function of the statistical precision and accuracy. 
Uncertainty is an extremely relevant issue in spatial models where there is an 
error around our measurement, in either the dependent and/or independent vari-
ables, or we are predicting to an entire landscape. Validation methods for testing 
the accuracy of spatial prediction where no independent validation data exists has 
plagued the modelling community. Monte Carlo simulation is a useful tool for 
assessing both spatial and model uncertainties. By iteratively assessing the model 
given an error distribution, the uncertainty can readily be quantified and visualized. 
Conceptually, uncertainty can be quantified as either “error” or “a distribution of 
possible values” given an observation. Random fields may have measurement error 
that varies throughout the range of variability yielding higher uncertainty in a 
portion of the distribution (i.e. measurement error is not constant across all values 
of the predictor). By assessing the uncertainty of a model the error component of 
a prediction can be quantified and thus controlled for. When model predictions 
are used for management applications, for instance, knowledge of the spatial 
distribution of uncertainty may aid in decision-making. Sensitivity analysis is the 
measurement of the contribution of individual input parameters to the uncertainty 
in model predictions (Lilburne et al. 2006). This contribution is typically measured 
by making small adjustments to an input parameter and assessing the subsequent 
changes in model predictions. Knowledge of the sensitivity of model predictions to 
input parameters can highlight variables contributing greater uncertainty to model 
predictions and where additional resources may be required to obtain more accurate 
measurements. Sensitivity analysis is also useful in machine learning approaches 
where multiple interactions may be modelled.
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Here we conclude our brief description of SDMs. Many more points can be 
made, and will develop over time. We envision for instance the required training 
of managers and the legal community in SDMs and their interpretation. We further 
promote ‘Best Professional Practices’, such as outlined in this book, and look with 
interest into concepts such as cloud computing (as basically implemented in Open 
Modeler already). We hope that the community interested in global sustainability 
will pick up these concepts and push them forward towards best possible applications.
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Appendix – Freely Available Software Resources

R Resources

R – The R Project for Statistical Computing (http://cran.r-project.org) – compre-
hensive free software package
Relevant R packages available for download from the CRAN website

● ‘adehabitat’ (ecological niche factor analysis)
● ‘quantreg’ (quantile regression)
● ‘gbm’, ‘rpart’, ‘randomForest’, ‘party’, ‘tree’, ‘ipred’ (tree-based models)
● ‘gdm’ (generalized dissimilarity modeling; http://www.biomaps.net.au/gdm)
● ‘e1071’ (support vector machines)
● ‘caret’ (tuning methods for a variety of machine learning models)
● ‘earth’, ‘mda’ (multivariate adaptive regression splines)
● ‘GAMBoost’, ‘gam’, ‘mgcv’, ‘mda’ (generalized additive models)
● ‘caret’, ‘nnet’ (neural networks)
● ‘lme4’, ‘mgcv’ (mixed models)
● ‘R2WinBugs’ (Bayesian models)
● R Task Views
● Bayesian (http://cran.r-project.org/web/views/Bayesian.html)
● Cluster (http://cran.r-project.org/web/views/Cluster.html)
● Environmetrics (http://cran.r-project.org/web/views/Environmetrics.html)
● Machine Learning (http://cran.r-project.org/web/views/MachineLearning.html)
● Spatial (http://cran.r-project.org/web/views/Spatial.html)

Model-Specific Software Resources

● Biomapper (http://www2.unil.ch/biomapper) – ecological niche factor analysis
● Maxent (http://www.cs.princeton.edu/∼schapire/maxent) –entropy maximization
● DesktopGARP (http://www.nhm.ku.edu/desktopgarp) – genetic algorithm
● GeoSVM (http://www.unm.edu/∼wyzuo/GEO.htm) – support vector machines
● LibSVM (http://www.csie.ntu.edu.tw/∼cjlin/libsvm) – support vector machines
● OpenModeller (http://openmodeller.sourceforge.net/) – ensemble niche modeling
● Program MARK (http://www.phidot.org/software/mark/) – occupancy models
● Presence (http://www.mbr-pwrc.usgs.gov/software/presence.html) – occupancy 

models
● BLOSSOM (www.fort.usgs.gov/Products/Software/Blossom) – quantile 

regression
● Salford Systems Modeling Suite (http://www.salford-systems.com/) – CART, 

MARS, RandomForest and TreeNet
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● Microsoft Excel Tools
● Neural Network Models in Excel (http://www.geocities.com/adotsaha/

NNinExcel.html)
● Classification Tree in Excel (C4.5 algorithm) (http://www.geocities.com/adot-

saha/CTree/CtreeinExcel.html)
● Self Organizing Map (SOM) in Excel (http://www.geocities.com/adotsaha/NN/

SOMinExcel.html)
● BugsXLA, Bayesian Analysis in Excel (http://www.axrf86.dsl.pipex.com/)
● Bayesian Programs
● WinBUGS (http://www.mrc-bsu.cam.ac.uk/bugs/)
● OpenBUGS (http://mathstat.helsinki.fi/openbugs/)
● BayesX (http://www.stat.uni-muenchen.de/ bayesx/bayesx.html)
● Elicitor – Bayesian expert opinion models (http://silmaril.math.sci.qut.edu.

au/∼whateley)

Miscellaneous Spatial Software Resources

● Open Geospatial Consortium (http://en.wikipedia.org/wiki/Open_Geospatial_
Consortium)

● CrimeStat (http://www.icpsr.umich.edu/CRIMESTAT/)
● Passage (http://www.passagesoftware.net/) – Pattern analysis, spatial statistics, 

and geographic exegesis
● SADA (http://www.tiem.utk.edu/∼sada/index.shtml) – Spatial Analysis and 

Decision Assistance
● SAM (http://www.ecoevol.ufg.br/sam/) – Spatial Analysis in Macroecology
● GeoDA (http://geodacenter.asu.edu/) – Exploratory spatial data analysis
● ‘ade4’ (http://pbil.univ-lyon1.fr/ADE-4/home.php?lang=eng) – R package for 

analytical functions to analyze ecological and environmental data in the frame-
work of Euclidean exploratory methods

● STARS (http://regionalanalysislab.org/?n=STARS) –Space-Time Analysis of 
Regional Systems

● SatScan (http://www.satscan.org/) – Software for spatial, temporal, and space-
time models

● Dr Pierre Legendre (http://www.bio.umontreal.ca/legendre/indexEn.html) – 
miscellaneous programs and scripts

● Weka (http://www.cs.waikato.ac.nz/ml/weka/) – Machine learning tools
● Diva-GIS (http://www.diva-gis.org



Chapter 17
Landscape Genetics

Kevin S. McKelvey, Samuel A. Cushman, and Michael K. Schwartz

In reading this book, you have observed that the spatial data used in landscape ecology 
come from many sources and in many forms. For many organisms, these data take 
the form of presence or absence at a location, or numbers of individuals at that 
same location. For species such as trees, where huge size differences exist between 
individuals, indices such as basal area, metric tons per hectare, or canopy cover 
are more useful than counts. For any measured species that is handled (or sampled 
noninvasively; Taberlet et al. 1999; Kendall and McKelvey 2008; Schwartz and 
Monfort 2008), an additional data source is available: the genetic data stored in 
the organism’s tissue. If genetic samples are taken, then these data become another 
type of spatial data associated with the location where the organism was sampled. 
As such, genetic data can be analyzed with many of the same approaches used to 
analyze data of other types that vary spatially.

Genetic data, however, also have certain valuable properties that allow different 
sorts of analyses than are possible using many other data sources. Most data are 
representative of the present: where an organism is at the time of sampling, and 
what attributes are correlated with that presence. Genetic data allow us to look into 
the animal’s past and ask where it was born, and where its parents were born. They 
also allow us to determine the individual’s likely response to stressors such as heat, 
drought, or disease.

Landscape genetics has been viewed as a hybrid between population genetics 
and landscape ecology (Manel et al. 2003). Another way to view landscape genetics is 
as landscape ecology that uses spatial genetic patterns (e.g. genetic variation within 
or between individuals or groups). This is because landscape genetics treats the 
genetic patterns themselves as multivariate spatial data and seeks to infer ecological 
understandings by evaluating these patterns either in isolation or in conjunction 
with other spatial data. Because genetic data are very different from other data 
sources, we need to briefly discuss genetic data before we can explore their uses.

S.A. Cushman (*), K.S. Mckelvey and M.K. Schwartz
US Forest Service, Rocky Mountain Research Station, 800 E Beckwith, Missoula, 
MT 59801, USA
e-mail: scushman@fs.fed.us

S.A. Cushman and F. Huettmann (eds.), Spatial Complexity, Informatics, 313
and Wildlife Conservation
DOI 10.1007/978-4-431-87771-4_17, © Springer 2010



314 K.S. McKelvey et al.

17.1  A Brief Primer on Genetics as they Relate 
to Landscape Analysis

The first thing to note about genetic data is that they represent an enormously 
rich data source. Even a primitive bacterium will generally have over one million 
base pairs in its genome. For example, the Escherichia coli K-12 genome contains 
4,639,221-base pairs (Blattner et al. 1997). The human genome contains about 
3 billion base pairs (Venter et al. 2001). Understanding the different patterns in 
the sequence of these base pairs is the business of molecular biology. How these 
patterns are arranged in geographic space is the business of landscape genetics or, 
more broadly, molecular ecology (Beebee and Rowe 2007).

Geneticists refer to genes, loci, and alleles. Genes are areas of genetic code associated 
with some function, loci are simply locations of interest within the code (although they 
can be genes), and alleles are different base pair patterns at a specific locus. Genetic 
variation is generated by random mutations at the level of the individual base pair 
of nucleotides (e.g. from adenine [A] to thymine [T], cytosine [C], or guanine [G]). 
Mutations lead to new alleles at loci which may or may not lead to different behavior 
of genes. If a mutation occurs in an area that codes for a protein (dubbed an “exon”) 
and causes a different amino acid to be produced, most likely this mutation will prove 
detrimental, will therefore not persist, and will not be observed in samples from live 
individuals in a population. The removal of these mutations by natural selection 
conserves the original sequence, and therefore all individuals in a population will 
frequently have the same sequence (no variation at that locus). However, once in awhile 
a mutation in an exon will be beneficial. These mutations may persist transiently, with 
the new mutation being superior and the original allele will vanish or at least diminish 
in frequency (called directional selection). When either selection (or a process called 
genetic drift and discussed below) causes one allele to persist, this is called fixation. 
In some cases, both states will be maintained by selection (called diversifying selection or 
balanced polymorphisms). For example, it has been shown that the Human Leukocyte 
Antigen locus that recognizes antigens and thus allows the immune system to respond 
is under balancing selection, where there is an advantage for an individual to be hetero-
zygous, in that this allows greater protection from different pathogen species or strains. 
Mutations that that are either removed or maintained by selection are not “neutral” but 
rather influence fitness and are therefore “adaptive”.

On the other extreme are areas of the genome which, as far as we can tell, do 
nothing at all, dubbed “introns” (within genes) or intergenic DNA (between genes). 
Because mutations in these areas generally have no known effect on the organism’s 
fitness, these areas are not conserved and therefore have the highest rates of observed 
mutations. In non-coding, or neutral areas, mutations build up at a predictable rate 
and therefore the number of mutations is related to time. In between these two 
extremes are non-coding sequences which are closely associated (physically linked 
by close proximity on a chromosome) with coding areas. Thus, there is likely some 
conservation within introns but they are variable enough to produce useful patterns. 
Further, their physical linkage to exons provides the potential to use intron patterns 
to track adaptive change.
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While mutation is the ultimate source for genetic variation, the buildup of these 
mutations is a slow process. The movement of alleles across space, however, can be 
a rapid process. It occurs through reproduction and migration. Thus, spatial patterns 
of neutral genetic variation tend to be dominated by gene flow and drift and be little 
influenced by mutation. Gene flow is defined as exchange of genetic information 
(alleles) between populations through migration (Allendorf and Luikart 2007). 
Gene flow across landscapes makes populations or geographic areas more similar 
genetically. On the contrary, genetic drift causes populations or geographic areas 
across landscapes to become genetically differentiated. Genetic drift is defined as 
random changes in allele frequencies in populations between generations due to 
binomial sampling of genes during meiosis (gamete production). Genetic drift 
is more pronounced in small populations. For example, imagine a population of 
two individuals with two different alleles; by pure chance we may lose alleles 
not due to selection but by drift if one allele happens to not get passed down in a 
single generation.

For landscape genetics, patterns in neutral DNA, introns, and exons, each have 
different meanings, and can be used to ask different questions. Because changes in 
an organism’s neutral DNA has no biological implications, these patterns are free to 
drift due to stochastic processes, and are free to flow due to organism movements. 
Patterns in neutral DNA, being free from natural selection, can be more easily 
interpreted, and a great deal of population and landscape genetics is based on ana-
lyzing these regions (Manel et al. 2003; Avise 2004; Allendorf and Luikart 2007). 
However, the evolution and movement of adaptive traits may be more pertinent for 
evaluating population status (e.g. long-tem adaptive potential or current extinction 
risk), with the observed neutral patterns providing a potential index of adaptive 
differentiation between populations. Populations that have been separated for long 
periods of time, and therefore have many differences in neutral DNA, will also 
tend to develop local adaptations (e.g., Storfer et al. 1999). While, in a broad sense, 
large inter-population differences in neutral markers indicate potential for large dif-
ferences in adaptive traits, the relationship is by no means constant. For example, 
Bromham and Woolfit (2004) found no consistent patterns in rates of molecular 
evolution based on neutral markers and rates of observed evolution of phenotypes. 
Using the degree of differentiation in neutral markers to infer the degree of adaptive 
change or divergence is therefore somewhat speculative.

In the future we will almost certainly evaluate both adaptive and neutral 
patterns (Luikart et al. 2003) with large amounts of information contained not only 
in the patterns themselves, but in the covariance patterns as well. This approach is 
the focus of the Landscape Genomics Chapter (Chapter 9, this volume; see also 
Gebremedhin et al. 2009).

17.1.1 Maternal and Paternal Inheritance

Almost all of the DNA in higher eukaryotes is nuclear, and therefore inherited from 
both parents. However, there are sequences that are inherited exclusively either 
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maternally or paternally. Exclusive maternally inherited DNA is associated with 
organelles (in animals mitochondria and in plants both mitochondria and chloro-
plasts) that contain their own DNA. They are largely not recombined with paternal 
DNA. In animals, the Y chromosome provides pure paternal inheritance in males; 
in plants, pollen contains extra-nuclear DNA providing richer data for tracking 
paternal lineages.

Genes inherited exclusively from maternal or paternal sources produce useful 
patterns because, lacking recombination (which shuffles DNA sequences), these patterns 
are easier to analyze, because differences in sex-related behavior can be inferred, 
and because there is only one “type” per individual (as opposed to nuclear DNA 
where there are two copies of each locus – one from each of the paired autosomal 
chromosomes). For example, in a famous case, analyses of mitochondrial DNA 
(mtDNA) for bears on the Admiralty, Baranof, and Chichagof (ABC) islands off the 
coast of Alaska indicated that the bears were highly divergent from mainland bears. 
However, nuclear DNA indicated that they were similar (Paetkau et al. 1998). Male 
bears crossed the passage to the mainland frequently, but apparently females never 
did. By comparing the patterns associated with the mixing of both sexes (nuclear) 
with those exclusively associated with females (mitochondrial), the movement 
patterns and relative isolation of the islands was elucidated.

The case of the ABC bears is an application of traditional population genetics, but 
the issues, movement and isolation, are commonly addressed through landscape 
genetics (especially when working at fine spatial scales). Indeed, the boundary between 
population and landscape genetics is blurry and in many cases a problem can be 
investigated using either approach. For the remainder of the chapter we will discuss 
the branch of landscape genetics that evaluates differences between individuals (e.g., 
Cushman et al. 2006) and does not seek to assign individuals to known populations 
(Holderegger and Wagner 2008 and Balkenhol et al. 2009). These approaches treat 
genetic differences as spatial gradients rather than as discrete clusters with rela-
tively little internal pattern. In this simplified view, the difference between population 
and landscape genetics is analogous to the difference between ANOVA and regres-
sion. As with these statistical methods, the choice of approach should be dictated by 
the questions asked and the nature of the data; neither is uniformly superior. Similarly, 
just as regression using continuous variables and ANOVA represent two ends of a 
spectrum of models involving mixtures of categorical and continuous variables, 
landscape genetics can contain mixtures of gradients and groups.

17.2 The Nature of Genetic Data

As indicated above, genetics in general and landscape genetics in particular are 
huge fields; to avoid writing an entire book on it, we need to narrow down. For 
the remainder of the chapter, we will therefore discuss analyses of neutral nuclear 
DNA. For over a decade, the most common analyses of neutral DNA patterns 
have utilized “microsatellites”, thus we will only consider this type of genetic data 
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(Luikart and England 1999). Microsatellites are composed of simple sequence repeats 
of 1–6 base pairs. For example cytosine-adenine (CA) is a common (“dinucleotide”) 
repeat sequence found in genomes. In microsatellites, the same sequence of base 
pairs commonly will repeat 10–100 times (CA,CA,CA…CA) and mutations lead to 
variations in the number (n) of repeats (CA

n
). Therefore genetic variation in microsatel-

lites is scored in terms of the number of base pairs in the repeat (e.g. CA 
10

).
Microsatellite mutation occurs more frequently than single base pair mutations 

in sequences, and therefore microsatellite loci are often extremely variable. It is 
not uncommon to have ten or more lengths (alleles) of a particular microsatellite 
(locus) in a population (although some fish species have more than 45 alleles at a 
locus; Van Oppen et al. [1997]). They are also, as far as we can tell, truly neutral 
and different loci are often considered independent, although this can be tested 
with recent genome maps that are being produced. Because they are nuclear (and 
thus two alleles are contained in each individual at autosomal chromosomes), each 
locus can be either heterozygous (two different alleles) or homozygous (the same 
allele twice) increasing the between-individual variability. Because of the high 
number of potential combinations at any locus, we can often differentiate indi-
viduals (called DNA fingerprinting) in wild populations using 6–7 loci (Paetkau 
and Strobeck 1994).

17.2.1 Genetic Distance

Genetic distance is simply the degree to which genetic data between 2 individuals 
or populations vary. For individuals, it can be treated simply as the proportion of 
alleles different (e.g. Bray-Curtis, used in Cushman et al. 2006) or can be based 
on deviation from genetic expectations (e.g. a

r
, Rousset 2000). Various distance 

metrics tend to be highly correlated; Cushman et al. (2006) found that the correlation 
between distance measured using the Bray–Curtis percentage dissimilarity measure 
(Legendre and Legendre 1998) and a

r
 (Rousset 2000) was 0.97 for their bear data.

The expected genetic distance between individuals in a well mixed population 
will related to the frequency within the population of alleles at each sampled locus. 
However, if individuals within a geographic area are related, the frequency of 
genotypes and alleles will differ from their global expectations. For example, if we 
were to sample from a family where all offspring had the same parents, no more 
than four alleles would exist at each locus across the entire family group regardless 
of the global allelic frequencies (this could also be as little as one allele if both 
parents were homozygous for the same allele at this locus). Similarly, this family 
would have, overall, more alleles in common than random expectations. Because 
this group is closer genetically than expectation, by definition it has to be further 
apart genetically from other family groups than random expectation. Similarly, if 
two populations are separated for a long time, allele frequencies will diverge due to 
the random processes of drift and mutation, and samples from individuals between 
the two populations will be genetically more dissimilar than would be expected 
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if they were freely mixing. In landscape genetics, patterns of genetic distance are 
the spatial information of interest: mating behavior and movement patterns can be 
inferred by relating these patterns to the landscapes in which they occur.

A common spatial pattern of genetic distance in terrestrial organisms is that 
organisms that are spatially proximal will be more genetically similar than organisms 
that are distant. This is because, for animals, an organism is more likely to find a 
proximal organism than one that is distant, and the resulting offspring are more 
likely to settle nearby. For plants, pollen is more likely to be transferred to proximal 
plants (in some cases to other parts of the same plant), and seed densities likely are 
highest close to the parent plant. These types of patterns are referred to as “isolation 
by distance” (Wright 1943) and for many organisms can be considered the expecta-
tion distribution: on a completely featureless landscape, we would expect patterns 
to be associated with Euclidian distance. When population processes lead to isolation 
by distance, genetic distances will form gradients, and landscape genetic approaches 
are therefore appropriate. We can next consider what happens when landscape 
features interact with levels of gene flow and enhance or retard genetic exchange 
across the landscape.

17.3 Common Approaches in Landscape Genetics

As might be expected, early landscape genetic approaches sought to use spatial 
genetic patterns to define populations. Once genetic discontinuities (barriers) and 
populations were defined, standard population genetic approaches as well as indi-
vidual based approaches could be applied (Manel et al. 2003 and references therein). 
The fundamental idea was that genetic differences formed a gradient surface with 
areas of rapid change and “flat” areas. Steep slopes would be related to barriers to 
gene flow, and flat areas with freely mixed or “panmitic populations. Rather than 
assuming prior knowledge of where the steep areas were, the genetic patterns would 
allow determination of population boundaries (Barbujani et al. 1989; Barbujani 
and Sokal 1990; Stenico et al. 1998; Simoni et al. 1999). While an excellent idea in 
theory, in practice genetic data are very noisy when used in this manner and are likely 
highly influenced by sampling scheme (Novembre and Stephens 2008; Schwartz 
and McKelvey 2009; Frantz et al. 2009). Thus early methods such as the Monmonier 
algorithm (Monmonier 1973) tended to get stuck in local minima and failed to 
reliably reproduce simulated populations. Of the various approaches to determining 
minima simulated annealing is the most robust and Dupanloup et al. (2002) were 
able to improve results using these methods. However, this approach has not become 
widespread. Instead, a posteriori grouping of genetic data into populations is largely 
done using non spatial (e.g. STRUCTURE; Prichard et al. (2000) ) or semi-spatial 
(e. g. Geneland; Guillot et al. [2005]) clustering algorithms.

Coulon et al. (2004) correlated pair-wise genetic distance between samples with 
landscape features viewed as having different resistances to gene flow. Least cost 
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resistance paths were created between all individuals and correlations between path 
resistances and genetic distance higher than those between Euclidian and genetic 
distance were viewed as supportive of the putative resistance model. More recently 
McRae (2006) conceived landscape resistance as a series of parallel circuits 
connected by resistors. Gene flow was viewed as analogous to electron flow, and, 
as this approach had been used in engineering to determine electron flow through 
metal plates, numerical approaches were available. The advantage of the circuit 
analogy is that gene flow would be altered not only by the minimum resistance 
between points, but also by the width and therefore number of alternative routes 
available. Recently, Garroway et al. (2008) utilized graph theoretic approaches 
similar to those that have been used to analyze social networks to evaluate genetic 
data. This approach allows the macro-scale characteristics of the network to be 
determined, potentially allowing deeper insights into the biology driving genetic 
interchange than are possible through evaluations of resistance to travel.

Once factors controlling (or at least correlating with) gene flow have been 
identified, the model can be applied to a landscape to determine likely areas for 
both corridors and barriers to flow. For many animals, the advent of GPS tracking 
should, in turn, allow the direct confirmation of the genetically derived connectivity 
rules, although genetics may reflect more historical gene flow integrated across 
many individuals, whereas GPS tracking could reflect more recent gene flow for 
a few select individuals as well as movements not related to mating, reproductive 
success, and gene flow.

17.4 Examples of Connectivity Modeling

In the remainder of this chapter we illustrate some of the potentials associated 
with landscape genetics with examples taken from our own work. The organisms 
involved are black bears (Ursus americanus) and wolverines (Gulo gulo) and in both 
cases our research group has used resistance modeling to infer corridors and barriers, 
and subsequently utilized these models to develop putative corridor structures. 
In the case of the wolverine, we had a coherent a priori habitat use model test. In the 
case of the black bear, we explored multiple models, but used “causal modeling” 
(Legendre and Troussellier 1988; Legendre 1993) to separate spurious correlations 
and identify biologically relevant factors.

17.4.1 Wolverine Example

Wolverine populations, at their southern extent are limited to high elevation areas. 
Not only do they need to den in snow (Magoun and Copeland 1998), but year-around 
habitat use is limited to high elevation areas, possibly due to aversion to summer 
heat (Hornocker and Hash 1981). Wolverines have large home ranges, on the order 
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of 100 km2 for females (Copeland et al. 2007). Hence, the mountainous areas where 
they live contain relatively few individuals (Squires et al. 2007) and continued 
presence therefore requires movement between the mountainous islands.

Aubry et al. (2007) suggest that wolverine range is limited by areas covered by 
persistent snow through the end of the denning period in mid May. In 8 radio-telemetry 
studies in the conterminous US and in British Columbia, Canada, areas characterized 
by persistent spring snow through the denning period (hereafter “snow layer”) 
contained all recorded dens and 89% of all telemetry relocations (J. Copeland pers. 
Comm). Therefore, from a practical standpoint the snow layer defined the areas 
where wolverines both reproduced and utilized on a daily basis.

Based on their size, these islands are, from the standpoint of population stability, 
extremely small. Many likely contain a single family consisting of a mature male, several 
mature females and their progeny. For population stability, likely the single most 
important attribute is the ability to provide demographic and genetic rescue, and 
to rapidly recolonize areas when local extinctions occur (see Squires et al. 2007). 
We therefore needed to determine the dispersal rules and likely travel routes used 
by wolverines.

A spatially distributed sample of tissues from 210 wolverines existed for Montana, 
Idaho, and northern Wyoming. These data were derived from various studies and from 
trapping in Montana (Schwartz et al. in press). These samples have been analyzed 
in several papers (Kyle and Strobeck 2002; Cegelski et al. 2003, 2006; Guillot 
et al. 2005) and clustering algorithms have been used to define sub-populations. 
Additionally, autocorrelation analysis (Smouse and Peakall 1999) indicates a positive 
gradient of correlation extending approximately 180 km (Schwartz et al. in press). 
While both the clustering analyses and autocorrelation demonstrate that genetic 
data are spatially structured, the presence of strong gradients coupled with irregular 
sampling procedures likely lead to artificial clusters not indicative of actual movement 
and isolation patterns (Schwartz and McKelvey 2009). Gradient approaches, however, 
are appropriate for these types of genetic patterns and samples.

Using the approach of comparing pair-wise genetic distance with putative land-
scape resistance maps (Coulon et al. 2004, 2006; Cushman et al. 2006), Schwartz et al. 
tested the hypothesis that wolverines dispersed by keeping as much as possible 
within the mountainous areas where they both were born and to which they limited 
their daily movements. Because of the concordance between the snow layer, 
denning and daily movement, Schwartz et al. constructed resistance surfaces 
in which movements exterior to the areas of snow had higher resistance than 
movements staying within snow areas. Following Coulon et al. (2004, 2006) and 
Cushman et al. (2006) Schwartz et al. used least cost paths to construct the minimum 
resistance paths between each pair of individuals and used Mantel tests to measure 
the correlation between least cost path resistances and genetic distance. 
These correlations were tested against a Mantel test comparing genetic distance 
to Euclidian distance. Lastly, partial Mantel tests were used to separate the effects 
of the snow layer from the effects of Euclidian distance, and determine which was 
likely the primary cause of the observed correlations.
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For wolverines, rather extreme models, in which least cost resistance paths 
were maximally within the snow layer performed best, and all models with less 
resistance through snow areas were significantly better than the Euclidian distance 
model (Fig. 17.1).

The major goal of the analysis was to quantify the degree of population con-
nectivity across a large portion of the Northern Rocky Mountains and identify 
important potential corridors or barriers to movement. As the identified resistance 
map only provides point-wise information and connectivity is mediated through 
movement, Schwartz et al. utilized the source–destination least path approach 
introduced by Cushman et al. (2009) to map broad scale landscape connectivity. 
Because wolverines were well distributed within the mountain islands and because 
all dens were within these areas, Schwartz et al. placed theoretical start locations 
in all snow areas large enough to hold a female wolverine home range (and hence 
a den). Using the best resistance model identified above, they built pairwise least 
cost paths between all theoretical start locations to determine the optimal routes 
from any area where a wolverine might be born to any area where a wolverine 
might breed and leave its genes behind. Kernels were draped across each path and 
the kernels added to produce a visualization of theoretical path densities across the 
landscape (Fig. 17.2).

Fig. 17.1 Correlations against cost for various models testing whether areas characterized by 
persistent spring snow facilitated wolverine dispersal. Costs are the relative cost of moving 
through non-snow rasters (snow rasters always have Cost = 1)
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17.4.2 Bear Example

The second example is an effort to predict landscape resistance as experienced by 
American black bear as a function of elevation, slope, roads, land-use and forest 
cover. The study area consisted of an approximately 3,000-km2 area of the Selkirk 
and Purcell mountain ranges in the extreme northern tip of Idaho State, USA 
(Cushman et al. 2006) and to apply this model to predict movement corridors and 

Fig. 17.2 (a) Map of the northern US Rockies with cumulative least-cost paths between 
systematically placed locations (circles) in spring snow cover cells. Areas in red are predicted to 
be used more often than those in cooler colors. The color of the circle corresponds to the average 
cost distance between that location and all other locations, based on modeling. (b) Cumulative plot 
of the average cost distance (in millions of cost units) between each systematically placed location 
and all other locations. The graph was divided into four modes (three within the northern US 
Rockies, and 1 between the Greater Yellowstone Area and Colorado). The yellow mode has the 
lowest average cost distances (within the Northern US Rockies), the blue bars the next lowest, the 
pink bars (Crazy and Little Belt Mountains) have the greatest average cost distances in the 
Northern US Rockies, and the green bars show the distances between all points from Colorado to 
the Greater Yellowstone Area
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identify potential barriers for gene flow between Yellowstone National Park and the 
Canadian Border in the Montana, USA. (Cushman et al. 2009).

The topography in the Cushman et al. (2006) study area is mountainous, with 
elevation ranging from approximately 700–2,400 m. The Kootenai River trench 
bisects the study area, separating the Selkirk Mountains on the west from the Purcell 
Mountains on the east with a 5–8-km-wide unforested, agricultural valley and a 
broad, deep river. Mountains outside the valley are heavily forested, with Abies 
lasiocarpa (subalpine fir) and Picea engelmannii (Engelmann spruce) codominant 
above 1,300 m and a diverse mixed conifer forest dominating below 1,300 m.

We used noninvasive hair snaring to obtain genetic samples, following the proto-
cols of Proctor et al. (2005). Sampling stations were set at 266 plots distributed on 
a 1.6-km grid. We detected no deviations from Hardy–Weinberg proportions, found 
no evidence of gametic disequilibrium, and expected heterozygosity in the Purcell and 
Selkirk mountain ranges were 0.78 and 0.80, respectively, while observed heterozy-
gosity was 0.76 and 0.80 for each range, respectively (Schwartz et al. 2006).

A priori, we identified three potential drivers of genetic structure in this black 
bear population, including isolation by the Kootenai River valley as a barrier, isola-
tion by geographic distance, and isolation by landscape-resistance gradients. Our 
goal was to determine the relative support for isolation by distance and barriers in 
comparison to isolation by gradients of landscape resistance.

In addition, there are many possible alternative models for landscape effects 
on population connectivity of this species. A priori, we proposed elevation, roads, 
topographical slope, land-use and land-cover as factors hypothesized to affect gene 
flow in this species. In addition, each of these factors could influence bear gene flow 
in a number of potential ways. Therefore, we constructed a factorial of multiple levels 
of each of these factors, totaling 108 alternative landscape resistance hypotheses 
(Cushman et al. 2006).

We used the Bray–Curtis percentage dissimilarity measure to calculate genetic 
distance among individuals (Legendre and Legendre 1998), producing a matrix 
containing the genetic distances among all pairs of sampled bears. We used the 
ArcGIS to produce cost distance matrices that correspond to each of the 110 
alternative models (108 landscape models, isolation by distance, and isolation 
by the Kootenai River barrier). The cost distance matrices corresponding to each 
landscape resistance hypotheses were created using the COSTDISTANCE function 
(ESRI 2003). This entailed creating cost matrices reflecting the least-cost distance 
from the location at which each bear’s DNA sample was recorded to every other 
bear’s location across each of the 108 resistance surfaces.

We next identified which of the seven models had the strongest support. All 110 
resistance hypotheses were significantly related to the pattern of genetic difference 
among bears. The barrier hypothesis was ranked 102 out of 110 in terms of the 
magnitude of the Mantel correlation coefficient. The isolation-by-distance hypothesis 
was more strongly supported and was ranked 35 out of the 110 total models. The most 
supported model predicts that gene flow in this population is influenced predominantly 
by landscape-resistance gradients with no significant independent relationships 
with the Kootenai River barrier or geographical distance.
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After the effects of distance are partialed out, ranking the ten significant partial 
models by the Monte Carlo permuted p-value value provided a means to determine 
which hypotheses have the greatest support and to identify the combination of 
landscape factors most related to the genetic structure of this population. The ten 
significant partial models were all concentrated in one small area of a four-dimensional 
factorial space (roads, elevation, forest cover, slope), indicating a unimodal peak 
of support. Within this small area of concentration, the best-supported models 
were associated with minimum resistance to movement at middle elevations, high 
resistance of nonforested habitat to movement, no relationship with slope, and 
equivocal support for the different levels of road resistance. A map extrapolating 
the understanding from the most highly supported model across the entire study 
area is shown in Fig. 17.3 .

Similar to the approach used to model wolverine corridors (above), we modeled 
movement from source locations distributed at 2-km intervals along the forested 
portion of the Canadian border between the Idaho–Washington state border and the 
eastern edge of Glacier National Park (160 locations) to 160 destination locations 
along the northern boundary of Yellowstone National Park (Cushman et al. 2009). 
We then computed the least-cost paths across the best-supported resistance surface 
developed by Cushman et al. (2006) for all combinations of the 160 northern and 
160 southern points (25,600 paths).

Despite the large number of combinations, all least-cost paths followed only three 
major routes (Fig. 17.4 ). The most important route, in terms of the number of source–
destination paths it contained, followed the eastern edge of the mountainous terrain 
along the Bridger and Belt mountains and crossed into the Bob Marshall Wilderness 

Fig. 17.3 Predicted landscape resistance to black bear gene flow in Idaho Study Area, inferred 
from causal modeling, Cushman et al. (2006). Color ramp ranges from low resistance (relative 
resistance 1) in black to high resistance (relative resistance maximum 62) in white
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and then into Glacier National Park. The second major route proceeded north through 
the Gravelly and Tobacco Root ranges and then proceeded north roughly following 
the foothills along the east side of the Swan and North Fork Flathead rivers. The 
final route was much smaller, in terms of the number of source–destination paths it 
contained, but was important for connectivity between the northwestern part of the 
study area and the GYA. This route followed the Clark Fork River and continued 
northward though the Cabinet and Selkirk mountains to Canada. The majority of the 
length of the major paths fell within federal ownership (US Forest Service [USFS] 
and National Park Service [NPS]). Nevertheless, only 24% of the major paths length 
fell within designated wilderness or national park, and less than half were in wilder-
ness, park, or designated roadless areas (Cushman et al. 2009).

17.5 Conclusions

Landscape genetics is still a nascent science. While we continue to be amazed 
both by the power and flexibility of these data, we are just beginning to scratch the 
surface. The strength and consistency of the results associated with the wolverine 

Fig. 17.4 Map of expected importance of least cost routes from Yellowstone National Park to 
the Canadian border based on the best resistance map identified in Cushman et al. 2006. The relative 
strength of the predicted route is shown in a color ramp from red (very highly important) to blue 
(relatively less important) based on the number of source–destination paths crossing that location
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and bear examples in this chapter greatly exceeded our expectations. As new 
approaches emerge and, with the cost of genetic analyses halving every 2 years 
(Hauser and Seeb 2008), these approaches will likely become pervasive in the next 
decade (see Chapter 9, this volume). There are already strong movements to augment 
ongoing traditional monitoring efforts with genetic sampling. In many cases, the 
additional cost of collecting genetic material is trivial. This trend will lead to spatial 
genetic datasets that are much more regular and extensive than are currently available. 
In short, we expect one of the most commonly analyzed types of spatial datasets 
in the near future will be genetic datasets, as they provide powerful questions to 
long standing ecological and conservation questions. However, this rapid advance 
in availability of large genomic data sets will present major computational and 
database challenges. The size of genomic datasets is vast, which poses a major 
challenge for storage, organization and file access. In addition, analyzing these 
large data sets to extract meaningful information in the form of neutral markers, 
introns and exons is a massive datamining challenge. For the potential of landscape 
genetics to be realized there must be simultaneous advances in ecological informat-
ics (Chapter 8, this volume), database architecture (Chapter 12, this volume), and 
major improvements in statistical data mining approaches to associate genetic 
patterns with landscape and environmental features (Chapter 16, this volume).
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Chapter 18
Using Geographical Mapping and Occupancy 
Modeling to Study the Distribution of the 
Critically Endangered Leopard (Panthera pardus) 
Population in Armenia

Igor G. Khorozyan, Alexander G. Malkhasyan, Shushanik G. Asmaryan, 
and Alexei V. Abramov

18.1 Introduction

Space limitations arising from human activities affect demographic structure and 
performance of mammalian populations and thus reduce their viability. This is 
especially true for wide-ranging wild cats (family Felidae) which generally lead 
solitary lives and require large tracts of good-quality habitats for survival (Sunquist 
and Sunquist 2001). As human activities leave more and more mosaics of modified 
lands behind, felid populations become fragmented and further impaired by the 
small and often unviable size of patches necessitating more complicated dispersal 
of individuals between patches (Reed 2004).

Prey abundance is the key factor determining the structure of female home 
ranges, whereas availability of females is most important for male home ranges 
(Stander et al. 1997). Thus, prey abundance determines felid requirements in space. 
However, space itself is also an important factor since solitary life and generally 
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exclusive home ranges of the same sex individuals in most felids force their popu-
lations to occupy large tracts of good habitats above some threshold to maintain 
viability. For example, leopard (Panthera pardus) population needs to number at 
least 31 individuals and the area at least 412 km2 to remain viable (Smallwood 
1999). That is why small and densely populated countries experience problems in 
maintaining viable leopard populations, even though prey densities can be high in 
some hotspots (Khorozyan et al. 2008).

Geographic range size is the principal factor of viability of carnivores, even though 
some exceptions, e.g. African wild dog (Lycaon pictus), do not always guarantee that 
wide range means conservation security for a population (Cardillo et al. 2004). The 
decline and extirpation of top carnivores from fragmented ecosystems may generate 
trophic cascades that alter the structure of ecological communities, so the persistence of 
these keystone species can indicate the levels of ecosystem health (Crooks 2002). 
These aspects are particularly relevant to big cats subsisting almost exclusively on 
wild ungulates which are vulnerable to human pressures, whereas the smaller felid 
species may even benefit from landscape fragmentation by feeding on rodents and 
other small prey thriving in human-dominated landscapes (Tigas et al. 2002).

Survival of fragmented felid populations relies heavily on the ability of sub-adults 
to successfully disperse, establish their own home ranges and then mate with non-
relatives. Dispersal is an energetically costly process which forces sub-adult individuals 
to move long distances through the lower-quality habitats or hostile man-dominated 
inter-patch landscapes to reach the destination areas (Stander et al. 1997). Mortality of 
dispersing sub-adults accounts for a significant portion of overall population mortality 
(Stander et al. 1997; Haines et al. 2006). Hence, the maintenance and preservation 
of habitat integrity through the network of natural movement corridors used by cats 
has been among the most viable solutions to avert their extinction (Beier 1993).

The patchy pattern of populations is common among today’s wild cats which 
tend to respond to anthropogenic pressures by retreating to inaccessible and less 
optimal habitats and to protected areas (Weber and Rabinowitz 1996). However, 
most countries cannot allocate sufficiently large tracts of undisturbed land for pro-
tected areas so cats, especially larger representatives, occasionally move outside 
zones of safety and die from human persecution (Woodroffe 2001). Generally, 
wild cats and other carnivores are intrinsically more prone to extinction than other 
mammals because of their position at top trophic levels which require large hunting 
areas and determine low densities and because of longer gestation lengths which 
underlie low capacities for recovery (Cardillo et al. 2004).

Hence, research on the spatial issues of felid ecology becomes an essential 
conservation tool as it enables to designate the priority conservation areas and 
corridors for the species of interest. At the global meta-population level, priority 
is given to preservation of sufficiently large and viable resident populations where 
prey resources, good habitats and ample lands suffice and human impact is minimal or 
none (Sanderson et al. 2002). At the national population level, the priority conser-
vation areas are those which contain sufficiently large populations or sub-populations 
in the most pristine environments and/or those based on (in decreasing order of 
importance) breeding female home ranges, breeding male home ranges, temporary 
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land tenures of dispersing sub-adults, landscape linkages and buffers against human 
disturbance (Ferreras 2001). The priority conservation areas designated for large 
mammals, such as big cats, can be used to identify and preserve the most repre-
sentative biodiversity-rich areas and corridors between them (Allen et al. 2001). 
Also, the build-up of knowledge on relationships between felid distribution and 
environmental factors enables to predict the wide-range patterns of species distribu-
tion across the unstudied and less studied areas (Edwards et al. 1996).

In this paper, we apply scat counts to study the spatial issues of distribution and 
detection of the rare Caucasian leopard (P. p. ciscaucasica), synonym Persian leopard 
(P. p. saxicolor), in Armenia by using GIS mapping, occupancy modeling and analy-
sis of multiple-season detection probability. Guesstimates show that no more than 
10–15 leopards survive today in southern and south-western Armenia (Khorozyan 
et al. 2005). In the 2007 IUCN Red List of Threatened Species this cat is classified 
as globally “endangered”, but in Armenia and elsewhere in the Caucasus it should 
be listed as “critically endangered” (IUCN 2003, 2007). We discuss distribution 
of the 16 habitat variables over the 16 study areas, their correlation and difference 
between the areas where leopard scats were found and not, leopard detection and 
habitat selectivity patterns across the range. Ultimately, we use this information 
to identify the Priority Leopard Conservation Areas (PLECAs) and propose the 
improved presence–absence survey design for this vanishing big cat.

18.2 Study Area

This study was carried out across the leopard range in south-western and southern 
Armenia within the Ararat, Vayk and Zangezur physico-geographical regions 
(Fig. 18.1). The Ararat region comprises 4 study areas: Kakavaberd (40°03′N/44°53′E), 
central and eastern Khosrov Reserve (39°58′N/44°57′E), Kharaba (39°55′N/44°59′E) 
and the Urts Ridge (39°49′N/44°49′E). The Vayk region holds 3 study areas: Elpin 
(39°48′N/45°06′E), Noravank (39°39′N/45°18′E) and Artavan (39°35′N/45°30′E). The 
Zangezur region includes the remaining 10 study areas: Salvard (39°28′N/45°55′E), 
Dastakert (39°20′N/46°01′E), Sisian (39°23′N/46°07′E), Ajubaj (39°15′N/46°02′E), 
Darmanadzor (39°15′N/46°10′E), Kapan (39°15′N/46°19′E), Khustup (39°08′N/46°19′E), 
Zangezur Ridge in Meghri district (38°53′N/46°09′E), central and western Meghri 
Ridge (38°57′N/46°19′E) and Nuvadi (38°57′N/46°26′E).

Vegetation zones within the leopard range are distributed as follows: (a) arid 
grassland: phrygana, tragacanths and tomillares at elevations 390–1,800 m above sea 
level; (b) xerophilous sparse forest: junipers (Juniperus spp.), almond (Amygdalus 
fenzeliana) and other trees with dense thorny scrubs at 800–2,240 m; (c) mesophilous 
broad-leaved forest: oaks (Quercus spp.), European ash (Fraxinus excelsior), Caucasian 
hornbeam (Carpinus caucasica) and shrubs at 800–2,400 m; (d) mountain grassland 
and subalpine meadow: cereals, dicotyledons, honey plants and other herbs at 
1,000–2,800 m; and (e) alpine meadow: herbaceous vegetation at 2,800–3,100 m. 
Climate is continental, mean air temperature ranges from −10–13°C to 0.9°C in 
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January and from 12.8°C to over 25°C is July depending on landscapes. Annual 
precipitation varied from 250–400 mm/year in arid grassland to 600–900 mm/year 
in alpine meadow (Aivazyan 2006).

We do not consider semi-deserts, nival and harsh nival belts which fall beyond 
the leopard range.

18.3 Material and Methods

The 1:200,000 georeferenced topographic map, recommended elsewhere for 
big cat studies (Stith and Kumar 2002), was used as the basis for our GIS map. 
We produced a GIS map of south-western and southern Armenia which included 
the landscape belts, dirt roads impassable for vehicles and main roads passable for 
vehicles, settlements (villages and towns), isohypses and slope aspects. We employed 
the software ArcView 3.2 and its extensions 3D Analyst and Spatial Analyst and then 
upgraded it to ArcGIS 9.2 (ESRI Inc., USA). The range boundary was delineated 
along the boundaries of semi-desert, nival and harsh nival landscapes (see above) 
and the national borders. Thus, we have produced the basic leopard range map of 
Armenia (Fig. 18.1a). Then, a specific map of the leopard range was produced by 
overlaying the basic range map with the cartographic layer of grid of 4 × 4 km cells 
and removing those grid cells which contained inhabited settlements as they are 
spatially exclusive with leopard distribution (Khorozyan 2003).

Using our field experience and information from local people, we created two 
areas: empty area – which is not used by leopards, but occasional penetrations 
during dispersals and displacements are possible; and presence area – which is 
inhabited constantly. The presence area was divided into 17 study areas according 

Fig. 18.1 The basic map of the leopard (Panthera pardus) range (a) and location of study 
areas (b) in Armenia



18 Using Geographical Mapping and Occupancy Modeling 335

to their topographic and geographic distinctiveness, of which 16 were surveyed 
during this study (Fig. 18.1b). The Urts Ridge was not surveyed as its ownership 
status was unclear.

We have measured the 16 habitat variables across the grid cells and then extrapolated 
them for study areas (Tables 18.1 and 18.2). The sizes of study areas, areas of 
landscapes, road lengths, distances to the nearest village and the areas of southern 
and northern slopes were measured using the ArcView or ArcGIS measuring tool. 
Landscape diversity (ldiv) was calculated as follows:

 
1

ln
n

i

ldiv Pi Pi
=

= ×∑  (18.1)

where Pi is the proportion of the area of the i-th landscape to the area of all land-
scapes (Khorozyan et al. 2005). Terrain ruggedness index (rugg) was calculated as 
follows:

 
TNC TNF

rugg
TNC TNF

×
=

+
 (18.2)

where TNC is the total number of topographic contours (isohypses) intersecting the 
selected transect (top-right corner to down-left corner diagonal of the grid cell) and 

Table 18.1 Summarized statistical information on the habitat variables across the 16 study areas 
within the leopard (Panthera pardus) presence area in Armenia. SE – standard error, Min – minimum 
value, Max – maximum value, p – significance level of variable difference between the study areas 
over the mean estimated by the c2-test, ns – the result is not significant at p > 0.05

Variable Code Total Mean SE Min Max c2 p

Size of study area, km2 size 2641.0 165.1 19.6 79.5 375.9 231.1 *
Total route length, km leng 1201.9 75.1 19.1 15.6 331.3 46.9 **
Route density, km/km2 rout 0.5 0.1 0.1 1.6 1.2 ns
Mean landscape diversity index ldiv 0.5 0.1 0.2 0.8 0.5 ns
Area of arid grassland, km2 agra 239.0 14.9 5.9 0.0 70.9 210.0 *
Area of sparse forest, km2 spar 595.5 37.2 13.7 0.0 203.9 445.5 *
Area of mountain grassland, km2 moun 647.6 40.5 15.4 0.0 233.0 503.0 *
Area of subalpine meadow, km2 suba 719.8 45.0 4.8 8.0 72.0 80.4 *
Area of alpine meadow, km2 alpi 439.1 27.5 5.6 0.0 81.6 120.2 *
Length of dirt roads, km dirt 1405.6 87.9 10.2 44.5 177.8 127.4 *
Length of main roads, km main 166.5 10.4 2.5 0.0 36.0 69.5 *
Mean terrain ruggedness index rugg 9.0 0.5 4.7 12.5 3.9 ns
Mean distance to the nearest village, km vill 6.5 0.7 3.6 14.1 7.0 ns
Mean wild fire index fire 1.9 0.1 0.5 2.9 1.4 ns
Area of southern slopes, km2 sout 903.7 56.5 7.9 21.9 129.6 117.4 *
Area of northern slopes, km2 nort 772.3 48.3 6.8 19.6 133.5 86.0 *

* the result is significant at p < 0.01
** the result is significant at p < 0.05



336 I.G. Khorozyan et al.

Ta
bl

e 
18

.2
 

D
is

tr
ib

ut
io

n 
of

 1
6 

ha
bi

ta
t 

va
ri

ab
le

s 
ov

er
 t

he
 1

6 
st

ud
y 

ar
ea

s 
in

 t
hi

s 
st

ud
y.

 T
he

 a
re

as
 w

he
re

 w
e 

fo
un

d 
le

op
ar

d 
sc

at
s 

ar
e 

m
ar

ke
d 

by
 b

ol
d.

 
V

ar
ia

bl
e 

co
de

s 
ar

e 
th

e 
sa

m
e 

as
 i

n 
Ta

bl
e 

18
.1

. C
E

 K
ho

sr
ov

 –
 c

en
tr

al
 a

nd
 e

as
te

rn
 K

ho
sr

ov
 R

es
er

ve
, Z

 M
eg

hr
i 

– 
Z

an
ge

zu
r 

R
id

ge
 i

n 
M

eg
hr

i 
di

st
ri

ct
, C

W
 

M
eg

hr
i –

 c
en

tr
al

 a
nd

 w
es

te
rn

 M
eg

hr
i R

id
ge

A
re

a

H
ab

ita
t v

ar
ia

bl
es

si
ze

le
ng

ro
ut

ld
iv

ag
ra

sp
ar

m
ou

n
su

ba
al

pi
di

rt
m

ai
n

ru
gg

vi
ll

fi
re

so
ut

no
rt

K
ak

av
ab

er
d

11
6.

7
66

.9
0.

6
0.

8
25

.3
38

.9
14

.3
23

.7
14

.5
53

.0
7.

8
9.

6
14

.1
2.

2
46

.3
27

.4
C

E
 K

ho
sr

ov
20

7.
9

94
.6

0.
5

0.
5

46
.2

57
.3

81
.7

8.
0

14
.7

90
.7

13
.1

10
.1

11
.5

2.
3

91
.0

40
.4

K
ha

ra
ba

16
0.

0
79

.4
0.

5
0.

5
4.

3
0.

0
81

.3
62

.6
11

.8
11

8.
4

5.
1

10
.5

8.
3

2.
0

55
.3

45
.8

E
lp

in
15

5.
1

27
.9

0.
2

0.
4

1.
6

0.
0

86
.9

50
.5

16
.1

59
.5

21
.2

8.
8

4.
9

2.
0

63
.4

29
.5

N
or

av
an

k
37

5.
9

53
.8

0.
1

0.
3

70
.9

0.
0

23
3.

0
72

.0
0.

0
15

6.
0

36
.0

7.
8

4.
2

2.
1

93
.6

13
3.

5
A

rt
av

an
10

3.
8

27
.5

0.
3

0.
5

0.
0

0.
0

15
.5

55
.1

33
.2

44
.5

1.
0

6.
9

6.
2

1.
5

21
.9

45
.1

Sa
lv

ar
d

10
8.

8
23

.3
0.

2
0.

4
0.

0
0.

0
40

.0
45

.5
23

.3
57

.3
14

.7
6.

0
7.

0
1.

6
26

.1
37

.0
D

as
ta

ke
rt

16
2.

9
54

.2
0.

3
0.

7
0.

0
0.

0
21

.1
60

.2
81

.6
88

.6
0.

0
8.

9
5.

6
1.

3
42

.7
62

.2
Si

si
an

16
8.

0
12

3.
3

0.
7

0.
6

1.
0

13
.0

73
.8

61
.8

18
.4

77
.4

3.
6

10
.5

3.
6

1.
7

33
.4

71
.7

A
ju

ba
j

79
.5

12
6.

9
1.

6
0.

3
0.

0
0.

0
0.

0
9.

8
69

.7
48

.7
0.

0
4.

7
5.

8
0.

5
31

.8
26

.5
D

ar
m

an
ad

zo
r

81
.5

22
.0

0.
3

0.
7

0.
0

16
.9

0.
0

35
.2

29
.4

60
.9

0.
0

11
.4

4.
5

1.
6

31
.4

19
.6

K
ap

an
15

1.
1

33
.1

0.
2

0.
8

13
.4

59
.6

0.
0

54
.9

23
.2

88
.8

14
.4

12
.5

4.
8

2.
2

52
.5

44
.4

K
hu

st
up

13
8.

0
15

.6
0.

1
0.

7
2.

6
68

.6
0.

0
49

.5
17

.3
92

.6
8.

1
10

.4
5.

4
2.

2
29

.5
56

.6
Z

 M
eg

hr
i

12
5.

2
50

.9
0.

4
0.

6
0.

3
33

.4
0.

0
39

.8
51

.7
51

.2
6.

2
7.

6
5.

2
1.

6
53

.4
32

.0
C

W
 M

eg
hr

i
20

9.
7

71
.2

0.
3

0.
6

11
.9

10
3.

9
0.

0
63

.6
30

.3
14

0.
2

14
.2

10
.3

6.
7

2.
1

10
1.

8
35

.4
N

uv
ad

i
29

6.
9

33
1.

3
1.

1
0.

2
61

.5
20

3.
9

0.
0

27
.6

3.
9

17
7.

8
21

.1
7.

6
5.

6
2.

9
12

9.
6

65
.2

To
ta

l
26

41
.0

12
01

.9
23

9.
0

59
5.

5
64

7.
6

71
9.

8
43

9.
1

14
05

.6
16

6.
5

90
3.

7
77

2.
3



18 Using Geographical Mapping and Occupancy Modeling 337

TNF is the total number of changes in topographic aspect along the same transect 
(Khorozyan et al. 2005). Wild fire index (fire) was calculated as:

 
1

n

i

fire Pi Fi
=

= ×∑  (18.3)

where Pi is defined above and Fi is the score of landscape propensity to burning 
on the basis of precipitation and wind patterns, maximum air temperatures in summer 
and dominating vegetation (score 3 for arid grassland and sparse forest, 2 for 
mountain grassland and subalpine meadow and 1 for alpine meadow – Khorozyan 
and Abramov 2005). The southern, south-western and south-eastern slopes were 
merged into the southern slopes and the northern, north-western and north-eastern 
slopes into the northern slopes. The mean landscape diversity, mean terrain rugged-
ness, mean distance to the nearest village and mean wild fire indices of study areas 
were calculated as the arithmetic means of the respected values over the constituent 
grid cells. The c2-test was employed to estimate the significance of variables over 
their means across the study areas (Quinn and Keough 2002).

The 16 study areas were surveyed on foot during at least two survey periods 
each with an interval of several months in the snow-free seasons from April 2004 
to November 2006 (Fig. 18.1b). We walked one route per day along the wildlife 
trails and visually identified the origin of scats on the basis of their appearance, 
smell, deposit place (mostly on the ridgetops) and/or accompanying presence signs 
(scrapes or tracks). Earlier we have shown that our ability to visually recognize 
leopard scats is reliable as supported by fecal bile acid thin-layer chromatography 
and that relative abundances of leopards estimated from visually and chromato-
graphically identified scats were statistically similar (Khorozyan et al. 2007).

The routes crossed all local landscapes and they were selected arbitrarily on 
a basis of their use by wildlife. All scat samples were collected to avoid their 
repeated counts during the subsequent surveys. The locations and elevations of 
scat sites, as well as the lengths of daily routes walked were recorded by the 
handheld GPS device for their plotting on the GIS map. The route density was 
calculated as the ratio of total route length in the study area (km) to the size of that 
area (km2). Forty-four routes (36.4%) were walked in spring, 16 (13.2%) in sum-
mer, 48 (39.7%) in autumn and 13 (10.7%) in winter. In winter, the surveys were 
conducted only in the southernmost Nuvadi area which is the warmest subtropical 
area of Armenia.

To compare sampling efforts across the study areas and find possible bias (over-
sampling of smaller areas and under-sampling of larger ones), we studied distribu-
tion of seasons, total route lengths and route densities in study areas and used the 
c2-test. For this analysis, seasons were assigned the dummy variables, from 1 for 
spring to 4 for winter.

Multiple discriminant analysis was used to find differences between the areas 
where we found the leopard scats and where we did not (Clevenger et al. 2002).

Habitat selectivity by the leopard was estimated by Jacobs’ preference index (D):
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where R is the ratio of the scat number found in a specific landscape to the total 
number of scats and P is the ratio of the area of a specific landscape to the total 
size of study areas (Jacobs 1974). D changes from −1 (always ignored) through 
0 (indifference) to +1 (restricted to that landscape). The landscapes having the 
highest value of D were identified as the critical habitats (Khorozyan 2003). The 
values of P were calculated from total areas of landscapes presented in Tables 
18.1 and 18.2.

Relative abundance of leopards was estimated as the number of scats found per 
10 km of survey (Wilson and Delahay 2001). To find correlation between relative 
abundance of leopards and 16 habitat variables, we constructed the Pearson’s cor-
relation matrix and considered as correlated those variables whose correlation 
coefficient (r

P
) was higher than 0.5 or lower than −0.5 (Quinn and Keough 2002).

The multi-season subprogramme of programme PRESENCE 2.0 (<www.mbr-
pwrc.usgs.gov/software>) was employed to calculate the occupancy and detection 
probabilities of leopards in Armenia within the multiple-year frame. Occupancy 
(y) is the probability that an area is occupied by the species or, alternatively, is the 
proportion of an area occupied by the species. Detection probability (p) is the prob-
ability of detecting the species, given presence, in each survey within the period 
(T) (MacKenzie et al. 2006). As the multi-season subprogramme of PRESENCE 
offers the year as a reasonable unit of T for long-living animals, we used three T’s 
(first – year 2004, second – 2005 and third – 2006).

As the model covariates, we used 6 uncorrelated habitat variables from the 
Pearson’s correlation matrix: size of study area, mean landscape diversity index, 
area of sparse forest, area of subalpine meadow, mean terrain ruggedness index 
and mean distance to the nearest village. In the input spreadsheet, we inserted 1 if 
scats were found in a given survey, 0 if they were not found and – if no survey was 
conducted and incorporated information about the site and sampling covariates. We 
manipulated with occupancy and detection probability to make them change over 
years, depend on the selected habitat variables or stay constant. We used 10,000 
bootstraps. Total statistical summary of 192 occupancy models was ranked in an 
order of decreasing Akaike’s Information Criterion (AIC) weights, thus indicating 
the most important to the least important models. The sum of AIC weights is 1 and 
the lower the AIC value of a model, the better that model.

The number of surveys in a study area (m) required to reach the desired prob-
ability of successfully obtaining one or more detections (power of area surveys or 
Pa) under a given detection probability (p) was calculated as (Reed 1996; Stauffer 
et al. 2002):

 log(1 )

log(1 )

Pa
m

p

−
=

−
 (18.5)
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The number of study areas within the range (n) to be surveyed to reach the desired 
probability of successfully obtaining one or more detections during the surveys in 
the entire range (power of range surveys or Pr) under a given probability of occu-
pancy (y) was calculated as (Stauffer et al. 2002):

 
−

=
− ×

log(1 )

log(1 )
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n

Pay
 (18.6)

Processing of statistical information throughout this study was done in SPSS 13.0 
and MS Excel 2003 software.

18.4 Results

In total, 121 daily routes (surveys) of total length 1201.9 km were walked and 31 
leopard scats were found. Mean daily route was 9.9 ± 0.4 (range 3.0–35.0) km 
which did not differ between the study areas (c2 = 0.4, p > 0.5). Route density and 
season also were similar and unbiased across the study areas, thus indicating spatial 
uniformity of sampling effort (Table 18.1). The study areas significantly differed in 
their size and, correspondingly, in total route lengths (Tables 18.1 and 18.2).

The Nuvadi area held most of leopard scats (67.7%), followed by central and 
eastern Khosrov Reserve (19.4), whereas contribution of the central and western 
Meghri Ridge (6.5), Sisian and Ajubaj areas (3.2 each) was low. Relative abundance 
of leopards was the highest in the Nuvadi area and the central and eastern Khosrov 
Reserve (0.63 scats/10 km in each), followed by the central and western Meghri 
Ridge (0.28), Sisian and Ajubaj (0.08) areas (Fig. 18.1).

Relative abundance of leopards positively correlated with the areas of arid grassland 
(r

P
 = 0.60, p < 0.05) and sparse forest (r

P
 = 0.74, p < 0.001), lengths of dirt roads 

(r
P
 = 0.52, p < 0.05) and the areas of southern slopes (r

P
 = 0.75, p < 0.001). However, 

the lengths of dirt roads and areas of southern slopes in their turn correlated with 
each other and with the areas of arid grassland and sparse forest (r

P
 varied from 0.63 

and 0.83, p < 0.001). The areas of arid grassland and sparse forest are uncorrelated 
and can be considered as principal predictors of leopard occurrence. No negative 
correlation was found between relative abundance and habitat variables.

The eleven areas where we did not find leopard scats and the five ones where 
we found them significantly differed over the three habitat variables: the area of sparse 
forest, mean wild fire index and mean terrain ruggedness index. The statistical 
results are: 100% of variance, eigenvalue = 65.3, canonical correlation = 0.99, 
Wilk’s lambda = 0.02, chi-square value = 31.4, standardized discriminant 
coefficient (SDC) of sparse forest = 26.0, SDC of mean wild fire index = 21.9, 
SDC of mean terrain ruggedness index = 14.4, significance level p = 0.003. 
The mean wild fire index is intrinsically correlated with the area of sparse forest 
(see Material and Methods; r

P
 = 0.69, p < 0.005), but the area of sparse forest and 
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mean terrain ruggedness index do not correlate (r
P
 = 0.16, p > 0.05). So, mean 

terrain ruggedness index can be considered as an additional predictor of leopard 
occurrence uncorrelated with the other two predictors (area of sparse forest and 
area of arid grassland).

Out of 31 leopard scats found in this study, 18 were collected in sparse forest, 
7 in arid grassland, 4 in mountain grassland and 2 in subalpine meadow. So, the 
leopard is highly selective for sparse forest (D = 0.64) and arid grassland (D = 0.50) 
which are the critical habitats, avoiding mountain grassland (D = −0.38) and subalpine 
meadow (D = −0.71) and ignoring alpine meadow (D = −1).

Mean elevation of the scat sites was 1537.6 ± 109.8 m above sea level (range 
747–2767 m, n = 31). Distribution of the scat site elevations (y) against the record 
months (x, from 1 for January to 12 for December) was statistically strong and 
curvilinear (y = −11.30x3 + 165.65x2 − 395.29x + 1091.19, R2 = 0.79, ANOVA: F

3,27
 

= 34.60, p < 0.001). The highest elevations were used by leopards from late spring 
to late autumn (1,863–2,507 m) and the lowest – from early winter to mid-spring 
(747–1,450 m in the Nuvadi area and 1,566–2,267 m in the central and eastern 
Khosrov Reserve).

Detection probability of leopard scats was year-dependent and stable across the 
models within the survey years, but sharply declined from 2004 (p = 0.45) to 2006 
(p = 0.03) (Fig. 18.2). Meanwhile, leopard occupancy remained high and stable at 
0.85 or 85% of presence area.

Fig. 18.2 Distribution of detection probability (p) across the study areas
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To calculate the number of surveys in a study area (m), we used the sequence 
of desired Pa (0; 0.1; 0.2; 0.3; 0.4; 0.5; 0.6; 0.7; 0.8; 0.9; 0.95) and three empiri-
cal levels of p (0.45; 0.24; 0.03) for each number of the sequence. For n, we used 
empirical y = 0.85, p (0.45; 0.24; 0.03), sequences of desired Pr (0.8; 0.9; 0.95) and 
m (5; 10; 20; 30; 40; 50). The resulting graphs are illustrated in Fig. 18.3.

The number of surveys to be undertaken in a study area to reach the desired 
power of area surveys Pa depends on detection probability p, especially when it is 
the lowest. At the 95% Pa, five surveys should be carried out when p = 0.45, 11 
when p = 0.24 and 130 when p = 0.03 (Fig. 18.3). Similar pattern is observed in 
the relationship between the numbers of study areas to be surveyed and the power 
of range surveys Pr. At the 95% Pr, one to two study areas are sufficient when 
p = 0.45 regardless of m. When p = 0.24, 1–2 study areas are sufficient when m 
varies from 10 to 50 surveys and increase to three study areas when m = 5 surveys. 
When p = 0.03, the number of study areas strongly depends on m. At the 95% Pr, 
n changes from three study areas when m = 40–50 surveys to 22 study areas when 
only five surveys are conducted (Fig. 18.3).

Fig. 18.3 Distribution of the numbers of surveys required to reach the desired probability of ≥1 
detection in a study area (power of area surveys) at different levels of detection probability p (a) 
and distribution of the numbers of study areas to be surveyed to reach the desired probability of 
≥1 detection in the entire range (power of range surveys) at the empirical occupancy y = 0.85 (b). 
The numbers of surveys per study area are indicated on the top of picture (b)
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18.5 Discussion

The leopard is the rarest and most elusive mammal of Armenia’s fauna distributed 
in the southern and south-western portions of the country over the presence area 
of 2,856.8 km2 (2,641.0 km2 of the 16 surveyed study areas and 215.8 km2 of the 
unstudied Urts Ridge) (Fig. 18.1). So, it is essential to know the distribution of this 
predator and how this is related to the factors of ambient environment.

The leopard occurrence strongly correlates with arid grassland, xerophilous 
sparse forest and rugged terrain. Arid grassland and sparse forest hold suffi-
cient prey base and prove to be the critical habitats for local leopards. Recent 
presence–absence occupancy modeling has shown that biomass of ungulate prey, 
including the bezoar goat (Capra aegagrus), wild boar (Sus scrofa) and roe deer 
(Capreolus capreolus), in the Nuvadi area is high (720.37 ± 142.72 kg/km2) and 
capable of supporting many more leopards than actually live there (Khorozyan 
et al. 2008). Preference of these habitats, especially the sparse forest, by  leopards 
agrees with our earlier data obtained from Khosrov Reserve and its vicinities 
(Khorozyan 2003).

Availability of precipitous rocky terrain and screes is an essential requirement 
for the leopard existence since they provide plenty of secluded nooks for shelters, 
dens and ambush sites, harbour the leopard’s staple prey (bezoar goat) and limit 
access by humans and livestock.

On the other hand, preference of arid grassland and sparse forest can be caused 
by that these landscapes are distributed over the southern slopes and the leopard, 
being a species of tropical origin, will prefer southern exposure where snow accu-
mulation is minimal. Gavashelishvili and Lukarevskiy (2008) have also found 
that snow cover is an important factor limiting leopard distribution in the Middle 
East, particularly in the Caucasus. Also, these landscapes are easier to be used by 
leopards and other wildlife as they contain most of dirt roads. Leopards live on 
higher elevations during the snow-free seasons, moving mainly along the narrow 
ridgetops, and descend to the foothills when snowfalls come. The statement by 
Gavashelishvili and Lukarevskiy (2008) that in the Middle East leopards avoid 
deserts and human settlements is indirectly confirmed in our study, as we a priori 
knew the pattern of such avoidance and excluded semi-desert (Armenia has no 
deserts) and inhabited settlements from the leopard distribution map.

Avoidance of mountain grassland and subalpine meadow and ignorance of 
alpine meadow, which are situated on plain mountaintop plateaus, are caused by 
prey scarcity resulting from intensive livestock breeding, deficiency of permanent 
water sources, shelter and adequate cover and accumulation of deep snow in the 
autumn–spring period (Khorozyan et al. 2005).

We failed to obtain a statistically robust logistic relationship between the leopard 
presence–absence data and the habitat variables, a result which hinted at a possible 
significant role of non-detections, also called false negatives (i.e. species is present 
but goes undetected) (Gu and Swihart 2004). The presence–absence models dealing 
with rare or elusive species, but ignoring their detection probability, suffer from 
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overestimated absence and underestimated presence. In this case, the naïve assumption 
that if a species is present it would be definitely detected, i.e. its detection prob-
ability is 1, has been violated (Reed 1996; Moilanen 2002; Tyre et al. 2003; Gu and 
Swihart 2004; Wintle et al. 2005; MacKenzie et al. 2006).

This is a case for leopard in Armenia. Even in the best study areas, the central 
and eastern Khosrov Reserve and the Nuvadi area, which were surveyed in 2004 
detection probability was 0.45. Then, in 2005 it dropped to 0.24 as we moved to the 
less optimal study areas but continued to survey the Nuvadi area and to 0.03 in 2006 
when we discontinued the surveys in Nuvadi and have concentrated only on the worst 
areas (Fig. 18.2). The occupancy of the predator was kept high in all study years, at 
85% of presence area. So, the leopard is a widely occurring, but seldom detectable 
predator. Despite detection probability of leopard in this study is definitely low, we 
discriminate three levels of it: high (0.45), moderate (0.24) and low (0.03).

Knowing detection probability and occupancy of the species, it is possible to 
estimate the number of surveys per study area and the number of study areas to be 
surveyed so that to obtain the desired probability of one or more detections of the 
species (i.e., power of area and range surveys, otherwise known as confidence level) 
or, alternatively, be sure that the species is extinct (Reed 1996; Stauffer et al. 2002). 
In our case, at the 95% power of area surveys the number of surveys to be under-
taken is the lowest when detection probability is high, but increases moderately at 
the medium detection probability and sharply at the lowest level of this probability 
(Fig. 18.3). At the 95% power of range surveys, one to two study areas are sufficient 
to be surveyed at the medium and high detection probabilities regardless of the 
numbers of surveys in each, but their number increases to three at the medium 
detection probability and the least number of surveys. When detection probability is 
the lowest, much more study areas should be surveyed when the number of surveys 
is limited (Fig. 18.3). It is more efficient to increase the numbers of study areas 
and survey them less intensively than vice versa, especially at the lowest detection 
probability (Fig. 18.3; see also Stauffer et al. 2002; Wintle et al. 2005).

Detection probability, particularly in relation to scat counts, is often affected 
by non-random, or predetermined, bias caused by detection-favouring habitats, 
seasons, fecal decay and/or observers (Reed 1996; Wilson and Delahay 2001; Gu 
and Swihart 2004; Wintle et al. 2005). In our study, no such biases were observed 
as scats remain identifiable much longer in Armenia’s arid mountains than other 
presence signs (tracks and scrapes), survey seasons did not vary between the areas, 
no particular habitats favoured detection of leopard scats against the others, and the 
observer bias was absent as the same researchers (IGK and AGM) were involved 
in all surveys.

We suggest the optimized leopard presence–absence survey design in Armenia. 
To attain the 95% confidence level, 5–10 surveys per study area and 1–3 study areas 
are sufficient at the medium to high levels of detection probability. When detection 
probability is the lowest, 12–22 study areas should be studied by conducting 
5–10 surveys in each to gain the same confidence level. The standardized range-wide 
survey could look as nine surveys per study area conducted as three surveys 
per survey period over three survey periods, one period per snow-free season 
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(spring to autumn). The larger the study area, the longer routes are to be walked 
to keep sampling effort unbiased. The interval between subsequent survey periods 
should be 3–4 months to allow leopards living at low density to visit an area and 
leave scats there, but prevent disappearance or loss of identifiability of scats. Under 
this scheme, at least one detection means presence and zero detection means true 
absence, i.e. extinction (Reed 1996; Stauffer et al. 2002). This design is not fixed 
and can be reasonably manipulated to comply with constraints of survey budget.

Our results agree with those of other authors that at least three surveys should be 
conducted in a study area to obtain the usable estimates of detection probability and 
the numbers of surveys, trails and study areas should be maximized whenever pos-
sible, even at the expense of route lengths (Van Sickle and Lindzey 1991; Kendall 
et al. 1992; Stander 1998; Tyre et al. 2003; MacKenzie and Royle 2005). As the 
leopard is wide-ranging, more frequent surveys would be more expedient in its 
research than extension of survey period which works well for animals with small 
home ranges (Wintle et al. 2005).

In Armenia, relative abundance of leopards is maximal in the Nuvadi area and 
the central and eastern Khosrov Reserve, whereas in the other three areas (central 
and western Meghri Ridge, Sisian and Ajubaj areas) it is much lower. As fresh 
scats were recorded during all survey periods in the Nuvadi and Khosrov Reserve, 
we suppose these areas are constantly inhabited by leopards and propose them as 
the Priority Leopard Conservation Areas (PLECAs) where this predator must be 
protected and studied first.

In central and western Meghri Ridge, Sisian and Ajubaj areas leopard 
scats were found irregularly at medium detection probability, so these areas are 
possibly used by cats occasionally as true corridors. It is unclear whether the 
eleven areas where we did not find scats at all are used as corridors as we cer-
tainly surveyed them insufficiently in light of the above-mentioned survey design 
(potential corridors) (Fig. 18.2). Most of the true and potential corridors are situated 
in the Zangezur Ridge which is stretched along the state border of Armenia and 
Nakhichevan Republic, an enclave of Azerbaijan. This area was devastated during 
the Armenian-Azerbaijani war over Nagorno-Karabakh in 1989–1994 and, since 
1995 when the cease-fire regime was proclaimed, it suffers from recommencement of 
human activities: military training and testing grounds, border posts, agriculture, min-
ing and re-settling of previously abandoned villages. Thus, the status of the Zangezur 
Ridge as a suite of movement linkages for leopards and other wildlife is in jeopardy. 
The habitats dominating in the Zangezur Ridge and its branches are mountain grass-
lands, subalpine and alpine meadows which are avoided or ignored by leopards, but 
can potentially be used as movement conduits during the snow-free seasons.

No one of the study areas surveyed by us, as well as the Urts Ridge, are large 
enough to maintain the viable leopard populations since each of them is smaller 
than the minimum area likely to support a leopard population, 412 km2, known as 
threshold area (Smallwood 1999). Even the largest protected areas of southern and 
south-western Armenia, such as reserves (Khosrov Reserve, 239 km2), sanctuar-
ies (Jermuk Hydrological Sanctuary, 180 km2) and forest management territories 
(Kapan Forestry, 393.4 km2) are below the threshold area (Aivazyan 2006; A. Aghasyan, 
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personal communication, 2007). Meantime, all together the study areas provide an 
ample space capable of retaining the viable leopard population if the efficient con-
servation and enforcement measures would have been taken. As Armenia is small 
and cannot afford to set aside the large tracts of lands for protected areas or even 
sufficiently enlarge the existing reserves, priority must be given to development 
of the community-based conservation schemes. Much attention should be paid to 
the leopard presence–absence surveys in the true and potential corridors and the 
Urts Ridge. Conservation of the designated corridors should be simultaneous and 
large-scale to prevent insularization of the PLECAs.

Current population of leopard in Armenia is too small to be viable even in a short 
run. The principal threats are poaching, human disturbance and wild fire which, if 
continuing at current rates, can make this species disappear from the national fauna 
in a few years (Khorozyan et al. 2005). Historically and especially now, its survival 
has been ensured by immigration of individuals from Iran which is a leopard 
stronghold in the Middle East. The powerful borderline Arax River contains many 
suitable fords for immigration and the barbed-wire border infrastructure does not 
hinder leopard crossings (I. Khorozyan, personal observation). Maintenance of this 
gene flow must become a priority for development of transboundary conservation 
projects in Armenia and Iran.

From the most skeptical view, Armenia can be considered as the peripheral and 
sink part of the largest Iranian pool so conservation of its leopard population would 
look impractical (Peterson 2001). We argue this opinion from two viewpoints. First, 
despite the leopard range in Iran being vast (885,300 km2), its guessed abundance 
and crude density are low (550–850 individuals or 0.06–0.1 individuals/100 km2) 
(Kiabi et al. 2002), so efforts in Armenia are worth taking anyway. Second, the 
perception that carrying capacities of small countries like Armenia for wide-ranging 
carnivores are low must not detract the researchers and conservationists from taking 
essential actions to avert local extinction. Even small areas and countries are capable 
to retain good leopard populations if prey is sufficient and human pressure is minimal.
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Chapter 19
Mapping Landscape Resistance 
to Identify Corridors and Barriers 
for Elephant Movement in Southern Africa

Samuel A. Cushman, Michael Chase, and Curtice Griffin

19.1 Introduction

One of Africa’s greatest conservation successes is the recovery of elephant 
(Loxodonta africana) populations within protected areas (e.g. Aleper and Moe 
2006), such as those in northern Botswana. This recovery poses several challenges, 
however. First, habitat within protected areas is becoming degraded from high inten-
sity elephant browsing. Second, the increasing elephant and human populations in 
the region have led to large increases in human–elephant conflict along the periphery 
of protected areas (Sitati et al. 2005; Lee and Graham 2006). Management options 
include facilitating  natural dispersal, active relocation, and culling. Relocation is 
prohibitively expensive as a population-level solution given the high per capita cost. 
Culling is politically unpopular given Botswana’s booming wildlife tourist industry. 
Simultaneously, large areas of the neighboring countries of Namibia, Zambia and 
Angola have low elephant densities. Some of these governments desire to increase 
elephant populations within their protected areas to promote the growth of wildlife 
tourism. Thus, facilitated dispersal of elephants from high density areas of northern 
Botswana to protected areas in other countries with low elephant densities is an 
attractive potential solution.
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Recently, several approaches have been shown to be effective in developing 
rigorous, species specific landscape resistance maps, which represent the resistance 
to organism movement as functions of multiple variables from a variety of spatial 
scales. Such resistance maps, if reflective of the factors and scales at which 
organisms respond to environmental conditions in their movement behaviour, 
 provide a key foundation for a variety of applied analyses of landscape  connectivity, 
including identification of factors that influence landscape connectivity and mapping 
of movement corridors. Cushman et al. (2006) developed landscape resistance maps 
using molecular genetic data and least cost path modelling. Such landscape genetic 
approaches hold tremendous promise for evaluating the factors that affect gene flow 
over time scales of several to many generations. However, many of the issues of 
most conservation importance are incipient in time such that they have not yet left a 
genetic signature in the population. In addition, for some conservation questions it 
is the movement of organisms rather than of genes that is the critical parameter.

To address the factors that affect organism movement directly on time scales of 
less than the life span of individual organisms, landscape resistance modelling with 
telemetry data perhaps holds the greatest promise (e.g. Osborn and Parker 2003). 
GPS telemetry data can provide spatially precise records of the movement paths 
of individual animals at a temporal sampling rate that allows direct assessment of 
the influences of landscape features on movement path selection. This enables the 
development of species-specific landscape resistance models in which the resistance 
of any location, or pixel, in a landscape is a function of multiple landscape features 
measured at one or several scales.

Cushman et al. (2005) investigated the pattern of temporal autocorrelation of 
elephant movements monitored thorough satellite telemetry in Botswana. They 
found that autocorrelation of elephant movements is long-term, complex and 
seasonally related. During much of the year, locations as much as 30 days apart 
were significantly autocorrelated. This autocorrelation presents a problem for 
traditional analyses that treat individual locations as statistically independent 
replicates for statistical analysis. Some researchers have advocated subsampling 
these autocorrelated movement data streams to achieve statistical independence. 
However, this approach does not in fact remove spatial dependence (Fortin and 
Dale 2005) and results in unacceptable information loss (Cushman et al. 2005). 
In addition, the spatial patterns of movement that create autocorrelation are the 
biological signal that should be investigated. Thus, alternative methods that do not 
depend on statistically independent individual locations are essential.

In this study, we use a path-level spatial randomization method to assess the effects 
of multiple landscape features on elephant movement in the transboundary region 
of Botswana, Namibia and Zambia. The first goal of this study was to evaluate the 
influences of water sources, roads, wildlife fences and human settlements on 
elephant movements, and use this information to produce a map of landscape resistance 
to elephant movements.

Movement resistance models are essential foundations for applied analyses of 
population connectivity. However, resistance maps are not in themselves sufficient to 
answer many questions of greatest concern. For example, pixel level resistance to 
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movement does not in itself provide sufficient information to evaluate the existence, 
strength and location of barriers and corridors. Where resistance maps are point 
specific, connectivity is route specific. Connectivity must be evaluated as the path 
and cost of moving across a landscape resistance model from a source to a desti-
nation. The resistance model is the foundation for these analyses, but it is explicit 
consideration of movement paths across the resistance surface that provides the key 
information for conservation and management.

By adding source-destination least cost path analysis to species-specific land-
scape resistance mapping, it is possible to comprehensively analyze the effects 
of landscape structure on animal movement such that the strength and location of 
movement corridors and barriers can be rigorously evaluated (Cushman et al. 2009). 
The second goal of this paper is to map potential movement corridors and barriers 
between northern Botswana and Sioma National Park in Zambia, and evaluate the 
relative impact of water sources, wildlife fences and human settlements on elephant 
movement routes and degree of habitat isolation.

19.2 Materials and Methods

19.2.1 Movement Data

This study used GPS location data from four elephant herds and landscape maps of 
rivers, roads, fences and settlements to identify corridors, barriers and to produce a 
map of landscape resistance to elephant movement. The GPS data consist of fixes 
acquired at 8 hour intervals (Fig. 19.1). Elephant 1 was monitored from July 14, 
2005 to September 18, 2006, elephant 2 from August 9, 2003 to December 3, 2004, 
elephant 3 from June 26, 2005 to September 18, 2006, and elephant 4 from August 
19, 2003 to April 30, 2005.

19.2.2  Path Randomization and Landscape 
Resistance Hypotheses

Our analysis tests alternative hypotheses of landscape resistance against the movement 
paths selected by individual elephants. Elephant movements may be influenced by 
landscape features (Sitati et al. 2003, Murwira and Skidmore 2005). A priori, we 
proposed six landscape features that we believe may influence elephant movements, 
including distance to water (Chamaille-Jammes 2006), roads, wildlife fences, towns, 
villages and subsistence huts (Lee and Graham 2006). These features can be combined 
to create many alternative models of possible landscape resistance to movement.

To determine relative support among the many possible alternative models of 
landscape resistance, we compared utilized paths to available paths in a two-step 
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process. First, the utilized path was created by converting the series of sequential 
point locations for each elephant into a line in ArcInfo workstation (ESRI 2005). 
Second, 199 available paths with identical topology were created by randomly 
shifting and rotating this utilized path. The available paths were randomly shifted 
a distance between 0 and 30 km in x and y, and randomly rotated between 0° and 
360°. This resulted in a population of 199 available paths with identical spatial 
topology for each utilized path (Fig. 19.2). The statistical support for the resistance 
model is determined by calculating the number of standard errors the cumulative 
cost for the utilized path is from the distribution of costs of the randomized sample 
of 199 available paths.

Fig. 19.1 Map showing the study area, landscape features used in the resistance hypotheses 
(fences, roads, rivers and settlements) and the locational data for each of the four elephants 
included in the analyses
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19.2.3 Scaling of Landscape Resistance Factors

It is important to determine the spatial scale at which each landscape feature 
maximally influences elephant movement (Wiens 1989). We conducted a scaling 
analysis for each landscape feature independently by computing the standard errors 
of the utilized path from the distribution of available paths for each factor for 
multiple scales. We investigated scaling relationships of towns, villages and huts at 
five scales. These scales were created by placing a unimodal resistant kernel (e.g. 
Compton et al. 2007) of varying width over each town, village or hut and summing 
the kernels into a resistance surface. The five scales we compared corresponded to 
kernel widths of 1, 5, 10, 20, and 40. Similarly, we conducted a scaling analysis 
for distance to water. We compared resistance scaled as linear distance, square root 
of distance and the square of the distance to water. Roads and fences were analyzed 
at a single scale. We treated these as potential barriers, such that resistance only 
accumulated in crossing these features, and not as functions of their proximity.

19.2.4 Factorial Weighting Analysis

In addition to scaling, we also conducted factorial weighting analyses to determine 
the most supported combination of weights among the resistance factors for each 
individual elephant. A priori, we specified three levels of relative weight, 1, 5 and 
10. A factor given a weight of five has five times the maximum resistance value 
of a factor given weight 1, and ½ the maximum resistance value of a factor given 
weight 10. The analysis then proceeds by computing combined resistance values 
for each cell in the landscape based on the sum of resistances due to the different 
landscape features. This was conducted across a factorial combination of the three 
relative weights given to each landscape feature.

Fig. 19.2 Utilized path and random paths for elephant 1. The utilized path is shown on the left, 
a single random path overlaid in the middle, and the full set of 199 random paths on the right
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19.2.5 Monte Carlo Randomization to Assess Support

We used a Monte Carlo permutation procedure to test for global support. When 
hypotheses are constructed across a quantitative range of values for a parameter, it 
is possible to evaluate the degree to which the analysis indicates a unimodal peak of 
support for a global best model. This is done by computing the differences in support 
(in our case standard errors from mean of the distribution of available paths) among 
all neighbouring cells in the hypothesis cube and comparing the sum of those 
differences to the distribution of the sum of differences from a large number of 
randomizations of the hypothesis cube.

In our case, we have two 3 × 3 × 3 hypothesis cubes for each elephant, totalling 
27 cells per cube. We computed the sum of the differences in the standard errors 
from the mean of the available path distribution between each pair of neighbouring 
hypotheses in the 27 cell hypothesis cube. We then randomized the locations of each 
value of the standard error within the 27 cell cube 99,999 times, recalculating the sum 
of the differences in standard errors each time. The test evaluates the significance of 
a unimodal peak of support for the best model in the hypothesis cube.

19.2.6 Model Averaging

The scaling and weighting analyses identified a best resistance model for each 
elephant. We produced a global model across elephants by averaging the four indivi-
dual resistance models on a cell-by-cell basis. This produced a single, average 
resistance model which was used for all subsequent analyses.

19.2.7 Least Cost Path Analysis

We mapped movement corridors and identified potential barriers by computing the 
density of least cost paths across the resistance map between 1,183 points in northern 
Botswana and the geographical center of Sioma National Park. The 1,183 points 
were selected systematically to provide source points at 5 km spacing throughout 
northern Botswana, to give a comprehensive view of movement routes from all of 
northern Botswana to Sioma national Park.

First, we computed the cost distance from Sioma National Park to all points 
in the study area, using the COSTDISTANCE function in ArcInfo Workstation 
(ESRI 2005). This provided a measure of isolation of each location in northern 
Botswana from Sioma National Park, based on the resistance map. Next, we calculated 
the difference in cost distance between the current landscape and the predicted 
resistance for the same landscape in the absence of fences, roads and human settlements, 
to provide a measure of the effects of human development on population isolation 
across the study area.
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Then, we computed least cost paths between each of the 1,183 source pixels 
and the destination pixel using the COSTPATH function in ArcInfo Workstation 
(ESRI 2005). These least cost paths are single pixel in width, and record the route 
of a least cost path from the source to the destination pixel. We smoothed these 
lease cost paths by applying a parabolic kernel with a 3000 m radius, on the belief 
that actual paths taken will imperfectly follow least cost routes due to stochastic 
behavioural choices of individual animals. The kernel smoothed least cost paths 
were then summed to provide maps of the density of least cost routes from northern 
Botswana to Sioma. We computed these summed least cost path maps for two 
resistance models: (1) the full landscape resistance model, (2) landscape resistance 
predicted in the absence of settlements, fences and roads. The comparison of these 
two enables us to identify both the areas of highest importance for connectivity 
in the current landscape, and to evaluate the effects of anthropogenic barriers in 
blocking historical movement corridors.

19.3 Results

19.3.1 Scaling Analyses

There was high consistency among elephants in the scales at which each factor was 
most strongly related to movement path selection. All four elephants showed strong 
avoidance of towns, with three of the four showing strongest avoidance at a kernel 
width of 5 km (Table 19.1). Similarly, all four elephants showed significant avoidance 
of villages and huts, with three of four showing strongest avoidance at a kernel 
width of 1 km, in both cases (Tables 19.2 and 19.3). These results show that the 
movements of these four elephants are negatively related to the presence of human 
settlements on the landscape, with strong avoidance of towns at distances of up to 
5 km, and avoidance of villages and huts at a finer spatial scale of up to 1 km.

Interestingly, there is an apparent positive relationship between elephant 
movements and the presence of huts and villages at scales of over 20 km and with 
towns at scales of over 40 km. This is a result of spatial covariation between the 

Table 19.1 Scaling results showing avoidance of towns by elephants across scales from 1 to 
40 km. Numbers in the table refer to the number of standard errors from the mean of the distribution 
of available paths that the utilized path fell in terms of cumulative resistance due to towns, at each 
of the five spatial scales. The table indicates that all four elephants significantly avoided towns, 
with three of the four most strongly avoiding towns at a scale of 5 km

1 km 5 km 10 km 20 km 40 km

Elephant 1 −26.42 −38.71 −34.16 −15.28 67.13
Elephant 2 −51.02 −35.63 −13.46 27.34 30.63
Elephant 3 −4.8 −6.69 −4.68 0.76 13.91
Elephant 4 −51.02 −52.41 −52.41 −52.07 −10.5
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location of human settlements and water (Fig. 19.1). Human settlements tend to be 
located near permanent rivers. As shown below, elephants select areas near rivers 
preferentially for movement. This results in an apparent positive relationship between 
settlements and elephant movements at large spatial scales, but is an artefact of 
elephants selecting routes near water but that avoid coming into close proximity to 
human settlements.

Movements of all four elephants were strongly related to distance to water, with 
strong selection for movement paths relatively close to permanent rivers (Table 19.4). 
Two of the four elephants showed significantly stronger relationships with the square 
root of distance to water than to Euclidean distance or distance squared. Elephant 4 
showed marginally more support for Euclidean distance, but it was not significantly 
more supported than the square root of distance to water. Elephant 2, however, had 
statistically equal support for selection of movement paths based on proximity to 
water as measured by Euclidean distance or the square of Euclidean distance.

Table 19.2 Scaling results for villages across scales from 1 to 40 km. The table indicates that all 
four elephants significantly avoided villages, with three of the four showing strongest avoidance 
at a scale of 1 km

1 km 5 km 10 km 20 km 40 km

Elephant 1 −2.8 −3.63 2.2 11.67 9.08
Elephant 2 −48.2 −41 −23.8 0.47 12.63
Elephant 3 −6.35 −5.72 4.86 15.48 18.85
Elephant 4 −51.02 −29.45 −24.28 −12.8 −7.91

Table 19.3 Scaling results for huts across scales from 1 to 40 km. The table indicates that all 
four elephants significantly avoided huts, with three of the four showing strongest avoidance at a 
scale of 1 km

1 km 5 km 10 km 20 km 40 km

Elephant 1 −68.9 −50.65 −2.57 51.28 76.67
Elephant 2 −33.52 −34.62 −19.09 10.05 30.54
Elephant 3 −86.36 −64.77 3.55 64.1 57
Elephant 4 −41.75 −38.82 −17.79 60.4 103.05

Table 19.4 Scaling results for distance to water. Sqrt D – Square root distance to water, D – Euclidean 
distance to water, Dsq – Square of the distance to water. The table indicates that all three elephants 
significantly selected movement paths near water. Two of the four elephants had highest support 
for a model where resistance increases as the square root of distance to water. Elephant 4 had 
statistically equal support for SqrtD and D, while elephant 2 had statistically equal support for 
D and Dsq

SqrtD D Dsq

Elephant 1 −15.24 −12.41 −5.04
Elephant 2 −14.44 −15.8 −15.9
Elephant 3 −11.34 −5.87 −2.18
Elephant 4 −17.61 −17.83 −10.93
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All four elephants showed significant avoidance of crossing fences (Table 19.5), 
with elephant 4 showing much stronger avoidance than the others. In contrast, only 
elephant one showed a significant avoidance of crossing roads (Table 19.5).

19.3.2 Weighting Analyses

19.3.2.1 Towns–Villages–Huts

We conducted a weighting analysis for resistance due to settlements across a 
full factorial of three levels of relative weighting (1, 5, 10). The factorial of 
three levels of resistance for each of towns, villages and huts is represented as a 
3 × 3 × 3 hypothesis cube. Elephants 1 and 3 had identical models receiving highest 
support. For these elephants, the relative influence of huts appears to be ten times that 
of villages or towns. In contrast, the most supported weighting hypothesis for elephant 2 
suggests that the relative influence of villages is twice that of towns and ten times that of 
huts. Finally, the most supported weighting hypothesis for elephant 4 suggests that 
villages have twice the influence of huts and ten times the influence of towns.

19.3.2.2 Water–Fences–Settlements

We conducted a factorial weighting analysis to determine the relative importance of 
settlements, water and fences to elephant movement path selection for each of the 
four elephants, incorporating the optimal scaling for each elephant from the scaling 
analysis across a full factorial of three levels of relative weighting (1, 5, 10). 
The factorial of three levels of resistance for each factor is represented as a 3 × 3 × 3 
hypothesis cube. Elephants 1, 2 and 3 had identical models receiving highest 
support. For these elephants, the relative influence of settlements and fences are 
equal, and ten times that of distance to rivers. Finally, the most supported weighting 
hypothesis for elephant 4 suggests that the relative influence of fences is five times 
that of settlements or water.

Table 19.5 Avoidance of crossing fences and roads. All four elephants showed significant 
avoidance of crossing wildlife fences, with elephant 4 showing very strong avoidance. In contrast, 
only elephant 1 showed significant avoidance of crossing roads. This suggests that fences are a 
much stronger barrier to elephant movements in the study area than are roads

Fence Road

Elephant 1 −6.8 −10.65
Elephant 2 −25.4 −0.236
Elephant 3 −15.1 0.512
Elephant 4 −95.1 −0.621
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19.3.2.3 Roads

Only one elephant (Elephant 1) showed significant relationships with roads. 
We combined the optimal water–fences–settlements hypothesis for elephant 1 with 
the three possible levels of roads (1, 5, 10). The most supported combined model 
for Elephant 1 indicated that maximum road and water effects are approximately 
equal and much weaker than the effects of settlements or fences.

19.3.3 Monte Carlo Randomization Tests

19.3.3.1 Towns–Villages–Huts Factorial

We compared the actual sum of differences between adjacent cells in the Towns–
Villages–Huts hypothesis cubes for each elephant with the distribution of summed 
differences from 99,999 random permutations of the hypothesis cubes (Table 19.6). 
For each elephant, the actual sum of differences of adjacent cells in the hypothesis 
cube is lower than any of those obtained in permuting the adjacencies randomly. 
For all elephants, there is a very strong and highly significant unimodal peak of 
support. This suggests a unimodal peak of support within the tested model space.

19.3.3.2 Settlements–Water–Fences Factorial

The comparison of the differences between adjacent cells in the Settlements–Water–
Fences hypothesis cubes with the distribution of summed differences from 99,999 
random permutations suggests that for all elephants the tested models form a 
highly unimodal pattern of support (Table 19.7). For each of elephants 1–3, 
the actual sum of differences of adjacent cells in the hypothesis cube is lower 

Table 19.6 Comparison of actual sum of differences between adjacent cells in the towns–villages–
huts hypothesis cube with the distribution of summed differences from 99,999 random permuta-
tions. For each elephant, the actual sum of differences of adjacent cells in the hypothesis cube is 
lower than any of those obtained in permuting the adjacencies randomly. For all elephants there 
is a very strong and highly significant unimodal peak of support, indicating that the most supported 
cell in the hypothesis cube is a peak of support

Elephant

Minimum sum of differences 
of adjacencies across 99,999 
permutations

Actual sum of differences 
of adjacencies

Probability of no 
difference

1 74.7 68.01 <0.00001
2 165.5 154.9 <0.00001
3 88.1 85.8 <0.00001
4 138.2 117.8 <0.00001
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than any of those obtained in permuting the adjacencies randomly. In the case of 
elephant 4, the actual sum of differences of adjacencies was ranked 29th from the 
bottom of 100,000. For all elephants there is a strong and highly significant 
unimodal peak of support.

19.3.4 Mapping the Average Model

The scaling and weighting analysis identified a best model for each elephant. In all 
cases, this best model was the top of a unimodal peak of support in the parameter 
space. We combined these four best models into a global model by averaging the 
resistance surfaces predicted by these models across the four elephants (Fig. 19.3). 
The value of each pixel in this map is the expected resistance of that location to 
elephant movement, as predicted by the combined model. Resistance in the map 
ranges from a minimum of 1, for example along rivers far from human settlements, 
to a maximum resistance of 10.

19.3.5 Cost Distance Mapping

Cost distance increases away from the destination pixel in Sioma National Park 
as a function of the least cumulative cost across the resistance map (Fig. 19.4). 
Figure 19.4 illustrates that fences seem to exert a dominant effect on isolation of 
parts of northern Botswana from Sioma, with human settlements also contributing 
substantially to isolation in the north eastern part of the study area. Figure 19.5 shows 
the relative change in least cost distance from each pixel in the study area to the Sioma 
destination cell between the current landscape, including fences, settlements and 
roads, and a hypothetical historic resistance landscape without human development. 

Table 19.7 Comparison of actual sum of differences between adjacent cells in the Settlements–
Water–Fences hypothesis with the distribution of summed differences from 99,999 random 
permutations of the hypothesis cubes. For elephants 1–3, the actual sum of differences of adjacent 
cells in the hypothesis cube is lower than any of those obtained in permuting the adjacencies 
randomly. In the case of elephant 4, the actual sum of differences of adjacencies was ranked 29th 
from the least of 99,999. For all elephants there is a very strong and highly significant unimodal 
peak of support. The most supported cell in the hypothesis cube is a peak of support

Elephant

Minimum sum of differences 
of adjacencies across 99,999 
permutations

Actual sum of differences 
of adjacencies

Probability of no 
difference

1 73.3 60.6 <0.00001
2 264.4 213.8 <0.00001
3 117.1 93.8 <0.00001
4 228.4 245.8 0.00029



Fig. 19.3 Best resistance model, created by averaging the maps produced by the scaled and 
weighted resistance models for each of the four elephants. Lighter shades indicate higher resistence

Fig. 19.4 Map of cost distance from every cell in the study area to the destination cell in Sioma 
National Park. Veterinary fences in the southwest corner of the study area have a dominant effect 
on cost distance, with settlements in the northwest part of the study area also having a substantial 
influence on cost distance to Sioma National Park
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Areas in dark green are those for which there is little or no change in cost distance 
to Sioma National Park. Areas in light green are predicted to have between 100 and 
175% increase in cost distance in the current landscape compared to historic. 
Areas in yellow and orange are predicted to have an increase of between 175 and 
300%, and red over 300% in cost distance to Sioma National Park.

19.3.6 Cost Path Corridor Mapping

Figure 19.6 shows the density of least cost paths to Sioma National Park in a 
historic landscape without human development (Fig. 19.6a), and the current land-
scape (Fig. 19.6b). The corridor analysis for the historic landscape indicates that the 
least cost route of elephants to Sioma will be approximately straight lines, except 
when the path moves into proximity to rivers, in which cases the paths are altered 
to preferentially follow the river courses.

Figure 19.6 shows several major corridors, most notably a large central corridor 
flowing along the Kwando and Botetti Rivers, which collects the paths from most 
of the central portion of the study area. Three other notable corridors exist also. 
First, a corridor is predicted from the upper Okavango panhandle across the dry 
uplands of Caprivi and south east Angola. Second, a substantial corridor is predicted 
from the Chobe/Linyanti region in the east-central portion of the study area and 

Fig. 19.5 Relative change in cost distance between the current landscape and a hypothetical 
landscape without human settlements, fences or roads. Areas within the perimeter of the Border 
Cordon and Northern Buffalo fence are predicted to have an increase of between 100 and 400% 
in cost distance to Sioma National Park. The dense human settlements in the Caprivi Strip result 
in much less increase in cost distance in the northeast portion of the study area



Fig. 19.6 Map of least cost path corridors from 1183 points uniformly distributed across the 
study area to Sioma National Park for (a) the landscape in the absence of human settlements, roads 
or fences, (b) the current landscape including human settlements, roads and fences, and (c) the 
proportional difference between current and historic corridors. Maps 5a and 5b are scaled from 
blue, reflecting very low density of least cost paths, to red, reflecting very high density of least 
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across Caprivi and south west Zambia to Sioma. Finally, a relatively minor corridor 
is predicted to Sioma along the Zambeizi River corridor.

Figure 19.6b shows the expected corridor density in the current landscape and 6c 
shows the difference between the two corridor maps, scaled as a proportion change 
of the maximum of Fig. 19.6a. The most notable difference is the elimination of the 
movement corridors from the Okavango Delta in the west central part of the study 
area to Sioma, and their rerouting south and around to the east to connect with the 
central Kwando–Botetti corridor due to the barrier effects of the Border Cordon 
and Northern Buffalo veterinary fences. Another notable change is the rerouting 
of much of the south east branch of the Kwando–Botetti corridor in the current 
landscape north between gaps between towns and villages in the Caprivi strip due 
to human settlement along the Kwando River along the Angola–Zambia border. 
A third notable change is the slight rerouting of the Chobe-Linyanti corridor to the 
northeast to pass through gaps between towns in the Caprivi strip.

19.4 Discussion

19.4.1  Resistance of Utilized Pathway Compared 
to Available Paths

We used a multi-factorial approach to assess the influences of multiple land-
scape factors on the selection of elephant movement paths. Focusing on the 
entire movement path as an observational unit, rather than individual relocation 
points, resolves several challenges, including spatial autocorrelation among 
locations, pseudoreplication of observations and most importantly allowed us to 
powerfully assess the cumulative cost of elephant movement paths. The path 
randomization procedure produces a large number of available paths of identical 
spatial topology with which to compare to the utilized path for each individual 
elephant. This provides a strong means to evaluate use versus availability based on 
cumulative resistance of movement paths, while holding the length and shape of 
the paths constant, which is necessary for meaningful comparison among paths.

Formal scaling analyses are critical to identify the spatial scale at which each 
landscape feature had the strongest relationship with the selection of elephant 
movement paths. Given the strong differences observed in the apparent relationships 

Fig. 19.6 (continued) cost paths. Areas in yellow to red indicate major predicted movement 
corridors from the study area to Sioma National Park. Map 5c shows the difference between cur-
rent and historically available corridors, scaled as proportion of maximum of 5a. In 5c areas in 
grey are predicted to have very little change from historic to current in the density of least cost 
paths. Areas in blue are areas that were predicted to be corridors in the historic landscape that are 
not longer available due to human settlements. Areas in yellow to red in 5c are areas in the current 
landscape that are predicted to be corridors that were not corridors, or were weaker corridors, in 
the historic landscape
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between different kinds of human settlements and elephant movement paths, it is 
clear that careful consideration of scaling relationships between landscape features 
and animal movement path selection is critical to avoid spurious results.

Factorial weighting analysis is useful to assess the relative influence of each 
factor and identify a combined model that was maximally supported. The large 
differences in the degree of support across the range of weighting combinations 
for each elephant illustrate the importance of proper weighting of resistance fac-
tors. Failure to conduct this weighting analysis would at best leave the analysis as 
a single weighting without evaluation of the relative predictive power of alternative 
variable weights. At worst, it could result in dramatically incorrect conclusions.

19.4.2 Evaluating Unimodality of Support

The factorial weighting analysis also enabled us to evaluate the unimodality of 
support across a multidimensional cube of alternative hypotheses. In this paper 
we presented a new approach to assess unimodal peaks of support among multiple 
hypotheses using a permutation procedure. We can use the level of homogeneity 
or unimodality across a quantitative hypothesis cube to assess global significance. 
If there is a single optimum in the parameter space at which the significance of the 
chosen statistical test is highest, and significance decreases monotonically away 
from that peak in all dimensions of the space, then any permutation of this space 
would result in lower values of the test statistic. The factorial permutation proce-
dure provides a statistical test of the significance of a unimodal peak of support for 
a globally best model in cases where the tested hypotheses comprise a quantitative 
cube of parameter combinations.

19.4.3  Consistency Among Elephants in Scaling 
and Weighting

The analysis indicated that all four elephants strongly avoided towns, villages and 
huts, and that towns had a larger distance effect (5 km in ¾ of tested elephants) 
than either villages or huts (1 km in ¾ of tested elephants). Similarly, the analysis 
showed that the movement paths of all tested elephants were significantly related to 
distance to water, and that in ¾ of the tested elephants the square root of distance 
to water was statistically the best or tied for the best scaling of effects of water 
on movement. These scaling results show both strong effects of these landscape 
features and high consistency among individual elephants in the scales at which 
they are most important. This ability to identify the correct scale in pattern–process 
relationships is a central challenge in ecology (Wiens 1989; Levin 1992) that has 
been largely neglected in studies of animal movement.
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Similarly, the factorial weighting analyses showed high levels of consistency 
among elephants. Three of the four elephants showed identical patterns of support 
across the hypothesis cube for Settlements–Water–Fences. This analysis suggests 
that the maximum resistance due to settlements is equal to that of fences, and 10 
times that of distance to water, at the pixel level. This does not imply that water 
effects are globally subordinate because water effects extend synoptically across 
the landscape. In contrast, fence effects only accrue when an elephant encounters a 
fence pixel and settlement effects only accrue within the specified kernel distance 
of a town, village or hut. Thus, water effects actually dominate path selection at the 
broadest spatial scales, but are highly subordinate to settlement and fence effects at 
fine spatial scales. The three elephants that uniformly avoided human settlements 
at fine scales, did not cross wildlife fences, and selected movement paths preferen-
tially based on the square root of distance to water. In contrast, fence effects were 
greatest for elephant 4, with five times the effects of either settlements or water. 
The reason for this difference is evident from this elephant’s elongated east–west 
movement path bounded on the south by the Caprivi Border Fence along the 
Botswana border (Fig. 19.1). This fence is a double, electrified, high tensile fence 
that creates is an effective barrier to elephants and other wildlife.

19.4.4  Landscape Resistance, Barriers and Corridors: 
Implications for Conservation

Combining multiscale analysis of landscape resistance (Fig. 19.3) with cost distance 
(Fig. 19.4) and least cost path mapping (Fig. 19.6) provides a comprehensive 
picture of both the factors driving connectivity and the functional effects of 
landscape structure in creating movement corridors and barriers. This analysis 
identified several major historical movement corridors between northern Botswana 
and Sioma National Park. The location and strength of these historic corridors 
may be useful to guide managers in identifying priority areas for conservation or 
mitigation to maximally facilitate elephant movement. In addition, comparing the 
historical to current corridors provides managers with explicit information about 
the effects of fences and human settlement on historical elephant movement 
corridors (e.g. Osborn and Parker 2003).

Our analysis also indicated that veterinary fences in north eastern Botswana have 
a dominant effect of landscape connectivity for elephants. The Border Cordon and 
Northern Buffalo Fence are predicted to cut off several major movement corridors, 
most notably between the Okavango panhandle and Sioma. The fence also largely 
separates the panhandle from the rest of the Okavango Delta. The Okavango is an 
area of extremely high ecological importance, which supports a very dense elephant 
population. The veterinary fences result in an increase in cost distance of between 
200 and 400% between the northern parts of the Okavango Delta and Sioma, which 
probably effectively isolates the northern Okavango Delta from much of the rest of 
the study area. Given the apparent dominant effects of the fence system on elephant 



366 S.A. Cushman et al.

population connectivity, it is important for managers to be aware of their influences 
and consider ways to reduce their negative effects on migration and dispersal, while 
also preserving the substantial protections the fences provide in places to wildlife 
from encroaching livestock and human populations

The analysis indicates that the relatively high density of human development in 
the Caprivi strip and along the Kwando River may act as a partial barrier to elephant 
movement. However, our analysis suggests that this barrier is highly porous and 
that it acts to reroute and filter elephant movements, but does not, at existing 
development levels, block potential dispersal routes to Sioma. The analysis identi-
fied three key corridors through this area of relatively high human development 
(Fig. 19.6b, c). These should be the focus of conservation and mitigation efforts 
designed to maintain the integrity of the corridor. Similar to Sitati et al. (2003), our 
results suggest that human settlement density is a major factor affecting elephant 
movement. The most effective way, therefore, to maintain the integrity of these 
corridors will likely be to limit future human development within them. Assuming 
governmental will and ability to direct patterns of future development, an effective 
strategy may involve limiting development in the corridors we identified and 
directing it to areas predicted to be less important for habitat connectivity (Osborn 
and Parker 2003). Of course, habitat connectivity for elephants is only one of many 
environmental and economic concerns, and decisions about future development 
must consider other factors, such as protecting critical habitat for other species and 
economic costs and benefits (Sitati et al. 2003; Lee and Graham 2006; Chamaille-
Jammes et al. 2007).

19.5 Conclusion

In the trans-frontier region of northern Botswana, Namibia, Angola and Zambia, 
effective management of a growing elephant population will depend in part on 
managers’ ability to facilitate dispersal from Botswana to neighboring countries. 
Understanding the factors that affect elephant movements between and within these 
nations is essential, as is the application of this knowledge to identify critical move-
ment corridors and barriers. The combination of empirically-derived landscape 
resistance mapping and least cost path analysis provides a powerful analytical 
framework for assessing habitat isolation and identifying corridors and barriers to 
organism movement. In this study we evaluated the degree of isolation of Sioma 
National Park in Zambia from a large area of northern Botswana and mapped 
corridors connecting northern Botswana to Sioma National Park. We identified several 
major movement routes and found that human development has likely substantially 
altered regional population connectivity for elephants, with veterinary fences and 
human settlements both increasing isolation of portions of the study area and 
changing the routes of least cost movement corridors. This information on how 
human development has affected regional population connectivity and detailed 
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predictions of the location of specific corridors and barriers will be valuable in 
ongoing efforts to conserve the spectacular elephant population in northern Botswana.
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Chapter 20
Habitat Fragmentation Effects Depend 
on Complex Interactions Between Population 
Size and Dispersal Ability: Modeling Influences 
of Roads, Agriculture and Residential 
Development Across a Range of Life-History 
Characteristics

Samuel A. Cushman, Bradley W. Compton, and Kevin McGarigal

20.1 Introduction

Habitat loss and fragmentation are widely believed to be the most important drivers 
of extinction (Leakey and Lewin 1995). The habitats in which organisms live are 
spatially structured at a number of scales, and these patterns interact with organism 
perception and behavior to drive population dynamics and community structure 
(Johnson et al. 1992). Anthropogenic habitat loss and fragmentation disrupts these 
patterns and is expected to have large, negative effects on biodiversity (Flather and 
Bevers 2002; Haila 2002; Fahrig 2003). The majority of theoretical studies suggest 
that the effect of habitat fragmentation is weak relative to the effect of habitat 
loss (Fahrig 1997; Henein et al. 1998; Collingham and Huntley 2000; Flather and 
Bevers 2002; Fahrig 2003), although some studies have predicted larger fragmen-
tation effects (Boswell et al. 1998; Burkey 1999; Hill and Caswell 1999; Urban 
and Keitt 2001). In addition, some theoretical studies suggest that the effects of 
fragmentation per se should become apparent only at low levels of habitat amount, 
for example below approximately 20–30% of the landscape (Fahrig 1998; Flather 
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and Bevers 2002), although there is little empirical evidence available to test this 
prediction (Fahrig 2003).

The results of empirical studies of habitat fragmentation are often difficult 
to interpret because many studies fail to address habitat fragmentation at the 
landscape-level, and most do not distinguish between habitat loss and habitat 
fragmentation (McGarigal and Cushman 2002; Fahrig 2003). Fragmentation is 
a landscape-level process and its effects cannot be resolved through fragmen-
tation it is necessary to experimentally or statistically control for the effects 
of habitat loss (McGarigal and McComb 1995; McGarigal and Cushman 
2002). In order to understand the population and species level implications 
of these relationships it is necessary to move from site-specific inferences to 
assessments of how the influences of multiple factors interact across large 
spatial extents in influencing population size and population connectivity 
(Ruggiero et al. 1994; Bowne and Bowers 2004; Cushman 2006). Non-spatial 
studies conducted at local scales do not provide a basis for inferences at the 
landscape or regional level (McGarigal and Cushman 2002). There is often a 
gross mismatch between the scale of ecological research and population-level 
responses (Kareiva and Anderson 1988; Ruggiero et al. 1994). Landscape-
level studies that explicitly include the spatial patterns of the environment 
in a representation relevant to the organisms of question, and that address 
species-specific movement and abundance parameters are essential to extend 
fine-scale species environment relationships to the level of regional popula-
tions (Cushman 2006).

In this paper we present an analysis of habitat fragmentation by roads and 
residential and agricultural land uses on a broad range of hypothetical vernal pool 
breeding animals in western Massachusetts. Our analysis models the distribution 
and expected densities of dispersing organisms in the terrestrial environment based 
on a factorial implementation of least-cost dispersal models. Our major goal is to 
quantify the relative influences and interaction of roads and land cover on the area 
and configuration of occupied terrestrial habitat for 90 different hypothetical organ-
isms representing a factorial combination of population sizes and dispersal abilities. 
We test five specific hypotheses:

1. Habitat connectivity, as measured by correlation length (McGarigal et al. 2002), 
will increase with both population size and dispersal ability.

2. Thresholds will exist where habitat connectivity drops dramatically at low popu-
lation sizes and low dispersal abilities.

3. Population size and dispersal ability will interact such that thresholds of habitat 
connectivity will be exacerbated at when population size and dispersal ability 
are both low.

4. The effects of habitat fragmentation by roads will have relatively smaller effects 
than habitat loss due to land cover change.

5. The effects of habitat loss and fragmentation will be disproportionately high for 
species with large dispersal abilities.
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20.2 Methods

20.2.1 Input Data

20.2.1.1 Vernal Pool Data

We used the distribution of vernal pools in Western Massachusetts as breeding 
sites in the models. Vernal pools provide important habitat for a variety of species, 
including some amphibians that breed exclusively in vernal pools. Locations of 
vernal pools were obtained from the NHESP Potential Vernal Pools coverage 
photo-interpreted by the Commonwealth of Massachusetts Natural Heritage & 
Endangered Species Program (Compton et al. 2007). This data layer identifies the 
locations of more than 29,000 potential vernal pool habitats. These pools provide a 
spatially realistic pattern of source populations in a real landscape, which adds an 
important degree of realism to our simulations.

20.2.1.2 Ecoregional Data

The US Environmental Protection Agency has delineated thirteen ecoregions 
in Massachusetts, based on geology, hydrology, climate, and the distribution 
of species. In this study we consider the ten ecoregions that comprise Western 
Massachusetts. We combined portions of the Taconic Mountains and Western New 
England Marble Valleys/Berkshire Valley/Houstonic and Hoosic Valleys ecoregions 
due to disjunctions, small size and irregular shape. This served to reduce edge 
effects, and make the areas comparable to the other ecoregions, which is important 
for comparability of model output. Also, given the relative ecological similarity of 
these two ecoregions we felt this union did not introduce appreciable subjectivity 
into the analysis. Thus, we implemented the analysis for eight ecoregional units in 
Massachusetts (Fig. 20.1).

20.2.1.3 Road and Landcover Data

The roads data were derived from USGS 1:100,000 Roads Digital Line Graphs 
(DLGs) with additional linework from the Massachusetts Highway Department 
(MHD). The road classes in this layer are listed in Table 20.1. The landcover map 
used in this analysis was provided by MassGIS, and contains 37 land use catego-
ries interpreted from 1:25,000 aerial photography taken in 1999. We converted the 
coverage to a raster grid, with a 15 m cell size. In addition, we reclassified the map 
into seven classes which we deemed to be most relevant to the ecologies of vernal 
pool breeding amphibians (Table 20.1).
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20.2.2 Model of Terrestrial Phase Amphibian Density

Our model is based on least-cost dispersal from point sources. The sources in our 
case are the locations of individual pools. The model calculates the probability of 
an organism being present in each pixel around the source, given the number of 
individuals which originated in the source, the dispersal ability of that species, the 
nature of the dispersal function, and the resistance of the landscape (Compton et al. 
2007). In our analysis we use a normal probability density function as the basis 
of the dispersal model. In a homogeneous environment the expected density of 
dispersing organisms in the environment surrounding the source will be Gaussian, 
with the peak at the source, and the density dropping off according to the normal 

Fig. 20.1 Map of the area covered in this study. The study area consists of the eight ecoregions 
shown here, which cover approximately 15,000 km2 of Western Massachusetts. These ecoregions 
were defined by the United States Environmental Protection Agency

Table 20.1 Road and landcover classes used in the Road and Road + Land Use scenarios. 
The resistance values reflect the relative cost of traveling through a cell of that class, in comparison 
to the minimum value of 1

Road classes Resistance value Landcover classes
Resistance 
value

Minor street  20 Forest  1
Major arterial  30 Grass/open land 10
Two-lane highway  50 Low density residential 10
Multi-lane highway  75 Row crop 20
Limited access multi-lane highway 100 High-density residential 30

Urban 50
Water 50
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distribution with a standard deviation set according to the dispersal ability of the 
species. The standard deviation in this dispersal function represents the dispersal 
ability of the modeled organism. We wished to bracket the range of dispersal abili-
ties of animal species breeding in Massachusetts vernal pools. Accordingly, we ran 
the models over nine levels of dispersal ability (D), corresponding to standard devi-
ations of the normal dispersal function of 100, 200, 300, 400, 500, 600, 700, 800, 
and 900 m. In addition, habitat connectivity may be influenced by the population size 
originating at the breeding sites. Accordingly, we simulated ten levels of populations 
size (P), ranging from 100 to 1,000 individuals per pool, by units of 100.

The model works by clipping an area of a given number of standard deviations 
around each pool and calculating the expected density within that. We calculated 
expected densities within 2.5 standard deviations of dispersal ability, which will 
include over 99% of the dispersing individuals. Within the clipped area the model 
calculates the expected density according to the normal dispersal function, accounting 
for the resistance of the surrounding landscape. A resistance value is given to each 
class in the land-cover and roads maps. The resistance value is in the form of the 
cost of crossing that cover type relative to the least cost cover type. These costs are 
used as weights in the dispersal function, such that the expected density in a pixel 
is down-weighted by the cumulative cost from the source, following the least cost 
route (Compton et al. 2007). Once the expected density around each pool is calcu-
lated, the values for all pools at all locations are summed to give the total expected 
density at each pixel. The resistance values for each land-cover class and road 
class are shown in Table 20.1. These resistance values are hypothetical and are not 
intended to optimally represent the responses of any particular species, although 
they are consistent with empirical data for several vernal pool breeding species in 
Massachusetts (Gamble unpublished data). The results of the model are surfaces of 
expected density of dispersing organisms in the upland environment (Fig. 20.2).

20.2.3 Modeling Scenarios

We conducted a four-way factorial modeling experiment. The four factors are (1) 
scenario, (2) dispersal ability, (3) abundance level, and (4) ecoregion. There were 
three levels of the factor scenario. These are null, roads, and roads plus land 
use. In the null scenario the expected density of amphibians is modeled across 
a null landscape where every cell has a resistance of 1. This provides a baseline 
prediction of distribution expected in the absence of any differential resistance in 
the landscape. In the roads scenario, roads were given resistance according to the 
definitions provided above, but the remainder of the landscape retained a resistance 
of 1. This scenario models the influences of roads in the absence of any differential 
resistance due to landcover, and provides a measure of the relative influence of roads. 
The third scenario includes the resistance of both roads and land use. The differences 
between the second and third scenario provide a measure of the relative influence of 
land use, and the third scenario itself gives a measure of the combined influences of 
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roads and land use, and provides a measure of the full effect of human development 
on habitat connectivity (Fig. 20.3).

The factor dispersal ability had ten levels, abundance nine levels and ecoregion 
eight levels, as discussed above. We ran the model over the 1920 combinations of 
these four factors. For each combination we created an output grid showing the 
expected density of the organisms in each cell of the landscape. These grids have a 
15 m cell size and the cell value is equal to the expected density in that cell.

20.2.4 Fragstats Analysis of Resulting Maps

The 1920 output grids were reclassified into binary maps for analysis in 
FRAGSTATS. We recoded the output grids into binary maps showing the areas 
predicted to have 5 or more adults per hectare We used FRAGSTATS (McGarigal 
et al. 2002) to calculate the correlation length of predicted habitat for each cover 
map. The correlation length is the area weighted mean radius of gyration, and provides 
a measure of the average distance an organism can move within a patch before 
encountering the patch boundary from a random starting point. When aggregated 
at the class or landscape level, the correlation length represents the average travers-
ability of the landscape for an organism that is confined to remain within a single 

Fig. 20.2 Example of changes in population connectivity predicted for a small area of one ecoregion 
between the Null (a) and Roads + Land Use scenario (b). The relative darkness of the filled area 
indicates the expected density of dispersing juveniles in the uplands based on the least-cost kernel 
dispersal model. In the Roads + Land Use scenario roads are represented by solid lines and 
residential areas by cross-hatched polygons. These features reduce both the predicted area of 
dispersal habitat and the expected density of amphibians within it
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patch. It gives a global measure of the habitat connectivity in the landscape and is 
a more relevant functional measure of habitat availability for vernal pool breeding 
amphibians than more basic measures such as patch size, nearest neighbor distance 
and percentage of the landscape in occupied habitat (McGarigal et al. 2002).

20.2.5  Analysis of Habitat Correlation Length 
Across Life-History Space

To visualize the relationships between dispersal ability, population size and habitat 
connectivity, we formed matrices of the correlation-lengths of dispersal habitat 
predicted by the model across the factorial of dispersal ability and population size, 
for each of the three scenarios. We computed the average response surface for 
each scenario across the eight ecoregions. Then we computed the proportion of 
decrease in predicted correlation length of dispersal habitat from the null scenario 
to the roads and Roads + Land Use scenarios. These difference surfaces measure 
the relative impact of roads and land use on the correlation length of occupied 
terrestrial habitat across the life-history space.

Fig. 20.3 Visual depiction of predicted density of organisms in the terrestrial environment in one 
small section of one ecoregion, across two levels of dispersal ability and three scenarios: (a–c) 400 
dispersing individuals; (d–f) 800 dispersing individuals; (b and d) Null scenario; (b and e) Roads 
Scenario; (c and f) Roads + Land Use scenario. The height of the surface is proportional to 
expected density of organisms in the landscape
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20.3 Results

20.3.1 Null Scenario

Correlation length of predicted occupied habitat in the null model was strongly 
related to both population size and dispersal ability (Fig. 20.4). Not surprisingly, 
correlation was highest for large populations of animals with large dispersal 
ability, and lowest for those with limited dispersal ability and small population size. 
There were strongly non-linear, threshold-like relationships with both population 
size and dispersal ability. There are three distinct zones which are of interest in 
the correlation length surface across life-history space surface. The first is a zone 
of highly interconnected occupied habitat. This roughly corresponds to a zone of 
Fig. 20.4 above 10,000 m of correlation length. Species occupying this zone are 
able to occupy large interconnected portions of the landscape. The second zone 
of interest corresponds to the opposite set of conditions, those where populations 
occupy relatively small and disjunct patches. This corresponds roughly to the 
zone below 3,000 m in Fig. 20.4. In this zone, unoccupied habitat is the matrix, 

Fig. 20.4 Correlation length of habitat occupied by a minimum of five individuals per hectare 
across a factorial combination of dispersal ability and population size for the Null scenario. 
The dashed contours and indicate correlation length of occupied habitat. The surface shows strong 
non-linear interactions between population size and dispersal ability
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with occupied habitat accounting for less than 30% of the landscape in disjunct 
patches. The third zone corresponds to where correlation length rapidly increases, 
and where small, disjunct patches of occupied habitat rapidly coalesce into large 
interconnected blocks. This zone roughly corresponds to the area between 4,000 
and 8,000 m in Fig. 20.4. The proportion of the landscape covered by occupied 
habitat in this zone is between 35 and 55%.

20.3.2 Roads Scenario

The average correlation length among the eight ecoregions decreased dramatically 
when the resistance of roads was included in the model (Fig. 20.5). This large 
reduction occurred across nearly all of the life-history space. Well over half of 
the life-history space experienced at least a 75% reduction in expected correlation 
length of occupied terrestrial habitat (Fig. 20.5). The largest reductions occurred 

Fig. 20.5 Correlation length of habitat occupied by a minimum of five individuals per hectare for the 
Roads scenario. The dashed contours and indicate correlation length of dispersal habitat. The solid 
contours indicate the proportional decrease in correlation length in the Roads scenario from that of the 
Null scenario. Over 60% of the life-history space is predicted to experience at least a 75% reduction of 
occupied habitat correlation length due to roads in comparison with the null scenario, and approximately 
10% of the life-history space experiences over 85% reduction in habitat connectivity
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in the center of the life-history space. Organisms with between 400 and 600 m 
dispersal standard deviations and population sizes between 700 and 1,200 
individuals were expected to experience decreases in correlation length of dispersal 
habitat of over 85%. Because of its position near this threshold, the center of the 
life-history space appears to be particularly vulnerable to habitat fragmentation due 
to roads.

20.3.3 Roads and Land Use Scenario

The average correlation length among the eight ecoregions decreased substantially 
when the resistance of land use categories was added to that of roads (Fig. 20.6). 
Interestingly, this reduction was somewhat smaller than that due to road effects. 
Approximately 20% of the life-history space experienced decreases in correlation 

Fig. 20.6 Correlation length of habitat occupied by a minimum of five individuals per hectare for 
the Roads + Land Use scenario. The dashed contours indicate correlation length of occupied 
habitat. The solid contours indicate the proportional decrease in correlation length in the Roads + 
Land Use scenario from that of the Null scenario. Over 40% of the life-history space is predicted 
to experience at least an 85% reduction of dispersal habitat correlation length due to roads in 
comparison with the null scenario
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length of over 40% beyond those of the roads scenario. With the combined effects 
of roads and residential/urban development, the proportion of the life-history space 
predicted to experience over 85% reduction in habitat connectivity increased from 
less than 10% to nearly 50% (Fig. 20.6).

20.4 Discussion

20.4.1  Hypothesis 1: Habitat Connectivity Will Increase 
with Both Population Size and Dispersal Ability

Holding dispersal ability constant, increasing population size will result in 
increased height of the surface at all points in the landscape, resulting in larger 
areas that have expected densities above the lower limit of one animal per hectare. 
Holding population size constant and increasing dispersal ability will result in the 
surface spreading out. Peaks in local abundance will lower, but the area occupied 
will increase.

As expected, the simulations suggest that there is a strong interaction between 
population size and dispersal ability in influencing habitat connectivity. Animals 
with large population sizes and high dispersal abilities are predicted to have high 
levels of population connectivity (Fig. 20.4). Conversely, those with low popula-
tion sizes and low dispersal abilities are predicted to have low levels of population 
connectivity. The predicted correlation length of occupied habitat spanned over an 
order of magnitude in the null model, from less than 500 to over 10,000 m.

The structure of the correlation length surface implies potential life-history 
tradeoffs between animals with high dispersal and those with high population sizes. 
Specifically, assuming that there are fitness costs to increasing either dispersal ability 
or population size through adaptation, an isocline of correlation length could reflect 
an evolutionary stable strategy (Martin 1995; Charnov 1997). If actual organisms 
were distributed along the isloclines in Fig. 20.4, this would be consistent with 
life-history tradeoffs. However, this is presently untestable given lack of knowledge 
of the population sizes and dispersal abilities of actual organisms.

20.4.2  Hypothesis 2: Thresholds will Exist where Habitat 
Connectivity Drops Dramatically at Low Population 
Sizes and Low Dispersal Abilities

A critical threshold is an abrupt, nonlinear change that occurs in an organism’s 
response across a small range of habitat loss and fragmentation (With and King 
1999). Both empirical data (Carlson and Stenberg 1995; Doncaster et al. 1996; 
Jansson and Angelstam 1999) and theoretical models predict critical thresholds of 
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habitat where ecological relationships change abruptly (O’Neill et al. 1988; Turner 
and Gardner 1991; With and Crist 1995; Bascompte and Sole 1996; Flather and 
Bevers 2002). For example, some theoretical and empirical work suggests that 
major population declines will occur when habitat area drops below 10–30% (With 
and Crist 1995; Hill and Caswell 1999; Jansson and Angelstam 1999; Fahrig 2001; 
Flather and Bevers 2002).

As anticipated by our hypothesis, habitat connectivity changes non-linearly with 
dispersal ability and population size. Correlation length of occupied habitat was 
predicted to be uniformly low at either low population sizes or low dispersal abilities. 
Of these two factors, dispersal ability seems to have a larger influence, with correlation 
length decreasing sharply below dispersal abilities of 300 m (Fig. 20.4). Below 
a dispersal distance standard deviation of 300–400 m, increasing population size 
cannot compensate for decreased dispersal ability. Organisms with less than 400 m 
dispersal standard deviation are predicted to exist in naturally fragmented popula-
tions regardless of their population sizes. This has potentially important ecological 
implications, as most invertebrate species inhabiting vernal pools have dispersal 
abilities at or below this level. Similarly, when populations are reduced below 
600–400 individuals, increasing dispersal ability cannot compensate for decreasing 
population size. Populations less than approximately 400 individuals are predicted to 
exist in disconnected fragments of habitat regardless of dispersal ability.

20.4.3  Hypothesis 3: Population Size and Dispersal Ability 
will Interact such that Thresholds of Habitat 
Connectivity will be Exacerbated when Population 
Size and Dispersal Ability are both Low

Several simulation studies have suggested that habitat fragmentation effects become 
important to population viability when habitat areas are small (Fahrig 1997; Flather 
and Bevers 2002). Our hypothesis, in contrast, centers on relationships between habitat 
connectivity, population size and dispersal ability. The hypothesis that population 
size and dispersal ability will interact non-additively to reduce habitat connectivity 
at low population sizes and dispersal abilities is not supported. At low levels popula-
tion size and dispersal ability act largely independently over large ranges of each 
factor (Fig. 20.4). While there are thresholds along dispersal ability and along 
population size where habitat connectivity decreases dramatically, these parameters 
do not appear to interact negatively at low levels. Thus there is no evidence of habitat 
fragmentation due to low dispersal ability being exacerbated by low population size. 
In contrast, in the roads and Roads + Land Use scenarios, the correlation length 
isoclines angle from upper left to lower right throughout the life-history space 
(Figs. 20.5 and 20.6). This indicates that they interact throughout the life history 
space, with no evidence of decreasing interaction when population size and dispersal 
abilities become small or become large. Thus, our third hypothesis is not supported. 



20 Habitat Fragmentation Effects 381

While dispersal ability and population size interact in the Roads and Roads + Land 
Use scenarios, this interaction does not increase as population size and dispersal 
ability decrease.

20.4.4  Hypothesis 4: The Effects of Habitat Fragmentation 
by Roads will Have Relatively Smaller Effects Than 
Habitat Loss Due to Land Cover Change

A number of theoretical (Fahrig 1997, 2003) and empirical (Villard et al. 1999; 
Trzcinski et al. 1999; Cushman and McGarigal 2004) studies suggest that the effects 
of habitat loss are generally greater than those of habitat fragmentation (Fahrig 2003). 
Also, effects of habitat fragmentation are predicted to increase below some level 
of habitat loss. Some theoretical studies suggest that the effects of fragmentation 
per se should become apparent only when habitat area drops below approximately 
20–30% of the landscape (Fahrig 1998, 2003; Flather and Bevers 2002). Threshold 
studies considering only a single factor at a single scale are limited in their 
applicability to real-world systems, because habitat loss and fragmentation in real 
landscapes typically involve multiple factors operating at several scales.

Our fourth hypothesis addresses these issues by evaluating the relative impacts 
of fragmentation by roads and habitat-loss due to land use changes. We expect that 
habitat fragmentation due to roads will have relatively smaller effects on habitat 
connectivity than habitat loss and fragmentation due to agricultural, residential 
and urban development. Contrary to our expectation, roads had a substantially 
greater impact on habitat connectivity than did Land Use (Figs. 20.5 and 20.6). 
These results show that the road network in western Massachusetts may result 
in substantial reductions in habitat connectivity for species that have difficulty or 
avoid crossing roads. Roads may subdivide habitat for these species into patches 
and attenuate migration, reducing the area of occupied habitat. The western 
Massachusetts landscape is very heavily roaded but is forest dominated. Thus the 
predominance of road impacts probably reflects the nature of this study area, which 
is highly dissected by roads but only moderately perforated by agricultural, resi-
dential and urban development. While land use effects are quantitatively less than 
road effects in our study area, their impacts are synergistic. Habitat fragmentation 
due to residential and urban development are proportionally greatest in the zones 
of life history space that were least severely impacted by roads alone. Thus, the 
relative importance of roads vs. land use may be different than in other landscapes 
that differ in the density of roads and the degree of habitat loss due to agricultural, 
residential or other land uses.

The observed importance of road effects is consistent with results reported for 
pond breeding amphibians (Cushman 2006). Roads can have substantial negative 
effects on species that avoid or experience high mortality risk when crossing 
roads (Vos and Chardon 1998, Carr and Fahrig 2001). Habitat fragmentation by 
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roads and other barriers decreases dispersal (Gibbs 1998, deMaynadier and Hunter 
2000), increases mortality (Fahrig et al. 1995; Carr and Fahrig 2001) and reduces 
genetic diversity (Reh and Seitz 1990). Habitat fragmentation can increase extinc-
tion risk by reducing demographic and genetic input from immigrants and reducing 
the chance of recolonization after extinction (Lande 1988; Sjögren-Gulve 1994). 
The relative importance of habitat loss due to land use and fragmentation by roads 
will depend on interactions between the habitat requirements and dispersal ability 
of the organisms and the pattern of roads and land uses in the subject landscape.

20.4.5  Hypothesis 5: The effects of Habitat Loss 
and Fragmentation will Be Disproportionately 
High for Species with Large Dispersal Abilities

A number of recent empirical studies have found that the negative effects of 
habitat fragmentation increase with increasing dispersal ability (Carr and Fahrig 2001; 
Cushman 2006). Carr et al. (2002) suggest that highly vagile organisms may be at a 
disadvantage in landscapes with roads because of increased likelihood of mortality. In 
a fragmented landscape individuals of species with large dispersal abilities will generally 
encounter roads and other anthropogenic barriers at higher rates than less vagile species. 
This will tend to increase mortality risk and decrease habitat connectivity.

Our model results largely match these predictions. Consistent with the expectation 
of our hypothesis, as population sizes and dispersal abilities increase in fragmented 
landscapes, the relative impact of habitat fragmentation increases (Figs. 20.5 and 
20.6). In the Roads scenario, the proportional reduction in correlation length from 
the null scenario increased with increasing dispersal ability, to a maximum decrease 
at dispersal abilities between approximately 500 and 600 m (Fig. 20.5). Similarly, 
in the Roads + land Use scenario the largest decrease in correlation length from the 
null scenario occurred at a dispersal distance standard deviation of approximately 
800 m. In both cases, there is a clear pattern of increasing impacts of fragmentation 
on habitat connectivity with increasing dispersal abilities, particularly as dispersal 
distance standard deviation increases from 200 to 500 m. Our results suggest that in 
western Massachusetts current patterns of roads, agriculture and residential devel-
opment have a disproportionate impact on species with mid-sized populations and 
relatively large dispersal abilities.

20.4.6 Validating and Extending Results

There are several ways that one could empirically test the predictions of these 
models for particular species. First, one could conduct large-scale, mark-recapture 
studies (e.g. Gamble et al. submitted) of dispersing juveniles of several species, 
and quantify the similarity of actual movement rates and patterns to those predicted 
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by the model. The challenge in these studies is one of cost and sample sizes. 
Large-scale mark-recapture metapopulation studies are exceptionally expensive 
to implement, take a number of years to produce reliable results, and generally 
do not provide large landscape-level sample sizes due to financial and logistical 
constraints. An alternative to mark-recapture movement studies is to use molecu-
lar genetic methods to empirically derive rates of gene flow among ponds and 
effective population sizes (Schwartz et al. 1998; Manel et al. 2003; Funk et al. 
2005; Cushman et al. 2006). Molecular genetic methods offer a particularly attrac-
tive approach to quantifying gene flow across heterogeneous landscapes, as the 
logistical and financial costs of extensive mark-recapture study grids are obviated, 
and the genetic characteristics of subpopulations at each sampled pond can provide 
both information on its effective population size and the degree to which it differs 
genetically from other ponds (Funk et al. 2005). Such methods allow one to quantify 
rates of gene flow between ponds, and quantify resistance to movement due to 
gradients of landscape conditions (Cushman et al. 2006).
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Chapter 21
Linking Cetaceans to Their Environment: 
Spatial Data Acquisition, Digital Processing 
and Predictive Modeling for Marine Spatial 
Planning in the Northwest Atlantic

Simon J. Pittman and Bryan Costa

21.1 Introduction

Cetaceans are large bodied, long-lived and highly mobile marine animals that 
exhibit extensive migrations, as well as, high site fidelity in areas where they 
aggregate for feeding, socializing, mating or calving. The marine environment in 
which they live is characterized by complex spatial and temporal heterogeneity. 
Cetaceans respond to this dynamic spatial structure at a range of scales, as denoted 
by their space-use patterns (Kenney et al. 2001; Baumgartner & Mate 2005). Space-
use patterns provide important information about distributions of cetaceans and 
resource managers need these patterns to develop targeted conservation policies 
and resource management strategies. Despite this urgent need, adequate, spatially-
explicit datasets do not exist for many regions of the world. Often resource man-
agers that are charged with protecting endangered or threatened cetaceans have to 
rely on datasets that are sparse in both space and time. In order to address these 
knowledge gaps, resource managers urgently require quantitative, spatially explicit 
data on cetacean species distributions and species–environment relationships at eco-
logically and operationally relevant scales.

This pressing management need presents a major analytical challenge made 
considerably more difficult by a lack of ecological data and by deficiencies in our 
knowledge about the spatial ecology of the majority of cetacean species. Despite 
the magnitude of these challenges, spatial predictive modeling techniques have been 
developed which effectively address these deficiencies. Spatial predictive models 
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have demonstrated significant utility in providing continuous data on spatial 
distributions, even for complex species–environment relationships and in locations 
where the best available data was patchy in both time and space (Manly et al. 2002; 
Guisan and Thuiller 2005). They have done so by quantitatively linking the spatial 
occurrence, abundance and richness of species to the surrounding environmental 
conditions (e.g., prey abundance, water temperature, water depth, etc.) across a 
range of scales. The maps of species distributions, abundance and biodiversity 
hotspots developed from predictive models can then be used to help mitigate poten-
tially harmful human activities and to support the design and management of MPAs 
(Marine Protected Areas), including the delineation of ecologically meaningful 
boundaries. In addition, quantitative data on species–environment relationships 
provide valuable information on the environmental characteristics of high-use areas 
and, when non-linear techniques are used, can identify species-specific threshold 
values (Hamazaki 2002; Redfern et al. 2006; Leathwick et al. 2006).

Linking highly mobile marine animals to a complex, dynamic, multi-dimensional 
environment presents several spatial data management and analysis problems. 
First of all, sufficient spatially referenced (and ideally effort corrected) sightings 
data should be acquired to provide reliable spatial estimates of abundance or occur-
rence. Second, appropriately broad scale, accurate and ecologically meaningful 
environmental data should be acquired at relevant spatial and temporal resolutions 
to be useful as predictors. If possible, these datasets should include prey distribu-
tion data, as food availability is often a key driver of space-use. In some cases, 
spatially explicit prey data may be replaced by an adequate, collinear environmen-
tal variable often referred to as a “surrogate” or “proxy” variable. Third, in order to 
determine key ecological linkages and develop accurate spatial predictions, tech-
niques are required that are capable of linking animal census data to environmental 
data in a mathematically and ecologically meaningful way. Such techniques need 
to allow for multiple interactions between predictor variables and need to be capa-
ble of handling complex non-linear relationships (including threshold effects) that 
exist between fauna and their environment (Moisen and Frescino 2002; Leathwick 
et al. 2006).

In this chapter, we describe a predictive modeling approach that involves the 
integration of historical cetacean sightings data from multiple survey programs for 
the southern Gulf of Maine (USA). These datasets were spatially and temporally 
referenced, effort corrected and then statistically linked to 29 spatially continuous 
environmental variables including data on geographical setting, prey distributions, 
surficial sea conditions, bathymetric features, water depth and water stratification. 
Data were either archived on internet servers or available by written request to the 
data providers. A Geographic Information System (GIS) was used to visualize 
and process the data on cetacean abundance patterns and environmental variables. 
Predictive models were developed using two complementary nonlinear modeling 
techniques: CART (Classification and Regression Trees), a recursive partitioning 
technique, and MARS (Multivariate Adaptive Regression Splines), a regression 
technique that is capable of incorporating multiple interactions between predictors. 
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This project was undertaken as part of a broader ecological characterization of the 
Stellwagen Bank National Marine Sanctuary (SBNMS) and surrounding region 
(http://ccma.nos.noaa.gov/products/biogeography/stellwagen/), in support of the 
marine sanctuary management review process and their implementation of an eco-
system-based approach to management (NOAA 2006). Ecosystem-based approaches 
to management require managers to fully and judiciously consider, incorporate and 
represent the ecosystem characteristics and connections between the environment, 
both within and beyond the boundaries of the managed area (Holling 1978; Walters 
1986; Sherman et al. 2005). The importance of applying an ecosystem-based man-
agement approach was emphasized by the Pew Oceans Commission in 2003 and 
the U.S. Commission on Ocean Policy in 2004. Government agencies including 
the U.S. National Oceanic and Atmospheric Administration (NOAA) are currently 
developing and implementing Ecosystem Approaches to Management (EAM) as an 
adaptive and holistic management strategy.

21.2 Methods

21.2.1 Study Area

The Gulf of Maine is a 93,239 km2 semi-enclosed sea in the Northwest Atlantic 
Ocean. It is considered a distinct biogeographical region based on unique oceano-
graphic and ecological characteristics, such as water masses, patterns of primary 
production and geographic patterns of species assemblages (Cook and Auster 
2006). The Gulf of Maine region, which includes Georges Bank, is regularly 
utilized by at least 13 species of cetacean (Hain and Waring 1994) primarily for 
feeding, although these cetaceans have also been observed mating and nursing 
their young in the area. The southern Gulf of Maine, particularly the region from 
the Great South Channel to Stellwagen Bank and Jeffreys Ledge, is considered to 
support the highest densities of cetaceans on the northeast U.S. continental shelf 
(Kenney and Winn 1986). Consistent aggregations of baleen whales occur in Cape 
Cod Bay and Massachusetts Bay in late winter and early spring; in the Great South 
Channel in late spring; and in the lower Bay of Fundy, Scotian Shelf and Jeffreys 
Ledge in the summer and fall (Reeves and Kenney 2003). The Stellwagen Bank 
NMS is considered an important feeding and transiting area for baleen whales, 
including humpback whales (Megaptera novaengliae) and the critically endangered 
North Atlantic right whale (Eubalaena glacialis). The southern Gulf of Maine is 
also an important food, recreation and transportation resource for humans, with high 
levels of ship traffic (Fig. 21.1) due to commercial shipping vessels, fishing ves-
sels, whale-watching vessels, gas facilities and dredge spoil dumps. This overlap of 
high-use areas has inevitably resulted in a large number of human-cetacean inter-
actions, some of which have resulted in the injury and mortality of cetaceans.
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21.2.2  Spatial Data Acquisition, Data Management 
and Integration of Cetacean Data

Data on cetacean sightings were acquired from two sources: (1) the North Atlantic 
Right Whale Consortium (NARWC – http://www.rightwhaleweb.org/) sight-
ings database held at the University of Rhode Island (Kenney 2001); and (2) 
the Manomet Bird Observatory (MBO) database. The MBO database (MBO 1980) 
was compiled for the Cetacean and Seabird Assessment Program commissioned 
between 1980 and 1988 by the Northeast Fisheries Science Center (NEFSC – http://
www.nefsc.noaa.gov/) of NOAA’s National Marine Fisheries Service (NMFS).

NARWC offered the most comprehensive compilation of cetacean sightings data 
for the Gulf of Maine, however, some of the data incorporated within NARWC was 

Fig. 21.1 Relative ship traffic density (kilometers of ship track per square kilometer) representing 
data from the first 3 years (1999–2002) of the northeast Mandatory Ship Reporting System. 
Several managed areas are show, including: the Federally designated Cape Cod Bay and Great 
South Channel right whale critical habitats, and Stellwagen Bank National Marine Sanctuary 
(SBNMS). The  northeast mandatory ship reporting boundary is also shown (map adapted from 
Ward-Geiger et al. 2005)
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also available online as individual cruises via the Ocean Biogeographic Information 
System (OBIS; http://www.iobis.org/). In contrast, the MBO data archived by 
NEFSC, was not available online and had not been used by the scientific community 
since the late 1980’s.

21.2.2.1 Data Selection Criteria for NARWC Cetacean Data

The NARWC data contained survey effort and sightings data from ship and aerial 
surveys and opportunistic sources between 1970 and 2005. In order to minimize 
error due to environmental conditions (e.g., low visibility, rough seas) only records 
from dedicated aerial surveys and platforms-of-opportunity (Kenney and Winn 
1986; Shoop and Kenney 1992) that met the data selection criteria were used to 
calculate an index of relative abundance. Data records were selected if they 
contained sufficient information to construct survey tracks and if they were conducted 
in relatively calm seas (Beaufort Sea State ≤3 for small cetaceans and ≤ 4 for large 
cetaceans), with good visibility (≥2 nautical miles). Furthermore, only aerial surveys 
conducted at altitudes less than 366 m above sea level were included.

A total of 653,725 km of survey track and 34,589 cetacean observations were 
provisionally selected for analysis. In order to minimize bias from the uneven allo-
cation of survey effort in both time and space, we calculated the relative abundance 
of cetacean species as sightings-per-unit-effort (SPUE) (Equation 21.1; Kenney and 
Winn 1986; Shoop and Kenney 1992). SPUE allowed comparisons between dis-
crete spatial units and temporal subsets within the study area. The spatial extent of 
the study area and spatial resolution of the grid (i.e., 5x5 minute cells) were selected 
a priori through negotiation with the NARWC data providers.

 SPUE = 1,000 × (n / e) (21.1)

Where: n = number of individual cetaceans; e = km of surveyed trackline. The fac-
tor of 1,000 was included to avoid very small decimal SPUE values. Attributes of 
the SPUE dataset included the following: (1) Effort – calculated as km of valid 
track line surveyed; (2) Animals – calculated as the number of individual cetaceans 
sighted; and (3) SPUE – calculated as the number of cetaceans per 1,000 km of 
trackline surveyed. Few surveys provided enough information (i.e., distance from 
platform) to calculate probability of detection functions for individual species. We 
therefore assumed equal detectability for each species across survey platforms. It is 
likely that some of this bias in animal detection was minimized by our data selection 
criteria, although relative abundance may still have been underestimated because of 
animals diving at the time of the census. In addition, many sightings were recorded 
without information on behavior such as feeding, vocalizing or speed of movement, 
so that data were pooled regardless of individual or group behavior.

The MBO data and other regional sightings data had never before been inte-
grated. In order to prepare the MBO dataset for integration with NARWC’s SPUE 
data, a series of data selection and geoprocessing steps were required (Fig. 21.2). 
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This process included extracting cetacean sighting records; updating database 
field names to match the NARWC database; creating geometry to represent sur-
vey tracklines and applying the same data selection criteria as was used for the 
NARWC dataset (except altitude and visibility). The NARWC altitude criterion did 
not apply to the MBO dataset because all of the surveys were conducted from 
ships. Visibility data were not provided in the MBO dataset, therefore we assumed 
acceptable visibility (i.e., visibility of at least two nautical miles) for all transects 
that were recorded as “on effort”. These selection criteria resulted in exclusion of 
145 sightings. Furthermore, the original MBO sightings data were assigned to a 
single coordinate representing only the beginning of the transect. This presented 
a problem, particularly where transects crossed two or more grid cells, since the 
sighting may have occurred anywhere along a transect. In order to explore the 
extent of the problem, we calculated the proportion (%) of the total transect length 
that fell within each grid cell it intersected (Equation 21.2).

 % D = (Di /D) × 100 (21.2)

Where: %D = proportion of transect length (%) Di = intersected transect length 
D = total transect length.

Fig. 21.2 The sequence of the major analytical processes applied to ecological data in the linking 
of cetaceans to their environment
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Next, we decided on an appropriate error threshold by calculating the effect of 
excluding transects with less than 50%, 70% and 90% of their total length falling 
within an individual 5 × 5 min cell. In order to maximize the number of transects in 
the analyses, but minimize uncertainty in our spatial assignment of cetacean data, 
only transects that had ≥70% of their length in a single 5 × 5 min cell were selected 
and exported for use in the biogeographic assessment. This selection criterion 
removed 596 out of 2,162 transects and 341 sightings out of 1,431 sightings in our 
area of interest. Each poly-line transect was converted to a centroid using XTools 
Pro 3.0 “convert shapes to centroids” function and cetacean sightings attributes 
were transferred to the corresponding centroid for each transect.

The sightings data for both NARWC & MBO datasets were aggregated in 5 × 
5 min grid cells by month (1997–2004) and season (1978–2005) and by cetacean 
species and group (dolphin/porpoise, baleen). Next, the number of animals and 
amount of effort were combined using unique grid cell IDs to link the two datasets 
geographically. The sightings were corrected for effort using the SPUE Index 
Equation (21.1). Cells with less than 2.5 km of effort were considered to have “no 
effort” and were removed from the analysis. Combined valid survey effort for the 
southern Gulf of Maine region was 567,955 km of survey track for small-bodied 
cetaceans and 658,935 km for large-bodied cetaceans.

21.2.3 Environmental Data

In order to develop cetacean–environment models to explain patterns of relative 
abundance, we processed spatial data for a wide range of environmental variables 
some of which were considered a priori to be ecologically meaningful to cetaceans 
(e.g., water depth, actual prey species) and others that were of unknown importance 
(e.g., distance to shore, benthic habitat richness, potential prey species, proxy prey 
species). We included predictor variables that were of unknown importance because 
little was known about the spatial ecology of some of the species of interest. Twenty 
nine environmental variables representing means and standard deviations were cal-
culated for each cell of a 5 × 5 min grid using a Visual Basic (VB) script to interface 
with Spatial Analyst’s Zonal Stats in ArcGIS v9.1 (Table 21.1). Environmental data 
types included: prey abundance (fish and zooplankton), water depth, bathymetric 
slope, water stratification, chlorophyll a concentration, sea surface temperature, tur-
bidity, habitat richness and area of substratum type, distance to shore, and distance 
to the 200- and 100-m isobaths (Table 21.2). Slope was calculated in degrees using 
the slope function found in ArcGIS’s Spatial Analyst. Distances to the shore and to 
the 200- and 100-m isobaths were calculated using a VB script called “Minimum 
Distance 2 Layers” (Chasen 2005) (Table 21.1). Seasonal water stratification was 
calculated by interpolating water density values at 0 and 50 m, and subtracting the 
resulting raster surfaces. Water stratification was calculated for the study region 
using a 98 year dataset (1912–2004) and a ten year dataset (1994–2004), although 
both were highly collinear. Pixel values from SeaWIFS (chlorophyll a and turbidity) 
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and AVHRR (SST) satellite derived imagery were converted to standard units, and 
the land and no data values were re-classed as null values using a VB script. The 
temporal overlap between predictors and response variables varied slightly, with 
zooplankton prey data exhibiting the least overlap with SPUE (the best available 
zooplankton data was only for 1980–1988) (Table 21.2).

21.2.4  Spatial Data Storage, Visualization 
and Predictive Modeling

All spatial data layers and GIS analytical tools and routines were integrated 
using an ArcGIS personal geodatabase with a common spatial framework (i.e., 
coordinate system) and supported by FGDC compliant metadata. A personal 
geodatabase (PGDB) is an object-oriented database that provides services for 
managing geographic data and is stored inside relational database management 
systems (RDBMS). This architecture provides greater flexibility in interacting with 
datasets, as it allows users to access the embedded functionality of the RDBMS, 
in addition to the data management services provided through ArcCatalog. These 
enhanced services and functionality allow the user to perform a variety of tasks. 
In particular, the user may: (1) assign management requests, perform queries and 
develop summary reports using MS Access; (2) create topological validation rules 
to ensure data quality and uniformity; (3) nest datasets hierarchically to facilitate 
indexing; and (4) document relevant metadata making the data easy to catalog, 
query and identify. For this project, the PGDB was implemented as the data format 
of choice, given these advantages over the use of individual rasters or shapfiles. 
Additionally, the PGDB was chosen over enterprise geodatabases because of the 
small size of the usergroup (i.e., <4 people) and as well as the moderate storage 
size needed for the data (i.e., <30 GB). While the PGDB format was optimal for 
use in the Stellwagen Bank NMS project, ESRI has introduced a new type of 
geodatabase, called a file geodatabase (FGDB), with its release of ArcGIS 9.2. 
This new geodatabase format offers unique advantages over the PGDB, namely 
storage space, and should also be evaluated when choosing among non-enterprise 
storage formats (Table 21.3). In addition to file geodatabases, the newly released 
Arc Marine data model should also be evaluated when choosing a data format. This 
data model facilitates the integration, sharing and exchange of data, and may also 
prove valuable in predictive modeling studies using complex multi-dimensional 
data (Wright et al. 2007).

There are several challenges associated with developing spatial databases. The most 
notable of these challenges include: (1) gaining an understanding of the multiplicity 
of data; (2) identifying the errors in each dataset; (3) referencing data to the same 
coordinate system; (4) logically resampling data to a uniform spatial and temporal 
resolutions; and (5) indexing data so that they could easily be found. It is important that 
decisions regarding spatial data architecture and management be made at the outset of 
a project, so as to avoid issues related to geographic projections, spatial and temporal 
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Table 21.3 Comparison of ESRI’s ArcGIS personal geodatabases (PGDB) and file geodatabases 
(FGDB). Adapted from ESRI, 2007
Key characteristics File geodatabase Personal geodatabase

Description A collection of various types 
of GIS datasets held 
in a file system folder

Original data format for ArcGIS 
geodatabases stored and 
managed in Microsoft Access 
data files

This is the recommended native 
data format for ArcGIS 
stored and managed 
in a file system folder.

This is limited in size and tied 
to the Windows operating 
system.

Number of Users Single user and small 
workgroups

Single user and small workgroups 
with smaller datasets

Some readers and one writer per 
feature dataset, standalone 
feature class or table.

Some readers and one writer.

Concurrent use of any specific 
file eventually degrades for 
large numbers of readers.

Concurrent use eventually 
degrades for large numbers 
of readers.

Storage Format Each dataset is a separate file 
on disk

A file geodatabase is a file folder 
that holds its dataset files.

All the contents in each 
personal geodatabase are 
held in a single Microsoft 
Access file.

Size Limits One terrabyte for each dataset. 
Each file geodatabase can 
hold many datasets

Two gigabytes per MS Access 
database

Each feature class can scale up 
to hundreds of millions of 
vector features per dataset.

Effective limit before performance 
degrades is typically between 
250 and 500 MB per Access 
database file.

Versioning Support Not supported Not supported
Platforms Cross-platform Windows only
Security and Permissions Operating file system security Windows file system security
Database Administration 

Tools
File system management Windows file system 

management
Notes Allows you to optionally 

store data in a read-only 
compressed format to 
reduce storage requirements

Often used as an attribute table 
manager (via Microsoft 
Access). Users like the string 
handling for text attributes.

misalignments, versioning and size or record limitations. Projection and misalign-
ment issues occur because some geoprocessing functions can not reproject on the fly. 
Versioning issues occur when there are many users, but there is no way to reconcile the 
individual edits. Dataset size or record limitation issues occur if the dataset(s) grow to 
be too large to be reliably handled by the implemented data format.

For predictive modeling, we developed a relatively generalized and single-scale 
approach for analyzing the linkages between cetaceans and their environment. 
We linked spatial variability in environmental variables to cetacean abundance by 
season across a 5 × 5 minute spatial grid. By scaling up our temporal resolution 
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from month to season we expected to minimize some of the error that may have 
occurred, while preserving the strong patterns that are useful for resource management 
decision making. Discussions with resource managers and exploratory analyses of 
temporal variability within and between seasons indicated that this approach was 
likely to be both ecologically meaningful and strategically useful (NOAA 2006). 
The intention of model development was to: (1) identify the most influential envi-
ronmental variables that determine seasonal patterns of cetacean distribution and 
relative abundance; (2) characterize the attributes of the environment that support 
highest mean abundance; and (3) identify thresholds in the statistical representation 
of the cetacean–environment relationship.

To achieve these objectives, we first used regression trees (CART™ by Breiman 
et al., 1998 and Salford Systems Inc. - http://www.salford-systems.com/) in order to 
derive a set of breakpoints that quantitatively described the multivariate environmental 
conditions associated with varying levels of cetacean abundance. Second, we used 
multivariate adaptive regression splines (MARS™ by Friedman, 1990 and Salford 
Systems Inc.) to fit the cetacean data more precisely to the environmental data, 
accounting for interactions and to determine the form of nonlinear relationships. 
MARS is a novel and flexible multivariate nonparametric regression technique 
that combines the most useful aspects of recursive partitioning and spline fitting to 
perform piecewise linear regressions. MARS also has the additional flexibility to 
model relationships that are nearly additive or involve multiple interactions between 
predictors (Friedman and Roosen 1995; Moisen and Frescino 2002; Leathwick 
et al. 2006). The technique is capable of ignoring redundant variables and reliably 
tracking the complex data structures that are often ensconced in high-dimensional 
ecological datasets. MARS estimates variable importance by comparing the esti-
mated cost of omission of each variable with the highest cost of omission of all 
variables. The cost of omission is estimated by calculating the model goodness of 
fit after the variable has been excluded. SPUE data from 1997 to 2005 were used 
for the predictive modeling.

21.3 Final Data Products, Results and Discussion

Some geographic areas consistently exhibited high densities for a number of 
species and were identified as high-use areas for special management concern. 
However, individual species also showed distinctive spatio-temporal patterns 
across seasons, and interpolations of SPUE were used to identify and visualize high-
use patches and high-use corridors connecting patches. Overall, the 100 m isobath 
was identified as a cetacean superhighway that was utilized by many species, par-
ticularly large baleen species, to enter, exit and navigate through the southern Gulf 
of Maine. Visual examination of environmental patterns revealed that the 100 m 
isobath functioned as an edge or ecotone environment, with elevated primary and 
secondary productivity in close proximity. Although several baleen whale species 
used the 100 m isobath intensively, our study showed that species utilized adjacent 
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Table 21.4 Summary of MARS model results showing model performance (r2) and the most 
influential environmental variables (which were determined by calculating the change in model 
performance when each variable is excluded from the model). Only predictors that contributed 
more than 50% to models are listed
Species/group Season r2 Best model predictors (>50% contribution)

Humpback whale Spring 0.63 Dist. 100 m isobath, Dist. shelf, Dist. shore
Summer 0.60 Dist. 100 m isobath

Fin whale Spring 0.47 Dist. 100 m isobath
Summer 0.43 Dist. 100 m isobath, SST

Minke whale Spring 0.36 Dist. 100 m isobath, Water depth, Dist. shore, 
Zoopl. abund.

Summer 0.37 Dist. 100 m isobath
North Atlantic right whale Spring 0.61 Dist. shelf, water depth, SST

Summer 0.51 Chlorophyll a, Dist. shelf, Water depth
Sei whale Spring 0.41 Dist. shelf, Water depth

Summer 0.42 Water depth, Dist. shelf, Dist shore
Atlantic white-sided dolphin Spring 0.46 Water depth, Dist. shelf, Dist shore, All fish 

abund., SST
Summer 0.47 Zooplankton abund., SST, Dist. shelf, Water depth

areas differently (i.e., centered over the oceanic versus coastal side of the 100 m 
isobath). Little is known about the behavior associated with this key bathymetric 
feature or the cues that result in its popularity for cetaceans. Overall, there was 
significant non-linearity in the relationships between cetaceans and their envi-
ronment. Comparisons between model performance using linear regression and 
non-linear regression revealed that an average of 16% more variation in cetacean 
abundance was explained using non-linear models in the spring and 14% more in 
the summer (Table 21.4).

Here we present as an example, an integrated ecological interpretation of the 
modeling results from North Atlantic right whale SPUE in spring and summer. To do 
so, we use the numerical outputs from the MARS and CART models to determine 
the statistical relationship between right whale SPUE and a set of environmental 
predictors. We also examine ranked variable importance to determine the best 
predictors of SPUE, as well as visually interpretated maps of right whale SPUE 
overlayed on maps of the density of right whale’s preferred prey, Calanus finmarchicus, 
which were interpolated from historical plankton trawls.

In the Gulf of Maine, Calanus early life stages coincide with the spring 
 phytoplankton blooms on which they feed before beginning a gradual move to 
deeper water. In midsummer they enter diapause (fourth and fifth copepodite 
stages) and spend the remainder of the year at depths of 50–300 m (Bigelow, 1926). 
Examination of right whale SPUE and Calanus abundances across the spring and 
summer seasons revealed a clear geographic shift in whale abundance. This shift 
broadly tracked seasonal shifts in Calanus abundance hotspots. In spring, Calanus 
and right whale hotspots were located along the northern slope of Georges Bank, 
the Great South Channel, Cape Cod Bay, western SBNMS and some of the deep 
basins in the central southern Gulf of Maine. These high abundance areas were 
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generally located along the inside edge of the 100-m isobath. The 100-m isobath 
denotes approximately the boundary between the deeper waters of the Gulf and 
the shoals or banks. The relatively high abundance of Calanus along the 100-m 
isobath in spring is thought to be related to the advection of a low-salinity surface 
plume, which moves south along the 100-m isobath from the northern Gulf of Maine 
(Wishner et al. 1988; Beardsley et al. 1996). In summer, Calanus hotspots shifted 
offshore towards the central, southern Gulf of Maine. A corresponding distributional 
shift was also evident for North Atlantic right whale, with fewer individuals using 
nearshore regions such as Cape Cod Bay and the northeastern slopes of Nantucket 
Shoals in the summer. Although a clear shift was evident, the strength of the spatial 
association was possibly weakened by the fact that zooplankton trawls may not 
have adequately sampled the horizontal or vertical distribution of zooplankton, 
thereby underestimating the concentration of prey available to the whales in some 
areas. Perhaps for the same reason, prey abundance patterns (all zooplankton and 
Calanus finmarchicus) were not the strongest predictors in statistical models. They 
did, however, still make a significant contribution to the summer predictive model 
and demonstrated quantitatively that a complex spatio-temporal linkage exists 
between the distribution of right whales and their zooplankton prey (Fig. 21.3).

Statistical modeling techniques provided some numerical substantiation for 
these broad scale seasonal distribution patterns. The MARS model (r2 = 0.61) 
for spring right whale SPUE determined that distance to shelfbreak (mostly negative 
direction) and mean water depth (mostly positive direction) were the strongest 
predictors. Plots of SPUE and water depth showed twin peaks with high SPUE 
in shallow waters (<50 m) and high SPUE over deeper waters (100–200 m). These 
two peaks highlighted the importance of known feeding areas in shallow nearshore 
waters of Cape Cod and deeper waters adjacent the 100-m isobath, including the 
Great South Channel. CART models showed that highest use areas were charac-
terized by waters warmer than 6.3°C, mean water depth less than 85.3 m and where 
the substratum was more than 18.5% sand and gravelly sand. These environmental 
conditions were characteristic of sites inside Cape Code Bay. Another high use 
area was characterized by slightly colder water, with a mean stratification index of 
between −1.1 and −0.2 (weak stratification to mixed waters) and with relatively 
high (>2.4) phytoplankton (chlorophyll a concentration) and high Calanus abun-
dance (>3.9 log density). These environmental conditions were characteristic of 
sites in the Great South Channel and along the 100-m isobath.

For the summer model, chlorophyll a concentration and distance to shelf break 
contributed most to the final MARS model (r2 = 0.51). The plot of SPUE versus 
distance from the 100-m isobath showed a more gradual decline in SPUE 
than was shown in spring (Fig. 21.3), indicative of the movement away from the edge 
towards the deeper water basins of the Gulf. The relationship with water stratifi-
cation was also pronounced showing a strong increase in SPUE where sigma-t 
was greater than approximately −2.8 (well-stratified). Similarly, the CART model 
indicated that highest SPUE values were associated with well-stratified waters 
(³ 2.8 sigma-t) and zooplankton abundance that exceeded the regional average 
(Fig. 21.3). Abundance of zooplankton (all species combined) and calanoid cope-
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pod (Calanus finmarchicus – all life stages combined) contributed 46 and 45% to 
the MARS model, respectively. These apparent habitat preferences and threshold 
values are of ecological interest since in the summer the right whale’s primary prey 
are distributed vertically in discrete layers (Winn et al. 1995; Woodley and Gaskin 
1996; Baumgartner and Mate 2003). Preference for deeper, well-stratified waters 
in summer may reflect the proximity to colder, deeper waters supporting a higher 
abundance of overwintering Calanus. Baumgartner and Mate (2003) tracked right 
whales in the Gulf of Maine and found that they repeatedly dove between 80 and 
175 m, where the average dive depth was strongly positively correlated with the 
average depth of peak Calanus C5 abundance.

In summary, our analyses of spatial and temporal patterns of North Atlantic 
right whales abundance confirmed that the arrival and departure of whales to and 
from the Gulf of Maine and their space-use patterns within the Gulf of Maine are 
synchronized with the spatio-temporal distribution of the Calanus and its life-cycle 
movements. Although it is well known that the movements of this species in the 
Gulf of Maine are closely linked to the life-history and spatial distribution of its 
main prey, few studies have actually examined and quantified the statistical and 
spatial relationship between predator and prey abundance.

21.4 Relevance to Sustainable Resource Management

Information on the specific environmental characteristics of high-use areas pro-
vides useful ecological insights and essential baseline information to support 
individual species management, as well as ecosystem-based management. In 
addition, these spatial and temporal cetacean–environment relationships may 
be used to help future studies develop targeted hypotheses to examine specific 
ecological mechanisms. Spatially explicit modeling techniques used in this study 
provided numerical outputs in a format that can be easily incorporated into a GIS 
to develop spatial predictions (Guisan and Thullier 2005; Leathwick et al. 2006b; 
Pittman et al. 2007a, b). For example, MARS provided a series of basis functions 
equivalent to beta weights in a linear regression, and CART provided a set of binary 
splits on variables (i.e., numerical decision rules) in the form of a simple logical 
query (i.e., SQL – Structured Query Language). Overall, CART and MARS share 
the ability to extract high-order interactions and can deal with a large number of 
variables, nonlinear relationships and multi-collinearity among variables.

The combination of environmental variables included in our model appeared to 
have useful predictive power. In addition, the robustness of the resulting relation-
ships were enhanced by the use of a spatially extensive, effort-corrected data set, 
aggregated by season to minimize variability in the response and to obviate much of 
the concern about bias in the sampling design. However, smaller sample sizes and 
lower abundance in fall and winter resulted in lower model performance. In addition, 
the use of aggregated data in both time and space is a potential limitation in the 
ability to accurately and precisely capture the ecologically important variability or 
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heterogeneity in both animal distributions and environmental conditions. As such, 
our analyses focused on large and persistent differences between cetacean space-use 
patterns and dominant characteristics of their environment. Our conclusion that 
static features explained more of the variability than more dynamic features of the 
environment suggests that additional modeling efforts may gain improved model 
performance by using all years of data (1970–2005 instead of 1997–2005) regardless of 
the interannual variability. Further studies may also usefully explore the interdecadal 
linkages between spatio-temporal patterns of cetacean abundance, their prey and 
the North Atlantic Oscillation (Greene et al. 2003).

One major limitation in our ecological interpretation is that we currently do not 
know which high-use areas function for feeding, corridors of movement, social 
aggregations, or any combination of these. Also, we have little information on the 
movement patterns of individual animals, including diving behavior, which further 
limits our ability to evaluate the importance of environmental features, such as 
the slope waters above the 100-m isobath. Future survey and telemetry studies 
will allow us to map individual space-use patterns and provide information 
necessary to evaluate the ecological significance of areas that we have found to be 
highly utilized (based on the patterns of cetacean sightings). Individual movement 
data will also provide further insights on how animals respond to structural features 
in their environment, such as prey patchiness, bathymetric morphology and water 
column structures (including thermoclines, haloclines and pycnoclines). Recent 
studies have indicated that marine animals respond to structure in their environ-
ment at multiple spatial scales (Kenney et al. 2001; Schneider 2001; Pittman and 
McAlpine 2003).

In addition, our selected spatial resolution subsumed much of the within-cell 
heterogeneity existing in the original data sets, thereby potentially smoothing out 
important fine-scale anomalies and coarsening spatio-temporal gradients. This 
may have influenced the performance of the models and possibly mitigated
the importance of prey abundance. Furthermore, future animal–environment 
studies should be carried out at a range of spatial scales using data with a range 
of spatial resolutions (Guisan et al. 2007; Pittman et al. 2007a, b). Such a scalar 
approach is needed because often little is known about the scales at which 
environmental heterogeneity is important for a species or a group of species. 
The analytical framework we developed here can be easily adapted to conduct 
exploratory analyses at multiple spatial scales by aggregating grid cells or selecting 
different temporal resolutions (i.e., weeks, months, years, decades). From a temporal 
perspective, we were primarily interested in detecting seasonal patterns and found 
that available environmental information was more complete when aggregated 
by season. However, analyses by month may have more closely aligned spatial 
heterogeneity in the response variables with spatial heterogeneity in the predictor vari-
ables. In addition, monthly data may reveal more details on the trajectories of the 
habitat shifts that were evident at the seasonal level of data aggregation. For exam-
ple, Hamazaki (2002) modeled monthly cetacean sightings (from June to August), 
which showed a gradual northward shift in the distribution of many cetacean spe-
cies on the northeastern continental shelf.
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Ultimately, model performance was based on a statistical relationship between 
cetacean sightings and predictor environmental variables. The accuracy and 
precision of the models consequently will depend on the quality of predictor 
variables and sightings data, spatial and temporal resolution of the data, the 
relationship between response and predictor, and the algorithm used to develop the 
model. Measurement errors that occur during in situ environmental sampling and 
during the acquisition of remotely sensed data can often be difficult to quantify. 
Additional errors are introduced when interpolating point data to provide con-
tinuous surfaces. We recognize these issues and have only just begun to examine 
the complex relationships using the best available data. We suggest that results from 
these analyses be used to guide future research in spatial ecology and generation of 
hypotheses.

21.5 Conclusions

The integration and analyses of available digital spatial ecological data revealed 
key species–environment relationships. The broad-scale and spatially-explicit 
predictive modeling approach developed here linked (for the first time) a diverse 
and spatially comprehensive suite of environmental predictors with cetacean 
sightings data to explore spatial patterns in a relatively well surveyed region of 
the earth. This approach provided a powerful and flexible analytical framework for 
exploring cetacean–environment linkages, integrating best available data at multiple 
resolutions and generating hypotheses for future studies. In general, we found that 
relatively static features, most notably the 100-m isobath and the continental shelf 
edge, were better predictors of cetacean SPUE distribution patterns than were 
relatively dynamic features, such as SST and chlorophyll a concentrations. 
One important characteristic of high relief areas is the generation of heterogeneous 
boundary conditions that facilitate elevated secondary productivity that is typically 
persistent in time (Hyrenbach et al. 2000). Such bathymetric edge habitats appear 
to provide high quality resources for many species. This indicates that for some 
cetacean species, useful predictions can be achieved using information on bathymetry 
alone, since prey distributions themselves are strongly linked with bathymetric 
features. Bathymetric data (and analytical derivatives of bathymetry such as 
slope and rugosity) are widely available for many regions of the earth and should 
become prime candidates for use as predictors in studies attempting to map 
the distribution, abundance and diversity of cetaceans. As noted by Hyrenbach 
(2000), such information will be of great value in establishing networks of marine 
protected areas.

Prey abundance patterns were important components of most models, but made 
only relatively minor contributions to explaining spatial patterns in cetacean SPUE. 
The absence of a strong relationship may be due to high spatial and temporal variability 
in prey abundance, sampling error or scale mismatch between response and predictor. 
The challenge now is to develop improved techniques to map prey abundance. 
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This study indicates that cetacean–environment studies must not ignore variable 
interactions when developing predictive models, as interactions between variables 
were important in explaining variability. Notably, some of the interactions between 
bathymetry, hydrodynamic processes, temperature regimes, phytoplankton, zooplankton 
and planktivorous fish need further investigation in order to better explain spatial 
patterns and key mechanisms controlling the patterns of cetaceans abundance, and 
to predict the effects of change in the southern Gulf of Maine.

We demonstrated here that considerable amounts of ecological information 
can be acquired for many species across broad expanses of the ocean from freely 
available online data providers. The internet is a valuable resource for the dissemina-
tion of data that (when integrated in a spatial framework) provides hosts of poten-
tially valuable and previously untapped ecological information. To facilitate these 
studies, greater efforts are needed to develop and distribute adequate metadata 
with existing datasets, so as to make cetacean sightings data readily available to 
researchers and resource managers without restrictions on resolution or data types. 
The distribution of raw data instead of summary data may prevent potentially 
important information being inadvertently excluded. Furthermore, the effective use 
and ecologically meaningful interpretation of existing data can be greatly enhanced 
through closer collaboration with the original data collectors and analysts possess-
ing intimate and often undocumented knowledge of data limitations and caveats.

21.6 Epilogue

Immediately after the release of this study, NOAA’s Office of Protected Species 
used the seasonal spatial data on cetacean SPUE to evaluate and mitigate the 
potential impacts of a proposed offshore gas facility in Massachusetts Bay on 
cetaceans, including the highly endangered North Atlantic right whale. The ceta-
cean distribution patterns have also been used to evaluate proposals to relocate the 
Boston Harbor shipping lane to minimize vessel strikes to cetaceans and for ocean 
zoning as part of the Massachusetts Ocean Plan.
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Chapter 22
Multi-spectral Satellite-Airborne Management 
of Ice Form Marine Mammals and Their 
Habitat in the Presence of Climate Change 
Using a “Hot Spots” Approach

Vladimir V. Melentyev and Vladimir I. Chernook

22.1  Satellite-Airborne Survey as a Tool for Monitoring 
Sea Life Ecology: Populations, Methodological 
Aspects, Instruments and Data Base

Until the beginning of a world-wide harvest in the 1600s, there was a high 
abundance of marine mammals in the western Arctic. Especially strong decreases 
of whales, walruses and phocid species in the Russian Arctic took place during 
last quarter of the nineteenth and the beginning of the twentieth century (Nansen 
1924). Large-scale precautionary measures in the 1960s helped to maintain some 
diminished populations and preserve them from further declines. Unfortunately, 
today the population number of virtually all representatives of ice-related mammals 
is lower than what it was at the first decade of the twentieth century. New population 
decreases and a worsening of the health status of ice-related marine mammals 
is reported from many field-based, ship-borne investigations; this situation is 
directly associated with anthropogenic pressures (Hansen et al. 1996; Ridgway and 
Harrison 1981, 1989; Zannutdin et al. 2006).

In recent years, climate change became the most relevant factor in this situation 
because of the shorter duration of the freeze-up period and due to the dramatic 
reduction coverage of sea ice in marginal Arctic seas and sub-Arctic inland water 
bodies (Hydromet 1991; Kondratyev and Donchenko 1999; Kondratyev et al. 1996). 
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Climate warming overburdens the already ongoing negative effects - thinning 
and moistening of ice that provoke mass mortality of newborn generations 
during reproduction time (Melentyev et al. 2004; Melentyev and Chernook 2008). 
According to reasonable assumptions, and if the softening of winter seasons in 
the Russian Arctic will continue, the disappearance of many aquatic species can 
come into place and will resemble the situation that occurred in the Holocene with 
Greenland seals in Baltic Sea (Melentyev and Chernook 2008).

From this situation stems the demand for designing a National decision-making 
system for ecomonitoring and for a satellite-airborne-based spatial management of 
sea life ecology. In Russia, and since the Soviet epoch, stock-taking of population 
numbers and regional control for animal welfare of various aquatic species is the 
mandate of different branches of industries, academic institutions, applied marine 
research centers and universities alike.

The White Sea (Fig. 22.1) for example represents the habitat of walruses, white 
whales (‘beluhas’) and harp seals as well the ringed seals and a unique population 
of grey seals (Hydromet 1991). This vast aquatic area totaling 95,000 km2 is the 
mandated zone for several institutes and marine centers related to the Ministry of 
Fisheries Russian Federation. They are responsible for regular multi-disciplinary 
investigations through the provision of round-the-year monitoring of this water 
basin as habitat of the mentioned species by using ship-borne observations, in situ 
measurements, as well as aerial photography.

In the Russian Federation airborne hydrobiological investigations became an 
indispensable part of the fishing industry and spatial management of sea life ecol-
ogy from 1920s onwards (Hydromet 1991; Melentyev et al. 1998). Subsequently, 
after the 1960s different ‘flying laboratories’ that belonged to research centers and 
equipped for specific applications got designed, such as the internationally known 
institutes Voeikov Main Geophysical Observatory (MGO), Polar Research Institute 
of Marine Oceanography and Fisheries (PINRO), Research Institute of Fishery 
Fleet Designing (GIPRO Rybflot) (Kondratyev et al. 1975, 1992; Kondratyev and 
Melentyev 1996; Levashov 2003; Melentyev et al. 2004). They were supported 
through research aircrafts such as Ilushin-18 MGO, Ilushin-18 “Pomor”, Ilushin-18 
DORR (long-range explorer for fishery surveys), Antonov-26 “Arktika” and L-410 
“Nord” - Fig. 22.2.

All of these aircrafts are fully equipped with digital photo cameras, thermal IR 
scanners, lidars, spectrometers, microwave radiometers and SAR/SLR radar system, 
including various accessory devices that allow for attaching meteorological and flight-
technical parameters (Melentyev et al. 2004; Melentyev and Chernook 2008).

A computer system provides for the immediate processing onboard the aircraft 
of spatial hydrobiological, ecological, hydrometeorological, as well as ice informa-
tion. As an outcome, “the primary product” representing the results of automated 
multi-spectral airborne data can immediately be delivered via radio to any user in 
the operational regime and in the form of composite thematic charts accompanied 
with annotated legends. The “end-product”, and based on the interpretation and 
comprehensive analysis of multi-level data, could then already be obtained locally 
with just a short delay right at the airport.
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Fig. 22.1 Ice coverage of the White Sea and contiguous waters. Satellite “Terra”, visual range, 
18 March 2008, 08.09 GMT. Very mild 2007/08 winter season with domination new and young 
types of ice poor suitable or unfit for whelping of harp seals

Fig. 22.2 Research aircraft L-410 “Nord”
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The aircraft L-410 of the Research Institute GIPRO Rybflot is used for our study 
since spring 2005. It was already applied in different parts of the Russian Arctic 
(the study zone of our activity extends from the White Sea and Barents region till 
the Bering and Chukchy seas) for multi-spectral monitoring of what is called system 
“Mammal-Media” (Melentyev et al. 2007; Melentyev and Chernook 2008).

We began to apply the satellite data for monitoring the aquatic environment 
since the mid-1970s; currently we fulfill all airborne studies in combination 
with SAR/ASAR satellite surveys - Fig. 22.3. A main objective of the present-day 
 investigation is to monitor the Arctic and sub-Arctic icy waters, which are the ice habi-
tat for marine mammals. Studying the behavior ecology and calculating the number 
of marine mammals are other important tasks that help in the understanding of 

Fig. 22.3 Ice coverage of the White Sea and contiguous waters. Envisat SAR image, 22 February 
2008. Very mild 2007/08 winter season, initial stage freeze-up. 25 February - annual averaged date 
beginning of mass whelping, and absence of ice in the “Basin”is a sure sign impendent ecologi-
cal catastrophe. White SAR signatures correspond to windy waters and frazil ice
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trends of the complex ecodynamics in Polar Regions. Originally designed as 
oceanographic studies, we have high hopes that behavior ecology of marine mammals 
can also be used to improve our knowledge of the ice regime and winter hydrology 
of marginal Arctic seas and inland water bodies - Fig. 22.4.

The explicit application of satellite data for the ecomonitoring of sea mammals 
has been attractive for marine biologists since the very beginning of the satellite 
era. But the use of satellite data for monitoring migration features of sea mammals 
so far was constrained by the coarse spatial resolution. Additional limits came 
with daytime illumination restriction and with the dominating clouds in Arctic 
ecosystems. This situation changed after launching satellites equipped with radar 
system (“Almaz” and “Okean” in USSR, ERS/Envisat/ Radarsat - EU and Canada). 
These side-looking radar (SLR) and synthetic aperture radars (SAR) provide us with 

Fig. 22.4 Ice coverage of the White Sea and contiguous waters. Radarsat SAR image. 27 February 
1998, 03.54 GMT. 1997/98 severe winter season with domination ice types suitable for whelping. 
Deep dark signatures correspond to solid thin fragmented FY ice; grey-white signatures - to young 
and new ice types (nilas, slush, shuga). A - zone unfit for whelping. B, C, D - zones suitable for 
whelping, F - shore polynya, G - frazil ice, E - windy waters, 1 - incoming stable current, 2 - stable 
flowing current, 3 - diffused ice edge, 4 - compacted ice edge, 5 - ice ridging zone
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all-weather soundings of icy waters using wavelengths of 9.6 cm and 5.0 cm, and 
correspondingly with a resolution of 10–12 and 25–30 m. An additional advantage 
of SAR/SLR surveys is the possibility for obtaining sophisticated sub-surface ice 
information.

It was during February and March 1998 when the first experiment was carried out 
that focused on the study of ice as an abiotic factor for the ecology of Greenland/
harp seals (Phoca groenlandica) in the White Sea with using satellite SAR in 
frame sub-satellite experiments carried out onboard the Russian nuclear icebreaker 
“Taymir” (Melentyev et al. 1998). These allow for linking the variability of SAR 
signatures to different types of ice, and then can establish a connection between the 
location of whelping rookeries of seals with specific types of brackish-water ice, 
with the severity of winter, as well as with the patterns of ice and water exchange 
between the White Sea and its surrounding basins.

The feasibility for applying satellite SAR technology for mammological 
applications represented a new approach in marine biology: It allowed for the 
integration of spatial information in sea life ecology, and subsequently it also reveals 
so far unknown features of ice. Another significant result of these experimental 
studies was the clarification of reasons why Greenland seals fulfill such distinct 
mass migrations from the central part of the Arctic to the White Sea and other 
similar semi-closed water basins, and why they specifically select this marginal 
basin for whelping and molting (Melentyev et al. 1998).

The sub-surface investigation of ice with SAR (Fig. 22.4) helps us to disclose that 
the ice massif that seals use for whelping (panels B, C, D) has a contrasting radar 
signature, when compared to neighboring ice zones (panels A, F, G). Therefore, 
radio-physical and electrical parameters differ that are detected and selected for by 
these seals. Further, differences exist in the mechanical ice patterns.

Ice zones that harp seals selected for whelping (Fig. 22.5a) and for molting 
(Fig. 22.5b) represent ice breccia that distinguishes oneself by a particular durability 
and solidity because it has a fresh-water origin from the Northern Dvina river.

These ice floes consolidate themselves as one ice massif situated in the Basin - 
(zone “A”) and that way they can resist the break-up (Fig. 22.6). It is this vast zone 
that leads to the mass accumulation of seals for whelping associated with an 
anti-cyclonic spiraling eddy A (monopole type) - Fig. 22.7. Another vastly elongated 
ice area and conveniently to be used for whelping (zone “B”) is associated with a 
meandering front, called the “Neck” of the White Sea.

Both these ice zones can help to safeguard whelps and help them to avoid the 
deadly contacts with water. Only this specific type of ice can protect newborn 
generations from possible moistening and supercooling during the 2–3 weeks 
period of lactation and changing the uterine fur.

The subsequent hydro-biological studies on the behavior ecology of marine 
mammals and their foraging details and reproduction migration are presented in the 
framework of many national and international projects. And it is in this framework, 
that the habitat of different aquatic species (harp seals and grey seals, ringed seals 
inhabitant of different regions in the Arctic and sub-Arctic, whales, walruses, sea 
birds and fishes) located in marine and an inland water bodies was investigated.
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Fig. 22.5 Panoramic photo the whelping zone situated in the “Neck” of the White Sea, research 
aircraft L-410, 17.03.08 - 12.48.28 Msk. Thin first-year white ice, first stage development, 
H = 30–50 cm, concentration 4/10–6/10 tenths (open floating ice) and different forms (size of 
floes). Durable and solid ice floes originated from the water yield of river Northern Dvina have 
various range convenience for whelping (S - suitable, PS - poor suitable, U - unfit ice). Ab - big 
floes with diameter d = 0, 5 - 2 km (S), Am - medium floes, d = 100–500 m (S), As - small floes, 
d = 20–100 m (S), Ac - ice cake, d < 20 m (PS), Asc - small ice cake, d < 2 m (U). Black arrow - 
general direction of Zimneberegny stable current

22.2  Satellite–Airborne Integrated Technology 
for the Spatial Management of Aquatic Species 
and for Detecting Biological Active Zones (BAZ): 
The “hot spots” Approach

We perform our studies on ice forms and with marine mammals in different parts 
of the western Arctic, North Atlantic and North Pacific. Marine ecosystems of 
the White, Barents and Kara seas, of the Norwegian and Greenland seas as well 
as the Bering Sea and Sea of Okhotsk are investigated by using research aircrafts 
“Arktika” and L-410 “Nord” equipped with modern sensors. Further, specific features 
related to the reproduction of seals inhabiting peculiar inland (fresh) water bodies 
such as the Baltic and Caspian Seas as well the Lake Ladoga were also studied. 
SAR/ASAR/ALSAR surveys were used to monitor the polytypic icy waters and 
for the management of different phocid species: harp and hooded seals, which are 
pelagic, and ringed and bearded seals, which are coastal and strictly Arctic, and 
finally the grey and harbor seals, which are coastal and sub-Arctic (Melentyev et al. 
2004; Melentyev and Chernook 2008).

As a result, an integrated technology for the spatial management of the aquatic 
environment and monitor biological active zones (BAZ), the so-called biological 



Fig. 22.6 Results airborne charting of whelping zones of Greenland seals in the White Sea. 
Research aircraft Antonov-26 “Arktika”, H = 200 m, 13 March 2000. Zone of mass accumulation 
of seals in the “Basin” confined to stationary spiraling eddy (vortex); zone of whelping inside the 
“Neck” connects with meandering front of Zimneberegny stable current

Fig. 22.7 Ice coverage of the White 
Sea. Envisat SAR image, 22 January 
2004. A - anti-cyclonic spiraling 
eddy (monopole) in the “Basin”, 
initial stage of ice formation, B - drift 
ice zone suitable for whelping (S), 
C1, C2, C3 - fast ice zones unfit for 
whelping, C4, C5 - ice zones inside 
the “Neck” and “Funnel” of little use 
for whelping (PS)
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“hot spot” approach, was suggested by Melentyev et al. (2004). These biological hot 
spot zones represent specific water areas where biological activity is concentrated 
in the aquatic environment (Melentyev and Sjoberg 2004; Melentyev et al. 2004; 
Melentyev and Chernook 2008; Palacios et al. 2006; Zannutdin et al. 2006), and 
thus it receives specific study attention.

The specific objectives of our studies are to provide multi-level satellite - airborne 
- in situ experiments, thematic interpretation of multi-spectral data and the detection 
of biological “hot spots”. They reveal and classify specific features of BAZ with 
reference to different aquatic species: white whales (‘beluhas’), harp seals, Pacific 
walruses, sea birds and others. Further, we do multi-disciplinary investigations of 
BAZ as an indicator of the sustainable development of aquatic environment and 
the welfare status of marine mammals. We also work out detailed suggestions 
for designing decision-making procedures, based on systematic satellite-airborne 
management of the aquatic environment and the creation of the National Service 
of Sea Life Protection.

The origin of BAZ goes back to the finding that Arctic seas and large lakes can 
look spacious and vast, but biological activity and mass aggregations of marine 
mammals, sea birds and fishes are mainly concentrated in separate isolated marine 
areas - BAZs. The presence of marine mammals and sea birds at these places is a 
sure sign of environmental stability and safety.

According to our definition, BAZs could be determined as specific zones where 
biological activity in the aquatic environment is concentrated temporally or lasting 
longer. Two specific types of BAZs can be differentiated in spatial terms; and sometimes 
these got captured in our satellite-airborne studies: foraging and reproduction BAZs.

The causes of biological “hot spots” in Arctic seas and fresh-water basins are 
connected with different oceanological and hydrological processes. Those are 
frontal zones and meandering structures, convergence zones, mushroom structures, 
zones splitting and joined stable currents (warm and cold streams) as well zones of 
intensive vertical water exchange, i.e., eddies, upstreams, upwellings, etc.

Meteorological processes and atmospheric phenomena, and first of all, surface 
winds, can provoke formations specific to the BAZ, or they contribute to the 
intensification and strengthening of biological activity within existing BAZ.

It was discovered (Melentyev et al. 2004, 2007; Melentyev and Chernook 2008; 
Palacios et al. 2006) that the appearance of a BAZ is tightly connected with a spatial 
heterogeneous bathymetry, i.e., with the spatial variability of seafloor patterns. 
Orographically induced atmospheric processes and the heterogeneity of the shoreline 
can also contribute to the formation of BAZs in coastal zones and shallow waters.

Manifestations of BAZ, and uncertainties in their parameters. Manifestations of 
biological “hot spots” could be manifold; they tend to consist of a distinct anomaly 
of surface temperature or salinity with surrounding waters. Usually, the thermal 
contrast of a BAZ is a valuable identification feature, and it can be captured well 
through the use of airborne-satellite sensors. A BAZ could be described as a clearly 
distinguishable hydrological differential gradient from the surrounding waters. 
The ice regime and ice features inside the BAZ have sizeable differences with 
contiguous waters and different aquatic species including ecologically significant 
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pelagic fishes, sea birds and ice forms of marine animals (whales, seals and walruses) 
that select the BAZ as temporal or continuous habitat. Mass aggregation of aquatic 
species in separate isolated water areas and when compared to a background is a 
good indicator for the presence of a BAZ.

Relative stability of the major underlying factors that create the BAZ is the 
reason why geographical position as well as hydro-biological patterns of “hot spots” 
are relatively stable and could be well described. Only these recurring certainties 
are utilized in our studies for designing integrated technology for the spatial 
management of the aquatic environment. In our studies we elaborated on climatic 
and seasonal inconsistencies of BAZ parameters - Fig. 22.8.

Foraging BAZs. The overwhelming majority of BAZs represent foraging “hot 
spot” zones - specific areas that present high primary production. The trophic 
“web” - the availability of high supply of food is a reason why different predators 
(e.g. fishes, birds and marine mammals) use these water areas for mass aggregation 
in order to forage.

The multi-disciplinary study on ‘foraging BAZs’ in Russian Arctic has a long 
history: airborne investigations started as early as the 1920s, and continued with 
satellites since the 1960s (Hydromet 1991; Filatov and Shilov 1996; Glazov et al. 2006). 
Figure 22.9 shows an example of a foraging BAZ that was charted in the central 
part of the Norwegian Sea. Interrelation of the locations of fishes shoals, zones of 
mass aggregation of dolphins, killer whales, medusas and sea birds (with densities 
of ten birds per square km) with a spatial variability of SST and a concentration of 
chlorophyll a is evident. Many years of flights of the aircraft “Arktika” with the aim of 

Fig. 22.8 Results satellite charting of the White Sea. A - stationary spiraling anti-cyclonic eddy 
(monopole) that will determine location of zone of mass accumulation of seals for whelping in the 
“Basin”, B - modification of the stationary eddy, its spatial displacement and transformation in 
dipole resulted climate change



22 Multi-spectral Satellite-Airborne Management 419

“fish reconnaissance” at this highly bio-productive region helped us to assess these 
regularities in the distribution of marine mammals and sea birds - which represent 
known indicator species of sustained stability of the Norwegian Sea ecosystem. 
Airborne data for example allowed us to capture the delayed appearance of predators 
in the studied area from the third decade onwards (starting July 2003).

Reproduction type of BAZs were investigated applying multi-spectral airborne 
sensors and satellite tagging (Melentyev and Sjoberg 2004; Melentyev et al. 2007; 
Melentyev and Chernook 2008). Different aquatic biological communities use these 
areas for discharge and for essential functions of the life cycle that is not directly 
concerned with the trophic “web” (at this time, some species interrupt feeding; they 
‘fast’). They use these BAZs for securing different stages of reproduction: finding 
a mate and proper mating, finding a birth-place and for producing young, linked 
actions for protection of the new-born generation, and for avoiding predators. Fishes, 
sea birds and marine mammals undertake a long-range migration for searching 
zones suitable and secure for reproduction. In some cases, reproduction was found 
to be partly overlapping in space and time with feeding.

Both types of hot spots were found to be linked with explicit hydro-physical 
processes. This is the reason why BAZs are environmentally vulnerable: the time 
of their appearance as well as the spatial displacement and intensity processes 

Fig. 22.9 Spatial arrangement of fishes, dolphins, killer whales and sea birds - indicator species 
of biologically active zone (BAZ). Research aircraft “Arktika”, Norwegian Sea, 23–29. 07. 2003
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inside the BAZ vary seasonally and annually. It depends on many oceanographic 
and hydrological patterns, including the modification of thermal and ice regime, the 
variability of winter severity, wind regime and other natural characteristics.

Nowadays, climate change and anthropogenic pressures represent a continual 
determinative factor for uncertainties of BAZ parameters (Melentyev et al. 2004; 
Melentyev and Chernook 2008; Hansen et al. 1996). A further extension of these 
processes could cause the destruction and disappearance of entire BAZs.

Shortcomings of the “sighting” survey approach requires the design of “hot 
spot” technology for the spatial management of BAZs. Systematic documentations 
of visual detection locations became possible in the nineteenth century when first 
field studies of the marine environment were organized onboard ships (Hydromet 
1991). Up to that time the basic knowledge about seals, whales and walruses was 
only obtained from logbooks and narratives of captains and hunters of whale-boats 
and sealers (Nansen 1924).

Surveys were done as ship-borne counts of the numerous aquatic species. Two 
observers were placed on each side of the vessel and one additional observer was 
located on the mast. Surveys used equipment such as binoculars and fish finder 
systems. This survey method could be practically well applied in open waters, 
whereas icy waters were usually closed for ship-borne survey studies.

Small-range ship-borne observations carry many constraints. The practical 
implementation of survey technology is laborious; it has to be done for longer time 
periods due to the necessity to cross the often large regions of interest. And there 
is an important problem how to count migrating and moving mammals. It’s this 
challenging context that provides the reason why survey work often only allows 
calculating population numbers poorly.

Nevertheless, sighting data gets stored in our databases for planning airborne 
and satellite survey and for filling information gaps. It helps to further capture the 
exact scale of mammal’s distribution and also helps to understand its temporal and 
spatial variability.

Figure 22.10 shows the habitat of harp seals at the end of the nineteenth century 
(Nansen 1924). Unfortunately, the map based on sightings only gives us a general 
overview of the inhabited area. It shows, for example, the existing presence of harp 
seals in the entire White Sea but without relevant indication about the annual 
variability. According to sighting data, whelping zones hundred years ago were 
situated in the “Funnel” and Mezen Bay (Nansen 1924). But now, mammals select 
for reproduction zones located in “Basin” and “Neck” (Ridgway and Harrison 
1981, 1989, 1990; Melentyev et al. 2004; Melentyev and Chernook 2008).

Why does this happen? Why do mammals change their reproduction zones? 
Regular sighting data couldn’t explain this fact. But a clarification of these questions 
could be achieved with using new satellite and multi-spectral airborne sensors.

Integrated satellite-airborne technology for the spatial management of BAZ. 
In spite of some shortcomings we use this survey approach in concert with airborne 
observations, and tried initially to overlap the whole study area of the White Sea and 
contiguous icy waters. Following the relevant administrative divisions, the following 
parts of the sea should be controlled: “Funnel” −23,290; “Neck” −8,113 km2; 



22 Multi-spectral Satellite-Airborne Management 421

Kandalakshskiy, Dvinskiy and Onegskiy bays −19,510, 12,426 and 13,146 km2, 
correspondingly. The total protected area adds up to 90,185 km2 (Hydromet 1991).

A crucial instrument for the airborne counting of ice-related mammals is the 
thermal IR scanner “Malakhit M”. For the recognition of seals lying on the ice, as 
well as for white whales in the water, three photo cameras of the type Nikon D 70s 
got also applied (F = 50 and 200 mm). Usually, they are applied at small altitudes: 
H varies within 150–200 m till 500–1,000 m. IR-scanners ensure a resolution of 1, 
3 m, and photo cameras of 0, 16 m and 0, 4 m - Fig. 22.11. In the case of H = 1000 m 
widths surveyed strips represent 100, 500 and 3,500 m, correspondingly.

Satellite SAR/ASAR surveys are used for the monitoring of biological “hot spots” 
as a tracer of ecodynamics of the studied region. Fig. 22.12a, b present an example 
of a satellite SAR survey with the aim for detecting and monitoring non-volatile solid 
ice (dark SAR signatures) and for revealing 1-day drifting features of ice (white 
arrows showing the direction and spread) in Dvinsky Bay during March 1998.

The airborne range is larger than what shipborne observations can cover. But the 
high cost of research flight does not allow monitoring big areas. For example, the 
coverage of the surveyed area during investigations of white whales in the White 
Sea in June–July 2,000 averaged to about 28.1%, in July 2002 - 9.2%, in July 2005 
- 35.2%, and in July 2006 - 25.2% of the whole required zone. The total number of 
white whales including calves was estimated in 2,000 as 174 individuals, in 2002 
it was 584 animals, and 2,245 animals for the year of 2005 (Glazov et al. 2006). 

Fig. 22.10 Distribution harp seals in the Western Arctic and North Atlantic at the end of nineteenth 
century according to sighting point fixation (Nansen 1924). 1 - zones mass aggregation, 2 - rare 
presence zones, 3 - zones of reproduction, 4 - migration routes
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Fig. 22.11 Example superposed visual - infrared IR image that’s applied for counts of harp seals. 
Research aircraft L-410, 28 April 2006, the “Neck”, H = 400 m. Small bright IR targets 
corresponds to whelps, large IR targets - to adults; females together with whelps - zone a1 - b1, 
male group - zone a2 - b2

Fig. 22.12 a, b Results satellite SAR revealing ice drift parameters (white arrows). White Sea, 
Dvinsky Bay: (a) RADARSAT SAR image, 17 March 1998; (b) ERS SAR image, 18 March 1998

This is important as the number of detected whales is closely related to the location 
of reproduction “hot spots”.

Figure 22.13 shows the scheme of full-length surveys that was achieved onboard 
L-410 for the study of the distribution of white whales in July 2006 when single 
whales and groups - females together with calves - were detected. Different 
diameters of circles represent a different number of mammals inside each group. 
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It’s clear from Fig. 22.13 that the majority of beluha’s aggregation was situated 
in coastal zones (Zimny, Konyushinsky Shores, and Solovetsky Archipelago). 
Another majority of this species is located in the central part of Dvinsky and 
Onegsky Bays. We think that the distribution of “hot spots” is determined by the 
water mass arrangement and influence of specific hydrological processes. In coastal 
zones it was for instance the tidal effect and upwelling. The frequent occurrence 
of beluhas in the central part of the Dvinsky Bay could be explained by the mixing 
zone of river waters coming from Northern Dvina with sea waters. Upwelling 
areas of highly productive ‘mushroom’ structures arise here in the frontal zone 
(Hydromet 1991).

In March–April of 2005 and 2006 two series of large-scale joint Russian–
American satellite - airborne - ship-borne investigations of the Pacific population 
of walruses that inhabited the Bering Sea were organized in cooperation with 
scientists from Alaska, USA (Melentyev et al. 2007; Melentyev and Chernook 
2008). Envisat/Radarsat SAR surveys allowed for revealing some regularities of 
the ice regime of the Anadyrsky Gulf that can influence the behavior ecology of 
ice forms of marine mammals. Satellite tagging of walruses was done from the 
icebreaker “Magadan”.

Figure 22.14 shows results of the airborne investigation of the Pacific walruses 
(Odobenus rosmarus) using “hot spots” approach in April 2006. Taking into account 
our previous study of winter hydrology of the Bering Sea (Kondratyev et al. 1973, 1975, 
1992, 1996) we did not carry out an airborne survey of the entire Russian part as we 
did in April 2005. Instead, we now concentrated our studies on charting the reproduction 
“hot spot” zones that are situated in the Gulfs of Anadyrsky and Mechigmensky. 

Fig. 22.13 Results airborne charting white whales in the White Sea using full-length routing 
scheme (“sighting approach”). Research aircraft L-410, July 2006
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Haul-outs situated inside the ice massif were investigated with the use the IR 
scanner “Malakhit M” and satellite data.

Ship-borne observations help validating SAR satellite data and fixing prevalent 
types of ice inside of the reproduction “hot spot” zones. This work was performed 
onboard icebreaker “Magadan”. We found mostly ice breccia - very close floating thin 
first-year ice with a concentration of 8/10–9/10 tenths and a thickness of 30–50 cm. 
The aggregations of walruses were situated close to narrow cracks and fractures 
(width <50 m), seemingly at recurring polynya covered with grey-white ice and 
‘nilas’. Non-homogeneous bathymetry was also assessed.

Airborne and shipborne studies show a distinct conservative behavioral feature 
of the Pacific walruses: Air temperature during airborne surveys was below minus 
20–25°C when females and pups were located on the ice. However, all males 
(adults) were found in the water: this is to conserve haul-outs and to prevent a 
freeze-up of the polynya.

Recent L-410 flights were conducted in March of 2008 with goal to inventory 
the numbers of harp seals. Note that consequences of climate change were fixed 
as “poor ice year” patterns when satellite SAR survey shows ice free conditions in 
the White Sea till the third decade of February - Fig. 22.3. The detected situation 
can provoke the imminent ecological catastrophe because of the danger threatening 
seals population (Hydromet 1991).

Fig. 22.14 Results airborne charting the Pacific walruses using “hot spots” approach. Russian 
economical zones in the Bering Sea. Research aircraft L-410, 4–24 April 2006
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We currently have limited financial means for providing only three flights (14, 15, 
and 17 March 2008), and the “hot spots” approach was used for counting of seals - 
Fig. 22.15. And airborne investigations confirmed the perception about the decrease 
of population numbers when zone of mass accumulation of seals was concentrated 
as narrow “ice belt” in the north-western part of the “Basin”. And additional disaster 
was fixed, this whelping zone it was fragmented by cargo transportations from ships. 
According to the L-410 data, the number of whelps in half reduced by the middle 
of 1990s (Hydromet 1991; Melentyev and Chernook 2008).

In conclusion, one should take advantage of the economical and methodological 
efficiencies inherent in the presented “hot spot” survey method, and then apply a 
related spatial management that reduces the need for large-scale investigations of 
marine mammals. This helps to avoid studies of “biologically dead and absence 
zones” in the vast aquatic environments.

As a further and final argument we would like to remind the reader about the 
specific and extreme features of the weather conditions in the Polar region, and the 
restrictions of flying in the Arctic, whereas the “hot spot” approach looks especially 
effective and economically favorable.

We plan to provide further development for the described technologies regarding 
other aquatic species. Our more global idea is to design a decision-making system 
for a satellite-airborne-based management of the aquatic environment, and which is 
in support of the establishment of a National Service of Sea Life Protection.

As a first step of this idea, we currently develop a practical realization of 
satellite-airborne detection and monitoring of the “hot spot” zones in the Black and 
Azov seas, and study there the behavior ecology of dolphins. Another and related 

Fig. 22.15 Results airborne charting the Greenland seals in the White Sea using “hot spots” 
approach. Research aircraft L-410, 14 March 2008
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interest is connected with the continuation of comprehensive studies of Caspian 
seals and their behavioral changes due to climatic and anthropogenic pressures.

We also plan to use and fine-tune the “hot spot” approach further for studying 
white whales in other parts of the Russian Arctic and seals, grey whales in Sea 
of Okhotsk around the Sakhalin Island. We hope for the possibility to continue 
joint Russian–Swedish and Russian–Finnish satellite-airborne investigations of 
the aquatic environment and on the phocid species in the Baltic and Ladoga Lake. 
Finally, and together with Norwegian and Canadian scientists, we are ready to 
conduct a comparative inquiry on harp seals in the Newfoundland and West Ice, as 
well as on Pacific walruses and joined with scientists from the USA.
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Chapter 23
How Spatial Information Contributes 
to the Conservation and Management 
of Biodiversity

Dawn Robin Magness, John M. Morton, and Falk Huettmann

23.1 Introduction

Reliable ecological information is a necessary component of sustainable management 
practices (Walters 1986). Land managers need to understand the spatial distribution and 
population status of species and habitats in regional landscapes. The Millennium 
Assessment, a global assessment of human well-being, identified biodiversity as 
a crucial ecosystem service that increases the capacity of ecosystems to adapt to 
environmental change and maintain productivity (http://www.millenniumassessment.
org/en/index.aspx). Biodiversity is widely defined as the variety of compositional, 
structural, and functional biological components available across multiple scales 
including landscapes, ecosystems, species, and genetics (Noss 2001). As biodiversity 
occurs at a multitude of scales, species conservation and sustainable management 
requires that planning also occur at these scales. Planning for biodiversity conservation 
is critical because regional landscapes are increasingly compromised by global 
anthropogenic influences (Vitousek et al. 1997). More than 75% of habitable, ice-free 
land is already altered by human residence and land-use (Ellis and Ramankutty 
2008; Usher et al. 2005; Vitousek et al. 1997).

Climate and other environmental change further increase the necessity for 
multi-scale, coordinated planning. Species, across multiple taxa, have already 
responded to climatic changes by shifting distributions northward and upward in 
elevation (Parmesan and Yohe 2003). However, individual species are responding 
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independently and not as ecologically coherent units like ecosystems, resulting 
in novel species assemblages, new forced neighborhood relationships, new 
host–parasite relationships, and trophic “mismatch” (Parmesan 2006; Root 
and Schneider 2001). To adapt to climate change impacts as much as possible, 
 managers need to maintain landscape connectivity, provide suitable policies, 
manage for diverse conditions, and integrate the possibility of surprise into man-
agement (Inkley et al. 2004).

Although climate change is a pressing management problem, most managers 
in the United States currently lack the baseline information necessary to identify 
climate change impacts or to project likely future conditions for planning (GAO 
2007). Data-gaps in time and space that prohibit an understanding of baseline 
ecological conditions and the projection of future conditions are not unique to the 
United States though. For example, research groups in the Netherlands also 
identified the two most pressing areas of research for climate change programs 
to be: (1) how current and future climate influence the spatial and temporal 
distribution patterns and viability of species and ecosystems, and (2) the biological 
mechanisms underlying the responses of species and ecosystems to climate change 
(Kappelle et al. 1999).

The goals of developing indicators of current ecological conditions (spatially 
explicit baseline) and developing conceptual models of system structure that can 
be used to project future ecological response have been described as falling under 
two research frameworks with complementary, but different objectives (Bella et al. 
1992). For documenting baseline conditions, spatially explicit models linking 
the distribution, abundance, or density of a species to environmental conditions 
can be used to produce an indicator (i.e., map, population estimate for landscape). 
The ecological indicator can then be used to detect future changes to baseline 
(Magness et al. 2008; Scott et al. 2002). Managers can use unexpected changes or 
trends in the baseline indicator as an early warning to direct attention to new and 
unforeseen problems that may arise with environmental change (Bella et al. 1992). 
Reliable indicator models must produce accurate predictions. In a spatial as well 
as aspatial context, data-mining approaches provide the most accurate indicator 
models, as measured by predictive accuracy, for the sampled areas and require little a 
priori knowledge of the ecological system (Breiman 2001; Cutler et al. 2007; Elith 
et al. 2006; Hochachka et al. 2007).

In contrast, and in order to project future condition, managers need vast 
ecological understanding to develop integrated, conceptual models of the processes 
affecting resources of interest. For projections, simulation modeling to understand 
system dynamics, hypothesis testing of model structure, and empirical data to 
validate model outputs are all needed. The two research frameworks are comple-
mentary because future projections cannot be useful without understanding the 
underlying ecological processes, but environmental changes (i.e., climate change) 
have the potential to restructure the underlying system unexpectedly as ecosystems 
adapt. Therefore, baseline indicators provide an alternative approach that is useful 
for detecting surprises and alerting managers of the need to evaluate assumptions 
about system response (Bella et al. 1992).
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Although these two complementary research frameworks are conceptually 
different, spatially explicit data are still needed for both. Well-designed spatial 
monitoring programs can provide a cost-effective source of data that is robust, 
flexible and can be used for a wide variety of purposes. However, conservation 
planners and global climate change groups have prioritized the need for predictive 
modeling of species distributions (GAO 2007; Rodriguez et al. 2007). Species 
distribution models provide a powerful tool to fill conservation knowledge gaps 
regarding current ecological conditions. To deliver this type of conservation infor-
mation effectively, a management framework is required to integrate monitoring pro-
grams with spatially explicit sampling frames, data management, and data delivery of 
spatial products like distribution maps. We begin by reviewing the history of general 
approaches used to extrapolate wildlife data across space. We then review two moni-
toring programs to provide examples of spatially explicit monitoring designs, and 
the Gap Analysis program to provide an example of information synthesis. Finally, 
we outline the components of a management framework for spatial data that includes 
approaches to synthesize data collection, data management and data delivery.

23.2  History of Spatial Information for Conservation 
and Management

Early on, resource managers recognized the utility of merging spatial data for 
planning (McHarg 1969), but overlaying maps manually was cumbersome. Spatial 
information became more accessible for management and conservation with the 
advent of Geographic Information Systems (GIS). GIS are computer-based systems 
used to store, manage, manipulate, and analyze geo-referenced data (Koeln et al. 
1994). The use of GIS has expanded since the 1990s due to advancements in 
computer hardware technology, increased access to remotely sensed data, and the 
increased spatial documentation of wildlife sampling efforts due to the affordability 
of Global Positioning Systems (GPS) (Koeln et al. 1994; Lunetta 1998). Although 
museum collections include spatially referenced locations for species spanning 
several hundred years (Chapman and Busby 1994), the inclusion of spatial infor-
mation in management and research has become commonplace with the increased 
availability of inexpensive and user-friendly GPS units (Graham et al. 2004). 
Access to observational data, along with increased availability of environmental 
layers, has lead to the development of modeling approaches, like species distribu-
tion models, that increase the biogeographic information available to managers.

GIS, GPS, and increased computing power have proven to be extremely useful 
for management and planning, but these technologies also increase the roles and 
responsibilities of resource managers. Spatial wildlife management requires 
that monitoring program design include spatial considerations and increases the 
importance of data management and archiving that is compatible across space and 
therefore institutions. Finally, managers need tools to visualize spatial data prod-
ucts that can be linked to planning and policy review.
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23.2.1  Overview of Spatial Modeling Approaches 
for Evaluating Wildlife Habitat

With sparse or spatially-biased spatial data, expert knowledge and published 
literature were used to link wildlife to habitat. An early approach used by the U.S. 
Fish & Wildlife Service was the habitat suitability index (HSI) (Morrison et al. 1992). 
HSI analysis used expert opinion to choose environmental variables that were 
thought to be important to the species of interest. An index, ranging from 0 to 1, 
was developed to link the availability of the environmental variables to the overall 
habitat suitability. The HSI was mainly to be viewed as a hypothesis and not repre-
senting a causal relationship. However, they were touted as an easily documented 
assessment procedure that could be used to spatially compare how alternative man-
agement plans would affect carrying capacity (Morrison et al. 1992). HSI started 
the culture of modeling in wildlife management and challenged old-fashioned spe-
cies distribution map making. Critiques of HSI centered around the lack of a link 
to population size. Habitat capability (HC) models were developed as an approach 
that was similar to HSI but used to describe the habitat conditions necessary to 
maintain specific population sizes (Berry 1986). Expert-based models, such as HSI 
and HC, may be less useful for understanding climate change because the habitat 
associations identified by experts may restructure in the future.

Next, Resource Selection Functions (RSF) provided one of the first empirical 
approaches to quantitatively link wildlife and habitat variables (Manly et al. 1993). 
RSFs build on decades of conceptual and real-world experience with habitat 
relationships in the wildlife and management community. RSFs can compare used 
(or alternatively unused habitat) versus available habitat, or used habitats versus unused 
habitats. RSFs represent habitat preference (as opposed to selection) because a 
researcher only knows that an animal is exploiting certain habitats in a manner that 
is disproportional to the availability of those habitats on the landscape. RSFs can 
also be used to estimate population size. If the population size of a small area is 
known, the population size of the entire landscape can be estimated by extrapolating 
the density of the known area to the entire study area as scaled by the RSF (Boyce 
and McDonald 1999). Alternatively, distribution models may be built using density 
estimates as the dependent variable, and total population size can then be estimated 
by summing the densities predicted across the entire study area (Yen et al. 2004). 
Researchers have also developed methods to estimate species distributions based 
solely on presence locations (see Busby 1991; Hirzel et al. 2002; Phillips et al. 
2006; Stockwell and Peters 1999).

Initially, traditional statistical approaches like general linear models (GLMs) 
commonly represented the relationship between a species and the environment 
(Manly et al. 1993). Traditional statistical approaches require an a priori conceptual 
model (i.e., linear) be defined, and model evaluation centers on how well data fit 
the conceptual model (Breiman 2001). Often, model selection between competing 
conceptual models became the focus of an analysis (Burnham and Anderson 2002). 
Alternatively, data-mining approaches use predictive ability to evaluate model 
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performance and do not require a priori knowledge of the system (Breiman 2001; 
Hochachka et al. 2007). When predictive ability is the modeling goal, data-mining 
approaches outperform traditional statistical approaches (Elith et al. 2006).

23.2.2 Examples of Spatially Explicit Monitoring Programs

Although the extent and resolution of sampling efforts are critical for spatial 
management, few large-scale, long-term monitoring efforts have incorporated 
spatially-explicit sampling frames into their design. Some notable exceptions include 
the Forest Inventory and Analysis Program (FIA) and the National Resources 
Inventory (NRI).

The U.S. Forest Service organized FIA, a statistically reviewed and rigorous 
monitoring program, to provide information about the extent, condition, and trends 
of forest resources as the global drivers of ecosystems change (Smith 2002). FIA 
uses a systematic, national grid as the sampling frame in order to collect consistent and 
compatible data across forested landscapes with a variety of management regimes 
and political boundaries. Additionally, the FIA sampling is hierarchal in resolution. 
At its coarsest level (Phase 1) FIA delineated forested lands using remote sensed 
data. In Phase 2, FIA established~125,000 permanent plots randomly assigned 
within tessalated 6000-acre hexagons that are systematically distributed over the 
forested landscape regardless of ownership. Each of these permanent plots, composed 
of four subplots to sample within-site variability, are sampled every 7–15 years for 
300 landscape and vegetation variables. In Phase 3, permanent plots within every 1 
of 16 hexagons are subsampled for additional data about the health and condition of 
the forest ecosystem. The FIA integrated framework ensures standard protocols and 
database management across the national grid. FIA data have already been used to 
model current distributions of 80 tree species along with future range shifts given 
climate change (Iverson et al. 2004).

The US Department of Agriculture’s National Resources Conservation Service 
developed NRI in 1977 to assess the condition of soil, water, and other natural 
resources on non-federal lands in the United States (Nusser and Goebel 1997). NRI 
has evolved into a spatial-explicit sampling design using the political boundaries 
originally divided by the Public Land Survey. The political boundaries of Counties 
(36 × 36 miles), Townships (6 × 6 miles), and Sections (1 × 1 mile) delineate a 
hierarchical grid. In areas not organized by the Public Land Survey, NRI imposed 
an analogous grid system. NRI uses 40–640 acre grid cells, selected through a spatially 
constrained (by Township) randomization procedure, as the primary sampling unit. 
The primary sampling unit size and sampling intensity (2–6% of land area) 
are determined by the heterogeneity of the landscape with a smaller proportion 
of larger grid cells being sampled in homogenous regions. Within each selected 
primary sampling unit, sample points are selected using a restricted randomization 
procedure. Researchers collect data for multiple resources at the sample point 
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locations, for the entire primary sampling unit, and for larger polygons delineated 
based on geographic features intersected by county boundaries. Generally, points 
are resampled every 5 years to provide longitudinal data, but annual data collection 
can be incorporated into the sampling design to meet specific needs or to monitor 
rapid change. The NRI sampling design is flexible: data collection methods can 
change as long as change effects are estimated, variables can be added, and primary 
sampling units can be added or dropped. The NRI framework produces a longitudinal 
database of agricultural and ecological variables along with associated software 
for database analysis and well-documented data collection protocols.

23.2.3  Gap Analysis: An Effort to Merge Information 
for Landscape Planning

Monitoring alone is not sufficient for conservation delivery; spatial products must be 
linked with planning (Nichols and Williams 2006). Gap Analysis (http://gapanalysis.
nbii.gov/portal/server.pt) was among the first landscape-scale coordinated efforts 
to use spatial information and modeling for wildlife conservation and land man-
agement planning (Scott et al. 1993). Gap projects now exist in 49 states of the 
USA (Gotthardt, Payare and Huettmann, personal communication for Alaska). 
Gap Analysis aims to merge spatial information about land cover, species distri-
butions, and land-management regimes to provide a course-filter framework for 
designing conservation networks. Land-cover information is obtained through 
computer-based, supervised training or visual interpretation of satellite imagery 
to create a classified layer of vegetation alliance based on the National Vegetation 
Classification System (Stoms 2007). Gap Analysis combines knowledge about 
range limits and habitat associations to generate maps of predicted species distri-
butions (Csuti and Crist 2000). For each species, the species distribution analysis 
phase does result in a database of species occurrence locations, a literature review 
of habitat preferences, and a map consisting of a 635 km2 hexagon grid covering 
the known range extent (Jennings 2000). Each hexagon grid cell can be assigned as a 
documented occurrence or a predicted occurrence (as based on habitat preferences). 
Finally, land-management regimes are represented in a layer of land-status based 
on ownership and classified as permanently protected, protected with some man-
agement activities, protected with extractive resource use, or not protected (Jennings 
2000). Once overlaid, the land cover, species distributions, and land-management 
regime information can be used strategically to identify gaps within the network of 
conservation lands (Scott et al. 1993).

Gap Analysis has been useful for large-scale planning and identifying gaps 
where data should be collected. Linking the creation of occurrence datasets, 
remotely sensed land-cover layers, and management boundaries create a useful proc-
ess for gathering and storing information. Gap Analysis has occurred in every state, 
and the creation and presentation of models tends to improve the local culture and 
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technical skill within each state (i.e., species data, management and modeling as 
such). Gap Analysis data still have more potential to influence planning, for exam-
ple in environmental impact studies and as a state infrastructure. However, Gap 
Analysis is based on historical relationships between species and habitat that may 
be irrelevant in a rapidly changing climate.

23.3  Components of Adaptive Spatial Management 
Programs

The future of spatial information management, with respect to wildlife, is the 
overwhelming consensus among conservation planners and global climate change 
groups of the need for predictive modeling of species distributions (GAO 2007; 
Rodriguez et al. 2007). Furthermore, predictive models need to be linked to planning and 
policy evaluation. The ecological changes expected with climatic changes, like shift-
ing distributions, necessitate flexible management approaches that adapt to changing 
conditions. For example, stepping-stone refugia may have high conservation value 
during a time-period of transition, but become less important later. Flexible management 
approaches need to change temporally and spatially to match conservation needs 
(Chapin et al. 2004). This will require the development and distribution of data 
sets that currently do not exist because managers need higher resolution surveys for 
implementing management at local scales. A framework to integrate higher-resolution 
surveys into a larger informational network would be extremely useful for adaptive 
spatial management. Spatial management programs that are adaptive and relevant 
for planning will need to integrate across several implementation steps including 
data collection, data management, and data delivery. Here we suggest an efficient 
framework to collect spatial data for spatial wildlife management that would 
include remote sensing and grid-based sampling designs. Data management will 
require the integration of data across space and institutions, as well as data archiv-
ing that includes rigorous metadata standards and open access (Huettmann 2005). 
Finally, modeling can be used to produce crucial metrics and visualizations, both 
of which will be imperative for planning and policy review.

23.4  Data Collection: Grid-Based Designs 
and Remote Sensing

Wildlife data and environmental layers are needed to provide landscape-scale 
products via predictive modeling. All attempts to synthesize wildlife data into 
spatial products are limited by the sampling design (extent, resolution) of 
geo-referenced data (Scott et al. 2002). In this section, we review data available 
for spatial products that are currently collected by national monitoring initiatives. 
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We believe that monitoring design has been conventionally constrained by a focus 
on detecting temporal change in a metric (e.g., power analysis), and neither on 
 detecting true, spatial change nor on model building. For future monitoring 
initiatives, we suggest grid-based monitoring designs in conjunction with remote 
sensing efforts. Along with other benefits, grid-based monitoring designs provide 
a simple underlying framework for organizing spatial reference that can provide 
cohesion between datasets.

23.4.1 Currently Available Wildlife Data

Many spatial products currently used for conservation were modeled with occur-
rence locations that were originally collected for other purposes. For example, 
the Breeding Bird Survey (http://www.pwrc.usgs.gov/BBS/) and North American 
Amphibian Monitoring Program (http://www.pwrc.usgs.gov/naamp/) are long-term 
monitoring programs designed to calculate aspatial, regional population trends using 
routes sampled by volunteers. Although routes are geo-referenced, routes are spa-
tially biased based on road access and volunteer interest, not taking autocorrelation 
and similar problems into account. In addition, the exact spatial distribution of sam-
pling routes is not considered explicitly in the survey design except in terms of the 
how the spatial variation influences the power to detect a population trend. Further, 
many county, state, and federal land managers develop aspatial species inventories; 
e.g., most National Wildlife Refuges maintain published checklists of bird species. 
Although inventories and checklists may be aspatial at the local scale, they become 
spatial at large scales (regional, continental, global). For example, a refuge checklist 
is aspatial at the refuge scale because checklists do not provide information about 
where to find an animal within the refuge boundary. However, the same checklist 
can be used spatially, albeit with limited precision, when used to indicate species 
presence within a 10 km2 grid cell. Other examples of such data-sources include 
bird-band recovery programs and museum collections, which provide opportun-
istically collected locations with variable spatial precision. State Natural Heritage 
Programs also maintain databases of species observations obtained in field surveys 
and historical accounts which are maintained on the NatureServe website (http://
www.natureserve.org). Locations from telemetry studies may also be used, but these 
locations can be biased by the individual preferences of the animals sampled and the 
locations include autocorrelation based on the temporal resolution of the data collec-
tion. Almost all of such data have not been made publicly available yet. Numerous 
other groups collect monitoring and scientific information based on local needs, but 
these data are usually collected for small spatial extents with limited data access.

New initiatives, such as the Avian Knowledge Network (AKN; http://www.
avianknowledge.net/content/download) and National Biodiversity Information 
Infrastructure (NBII; http://www.nbii.gov/portal/server.pt), are beginning efforts to 
link small-scale efforts into coordinated databases. Similarly, coordinated databases 
such as E-bird (http://ebird.org/content/ebird/) consolidate volunteer field observa-
tions. Although volunteer field observations contain more variability in observer 
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expertise and spatial precision, these data can be utilized for detecting popula-
tion trends, changes in phenology, and species distributions (Droege et al. 1998; 
Hochachka et al. 2007).

23.4.2 Grid-Based Sampling Design

We suggest grid-based designs when new data must be collected. For ground plots, 
grid-based designs provide an efficient, underused but powerful sampling design 
for monitoring and inventory. Spatial reference, in terms of data location and 
resolution, can provide the underlying structure to unify monitoring and inventory 
efforts. A gridded system provides a simple but rich framework for organizing 
spatial reference. For example, the UTM system, with coordinates conveniently 
expressed in meters, could provide an international sampling frame that monitoring 
and inventory programs could easily scale and subsample based on program objectives.

Grid-based designs are flexible because users can draw representative samples 
based on boundaries (geographic or strata-based) delineated by the study purpose 
(Nusser and Goebel 1997; Smith 2002). Therefore, grid-based designs provide data 
that can be engaged to explore and test a wide variety of conceptual models about 
underlying ecological structure. For example, Prasad et al. (2006) have already 
used FIA data to explore if predicted tree species distributions were driven by 
climatic variables or edaphic variables.

Grid-based designs also provide a powerful sampling framework for generat-
ing baseline ecological indicators with predictive models. A grid-based design 
produced more accurate species distribution models for lichen species, as assessed 
by prediction accuracy on independent data, than a clustered sampling design 
(Edwards et al. 2006). In the lichen example, the models from grid-based designs 
provided a more representative sample of locations where species were both 
present and absent. Other research also found that sampling designs that do not 
provide a representative sample of environmental conditions within the study area 
result in biased distribution models (Austin and Heyligers 1989; Kodric-Brown 
and Brown 1998). Species occurrence data collected at grid-based locations can 
be used to develop species distribution models, but species detectability must be 
considered (MacKenzie et al. 2006). Species detectability refers to the probability 
that a surveyed area will be falsely recorded as an absence. Using false negatives 
can bias distribution models and reduce the predictive capacity (Gu and Swihart 
2004; Lobo 2008). Finally, grid-based designs are particularly useful for generating 
species distributions because the landscape is sampled beyond the spatial extent of 
an identified target population and therefore shifts in the location and extent of the 
population can be identified (Nusser and Goebel 1997).

Monitoring designs, like grid-based designs, that sample multi-taxa at the 
same spatial location are particularly useful. Community information can be 
extracted from the associations of species and species diversity at known locations. 
This information is critical as new species assemblages can result from climate 
change and exotic invasions.
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23.4.3 Remote Sensing

We need to consider program designs in which remote sensing is the primary 
monitoring approach because this approach is relatively inexpensive and can be 
implemented across large spatial scales. Remote sensing can also provide the 
environmental layers necessary for modeling species distributions. Remote sensing 
refers to techniques that utilize satellites or aircraft to conveniently gather data 
without directly touching the object (Koeln et al. 1994). Remote sensing requires 
technical expertise to prescreen data for quality, to mosaic multiple images, to 
geometrically correct images for topography, and to radiometrically correct images 
(Lunetta 1998). Monitoring programs can utilize remote sensing technology for 
image classification and for change detection. Image classification is the process of 
classifying clusters of similar remote sensing data, such as spectral signatures, into 
categories that are meaningful to the researcher (Lunetta 1998). For example, the 
Multi-Resolution Land Characteristics program (MRLC) classified Landsat TM data 
into vegetation categories for North America (http://www.epa.gov/mrlc/nled.html). 
Researchers can use classified images to generate inventory metrics representing the 
spatial distribution of categories of interest and to ensure categories are adequately 
represented in ground-based sampling designs.

Change detection compares satellite images from two timeframes in order to 
detect changes in land cover or land use. Two general approaches, post-classification 
and pre-classification can be used (Lunetta 1998). In post-classification, the researcher 
classifies both images into the same categories independently and then compares 
the classifications by category. Post-classification is advantageous because different 
types of data can be compared without normalization to reduce differences due to 
atmospheric effects and detector performance. Disadvantages include high cost due 
to processing time, a lack of consistency due to interpreter error, and the propaga-
tion of classification errors from the individual images into the change detection 
product. The pre-classification approach transforms the two images into one single 
or multi-band image that is analyzed to detect areas of change. In some cases, 
researchers can combine pre and post-classification techniques for a deeper analysis 
(Franklin 2001). For example, a study on the Alaskan Seward Peninsula used a 
pre-classification approach to quantify the area of change across three images and 
post-classification to document that most change was due to an increase in shrub 
cover (Stow et al. 2004) .

Researchers should use periodic ground-based plots for both assessing change 
in monitoring variables and for validating/calibrating remote sensing data. Plot 
information can be used to modify and refine the categories assigned to spectral 
signatures. In addition, ground-based plots can be utilized to conduct an accuracy 
assessment of remote sensing products. For accuracy assessment, an error matrix 
is generally constructed to generate omission and commission errors for each 
category (Lunetta et al. 1998). Such concepts should belong in any monitoring 
program and be facilitated with online data.
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23.5  Data Management: Database Integration, Archiving, 
and Open Access

All monitoring efforts require a database management to ensure the data is archived 
and accessible. Often, monitoring databases include data sampled for one or few 
taxonomic groups with sampling protocols that are specific to the monitoring 
program. Within the past years, the Convention of Biological Diversity identified 
a need to merge observational data collected by multiple institutions with multiple 
sampling methods into interoperable databases. Access to all scientific observations 
within a geographic area will greatly increase options for modeling to help achieve 
management goals. Data integration requires accessible standards and protocols 
for data collection and data exchange with open access (Canhos et al. 2004; see 
for instance Darwin Core). The integration of data collected for different purposes 
(i.e. museum collection, observational counts) and with different field protocols 
could be supported through software workbenches such as Kepler (http://kepler-
project.org/). The Kepler Project helps scientists create and execute workflows of 
their analysis from data acquisition and integration to complex computations.

Although the Kepler Project may be beyond the scope of many studies, a 
(manual) data flow should be part of any project, and is to be defined regardless if 
data are to be handy for management decisions (Nichols and Willams 2006). For 
the integration of databases from multiple sources two main topics can be defined 
(1) inclusion of data into that environment, and (2) accessing the grid of databases. 
For the first section, DiGIR (http://digir.sourceforge.net/) plays a bigger role. It can 
provide the tools and protocol to get data out on the Internet and join the huge 
global network of biological data. Once this is achieved, DiGIR also allows  queries 
with other sources, and which leads to part (2). The Science Environment for 
Ecological Knowledge (SEEK) initiative for instance is working to create a cyber-
infrastucture to facilitate ecological research (http://seek.ecoinformatics.org/).

Differences in data collection protocols must be documented with high-quality 
spatial (http://www.fgdc.gov/) and biological (http://www.nbii.gov/) metadata such 
as FGDC NBII or compatible. When possible, standard data collection protocols 
would subsequently increase analysis power. An additional protocol library could 
provide managers with easily accessible, rigorous sampling methodologies; therefore, 
reducing planning effort for project implementation. Suggested data collection 
protocols should be flexible for analysis. For example, collecting distance informa-
tion at survey sites is better than simply recording occurrence because distance 
information can be easily condensed into occurrence information or be used for 
density estimate. Database networks also need standards to ensure that information 
from different sources will truly integrate. A schema must be designed that includes 
the elements needed for data exchange and retrieval. For example, the mentioned 
Darwin Core and its updates provides an example of an XML schema that can be 
used for data from all taxonomic groups. Once integrated, databases need to be 
easily queried and with open access.
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We suggest that a global data grid system could provide an underlying spatial 
structure to organize multiple sampling efforts. However, with this approach, 
georeferencing becomes a crucial aspect of data collection. Therefore, we 
recommend that managers stringently adhere to best practices for georeferencing. 
The BioGeomancer software project (http://www.biogeomancer.org/) for instance 
has provided a detailed manual for georeferencing best practices (Chapman 
and Wieczorek 2006). Among other issues, BioGeomancer best practices provide 
guidelines to document spatial accuracy and reliability. It’s a key feature of 
BioGeomancer that a location estimate also carries uncertainty, which needs to be 
expressed as well. Ignoring this accuracy estimate renders data bases less useful.

For spatial data delivery, web publishing services should be considered. In 
order to publish spatial data, a platform to store the data must exist. PostgreSQL 
(http://en.wikipedia.org/wiki/PostgreSQL) is the open source solution for the 
database engine, and can include spatial data with the PostGIS extension. While 
a standard database can store numeric and character data, a spatial database can 
store geometry objects (e.g., points, lines and polygons). Spatial information is 
stored by PostGreSQL in a data type called geometry based on the Open Geospatial 
Consortiums (OGC; http://en.wikipedia.org/wiki/Open_Geospatial_Consortium) 
Simple Features data specifications. The added functionality of a spatial database 
includes the ability to run numerous spatial queries. For example, records can 
get selected based on geospatial proximity, calculated measurements (distance 
between point, lined, polygons), calculated areas, or on created new features such 
as buffers, and numerous others. Additionally, spatial databases can create spatial 
indexes to improve the timing for queries. Several open source programs are avail-
able to view the PostGis data layers, such as GRASS (http://grass.osgeo.org/), or 
uDig (http://udig.refractions.net/).

A widely used open source platform for publishing and displaying spatial 
data over the Internet is MapServer (http://mapserver.org/). Originally developed 
in the 1990s at the University of Minnesota MapServer is currently supported by 
developers worldwide, including the Army Corps of Engineering. MapServers 
enable developers to easily develop spatial web content, i.e., maps with their data 
displayed and to serve their data directly through a Web Mapping Services. Despite 
ongoing technical development efforts, well documented and transparent data 
products still rarely enter the management and policy arena.

23.6  Data Delivery: Modeling and Visualizations 
as Planning Tools

The final component of spatial management will be data delivery in the form 
of models and visualizations that are accessible to a wide variety of stakeholders. 
Models that extrapolate wildlife data across space and time, like species distribution 
models, have well developed methods (e.g., Scott et al. 2002). However, web-based 
applications and decision support tools need to be better developed to  communicate 
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modeling efforts (see OpenModeler at http://openmodeller. sourceforge.net/; GBIF 
http://www.gbif.org/ and OBIS http://www.iobis.org/). Although not linked to 
modeling per se, Google Earth (http://earth.google.com/) can provide such a plat-
form to display spatial information on the Internet. For general visualization of 
complex online databases see for instance http://www.readwriteweb.com/archives/
the_best_tools_for_visualization.php.

Decision support tools are defined as “computer-based systems that provide 
information by means of forecasting models and access to databases, for example geo-
graphical information systems or climatic databases, in order to support a decision-maker 
in complex and un-/semi-structured management issues”(Tremblay et al. 2004). 
Much development is currently underway on this topic, and it is hoped that these 
will feed directly into management and policy, and in a transparent fashion.

23.7  Examples of Spatial Management: Linking 
Information to Planning for Conservation Delivery

Ultimately, for spatial information to be useful it needs to be applied in a way that 
resource management is improved. One of the best examples of conservation 
delivery is the co-evolution of the permanent easement program in the Prairie Pothole 
Region of the U.S. with landscape-level monitoring and spatial modeling conducted 
by the U.S. Fish and Wildlife Service’s Habitat and Population Evaluation Team 
(HAPET; Niemuth et al. 2008). Using five waterfowl species as indicators of priority 
wetlands for conservation, HAPET surveyed breeding pairs and relative surface area 
of water on ponds within 4-mile2 blocks that were randomly-selected from town-
ships within the Prairie Pothole Region. General linear models of the relationships 
between productivity and wetland size were developed for each of the five species. 
These models were then applied to the landscape using a moving-windows analysis on 
40-acre pixels to develop maps that prioritize areas for land acquisition and conser-
vation easements. Collectively, waterfowl production areas and easements protect 
>2.7 million acres of wetlands and grasslands in the Prairie Pothole Region.

Using a landscape-level approach more focused on biodiversity than single 
species, the Kenai National Wildlife Refuge has developed their Long Term 
Ecological Monitoring Program as a formally-designated adjunct inventory to the 
FIA program. Extending the FIA’s Phase 2 sampling grid over both forested and 
non-forested habitats, occurrences of vascular and nonvascular plants, breeding 
landbirds, and selected arthropods were rapidly sampled on permanent points 
systemically arrayed at 5-km intervals across the 2-million acre refuge (Morton et al. 
2009; see Figs. 1 and 2). To date, over 1000 species have been detected on the grid. 
The collection of occurrence data for multiple species at each grid point set the stage 
for statistically-robust, spatially-explicit modeling of the distributions of individual 
species (Magness et al. 2008) and species richness (Bowser and Morton 2009). 
Plans for this program include the incorporation of scaled-down estimates of future 
temperature and precipitation from global circulation models (http://www.snap.uaf.
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edu/) to forecast re-distributions of species over the next century, and the develop-
ment of management approaches to facilitate anticipatory adaptation.

The HAPET and Kenai National Wildlife Refuge monitoring program are good 
examples of using a spatial information framework to manage wildlife. These examples 
include a grid design for monitoring and modeling products linked to planning. 
However, both have yet to share data and products via open access. Therefore, data 
have not been incorporated into larger, biodiversity data management schema, yet. 
Data management, including archiving and ensuring integrity, is internal and may 
not be available for other purposes. These are next steps, and they will increase the 
capacity for science-based conservation of biodiversity.
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Chapter 24
Future and Outlook: Where Are We, 
and Where Will the Spatial Information 
Management in Wildlife 
Ecology Be in 50 Years from Now?

Samuel A. Cushman and Falk Huettmann

24.1 Looking Back

In this final chapter we briefly look back over what we have attempted in this 
book, and then look toward the future to discuss the outlook for overcoming 
the challenges we face within our fields of ecological science and in the greater 
application of this knowledge to enhance the prospect for a sustainable future for 
the biosphere. Looking back, we have tried to present a view of ecological science 
at the cusp of major change. The change is all around us, driven by vast improve-
ments in computational power, analytical tools, spatial databases, economy and 
related governance structures within the sciences. These changes have fundamentally 
altered what is possible in ecological analysis and are enabling a new synthesis 
and applications of data and method to recast ecological theory in a spatially and 
temporally explicit framework. In this book we argued that ecological theory 
and its dissemination is lagging significantly behind advances in data acquisition 
and analytical methodology. This is in part because of the inertia and resistance of 
established procedure and theory, and secondly because of the way the sciences are 
currently administered and trained.

We argued that ecological systems are fundamentally sensitive to details of spatial 
and temporal variability, and that ecological theory and analysis must greatly 
expand to address this robustly; new culture is needed. We argued that landscape 
ecology provides a natural context for this synthesis, but only when this field 
itself transcends the limitations of its often ideological history to embrace a generali-
zed, flexible, multi-scale and multi-variate theoretical and analytical framework. 
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We then argued that informatics is the foundation for this framework, with special 
emphasis on the need for multi-scale, multi-variate, spatial databases to serve as a 
foundation for flexible analysis and powerful modeling. We reviewed a number of 
varieties of ecological data within the context of this integrated framework, noting 
the unique challenges and opportunities posed by GPS telemetry data on animal 
movement and molecular genetic data as examples. We discussed the powerful 
contributions to data collection and analysis enabled by modern remote sensing 
technology, and discussed the structure and management of ecological databases. 
Customized, open-source analytical software tools were identified as an area of 
rapid expansion and enormous opportunity. We presented a broad range of spatial 
and multi-variate statistical methods for analyzing animal ecology. We argued that 
landscape genetics, particularly when expanded into a gradient framework, provides 
an immense opportunity to explore the causes and consequences of population 
structure and for a better management maintaining genetics diversity world-wide. 
We presented several examples from different geographical regions and across the 
taxonomic spectrum of these different kinds of spatially sophisticated analysis and 
then discussed the prospects for integrating the best available science on spatial and 
temporal dynamics into natural resources management, and ended with a chapter 
on the integration of science and policy in animal management and conservation.

The reader must judge the degree to which we have maintained coherent connec-
tions and flow among the major examples and ideas in the book. Certainly, more 
thinking and assessment is necessary to fine-tune modules and visions presented 
here. That is what academics are good at and what universities should provide: 
science-based management of natural resources with an aim to achieve global 
sustainability. The main purpose of this chapter, however, is to look forward to 
where we think the changes we have argued are needed and that we have described 
in their initial stages will progress in the coming decades, and also how hopeful 
we can be about the actual prospects of effectively integrating advanced ecological 
monitoring and research into a truly sustainable global future.

24.2 Looking Forward

Looking forward we can anticipate several trends that we identified in this book 
that will continue. First, there will continue to be great advances in the collection 
of spatial data at fine grain over broad extents. Technological improvements have 
been very rapid in remote sensing and sensor networks, with new platforms being 
designed that will greatly expand the range of data products in terms of spectral, 
spatial and radiometric resolution, temporal frequency and spatial extent, and 
accuracy. LIDAR, RADAR and other aerial platforms, e.g. unmanned vehicles and 
sensors, are also improving and becoming more available for all users world-wide. 
This advancement will also include taxonomic species data and inventories.

The challenge for the future may be society’s ability to continue the very large 
investments in earth observing satellite deployment in an era of increasingly limited 
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discretionary funding and potentially declining tax revenue due to demographic 
changes in the populations of the United States and Europe. Some believe due to 
these economic and social forces that China (Russia, India, Brazil and Indonesia) 
may emerge as the leader of the next generation of deployment of remote sensing 
satellites. This remains to be seen, as China is now tied to the west, faces at least as 
severe demographic challenges to continued economic growth, various management 
and democracy challenges, plus a clear linkage with the export market economies 
of the United States and Europe. Despite recent failures of latest Landsat missions, 
it seems very likely to expect no major break in the continued deployment of more 
and more advanced earth observing remote sensing platforms, which will continue 
to provide transparent spatial and temporal data of ever higher quality and finer 
resolution. In turn this will continue to drive demand and progress in analytical 
methodology and ecological theory, as well as sustainable management dealing 
with the human footprint.

We also expect progress in computing power and the computationally-intensive 
analytical and simulation approaches that it enables to continue apace. We have 
higher confidence in this area, as it requires far less in terms of massive central-
government investment and oversight than developing and deploying complex earth 
observing satellites. The advances in cloud computing and in immense remote 
networks of processors may provide super-computer-like computational power for 
anyone with a personal computer and an internet connection, allowing for in-time 
solutions to complex ecological optimization problems. It is important here though 
to push for equal access to such opportunities, and lessen the digital divide towards 
a truly global village view of applications, users and funding.

The major drivers of the changes to ecological theory we have discussed in this 
book are intimately linked to rises in computational technology. Much research that 
appears in ‘traditional Ecology’ is actually only possible due to EcoInformatics, 
and perhaps should be labeled as such. This has already set up a new culture, and 
our understanding of ecology, our universe, and ourselves within it.

We further argued that the traditional fixation on simple, equilibrium models of 
ecological systems is a historical legacy of the absence of powerful computing 
and simulation until the past several decades. This needs to be quickly reformed. 
The new context for modeling and analysis provided by modern computers is truly 
revolutionary and has led to immense changes in what questions are deemed tractable, 
and the sophistication and detail of ecological analysis and modeling. We argued in 
this book for an explicit focus on pattern–process relationships at multiple spatial 
scales across large extents in time and space. This was simply not even conceivable 
until powerful computation was coupled with extensive and fine scaled ecological 
data, and legally demanded, e.g. Biodiversity Convention. Together with online 
initiatives and opportunities, the combination of these has fundamentally altered the 
field of ecology, and with computational power it is expected to continue to grow at 
a rapid pace. Therefore, we can expect analytical and computational methodology 
to continue being a major driver of the advancement of ecological knowledge and 
the reframing of core ecological theory, all to be disseminated online for all citizens 
and decision-makers world-wide!
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With the coupling of ever more powerful computing, with ever more extensive 
and detailed ecological datasets, we anticipate that many researchers will independ-
ently adopt the multi-scale spatial informatic data-cube model we presented in 
Chapter 6, and use it to implement the kinds of flexible, multi-scale, multi-variate 
space–time analyses and multi-species modeling efforts we described in Chapters 
2, 4 and 6 and elsewhere in this volume. Technological advances being made as we 
write will enable the sequencing of entire genomes very rapidly and inexpensively. This 
will revolutionize landscape genetics, the study of geneflow, population fragmenta-
tion and adaptive evolution in complex and changing environments. Landscape and 
their resources can get optimized towards reaching best possible goals.

The generation gaps between current cutting-edge data, computing and analysis 
and established ecological theory might continue and perhaps expand. The rate of 
advance in data acquisition and computational power will likely increase, which 
will likely lead to further disequilibrium between established procedures and principles 
and the potential of currently emerging methods and datasets. On the other hand, 
one could argue that there will be a decrease in the dischord between orthodox 
ecology and the cutting edge of science. It may be argued that this dischord is at its 
maximum right now, as traditional modes of thought, governance and global struc-
tures, procedures of analysis and explanatory theories which were developed prior 
to the availability of GIS, remote sensing and computing are still dominant in the 
global culture of the science and its funding agencies. Over time, these advances in 
method and data are infiltrating orthodox ecological thought and in some cases, as 
described in Chapters 2 and 4, leading to major shifts in paradigms. We argue that 
this cultural shift from non-spatial, equilibrium paradigms of the twentieth century, 
to spatially and temporally explicit, nonequilibrium paradigms of the twenty-first 
century is the most important transition in the history of ecological thought. Once 
it has been accomplished then even very rapid advances in the quantity of data or 
improvements of the speed of computation will not lead to larger disequilibrium 
between established thought and emerging method. That is, once this qualitative 
change in paradigms is made, further quantitative change in data and method will 
not prove revolutionarily challenging and will not provoke further paradigm shifts 
for the foreseeable future. Therefore, we offer that the skeleton space–time–scale–
pattern–process paradigm we outline in this book may emerge as the core of the 
ecological science of the next century. This is not a small feat, and we are very 
excited to see its development world-wide.

The arguments above are hopeful and optimistic. We unfortunately are less 
optimistic about our second theme of expected future changes. A second, although 
usually subsidiary, theme of this book is the potential of advances in ecological 
monitoring and research to guide management of the earth’s natural resources and 
how it potentially could play an instrumental role in a global transition to a sustain-
able future. Earth is clearly facing the greatest mass extinction in 65 million years. 
Human population growth, one-sided resource exploitation, compounded with 
anthropogenic climate change are a potent combination driving this biodiversity 
crisis. It is not at all clear that the technical and theoretical advances we describe 
in this book will be decisively beneficial in mitigating this crisis. What is needed 
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is massive public outcry demanding real change to environmental sustainability. 
There is a key role for science in this, as the public debate will not occur in earnest 
until the severity of the circumstances become more universally understood by 
the people, the media and governments. We feel that scientists have been far too 
timid and ineffectual in their efforts to communicate with the public and powers 
in charge. We feel strongly that scientists should not make policy. Politics is a 
process of valuation of alternative actions by the people; science ideally is knowl-
edge of processes and conditions. While the political debate absolutely needs to 
be deeply informed by science, scientists should resist the desire to use science 
as a political tool. There is a very fine line here. Science should fully participate 
in all relevant key questions of this world, and always work at the core. That 
Earth is facing a dire biodiversity crisis is clear. That there needs to be bold and 
quick political action to address this is also clear. That science is the key source 
of knowledge to provide a basis for the political decisions that will address this 
crisis is also clear. The role of scientists is as communicators not as policy makers. 
The current view of most practicing scientists is that scientists create knowledge 
and knowledge will rise to the top because of its inherent value. As a result scien-
tists generally allocate very little of their time and effort to communicating their 
findings to non-specialists. As a result, there is a massive disjunction in understand-
ing of many major issues of global importance between the scientific community 
and the general population. This is where we feel scientists should focus their 
efforts with the aim of moving toward a more sustainable future. Scientists must 
inform the debate and provide reliable data and information. Simultaneously, there 
needs to be a much stronger response from the legal community and national and 
international governing bodies to ensure global sustainability, environmental justice 
and world peace.



Index

A
Active remote sensing systems, 212
Adaptive Management, 112
Adaptive spatial management, 435
Affirming the consequent, 5
Africa, 182, 349
African, 332
Aggregation

error, 52
statistics, 258

Aian Knowledge Network (AKN), 436
AIC. See Akaike’s Information Criterion
Airborne Hyperspectral Imagery 

(HYMAP), 210
Airborne sensors, 210
Airborne Visible/Infrared Imaging 

Spectrometer (AVIRIS), 210
Ajubaj, 333
Akaike’s Information Criterion (AIC), 280
Alaska, 238, 434
Alaska Ocean Observing System (AOOS), 238
Algorithm-based models, 292–299
Algorithm models, 274
American black bear (Ursus americanus), 

100, 319
American National Standards Institute 

(ANSI), 224
Amphibians, 371–373
Anadyrsky Gulf, 421
Analytical computing, 246
Angola, 349, 361
Animal movement, 131–148
Antarctic, 236
Antarctic marine living resources, 235
Antarctic Master Directory (AMD), 239
Antarctic treaty, 236
Ararat, 333
Arc catalog, 229
Arctic, 234

Arctic Ocean Diversity Project (ArcOD), 235
Arctic seas, 409
Area Under ROC Curve (AUC), 300
Armenia, 331, 333
Artavan, 333
Australia, 179, 225, 239
Australia ANZLIC spatial land information 

council standard, 225
Autocorrelation, 131–148, 350

analysis, 138
of elephant movement, 143–146
structure, range and variability, 139–143

AVHRR, 196
Avian flu, 266

B
Bagging, 294
Baltic sea, 410, 415
Barents sea, 234
Barrier, 349–367
Bat (Pipistrellus spp.), 290
Bayesian analysis, 287–288
Behavioural data, 176
Behaviour databases, 178
Belgium, 180
Beluga whale (Delphinapterus leucas), 410, 

417, 423
Benthic biomass, 154
Benthic foragers, 151
Benthos, 151, 154
Bering and Chukchy Seas, 412
Bering sea, 154
Berkshire valley, 371
Biodiversity databases, 233
Biological Active Zones (BAZ), 415
Biological Data Profile (BDP), 224
Bird habitat preferences, 206
Black-footed ferrets (Mustela nigripes), 285

451



452 Index

Bob Marshall Wilderness, 324
Boosted Regression Trees, 294
Boosting, 294
Boston harbor, 406
Botetti river, 361
Botswana, 139, 349
Brazil, 182
British Columbia, 283, 320
Brown bears (Ursus arctos), 186

C
Cabinet mountains, 325
Calanus finmarchicus, 400, 401
Canada, 180
Cape Cod Bay, 389, 390
Caprivi, 361
Carrots and sticks, 230
Caspian sea, 415
Categorical map analysis, 84
Caucasian leopard (P. p. ciscaucasica), 333
Caucasus, 342
Causal modeling, 100, 319, 324
Census of Antarctic Marine Life (CAML), 235
Census of Marine Life (CoML), 235
Cetacean–environment models, 393
Cetaceans, 387
Change-detection, 194
China, 182
Chukchi sea, 154, 236
Circuit theory, 319
Classification and Regression Trees (CART), 

293–295, 388
Clementsian landscape ecology, 76–78
Climate change impacts, 430
Coarse filter, 116
Commission, 299
Compact Airborne Spectrographic Imager 

(CASI), 210
Competition-equilibrium theory, 25
Competitive exclusion, 22
Complete spatial randomness (CSR), 258
Computation, 36
Conditional logistic regression, 283
Confirmationist paradigm, 10
Connectedness, 74
Connectivity, 350, 370
Connectivity thresholds, 370, 379–380
Conservation, 429
Conservation implications of connectivity, 365
Content standard for digital geospatial 

metadata, 224
Contextual, 35
Continuous Phytoplankton Recorder (CPR), 235

Continuous surface, 86
Correlation length, 370, 375
Corridor, 69, 349–367
Cost distance, 322
Count-based models, 283–284
Counties, 433
Coyote (Canis latrans), 279
Criterion of falsification, 7

D
Darmanadzor, 333
Darwin Core schema, 225, 237, 239
Dastakert, 333
Data

collection, 36, 113
delivery, 440
model, 274
policies, 236
quality act, 239
sharing culture, 234
storage and management, 246–248

Data base workflow, 238
Deductive inference, 7
Deep autocorrelation in animal movement, 147
Delmarva fox squirrel (DFS), 212
Denying the antecedent, 5
Detection probability, 338
Developing custom software, 251–253
DIF. See Directory Interchange Format
DiGIR. See Distributed Generic Information 

Retrieval
Directory Interchange Format (DIF), 224, 239
Disease spread, 255
Distributed Generic Information Retrieval 

(DiGIR), 237, 439
DNA sequences, 170
Documentation of geospatial datasets, 

223–224
Down-scaling, 49
Dublin Core, 225
Dvinsky bay, 421
Dynamic landscape mosaic model, 71–72

E
Earth-Observing (EO) instruments, 195
Earth Observing System, 197
East Africa, 171
Ecological communities, 21–25
Ecological Metadata Language (EML), 224
Ecological Niche, 22, 274–275
Ecological Niche Factor Analysis (ENFA), 290
Ecological theory, 12



Index 453

Ecosystem Approaches to Management 
(EAM), 389

Elephant, 139, 143–146, 349–367
Elk (Cervus elaphus), 278
Elpin, 333
Empirical samples, 113
Empirical studies of habitat fragmentation, 370
Engelmann spruce (Picea engelmannii), 323
Ensemble models, 294, 298–299
Entropy maximization, 295–296
Environmental data, 155
Epidemic waves, 268
Escherichia coli, 314
Euclidian distance, 262
Evolutionary significant units, 171–172
Executive Order 12906, 224
eXtensible markup language (XML), 224
Extent, 44

F
Federal Geographic Data Committee (FGDC), 

224, 239
Field work, 194
Forest birds, 94
Forest Inventory and Analysis program 

(FIA), 433
Fractal analysis, 103–104
Fragmentation, 69, 369–383
Fragstats, 374–375
France, 180
Fugitive species, 26–27
Functional connectivity, 262
Future of analytical computing, 253

G
Gap analysis, 434
Gause, G.F., 21–25
GBIF. See Global Biodiversity Information 

Facility
Geary’s c, 262
Genbank, 240
Gene flow, 100, 315
Generalized Additive Models (GAMs), 286–287
Generalized Dissimilarity Modelling 

(GDM), 291
Generalized Linear Model (GLM), 152, 279–286
Genes, 314
Genes under selection, 168
Genetic Algorithm for Rule-set Prediction 

(GARP), 297
Genetic algorithms, 296–297
Genetic data, 314, 316–318

Genetic distance, 317–318, 323
Geodatabase, 397
Geographical epidemiology, 266
Geographically weighted regression, 288
Geographic Information Systems (GIS), 14, 

245, 431
GeophyloBuilder, 240
Georges Bank, 389
Geospatial One Stop (GOS), 225
Geostatistics, 249
Glacier National Park, 324
GLM. See Generalized Linear Model
Global Biodiversity Information Facility 

(GBIF), 177, 236–238
Global Change Master Directory (GCMD), 224
Global Forestry Information System 

(GFIS), 225
Global Ocean Observing System (GOOS), 234
Global Positioning Systems (GPS), 206, 

245, 431
Global vegetation index, 208
Gradient, 54

analysis of continuous field variables, 
87–88

attributes of categorical patterns, 86–87
concept of landscape structure, 75–78
modeling, 58, 124–127
paradigm, 83–105
paradigm of landscape structure, 88–92
theory, 55–59

Grain, 44
Graph theory, 250
Gray whales (Eschrichtius robustus), 151
Greenland, 415
Greenness, 207
Grid-based sampling designs, 435, 437
Gulf of Maine (USA), 388, 389, 400, 403

H
Habitat, 92–96

extent, 73
isolation, 73–74
loss, 69, 369
subdivision, 73
surrogacy, 118

Habitat capability (HC) models, 432
Habitat suitability index (HSI), 432
Harp seals (Phoca groenlandica) ), 410
Helgoland, 235
Heligoland, 235
Heterogeneity, 83
Hierarchy, 44, 53
Hoosic valley, 371



454 Index

Hot spot approach, 417
Howler monkeys (Alouatta palliata), 186
H-resolution, 200
Huffaker, C., 29–30
Humpback whales (Megaptera novaengliae), 

185, 186, 389
Hyperion sensor, 210

I
Idaho, 320, 322
IKONOS, 196
Imputation, 125
India, 182
Individualistic concept, 76
Inductive inference, 7
Informatics, 13–17
Information-theoretic criteria, 280
Integrated multiple-scale monitoring, 124–127
Integrated Taxonomic Information System 

(ITIS), 229
Integrated satellite-airborne technology, 420
Integrating landscape and community 

ecology, 92
Interaction between habitat area and 

fragmentation, 381
Interaction between population size, dispersal 

ability and connectivity, 380–381
Intermediate disturbance, 27–28
International organization for standardization 

(ISO), 224
International Polar Year (IPY), 230, 235, 240
Invertebrate organisms, 151
IPY Data Information Service (IPY DIS), 240
Irani, 345
IRS (RESOURCESAT-1), 196
ISO 19115, 225
Isolation by landscape resistance gradients, 101
Isotropy, 256
ITIS (Integrated Taxonomic Information 

System), 229

J
Jeffreys Ledge, 389
Joint committee on antarctic data management 

(JCADM), 236

K
Kandalakshskiy bay, 421
Kapan, 333
Kappa, 299
Kara sea, 415

Kenai national wildlife refuge, 441
Kepler project, 439
k-fold cross-validation, 301
Khustup, 333
Konyushinsky shores, 423
Kriging, 264
Kwando river, 361

L
Lake Ladoga, 415
Land cover, 194, 202
Land managers, 429
Landsat-5 (TM), 196
Landsat-7 (ETM+), 196
Landsat imagery, 196, 201, 202, 205
Landsat Multi-Spectral Scanner (MSS), 202
Landsat Thematic Mapper (TM), 205
Landscape, 66

ecology, 65–79, 83–105
genetics, 100, 165, 313–326
genomics, 165–172
resistance, 349–367
structure, 102

Laptop, 157
Leaf palatability, 210
Least cost

dispersal, 372
distance, 323
path analysis, 354–355

Leopard (Panthera pardus), 332
Lesser prairie chicken (Tympanuchus 

pallidicinctus), 202
LIDAR, 88–89, 212
Life-history space, 375
Limitations of categorical mapping, 84–86
Local Indicators of Spatial Association 

(LISA), 262
Localization, 127
Logical syllogisms, 5
Logistic regression, 273, 281–282
Long Term Ecological Eesearch program, 224
L-resolution, 200

M
Machine Learning, 153, 293, 388
Macro-characteristics, 116
Mad cow disease, 266
Manomet Bird Observatory (MBO) 

database, 390
Mantel

correlogram, 138
test, 320



Index 455

Mapping, 248
Mapping gene flow, 319, 324
Mapping landscape resistance, 359
Mapping movement corridors, 363
MapServer, 440
Marine biodiversity data sets, 233
Marine Protected Areas (MPAs), 388
Markers under selection, 166
Markov Chain Monte Carlo, 288
MARS™ (Multivariate Adaptive Regression 

Splines) 399
Massachusetts, 370
Massachusetts bay, 389, 406
Matrix, 68
MAXENT (Maximum Entropy), 295
Medical geography, 266
Metadata

clearinghouses, 177
editors, 229
editor tools, 229
requirements, 230
standards, 223–225

Mezen Bay, 420
Microsatellites, 169
Middle East, 345
Model evaluation, 299–302
Model selection, 280
Moderate Resolution Imaging 

Spectroradiometer (MODIS), 211
Molecular genetics, 165
Monitoring, 112, 116
Monitoring fixed grids, 123–124
Monmonier algorithm, 318
Montana, 320
Monte Carlo randomization, 358–359
Moose (Alces alces), 284
Moran’s I, 262
Mosaic, 68
Movement path selection, 350
Movement path simulation, 134–137
Moving windows, 86
Multiple scale analysis, 43, 54
Multiple spatial scales, 404
Multi-Resolution Land Characteristics 

program (MRLC), 438
Multi-scale monitoring data-cube, 

120–124
Multi-scale vegetation structure, 

199–200
Multispectral sensors, 196
Multivariate Adaptive Regression Splines 

(MARS), 291–292, 388
Muskoxen (Ovibos moschatus), 186
Mutation, 314

N
Nakhichevan, 344
Namibia, 349, 350
National Biological Information Infrastructure 

(NBII), 224, 239
National Center for Ecological Analysis 

and Synthesis (NCEAS), 224
National Oceanic and Atmospheric 

Administration (NOAA), 224
National Resources Inventory (NRI), 433
National wildlife refuges, 436
Network analysis, 250
Neural networks, 292–293
Neutral genetic variation, 315
Neutral markers, 166
Nicaragua, 186, 187
Non-equilibrium, 117

communities, 30–33
dynamics, 276

Nonlinear relationships, 160
Nonstationarity, 20
Noravank, 333
Normalized Difference Vegetation Index 

(NDVI), 207
North Atlantic oscillation, 404
North Atlantic right whale (Eubalaena 

glacialis), 389
North Atlantic Right Whale Consortium 

(NARWC), 390
Northwest Atlantic, 387
Norwegian sea, 418
Nuvadi, 333, 337

O
Obis-Seamap, 237
Occupancy models, 285–286
Ocean Biogeographic Information System 

(OBIS), 236
Okavango Delta, 363, 365
Omission, 299
Onegskiy Bay, 421
Online databases, 177
Open access, 178
Open Geospatial Consortiums 

(OGC), 440
OpenModeler, 240
Optical sensors, 196
Orbview-3, 196
Oregon Coast Range, 28, 94
Organisation for the Economic and 

Commercial Development 
(OECD), 225

Overfishing, 233



456 Index

P
Pair-wise genetic distance, 320
Palm springs ground squirrel (Spermophilus 

tereticaudus chlorus), 286
Paradox of plankton, 26–27
Partial Mantel test, 320
Particulate, 35
Passive remote sensing technology, 212
Patch, 68

geometry, 73
mosaic model, 68, 84

Pathogens, 171
Path randomization, 351–353
Pattern analysis, 249
Pattern-process relationships, 20
Persian leopard (P. p. saxicolor), 333
Pew oceans commission, 389
Poaching, 345
Point data, 260
Polar bears (Ursus maritimus), 

186, 283
Polar regions, 234, 425
Polygon change analysis, 262
Population

connectivity, 99–102
genetics, 101, 313
genomics, 166

PostGreSQL, 440
Prairie pothole region, 441
Predator mediated coexistence, 27–28
Primary production, 207
Priority Leopard Conservation Areas 

(PLECAs), 333, 344
Programme PRESENCE, 338
Pronghorn antelope (Antilocapra 

americana), 286
Proxy variable, 388

Q
Quantile regression, 286
Quantitative spatial analysis, 248–250
QuickBird-2, 196

R
RADARSAT-2, 214
Radiometric resolution, 197
Random effects models, 289–290
Random forest algorithm, 153
Random forests, 294–295
Randomization tests, 249–250
Range of scales, 387
Really simple syndication (RSS), 225

Receiver Operating Characteristic curve 
(ROC), 300

Refutationist paradigm, 8
Register of antarctic marine species 

(RAMS), 240
Regression Trees (CART™), 399
Relational Database Management (RDBM) 

system, 245, 246
Remeasurement, 114
Remote sensing, 194, 224, 438
Repositories, 223
Representative sampling, 113, 114
Resistant kernel model, 374
Resource selection function (RSF), 

282, 432
Resource selection model, 276
Resource selection probability function 

(RSPF), 278, 282
Resource utilization functions, 284–285
Ringed seals (Pusa hispida), 410
Rio Convention, 177, 235, 236
Ripley’s K-function, 258
Road ecology, 370
Road ecology, effects on fragmentation, 

381–382
Rocky mountains, 321
Roe deer (Capreolus capreolus), 288
RSF. See Resource Selection Function
RSPF. See Resource Selection Probability 

Function
Russia, 236
Russian Arctic, 409, 418

S
Satellite telemetry, 132, 350
Scale, 13, 19, 43, 122, 275–276
Scaling ecological knowledge, 48–55
Scaling landscape resistance, 353
Science Environment for Ecological 

Knowledge (SEEK), 439
Scientific Committee on Antarctic Research 

(SCAR), 237
Scientific Committee on Antarctic Research 

and Marine Biodiversity Information 
Network (SCAR-MarBIN), 236

Scientific method, 3
Sea ducks (Somateria spp., Melanitta spp.), 151
Sea of Okhotsk, 415
SeaWIFS, 393
Seemingly Unrelated Regression (SUR) 

models, 267
Selection, 167
Selkirk Mountains, 325
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Semivariance, 262
Sensitivity, 299
Sensitivity analysis, 301
Sheep species (Ovis aries), 289
Shoreline data profile, 224
Side-Looking Radar (SLR), 413
Simulation, 36
Single nucleotide polymorphism, 169
Sioma National Park, 351, 361
Sisian, 333
Software of spatial ecological analysis, 246
Software transparency, documentation, 

and certification, 252
Solovetsky Archipelago, 423
Southern Ocean, 234
Space–Time Autoregressive Integrated Moving 

Average (STARIMA) models, 267
Spatial aggregation, 256
Spatial and temporal variability, 19
Spatial autocorrelation, 157, 262
Spatial complexity, 58, 113, 275–276
Spatial data management, 223–225
Spatial diffusion models, 267
Spatial epidemiology, 266
Spatial information system, 245
Spatial interpolation technique, 264
Spatially explicit environmental variables, 193
Spatially referenced ecological information, 

115–116
Spatial monitoring programs, 431
Spatial non-stationarities, 266
Spatial pattern, 13
Spatial process, 131
Spatial variance, 262, 264
Species distribution, 193
Species distribution modeling, 273–302
Species richness, 205
Species richness gradients, 207
Species surrogacy, 117
Specificity, 299
Spectacled Eider (Somateria fischeri), 151
Spectral analysis, 104
Spectral resolution, 196
SPOT 2 (HRV), 196
SPOT 4 (HRVIR), 196
SPOT 4 (VGT), 196
SPOT 5 (HRG), 196
Spotted seals (Phoca largha), 186
Static island biogeographic model, 68–71
Stationarity, 256
Statistical modelling, 273–302
Statistical power, 114
Steller’s Eider (Polysticta stelleri), 151–152
Stellwagen Bank, 389, 390

Stellwagen Bank National Marine Sanctuary 
(SBNMS), 388

Stochastic simulation, 250
Structure, 318
Subalpine fir (Abies lasiocarpa), 323
Supervised classification, 202, 205
Support Vector Machines (SVM), 297–298
Surface metrology, 103
Sustainable resource management, 403
Synthetic Aperture Radars (SAR), 413

T
Taconic mountains, 371
Temporal resolution, 196
Temporal variation, 47
Terra (ASTER), 196
Terra (MODIS), 196
Terrain ruggedness index, 339
Theoretical studies of habitat fragmentation, 369
Theory corroboration, 9
Toothfish (Dissostichus eleginoides), 235
Townships, 433
TreeNet, 294

U
Underdetermination of theories by facts, 37
Unifying paradigm, 56
Unimodality of support, 364
Unimodal response, 92
United Kingdom (UK), 180
United States, 230, 430
Unsupervised classification, 206
Up-scaling, 48
Urts ridge, 333
USA, 180, 239, 434, 441
U.S. Commission on Ocean Policy, 389
U.S. Fish and Wildlife Service’s habitat and 

population evaluation team, 441

V
Vayk, 333
Vegetation characteristics, 210
Vegetation structure, 213
Visual basic (VB), 393
Visualization, 248
Volterra, V., 21–25

W
Walrus (Odobenus rosmarus), 151
Walruses, 410
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Washington state, 324
Wavelet analysis, 104
Web Mapping Services (WMS), 440
Weighting, 353
Western New England, 371
West Nile virus, 266
White Sea, 410, 413, 414, 420
Wild fire index, 337
Wildlife journals, 183
Wildlife management, 151, 175
Wolverine (Gulo gulo), 319
Woodland caribou (Rangifer tarandus 

caribou), 277
World Register of Marine Species (WoRMS), 239

WorldView-1, 196
Wyoming, 119, 320

Y
Yellow bellied glider (Petauroides australis), 288
Yellowstone National Park, 323

Z
Zambia, 349, 351
Zangezur, 333
Zangezur ridge, 333
Zimny, 423
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