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Chapter 7
On the Matter of Mind: Neural Complexity 
and Functional Dynamics of the Human Brain

Michel A. Hofman

Abstract  The evolutionary expansion of the brain is among the most distinctive 
morphological features of anthropoid primates. During the past decades, consider-
able progress has been made in explaining brain evolution in terms of physical and 
adaptive principles. The object of this review is to present current perspectives on 
primate brain evolution, especially in humans, and to examine some of the design 
principles and operational modes that underlie the information processing capacity 
of the cerebral cortex. It is shown that the development of the cortex coordinates 
folding with connectivity in a way that produces smaller and faster brains than oth-
erwise would have been possible. It will be argued that in primates the complexity 
of the neural circuitry of the cerebral cortex is the neural correlate of higher cogni-
tive functions, including mind-like properties and consciousness.

Keywords  Brain evolution • Cerebral cortex • Cognition • Consciousness • Human 
mind • Information processing • Biological intelligence • Neural network • Primates

Evolution is a passage from the most automatic to the most voluntary.
John Hughlings Jackson (1884)

7.1  �Introduction

Organisms are faced during their lives with an immense variety of problems, rang-
ing from purely physical ones, such as changes in climate or geomorphic distur-
bances, to organism-specific problems related to food supply, predation, homeostasis, 
and reproduction. Problem-solving, in other words, is an essential dynamic survival 
mechanism, evolved to cope with disturbances in the ecological equilibrium. It can 
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therefore be looked upon as an adaptive capacity enabling organisms to adjust them-
selves to one another and to their physical environment (see, e.g., Macphail and 
Bolhuis 2001; Reader et al. 2011; Shettleworth 2012a). In fact, with the evolution of 
sensory systems as adaptations to specialized environments, the capacity to process 
large amounts of sensory information increased and, with that, the power to create 
more complex physical realities.

If the ability of an organism to process information about its environment is a 
driving force behind evolution, then the more information a system, such as the 
brain, receives and the faster it can process this information, the more adequately it 
will be able to respond to environmental challenges and the better will be its chances 
of survival (Macphail and Bolhuis 2001; Roth and Dicke 2012; Hofman 2015). The 
limit to any intelligent system therefore lies in its abilities to process and integrate 
large amounts of sensory information and to compare these signals with as many 
memory states as possible, and all that in a minimum of time. It implies that the 
functional capacity of a neuronal structure is inherently limited by its neural archi-
tecture and signal processing time (see, e.g., Laughlin and Sejnowski 2003; Buzsáki 
et al. 2013). In this chapter, some of the organizational principles and operational 
modes will be explored that underlie the information processing capacity of the 
human brain, and it will be argued that the complexity of the cortical network cir-
cuitry is the neural correlate of cognition.

7.2  �Principles of Brain Evolution

If we assume that the cognitive capacity of complex organisms is the product of 
integrated sensory information processing and mental faculties, responsible for the 
planning, execution, and evaluation of intelligent behavior, variations among spe-
cies in cognition must in principle be observable in the neural substrate. In mam-
mals, especially in primates, the complexity of the neural circuitry of the cerebral 
cortex is considered to be the neural basis for the brain’s coherence and predictive 
power and, thus, a correlate of higher cognitive and perceptual functions (Gazzaniga 
et al. 2008; Wang 2010; Chittka et al. 2012).

The evolutionary expansion of the cerebral cortex, indeed, is among the most 
distinctive morphological features of mammalian brains. Particularly in species 
with large brains, and most notably in great apes and marine mammals, the brain 
becomes disproportionately composed of the cortical structure (Striedter 2005; 
Aboitiz and Montiel 2012; Smaers et al. 2012; Hofman 2014; Lewitus et al. 2014; 
Fig. 7.1). The volume of cortical gray matter, for example, expressed as a percent-
age of total brain volume increases from about 25% for insectivores to 50% for 
humans (Frahm et al. 1982; Hofman 1988), whereas the relative size of the entire 
cerebral cortex (including white matter) goes from 40% in mice to about 80% in 
humans (Hofman 1988; Azevedo et al. 2009; Herculano-Houzel 2009, 2012).

On the other hand, the relative size of the cerebellum remains constant across 
phylogenetic groups, occupying about 10–15% of the total brain mass in different 
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orders (Stephan et al. 1981). Comparative studies among four mammalian orders, 
including primates, have revealed that the absolute neuronal composition in the 
cerebral cortex covaries significantly with that of the cerebellum (Herculano-Houzel 
et al. 2008; Lent et al. 2012), showing that these two brain structures display coor-
dinated growth during phylogenesis in mammals.

Such a coordinated evolution of the cerebral cortex and cerebellum fits well with 
the recent clinical and experimental evidence suggesting an important role of the 
cerebellum in cognitive and affective functions, in close connection with cortical 
associative areas (for reviews, see Schmahmann 2010; MacLeod 2012; Barton and 

Fig. 7.1  Lateral views of the brains of some mammals to show the evolutionary development of 
the neocortex (gray). In the hedgehog almost the entire neocortex is occupied by sensory and 
motor areas. In the prosimian galago, the sensory cortical areas are separated by an area occupied 
by association cortex (AS). A second area of association cortex is found in front of the motor cor-
tex. In human beings these anterior and posterior association areas are strongly developed. A pri-
mary auditory cortex, AS association cortex, Ent entorhinal cortex, I insula, M primary motor 
cortex, PF prefrontal cortex, PM premotor cortex, S, primary somatosensory cortex, V primary 
visual cortex. Modified from Nieuwenhuys (1994)
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Venditti 2014). Although the cerebral cortex is not the only brain structure which 
was selected for in evolution for greater growth, as a result of growing environmen-
tal pressure for more sophisticated cognitive abilities, it has played a key role in the 
evolution of intelligence.

7.3  �Organization and Evolution of the Cerebral Cortex

The cerebral cortex forms as a smooth sheet populated by neurons that proliferate at 
the ventricular surface and migrate outward along radial glial fibers (for reviews, 
see Cheung et al. 2007; Rakic 2009). Differences in the duration of neurogenesis, 
which increases more rapidly with brain size for the cerebral cortex than for subcor-
tical areas (Charvet and Finlay 2014; Molnár et al. 2014; Suárez et al. 2014), lead to 
a systematic increase in the ratio of the cortical to subcortical regions. Whereas in 
small-brained species the cortical volume expands by virtue of a combined increase 
in surface area and cortical thickness, the increase of the cortical volume in species 
with a brain size of more than 3–4 cm3 is almost entirely due to a disproportionate 
expansion of the cortical surface area (Hofman 1989, 2012). It is the increase of the 
cortical surface area beyond that expected for geometrically similar objects of dif-
ferent volumes that creates the need for cortical folding (Hofman 1989, 2016; 
Razavi et al. 2015; Striedter et al. 2015; Fig. 7.2).

Cortical folding is not a random process. Instead, the folds that develop reflect 
the functional organization of the cortex, and form patterns that are remarkably 
consistent across individuals and even among some species. How this happens is not 
well understood. Although many developmental features and evolutionary adapta-
tions have been proposed as the primary cause of cortical folding, it is not evident 
that gyrification is reducible in this way (for a review, see Ronan and Fletcher 2015). 
There is now empirical evidence that suggests that the folding of the cerebral cortex 
is the product of a generalized mechanism, namely, the differential expansion of the 

Fig. 7.2  Lateral views of the brains of some anthropoid primates showing the evolutionary expan-
sion of the neocortex. Note the diverse configurations and gyral and sulcal patterns. Saimiri sciu-
reus: E = 22 g; Macaca mulatta: E = 95 g; Pan troglodytes: E = 420 g; Homo sapiens: E = 1350 g. 
Reproduced with permission from Hofman (2007)
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cortex. Mota and Herculano-Houzel (2012), for example, propose that cortical 
folding is driven by white matter connectivity. Specifically, they argue that the 
mechanical tension generated by the pattern of connectivity of fiber bundles travel-
ing through white matter may account for the observed pattern of cortical surface 
convolutions. The authors propose the degree of tension, taken as directly propor-
tional to the morphological characteristics of the fiber bundle (i.e., axonal length and 
average cross-sectional area and the proportion of efferent neurons), determines 
how much the cortical surface folds inward. This model is used to explain how sur-
face convolutions vary with brain size and how gray matter thickness varies.

During the past decades considerable progress has been made in explaining the 
evolution of the cerebral cortex in terms of physical and adaptive principles (see, 
e.g., Macphail and Bolhuis 2001; Lefebvre 2012; Roth and Dicke 2012; Isler and 
Van Schaik 2014). In addition, a quantitative approach to the comparative morphol-
ogy of the brain has made it possible to identify and formalize empirical regularities 
in the diversity of brain design, especially in the geometry of the cortex (Hofman 
1989, 2012, 2016; Changizi 2001, 2007; Clark et al. 2001). Analysis of the cerebral 
cortex in anthropoid primates, for example, revealed that the volume of the neocor-
tex is highly predictable from absolute brain size (Hofman 1989; Finlay and 
Darlington 1995; Zhang and Sejnowski 2000; Finlay et al. 2001; Hofman and Falk 
2012). The volume of the cortical gray matter, containing local networks of neurons 
that are wired by dendrites and mostly nonmyelinated axons, is basically a linear 
function of brain volume, whereas the mass of long-range axons, forming the under-
lying white matter volume, increases disproportionately with brain size. As a result, 
the volume of gray matter expressed as a percentage of total brain volume is about 
the same for all anthropoid primates.

The relative white matter volume, on the other hand, increases with brain size, 
from 9% in pygmy marmosets (Cebuella pygmaea) to about 35% in humans, the 
highest value in primates (Hofman 1989). The nonlinear nature of this process is 
further emphasized by plotting the relative volume of white matter as a function of 
brain size (Fig. 7.3). The high correlation between both variables ensures that the 
curve, and its confidence limits, can be used for predictive purposes to estimate the 
volume of white matter relative to brain volume for a hypothetical primate. The 
model, for example, predicts a white matter volume of about 1470  cm3 for an 
anthropoid primate with a brain volume of 3000 cm3 (Hofman 2001, 2012). In other 
words, in such a large-brained primate, white matter would comprise about half of 
the entire brain volume, compared to one-third in modern man.

Volumetric measurements of gray and white matter in the neocortex of anthro-
poid primates have shown that the “universal scaling law” of neocortical gray to 
white matter applies separately for frontal and non-frontal lobes and that changes in 
the frontal (but not non-frontal) white matter volume are associated with changes in 
other parts of the brain, including the basal ganglia, a group of subcortical nuclei 
functionally linked to executive control (Smaers et al. 2010; Sherwood et al. 2012). 
These comparative analyses indicate that the evolutionary process of neocorticaliza-
tion in primates is mainly due to the progressive expansion of the axonal mass that 
implements global communication, rather than to the increase in the number of 
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cortical neurons and the importance of high neural connectivity in the evolution of 
brain size in anthropoid primates.

Wen and Chklovskii (2005) have shown that the competing requirements for 
high connectivity and short conduction delay may lead naturally to the observed 
architecture of the mammalian neocortex. Obviously, the brain functionally benefits 
from high synaptic connectivity and short conduction delays. A magnetic resonance 
imaging study, furthermore, focusing specifically on the prefrontal cortex, has 
shown that the volume of the white matter underlying prefrontal areas is dispropor-
tionately larger in humans than in other primates (Schoenemann et  al. 2005). It 
suggests that the connectional elaboration of the prefrontal cortex, which mediates 
such important behavioral domains as planning, aspects of language, attention, and 
social and temporal information processing, has played a key role in human brain 
evolution.

7.4  �Design Principles of Neural Organization

Evolutionary changes in the cerebral cortex have occurred mainly parallel to the 
cortical surface (tangentially) and have been sharply constrained in the vertical 
(radial) dimension, which makes it especially well suited for the elaboration of mul-
tiple projections and mapping systems. A mosaic of functionally specialized areas 

Fig. 7.3  Relative white matter volume as a function of brain volume in anthropoid primates. 
Semilogarithmic scale. The proportion of white matter increases with brain size, from 22% in a 
monkey brain of 100 cm3 to about 65% in a hypothetical primate with a brain size of 10,000 cm3. 
Modified from Hofman (2001)
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has indeed been found in the mammalian cortex, some of the functions being 
remarkably diverse (Kaas 2000, 2012; Krubitzer 2007; Schoenemann 2006). At the 
lower processing levels of the cortex, these maps bear a fairly simple topographical 
relationship to the world, but in higher areas precise topography is sacrificed for the 
mapping of more abstract functions. Here, selected aspects of the sensory input are 
combined in ways that are likely to be relevant to the animal.

Using modern anatomical tracing methods, physiological recordings and map-
ping studies it has been established that each sensory modality is mapped several 
times in different areas, with about a dozen representations of the visual world and 
a half a dozen each of auditory inputs and somatosensory sensations. In fact, the 
maps differ in the attributes of the stimulus represented, in how the field is empha-
sized, and in the types of computations performed. Clearly, the specifications of all 
these representations mean that functional maps can no longer be considered simply 
as hard-wired neural networks. They are much more flexible than previously thought 
and are continually modified by feedback and lateral interactions. These dynamic 
changes in maps, which seem likely to result from local interactions and modula-
tions in the cortical circuits, provide the plasticity necessary for adaptive behavior 
and learning. Although primate species vary in the number of cortical areas, and in 
the patterns of connections within and between these areas, the structural organiza-
tion of their neocortex is remarkably similar (Young 1993; Hill et al. 2010; Preuss 
2011; Papo et al. 2014a, b).

The tremendous increase in the cortical surface without a comparable increase in 
its thickness during mammalian evolution has been explained in the context of the 
radial unit hypothesis of cortical development (for reviews, see Rakic 2007, 2009). 
According to this model, neocortical expansion is the result of changes in prolifera-
tion kinetics that increase the number of radial columnar units without changing the 
number of neurons within each unit significantly. Therefore the evolutionary expan-
sion of the neocortex in primates is mainly the result of an increase in the number of 
radial columns.

The widespread occurrence of these neocortical columns, furthermore, qualifies 
them to be considered as fundamental building blocks in neural evolution 
(Mountcastle 1997; Rockland 2010; Buxhoeveden 2012; Opris and Casanova 
2014). It has become evident that these cortical circuits integrate at higher levels of 
information processing, as a result of the hierarchical organization of the brain, thus 
enabling the system to combine dissimilar views of the world. The grouping of 
neurons into clusters that interact over short distances has been found to be charac-
teristic not only of the cerebral cortex but of subcortical structures as well, such as 
the thalamus and basal ganglia (Pay 1980; Mountcastle 1997). An important impli-
cation of this basic plan of brain organization is that functionally related subsets of 
cortical areas and subcortical nuclei could evolve independently of the development 
of other subsystems during evolution (Sherwood et al. 2008; Lefebvre 2012; Smaers 
and Soligo 2013). So if we seek the neural basis of cognition, including mind-like 
properties and consciousness, we can hardly localize it in a specific region of the 
brain, but must suppose it to involve all those regions through whose activity an 
organism is able to construct an adequate model of its external world, perhaps it 
may even encompass the entire neo- and subcortical network.
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7.5  �Neural Network Wiring

Although the details of the interpretation of the columnar organization of the 
neocortex are still controversial (for critical reviews, see Da Costa and Martin 
2010; Rockland 2010; Preuss 2001; DeFelipe 2015), it is evident that the poten-
tial for brain evolution results not from the unorganized aggregation of neurons 
but from cooperative association by the self-similar compartmentalization and 
hierarchical organization of neural circuits and the invention of fractal folding, 
which reduces the interconnective axonal distances. The human cerebral cortex, 
for example, contains about 20 billion neurons, which are interconnected via a 
massive yet highly organized network of axonal and dendritic wiring. This wiring 
enables both near and distant neurons to coordinate their responses to external 
stimulation. Understanding the organizing principles of cortical wiring, there-
fore, represents a central goal toward explaining human cognition and perception 
(see for example, Preuss 2011; Budd and Kisvárday 2013; De Reus et al. 2014; 
Wang and Liu 2014).

In the mammalian cerebral cortex, reciprocal connections between excitatory 
and inhibitory neurons are distributed across multiple layers, encompassing modu-
lar, dynamical, and recurrent functional networks during information processing. 
These dynamical brain networks are often organized in neuronal assemblies inter-
acting through rhythmic phase relationships. Accordingly, these oscillatory interac-
tions are observed across multiple brain scale levels, and they are associated with 
several sensory, motor, and cognitive processes. Recently Bosman and Aboitiz 
(2015) argued that there are functional constraints in the evolution of brain circuits 
and that these constraints may be the result of advantages that oscillatory activity 
contributes to brain network processes, such as information transmission and code 
reliability.

Network studies, using diffusion tensor imaging (DTI), have demonstrated that 
not only the neurons in the cerebral cortex are structurally and functionally highly 
organized but that it also holds for the wiring of the entire brain (Van den Heuvel 
and Sporns 2011; Wedeen et al. 2012; Van den Heuvel et al. 2016). The intercon-
necting white matter axonal pathways are not a mass of tangled wires, as thought for 
a long time, but they form a rectilinear three-dimensional grid continuous with the 
three principal axes of development. The topology of the brain’s long-range com-
munication network looks like a 3-D chessboard with a number of highly connected 
neocortical and subcortical hub regions. The development of new technologies for 
mapping structural and functional brain connectivity has led to the creation of com-
prehensive network maps of neuronal circuits and systems. The architecture of these 
brain networks can be examined and analyzed with a large variety of graph theory 
tools (for a review, see Sporns and Betzel 2016). It turns out that modularity is a key 
characteristic of brain networks across species and scales. Indeed, the modular 
organization of the primate neocortex may confer increased robustness and more 
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flexible learning, help to conserve wiring cost, and promote functional specializa-
tion and complex brain dynamics (Gómez-Robles et al. 2014).

The competing requirements for high connectivity and short conduction delay 
may lead naturally to the observed architecture of the human neocortex. Obviously, 
the brain functionally benefits from high synaptic connectivity and short conduction 
delays. The design of the primate brain is such that it may perform a great number 
of complex functions with a minimum expenditure of energy and material both in 
the performance of the functions and in the construction of the system. In general 
there will be a number of adequate designs for an object, which, for practical pur-
poses, will all be equivalent.

Recently I have shown that in species with convoluted brains, the fraction of 
mass devoted to wiring seems to increase more slowly than that needed to maintain 
a high degree of connectivity between the neural networks (Hofman 2014, 2016). 
These findings are in line with a model of neuronal connectivity (Deacon 1990; 
Ringo 1991) which says that as brain size increases there must be a corresponding 
fall in the fraction of neurons with which any neuron communicates directly. The 
reason for this is that if a fixed percentage of interconnections is to be maintained in 
the face of increased neuron number, then a large fraction of any brain size increase 
would be spent maintaining such degree of wiring, while the increasing axon length 
would reduce neural computational speed (Ringo et al. 1994). The human brain, for 
example, has an estimated interconnectivity of the order of 103, based on data about 
the number of neocortical columns and myelinated nerve fibers (Hofman 2012).

Herculano-Houzel et  al. (2010) have shown that in primates the mass of the 
white matter scales linearly across species with its number of nonneuronal cells, 
which is expected to be proportional to the total length of myelinated axons in the 
white matter. Decreased connectivity in the brain is compatible with previous sug-
gestions that neurons in the cerebral cortex are connected as a small-world network 
and should slow down the increase in global conduction delay in cortices with larger 
numbers of neurons (Sporns et al. 2004, 2007; Wang et al. 2008, De Reus et al. 
2014; Wang and Liu 2014).

Once the brain has grown to a point where the bulk of its mass is in the form of 
connections, then further increases (as long as the same ratio in interconnectivity is 
maintained) will be unproductive. Increases in number of units will be balanced by 
decreased performance of those units due to the increased conduction time. This 
implies that large brains may tend to show more specialization in order to maintain 
processing capacity. Indeed, an increase in the number of distinct cortical areas with 
increasing brain size has been reported (Welker 1990; Kaas 2000, 2012; Striedter 
2005). It may even explain why large-brained species may develop some degree of 
brain lateralization as a direct consequence of size. If there is evolutionary pressure 
on certain functions that require a high degree of local processing and sequential 
control, such as linguistic communication in human brains, these will have a strong 
tendency to develop in one hemisphere (Ringo et  al. 1994; Aboitiz et  al. 2003; 
Rilling 2014).
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7.6  �Neural Correlates of Consciousness

That consciousness depends on the function of the brain has been known from 
ancient times. Although detailed understanding of the neural mechanisms of con-
sciousness has not been achieved, correlations between states of consciousness and 
functions of the brain are possible. The emergence of computational theories of 
mind and advances in the understanding of neurophysiology have contributed to a 
renewal of interest in consciousness. Since the 1980s, there has been a great deal of 
investigation of the neural correlates of consciousness, which have led to a number 
of plausible suggestions about how such a theory might be developed. One such 
suggestion is that consciousness is an internal scanning or perception. Another is 
that it involves an explicit higher-order thought, i.e., a thought that one is in a spe-
cific mental state.

Consciousness and affective experience may have arisen concurrently in the evo-
lution of the nervous system, as a way to elaborate and extend the potential reach of 
instinctual urges, while new levels of cortical information processing and cognition 
promoted the ability of organisms to efficiently pursue goals essential to survival. In 
fact, affective experience, being an intrinsic brain function, cannot exist indepen-
dent of consciousness, since in essence it is something that exists as part and parcel 
of conscious perception (Zeman 2001, 2005; Baars 2005; Shettleworth 2012a).

The conscious representation of the world is likely to be widely distributed over 
many areas of the cerebral cortex and possibly over certain subcortical structures as 
well (Baars 2005; Fabbro et al. 2015). Crick and Koch (1998) postulated that only 
some types of specific neurons will express the neural correlate(s) of consciousness 
and that these neurons will probably be fairly close together and will all project 
roughly to the same place. An alternative hypothesis is that the neural correlate of 
consciousness is necessarily global (Greenfield 1995; Greenfield and Collins 2005). 
In its most extreme form, this would mean that, at one time or another, any neuron 
in the cortex and associated structures could be part of the neural correlate of con-
sciousness. Greenfield and Collins (2005) also argue that this raw, basic subjective 
state does not appear to be an exclusive property of the human brain. There is no 
obvious qualitative transformation in either the anatomy or the physiology of the 
central nervous system of human or nonhuman animals. Similarly, there is no clear 
ontogenetic line that is crossed as the brain grows in the womb, no single event or 
change in brain physiology, and certainly not at birth, when consciousness might be 
generated in an all-or-none fashion. A more plausible, and scientific, view of con-
sciousness might be therefore that it is not a different property of the brain but that 
it is a consequence of a quantitative increase in the complexity of the human brain: 
consciousness will grow as brains grow. Hence, consciousness is most likely to be a 
continuously variable property of the brain, in both phylogenetic and ontogenetic 
terms.

The neural correlate of consciousness is defined as the minimal set of neuronal 
events that gives rise to a specific aspect of a conscious percept (Crick and Koch 
2003; Tononi and Koch 2015). The cerebral cortex is probably the most suited part 
of the brain to look for this neural substrate, as it has very highly and specifically 
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interconnected neuronal networks, many types of excitatory and inhibitory interneu-
rons, and acts by forming transient coalitions of neurons, that is, assemblies of nerve 
cells, the members of which support one another. The dynamics of coalitions are not 
simple, as Crick and Koch (1990, 2003) have pointed out. In general, at any moment 
the winning coalition is somewhat sustained and embodies what an animal is con-
scious of. On the basis of experimental results in the macaque, Desimone and 
Duncan (1995) suggest that selective attention biases the competition among com-
peting cell assemblies, but they do not explicitly relate this idea to consciousness. 
Edelman and Tononi (2000) presented a theory of consciousness, based on the idea 
of a “dynamic core,” which resembles the coalition concept to a large extent. The 
dynamic core hypothesis, however, rejects the idea that there is a special subset of 
neurons that alone expresses the neural correlate of consciousness, a view which is 
also defended in the present essay.

Most of the theories of consciousness have the idea of competing assemblies of 
neurons in common. Consciousness depends on certain coalitions that rest on the 
properties of very elaborate neuronal networks. It is suggested that attention consists 
of mechanisms that bias the competition among coalitions, especially during their 
formation. Furthermore, the idea that the spatiotemporal dimensions of these nodes 
represent the neural correlates of mind is most appealing, as it suggests that con-
sciousness, being an integral part of the species’ problem-solving capacity, correlates 
to some extent with the degree of complexity of a nervous system. Therefore the 
search for the neural correlates of consciousness should be complemented by a search 
for its computational correlates (see, e.g., Atkinson et al. 2000; Zeman 2001, 2005).

7.7  �Evolutionary Models of Mind

Considering biological intelligence as the problem-solving capacity of an organism 
makes it possible to speak of degrees of intelligence and of its evolution from 
amoeba to man (Jerison 1991; Hofman 2003; Dicke and Roth 2016). It means that 
there are differences in the abilities of organisms to perceive and interpret the physi-
cal world. Biological intelligence can thus be conceived as to reflect the temporal 
and spatial complexity of the species’ niche, without referring, however, to the 
kinds of situations organisms encounter in everyday life (Reader et al. 2011; Roth 
and Dicke 2012; Isler and Van Schaik 2014). It is, in fact, a measure of capacity, 
independent of the way the capacity is used, and it may be treated as a trait for “ana-
genetic” rather than “cladistic” analysis (Gould 1976; Jerison 1985). It implies that 
when distantly related species are comparable in their problem-solving capacity, we 
should consider the species to be comparable in biological intelligence. Yet the near 
equality in intelligence may be based upon radically different adaptations. Since 
neural mechanisms and action patterns evolve in the contexts of the environments in 
which they are effective, and since species never occupy identical niches, many and 
various intelligences (in the plural) must have evolved in conjunction with evolving 
environments (Jerison 1985; Bouchard 2014).
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In theory, each ecological niche requires its own degree of biological intelli-
gence. That means that specific neural and sensorimotor adaptations always occur 
in relation to particular environments. A striking example is the mammalian brain, 
where the evolutionary changes in the balance of the sensory systems are the result 
of the adaptive radiation of species into many different ecological niches (Macphail 
and Bolhuis 2001; Striedter 2005; Hofman 2007; Allen 2009; Reader et al. 2011). 
These sensory systems, like any other biological feature, could evolve as a result of 
natural selection, because any subject that forms inadequate representations of out-
side reality will be doomed by natural selection.

In this view, cognitive systems and emotional phenomena can also be considered 
to be the result of interactions between genetic aptitude and natural environment, as 
they have a number of biologically useful functions: one is to keep track of the indi-
vidual’s whereabouts in the world by constructing a schematic model of reality 
(Churchland and Churchland 2002; Premack 2007). It is evident that the mind, as an 
emergent property of sufficiently complex living systems, has its evolutionary his-
tory like any other trait that increases adaptation to the environment and that its 
functions have increased with the evolution from simple to more complex systems 
(Sherwood et al. 2008; Roth 2013).

According to John Hughlings Jackson, in his famous Croonian lectures on the 
evolution and dissolution of the nervous system in The Lancet in 1884, the highest 
level of nervous function is the most complex, the most integrated, and the most 
widely interconnected expansive network of coordination of sensorimotor functions 
(see Gillett and Franz 2013). Hughlings Jackson therefore distanced the higher cen-
ters from purely reflex functions, as the former showed the least automatic or stereo-
typed of nervous processes, continually reorganizing themselves throughout life, to 
become “the organ of mind,” a dynamic and changing set of patterns of sensitivity 
and response.

The notion of evolution as passage from the most simple and automatic to the 
most complex and voluntary implies that in highly complex organisms, such as 
primates, behavior rather than environmental change may be the major driving force 
for evolution at the organismal level (Hofman 2003, 2015). Free-moving organisms, 
for example, can actively explore their environment and thus generate new selection 
forces that can modify the structures involved. Mayr (1982, p. 612) even argues that 
“many if not most acquisitions of new structures in the course of evolution can be 
ascribed to selection forces by newly acquired behaviors.” It might explain the dra-
matic evolutionary expansion of the human neocortex, being the region where both 
perception and instruction take place, where the external world is interpreted and 
modeled, and where concepts are formed and hypotheses tested, in short, where the 
physical world interacts with the mind.

One of the basic assumptions according to this hypothesis of the evolution of 
perceptual worlds is that each new system is modeled after a pre-existing one. Thus, 
human perceptual worlds involve some new developments beyond those of any 
other species, and these developments are logical extensions of those which evolved 
previously. The evolution of increasingly complex perceptual worlds may have 
reduced stereotyped behavior, thus enabling an animal to modify its behavior 
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according to its experience. Jerison in fact writes (Jerison 1973, p. 23) that “if the 
nature of the perceptual world defines a dimension of intelligence, the evolution of 
intelligence is to be sought in the changes among species with respect to their per-
ceptual worlds.” However, one should be aware, when defining intelligence, of the 
extent to which particular sensory capacities have been developed as species-
specific traits for life in a specialized niche. The implication is that integrative func-
tions of the brain, rather than the sensory modalities themselves, may best define 
intelligence. In particular the enlargement of the brain in mammals beyond the basal 
somatic requirements may be associated with the tendency to integrate all informa-
tion coming from different sensory systems by special intracortical networks.

Evolutionary psychology seeks to explain these evolved, functional characteris-
tics of the human mind through the lense of an explanatory framework where spe-
cial adaptive mechanisms are postulated to have been critical for hominin survival 
and reproductive success (Panksepp et  al. 2002). These “adaptive modules” are 
theoretical constructs unique to the human lineage and should be clearly distin-
guished from the spatiotemporally defined neural processing units of the cerebral 
cortex discussed in the previous sections (for a review, see Shettleworth 2012b). The 
existence of a variety of genetically inherited, “adaptive modules” is dubious at best 
when considered simultaneously with our current understanding of mammalian 
brain organization. Indeed, the organization of the cerebral cortex, which is com-
monly assumed to be a prime anatomical substrate for unique cognitive functions, 
exhibits no robust signs of localized anatomical specialization above and beyond 
specific sensory and motor connections, and their polymodal interactions.

Although adaptation of an organism to its environment is the chief process 
directing biological evolution with the evolution of intelligence organisms became 
more and more independent of their environments, by modifying the environments 
according to their needs. This process culminated in the evolution of mankind, 
which can be understood only as a result of the interaction of two kinds of evolution, 
the biological and the cultural (Herrmann et  al. 2007; Premack 2007; Hofman 
2015). Such considerations have led various authors to argue that the human brain 
can acquire a large variety of epigenetically derived functions via interactions of a 
limited number of evolutionary conserved affective/motivational systems (situated 
largely in subcortical areas) with a set of plastic general-purpose learning mecha-
nisms in the cerebral cortex (Panksepp and Panksepp 2000; Adolphs 2009). It does 
not mean that there are no special-purpose learning systems in the brain, such as 
fear learning, but the human cerebral cortex includes much more than a conglom-
eration of special-purpose learning mechanisms. It contains a neural architecture 
that can generate flexible features which may be best conceptualized as rewritable.

Cultural evolution, however, being the emergent result of the evolution of mind, 
cannot dispense with biological preconditions; it builds on biological facts and fac-
ulties. Though cultural evolution indeed presupposes biological evolution, it is not 
fully explicable in terms of theories and methods of the latter. In fact, cultural evolu-
tion has transgressed organic evolution and shows a certain autonomy (see, Donald 
1991; Hofman 2003, 2015). The special status of cultural heredity can be derived 
from the fact that most cultural innovations are devised precisely in order to meet 
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the environmental challenges or to improve our models of reality, whereas biologi-
cal evolution has a mindless, random character. It is appropriate, therefore, to distin-
guish adaptations to the environment due to cultural selection from those that take 
place by the selection of genotypes. Cultural inheritance, furthermore, is an infi-
nitely faster process than genetic inheritance, since it is based on the transmission of 
information through direct communication, and through books, the arts, and the 
media, which makes that a new scientific discovery or technical achievement, can 
be transmitted to the whole of mankind in less than one generation.

7.8  �Human Language and Cognition

The most peculiar phenomenon in human problem-solving is the manifestation of 
language and, in particular, that of its newly acquired functions (Macphail 1982; 
Deacon 1998, 2006; Roth 2013; Hauser et al. 2014; Lieberman 2015). While ani-
mals can communicate by expressing their inner state by means of their behavior 
and by signaling to congeners, (e.g., in case of danger), human beings are the only 
animals that are able to make true and false statements and to produce valid and 
invalid arguments. Some of these higher functions, however, have been ascribed to 
some nonhuman primates as well. It is evident that the role of human language is so 
important and pervasive that it is not possible to estimate human general intellectual 
capacity independent of linguistic capacity (Macphail 1982; Passingham 2008; 
Schoenemann 2012; Bolhuis et al. 2014; Hauser et al. 2014; Corballis 2015).

Despite its important role in human cognition the evolutionary history of lan-
guage still remains an enigma. Until recently it was widely held that language, and 
its left-hemispheric representation in the brain, were uniquely human, emerging 
quite recently in evolutionary terms after the emergence of Homo sapiens, some 
70,000–100,000 years ago (e.g., Berwick et al. 2013; Bolhuis et al. 2014). Changing 
views of language, however, suggest that it was not a recent and sudden develop-
ment in human evolution but that modern language is the product of a gradual 
coevolution of neurobiological and cultural-linguistic conditions, which took place 
since the genus Pan was separated from the hominin lineage about 4–6 million years 
ago (e.g., Deacon 1998; Falk 2004; Christiansen and Chater 2008, 2015; Pagel et al. 
2013; Levinson 2016). New genetic evidence and the interpretation in context of 
fossil and artifact discoveries shed light on this controversy (see, e.g., Hillert 2015). 
The data indicate that premodern language might have been already spoken by 
Homo erectus. However, the protolanguage that was used by these early hominins 
may have been different from modern language. In fact, the complex properties of 
modern language require not only cortical wiring for language-specific operations, 
“a language-ready brain,” but also a linguistic code related to complex concept for-
mation. There are now strong indications that these cultural-linguistic features 
coevolved along with genetic changes over a period of several million years.

Changes in the brain that permit the advantageous supplement of language acqui-
sition to perception and communication would have had obvious selective advan-
tages throughout the period of hominin evolution. It has hypothesized, therefore, that 
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the large size of the modern human brain results from demands made on the retrieval 
systems owing to the evolution of language (Popper and Eccles 1977; Macphail 
1982; Rilling 2014; Dicke and Roth 2016). The progressive accumulation of interac-
tions between environment (both physical and social), “conserved” subcortical sys-
tems, and the “general-purpose” cerebral cortex gave rise to a qualitatively different 
shade of mind—one that could communicate not merely with signs but in symbolic 
terms (Chomsky 2007; Bouchard 2013). On the other hand, we have seen that a 
language system—of the type found in humans—is not essential for consciousness. 
It is plausible that organisms, who do not possess a sophisticated language system, 
are aware of the external world. This is not to say, however, that language does not 
enrich consciousness or that it does not contribute to our model of reality.

If we assume that part of the basis of human speech is inherited in the DNA and 
that language is as much a biological as a cultural adaptation, then changes in the 
brain that permit the advantageous supplement of language acquisition to percep-
tion and communication would have had obvious selective advantages throughout 
the period of hominin evolution (Deacon 1998; Schoenemann 2012; Bouchard 
2013; Bolhuis et al. 2014). We may conceive human language, therefore, as a super-
organic form of adaptation, evolved not only as a cognitive adaptation contributing 
to the knowledge of reality of each individual but also as a means of sharing and, 
even more importantly, influencing states of mind among conspecifics. Indeed, 
because of language, human beings are not only able to construct individual repre-
sentations of the external world, but they can also contribute to and learn from col-
lective models of reality, that is, the cumulative experience of the whole of mankind. 
With its cognitive and linguistic skills, Homo sapiens tries to know its world and 
even exerts itself to the utmost to control it.

It is obvious that by virtue of language, human beings tend to have highly orga-
nized informational states of mind and, consequently, are excellent problem-solvers. 
But although knowledge of reality may be a necessary condition for survival, it is 
surely not enough: the degree of intelligence reached by a species does not deter-
mine the propensity of its reproductive success (Premack 2004; Bouchard 2013). 
This may be inferred from the indiscriminate elimination of millions of species 
through the eras, from ammonites to australopithecines. It means that though adapt-
ability increases with the evolution of biological intelligence, environmental catas-
trophes can always be fatal to a species. But not only external factors can threaten 
the existence of organisms; Homo sapiens, despite its impressive intellectual capac-
ities, might in the end become the victim of its own mind by, paradoxically, creating 
problems that it is then unable to solve.

7.9  �Concluding Remarks

All organisms are constantly engaged in solving problems and must therefore have 
fitting and relevant models of their specific environments in order to enhance their 
chances of survival. Consequently, the problem-solving capacity of a species is 
assumed to reflect the temporal and spatial complexity of its ecological niche. The 
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thesis presented here is that cognition can be considered to be a correlate of the 
problem-solving capacity of a species, manifesting itself in the complexity of the 
species’ model of reality. With the evolution of sensory systems as adaptations to 
specialized environments, the capacity to process large amounts of sensory infor-
mation increased and, with that, the power to create more complex physical reali-
ties. The processing of large amounts of information originating from the various 
sense organs, and the construction of complex models of reality require a neural 
system that selects, integrates, stores, and models. In other words, a system with 
mind-like properties that enables the organism to make sense of an otherwise cha-
otic world. But once we allow mind-like properties to come in, such as motivation, 
emotion, preference, and anticipation, we must allow that it is not only the hostile 
environment which plays an organizing or designing role in the evolution of higher 
cognitive functions but also the active search of an organism for a new ecological 
niche, a new mode of living.

Since the mind, prehuman and human, takes a most active part in evolution and 
especially in its own evolution, hominization and the evolution of our linguistic 
world may have begun as a cultural adaptation to new ecological niches. The pro-
cess probably started at the time of hominin divergence a few million years ago, as 
part of the cognitive and manipulative adaptation to what was in essence a more 
complex physical reality. In other words, some of the seemingly unique higher func-
tions of the human brain, such as language and other neuro-symbolic capacities, 
were not necessarily due to genetic selection and may have emerged epigenetically 
through learning and cultural experiences because of the dramatic expansion of the 
neocortex and its increased tendency to neural plasticity.

References

Aboitiz F, Montiel JF (2012) From tetrapods to primates: conserved developmental mechanisms in 
diverging ecological adaptations. Prog Brain Res 195:3–24

Aboitiz F, Lopez J, Montiel J (2003) Long distance communication in the human brain: timing 
constraints for inter-hemispheric synchrony and the origin of brain lateralization. Biol Res 
36:89–99

Adolphs R (2009) The social brain: neural basis of social knowledge. Annu Rev Psychol 
60:693–716

Allen JS (2009) The lives of the brain: human evolution and the organ of mind. Belknap, Cambridge
Atkinson AP, Thomas MSC, Cleeremans A (2000) Consciousness: mapping the theoretical land-

scape. Trends Cogn Sci 4:372–382
Azevedo FAC, Carvalho LRB, Grinberg LT, Farfel JM, Ferretti REI, Leite REP, Filho WJ, Lent R, 

Herculano-Houzel S (2009) Equal numbers of neuronal and nonneuronal cells make the human 
brain an isometrically scaled-up primate brain. J Comp Neurol 513:532–541

Baars BJ (2005) Global workspace theory of consciousness: toward a cognitive neuroscience of 
human experience. Prog Brain Res 150:45–53

Barton RA, Venditti C (2014) Rapid evolution of the cerebellum in humans and other great apes. 
Curr Biol 24:2440–2444

Berwick RC, Friederici AD, Chomsky N, Bolhuis JJ (2013) Evolution, brain, and the nature of 
language. Trends Cogn Sci 17:89–98

M.A. Hofman



163

Bolhuis JJ, Tattersall I, Chomsky N, Berwick RC (2014) How could language have evolved. PLoS 
Biol 12:e1001934. doi:10.1371/journal.pbio.1001934

Bosman CA, Aboitiz F (2015) Functional constraints in the evolution of brain circuits. Front 
Neurosci 9:303. doi:10.3389/fnins

Bouchard D (2013) The nature and origin of language. Oxford University Press, Oxford
Bouchard TJ (2014) Genes, evolution and intelligence. Behav Genet 44:549–577
Budd J, Kisvárday ZF (2013) How do you wire a brain? Front Neuroanat 7:14. doi:10.3389/

fnana.2013.00014
Buxhoeveden DP (2012) Minicolumn size and human cortex. Prog Brain Res 195:219–235
Buzsáki G, Logothetis N, Singer W (2013) Scaling brain size, keeping time: evolutionary preserva-

tion of brain rhythms. Neuron 80:751–764
Changizi MA (2001) Principles underlying mammalian neocortical scaling. Biol Cybern 

84:207–215
Changizi MA (2007) Scaling the brain and its connections. In: Kaas JH (ed) Evolution of nervous 

systems, vol 3. Academic, New York, pp 167–180
Charvet CJ, Finlay BL (2014) Evo-devo and the primate isocortex: the central organizing role of 

intrinsic gradients of neurogenesis. Brain Behav Evol 84:81–92
Cheung AF, Pollen AA, Tavare A, DeProto J, Molnár Z (2007) Comparative aspects of cortical 

neurogenesis in vertebrates. J Anat 211:164–176
Chomsky N (2007) Of minds and language. Biolinguistics 1:9–27
Chittka L, Rossiter SJ, Skorupski P, Fernando C (2012) What is comparable in comparative cogni-

tion? Philos Trans R Soc Lond B 367:2677–2685
Christiansen MH, Chater N (2008) Language as shaped by the brain. Behav Brain Sci 31:489–508; 

discussion 509–558
Christiansen MH, Chater N (2015) The now-or-never bottleneck: a fundamental constraint on 

language. Behav Brain Sci 14:1–52
Churchland PS, Churchland PM (2002) Neural worlds and real worlds. Nat Rev Neurosci 

3:903–907
Clark DA, Mitra PP, Wang SS-H (2001) Scalable architecture in mammalian brains. Nature 

411:189–192
Corballis MC (2015) What’s left in language? Beyond the classical model. Ann NY Acad Sci 

1359:14–29. doi:10.1111/nyas.12761
Crick F, Koch C (1990) Towards a neurobiological theory of consciousness. Semin Neurosci 

2:263–275
Crick F, Koch C (1998) Consciousness and neuroscience. Cereb Cortex 8:97–107
Crick F, Koch C (2003) A framework of consciousness. Nat Neurosci 6:119–126
Da Costa NM, Martin KAC (2010) Whose cortical column would that be? Front Neuroanat 4:16. 

doi:10.3389/fnana.2010.00016
De Reus MA, Saenger VM, Kahn RS, Van den Heuvel MP (2014) An edge-centric perspec-

tive on the human connectome: link communities in the brain. Philos Trans R Soc Lond B 
369:20130527. doi:10.1098/rstb.2013.0527

Deacon TW (1990) Rethinking mammalian brain evolution. Am Zool 30:629–705
Deacon TW (1998) The symbolic species: the co-evolution of language and the brain. Norton and 

Company, New York
Deacon TW (2006) Evolution of language systems in the human brain. In: Kaas J (ed) Evolution 

of nervous systems. The evolution of primate nervous systems. Academic, NewYork, pp 1–26
DeFelipe J (2015) The anatomical problem posed by brain complexity and size: a potential solu-

tion. Front Neuroanat 9:104. doi:10.3389/fnana.2015.00104
Desimone R, Duncan J (1995) Neural mechanisms of selective visual attention. Annu Rev Neurosci 

18:193–222
Dicke U, Roth G (2016) Neuronal factors determining high intelligence. Philos Trans R Soc Lond 

B 371:20150180. doi:10.1098/rstb.2015.0180
Donald M (1991) Origins of the modern mind: three stages in the evolution of culture and cogni-

tion. Harvard University Press, Cambridge

7  On the Matter of Mind

http://dx.doi.org/10.1371/journal.pbio.1001934
http://dx.doi.org/10.3389/fnins
http://dx.doi.org/10.3389/fnana.2013.00014
http://dx.doi.org/10.3389/fnana.2013.00014
http://dx.doi.org/10.1111/nyas.12761
http://dx.doi.org/10.3389/fnana.2010.00016
http://dx.doi.org/10.1098/rstb.2013.0527
http://dx.doi.org/10.3389/fnana.2015.00104
http://dx.doi.org/10.1098/rstb.2015.0180


164

Edelman GM, Tononi GA (2000) A universe of consciousness. Basic Books, New York
Fabbro F, Aglioti SM, Bergamasco M, Clarici A, Panksepp J  (2015) Evolutionary aspects 

of self and world consciousness in vertebrates. Front Hum Neurosci 9:157. doi:10.3389/
fnhum.2015.00157

Falk D (2004) Prelinguistic evolution in early hominins: whence motherese? Behav Brain Sci 
27:491–503

Finlay BL, Darlington DB (1995) Linked regularities in the development and evolution of mam-
malian brains. Science 268:1578–1584

Finlay BL, Darlington DB, Nicastro N (2001) Developmental structure in brain evolution. Behav 
Brain Sci 24:263–278

Frahm HD, Stephan H, Stephan M (1982) Comparison of brain structure volumes in Insectivora 
and primates. Part I Neocortex. J Hirnforsch 23:375–389

Gazzaniga MS, Ivry RB, Mangun GR (2008) Cognitive neurosciences: the biology of the mind, 
3rd edn. W.W. Norton, New York

Gillett G, Franz E (2013) John Hughlings Jackson: bridging theory and clinical observation. 
Lancet 381:528–529

Gómez-Robles A, Hopkins WD, Sherwood CC (2014) Modular structure facilitates mosaic evolu-
tion of the brain in chimpanzees and humans. Nat Commun 5:5469. doi:10.1038/ncomms5469

Gould SJ (1976) Grades and clades revisited. In: Masterton RB, Hodos W, Jerison HJ (eds) 
Evolution, brain and behavior: persistent problems. Erlbaum, Hillsdale, pp 115–122

Greenfield SA, Collins TF (2005) A neuroscientific approach to consciousness. Prog Brain Res 
150:11–23

Greenfield SA (1995) Journey to the centers of the mind. Freeman, New York
Hauser MD, Yang C, Berwick RC, Tattersall I, Ryan MJ, Watumull J, Chomsky N, Lewontin RC 

(2014) The mystery of language evolution. Front Psychol 5:401. doi:10.3389/fpsyg.2014.00401
Herculano-Houzel S (2009) The human brain in numbers: a linearly scaled-up primate brain. Front 

Hum Neurosci 3:31. doi:10.3389/neuro.09.031.2009
Herculano-Houzel S (2012) Neuronal scaling rules for primate brains: the primate advantage. Prog 

Brain Res 195:325–340
Herculano-Houzel S, Collins CE, Wong P, Kaas JH, Lent R (2008) The basic nonuniformity of the 

cerebral cortex. Proc Natl Acad Sci U S A 105:12593–12598
Herculano-Houzel S, Mota B, Wong P, Kaas JH (2010) Connectivity-driven white matter scaling 

and folding in primate cerebral cortex. Proc Natl Acad Sci U S A 107:19008–19013
Herrmann E, Call J, Hernandez-Lloreda MV, Hare B, Tomasello M (2007) Humans have 

evolved specialized skills of social cognition: the cultural intelligence hypothesis. Science 
317:1360–1366

Hill J, Inder T, Neil J, Dierker D, Harwell J, Van Essen D (2010) Similar patterns of cortical expan-
sion during human development and evolution. Proc Natl Acad Sci U S A 107:13135–13140

Hillert DG (2015) On the evolving biology of language. Front Psychol 6:1796. doi:10.3389/
fpsyg.2015.01796

Hofman MA (1988) Size and shape of the cerebral cortex in mammals. Part II. The cortical vol-
ume. Brain Behav Evol 32:17–26

Hofman MA (1989) On the evolution and geometry of the brain in mammals. Prog Neurobiol 
32:137–158

Hofman MA (2001) Brain evolution in hominids: are we at the end of the road. In: Falk D, Gibson 
KR (eds) Evolutionary anatomy of the primate cerebral cortex. Cambridge University Press, 
Cambridge, pp 113–127

Hofman MA (2003) Of brains and minds: a neurobiological treatise on the nature of intelligence. 
Evol Cogn 9:178–188

Hofman MA (2007) Brain evolution and intelligence in primates. In: Watanabe S, Hofman MA 
(eds) Integration of comparative neuroanatomy and cognition. Keio University Press, Tokyo, 
pp 33–53

Hofman MA (2012) Design principles of the human brain: an evolutionary perspective. Prog Brain 
Res 195:373–390

M.A. Hofman

http://dx.doi.org/10.3389/fnhum.2015.00157
http://dx.doi.org/10.3389/fnhum.2015.00157
http://dx.doi.org/10.1038/ncomms5469
http://dx.doi.org/10.3389/fpsyg.2014.00401
http://dx.doi.org/10.3389/neuro.09.031.2009
http://dx.doi.org/10.3389/fpsyg.2015.01796
http://dx.doi.org/10.3389/fpsyg.2015.01796


165

Hofman MA (2014) Evolution of the human brain: when bigger is better. Front Neuroanat 8:15. 
doi:10.3389/fnana.2014.00015

Hofman MA (2015) Evolution of the human brain: from matter to mind. In: Goldstein S, Naglieri 
JA, Princiotta D (eds) Handbook of intelligence: evolutionary theory, historical perspective and 
current concepts. Springer, New York, pp 65–82

Hofman MA (2016) The fractal geometry of the human brain: an evolutionary perspective. In: Di 
Ieva A (ed) The fractal geometry of the brain. Springer, New York, pp 169–186

Hofman MA, Falk D (eds) (2012) Evolution of the brain in primates. From neuron to behavior. 
Elsevier, Amsterdam

Hughlings Jackson J  (1884) Croonian lectures on the evolution and dissolution of the nervous 
system. Lancet 123:555–558

Isler K, Van Schaik CP (2014) How humans evolved large brains: comparative evidence. Evol 
Anthropol 23:65–75

Jerison HJ (1973) Evolution of the brain and intelligence. Academic, New York
Jerison HJ (1985) Animal intelligence as encephalization. Philos Trans R Soc Lond B 

308:21–35
Jerison HJ (1991). Brain size and the evolution of mind. In: The 59th James Arthur lecture on the 

evolution of the human brain. American Museum of Natural History, New York
Kaas JH (2000) Why is brain size so important: design problems and solutions as neocortex gets 

bigger or smaller. Brain Mind 1:7–23
Kaas JH (2012) The evolution of neocortex in primates. Prog Brain Res 195:91–102
Krubitzer L (2007) The magnificent compromise: cortical field evolution in mammals. Neuron 

56:201–208
Laughlin SB, Sejnowski TJ (2003) Communication in neural networks. Science 301:1870–1874
Lefebvre L (2012) Primate encephalization. Prog Brain Res 195:393–412
Lent R, Azevedo FAC, Andrade-Moraes CH, Pinto AVO (2012) How many neurons do you have? 

Some dogmas of quantitative neuroscience under revision. Eur J Neurosci 35:1–9
Levinson SC (2016) Turn-taking in human communication—origins and implications for language 

processing. Trends Cogn Sci 20:6–14
Lewitus E, Kelava I, Kalinka AT, Tomancak P, Huttner WB (2014) An adaptive threshold in mam-

malian neocortical evolution. PLoS Biol 12:e1002000. doi:10.1371/journal.pbio.1002000
Lieberman P (2015) The evolution of language. In: Goldstein S, Naglieri JA, Princiotta D (eds) 

Handbook of intelligence: evolutionary theory, historical perspective and current concepts. 
Springer, New York, pp 47–64

MacLeod C (2012) The missing link: evolution of the primate cerebellum. Prog Brain Res 
195:165–187

Macphail EM (1982) Brain and intelligence in vertebrates. Clarendon, Oxford
Macphail EM, Bolhuis JJ (2001) The evolution of intelligence: adaptive specializations versus 

general process. Biol Rev 76:341–364
Mayr E (1982) The growth of biological thought. Diversity, evolution and inheritance. Belknap, 

Cambridge
Molnár Z, Kaas JH, De Carlos JA, Hevner RF, Lein E, Nĕmec P (2014) Evolution and development 

of the mammalian cerebral cortex. Brain Behav Evol 83:126–139
Mota B, Herculano-Houzel S (2012) How the cortex gets its folds: an inside-out, connectivity-

driven model for the scaling of mammalian cortical folding. Front Neuroanat 6:3. doi:10.3389/
fnana.2012.00003

Mountcastle VB (1997) The columnar organization of the brain. Brain 120:701–722
Nieuwenhuys R (1994) The neocortex: an overview of its evolutionary development, structural 

organization and synaptology. Anat Embryol 190:307–337
Opris I, Casanova MF (2014) Prefrontal cortical minicolumn: from executive control to disrupted 

cognitive processing. Brain 137:1863–1875
Pagel M, Atkinson QD, Calude AS, Meade A (2013) Ultraconserved words point to deep language 

ancestry across Eurasia. Proc Natl Acad Sci U S A 110:8471–8476
Panksepp J, Panksepp JB (2000) The seven sins of evolutionary psychology. Evol Cogn 6:108–131

7  On the Matter of Mind

http://dx.doi.org/10.3389/fnana.2014.00015
http://dx.doi.org/10.1371/journal.pbio.1002000
http://dx.doi.org/10.3389/fnana.2012.00003
http://dx.doi.org/10.3389/fnana.2012.00003


166

Panksepp J, Moskal JR, Panksepp JB, Kroes RA (2002) Comparative approaches in evolutionary 
psychology: molecular neuroscience meets the mind. Neuro Endocrinol Lett 4(23):105–115

Papo D, Buldú JM, Boccaletti S, Bullmore ET (2014a) Complex network theory and the brain. 
Philos Trans R Soc Lond B 369:20130520. doi:10.1098/rstb.2013.0520

Papo D, Zani NM, Pineda-Pardo JA, Boccaletti S, Buldú JM (2014b) Functional brain net-
works: great expectations, hard times and the big leap forward. Philos Trans R Soc Lond B 
369:20130525. doi:10.1098/rstb.2013.0525

Passingham RE (2008) What is special about the human brain? Oxford University Press, New York
Pay RG (1980) Contextual organization of unitary information processes in the cortex by the thala-

mus and basal ganglia and the central control of attention. Int J Neurosci 11:249–277
Popper KR, Eccles JC (1977) The self and its brain. Springer, New York
Premack D (2004) Is language the key to human intelligence? Science 303:318–320
Premack D (2007) Human and animal cognition: continuity and discontinuity. Proc Natl Acad Sci 

U S A 104:13861–13867
Preuss TM (2001) The discovery of cerebral diversity: an unwelcome scientific revolution. In: 

Falk D, Gibson KR (eds) Evolutionary anatomy of the primate cerebral cortex. Cambridge 
University Press, Cambridge, pp 138–164

Preuss TM (2011) The human brain: rewired and running hot. Ann N Y Acad Sci 1225(Suppl. 
1):E182–E191

Rakic P (2007) The radial edifice of cortical architecture: from neuronal silhouettes to genetic 
engineering. Brain Res Rev 55:204–219

Rakic P (2009) Evolution of the neocortex: a perspective from developmental biology. Nat Rev 
Neurosci 10:724–735

Razavi MJ, Zhang T, Liu T, Wang X (2015) Cortical folding pattern and its consistency induced by 
biological growth. Sci Rep 5:14477. doi:10.1038/srep14477.

Reader SM, Hager Y, Laland KN (2011) The evolution of primate general and cultural intelligence. 
Philo Trans R Soc Lond B 366:1017–1027

Rilling JK (2014) Comparative primate neurobiology and the evolution of brain language systems. 
Curr Opin Neurobiol 28:10–14

Ringo JL (1991) Neuronal interconnection as a function of brain size. Brain Behav Evol 38:1–6
Ringo JL, Doty RW, Demeter S, Simard PY (1994) Time is of the essence: a conjecture that hemi-

spheric specialization arises from interhemispheric conduction delay. Cereb Cortex 4:331–343
Rockland KS (2010) Five points on columns. Front Neuroanat 4:22. doi:10.3389/fnana.2010.00022.
Ronan L, Fletcher PC (2015) From genes to folds: a review of cortical gyrification theory. Brain 

Struct Funct 220:2475–2483
Roth G (2013) The long evolution of brains and minds. Springer, New York
Roth G, Dicke U (2012) Evolution of the brain and intelligence in primates. Prog Brain Res 

195:413–430
Schmahmann JD (2010) The role of the cerebellum in cognition and emotion: personal reflections 

since 1982 on the dysmetria of thought hypothesis, and its historical evolution from theory to 
therapy. Neuropsychol Rev 20:236–260

Schoenemann PT (2006) Evolution of the size and functional areas of the human brain. Ann Rev 
Anthropol 35:379–406

Schoenemann PT, Sheehan MJ, Glotzer ID (2005) Prefrontal white matter volume is dispropor-
tionately larger in humans than in other primates. Nat Neurosci 8:242–252

Schoenemann, P.T. (2012) Evolution of brain and language. Prog Brain Res 195:443–459
Sherwood CC, Bauernfeind AL, Bianchi S, Raghanti MA, Hof PR (2012) Human brain evolution 

writ large and small. Prog Brain Res 195:237–254
Sherwood CC, Subiaul F, Zawidzki TW (2008) A natural history of the human mind: tracing evo-

lutionary changes in brain and cognition. J Anat 212:426–454
Shettleworth SJ (2012a) Fundamentals of comparative cognition. Oxford University Press, 

New York

M.A. Hofman

http://dx.doi.org/10.1098/rstb.2013.0520
http://dx.doi.org/10.1098/rstb.2013.0525
http://dx.doi.org/10.1038/srep14477.
http://dx.doi.org/10.3389/fnana.2010.00022.


167

Shettleworth SJ (2012b) Modularity, comparative cognition and human uniqueness. Philos Trans 
R Soc Lond B 367:2794–2801

Smaers JB, Soligo C (2013) Brain reorganization, not relative brain size, primarily characterizes 
anthropoid brain evolution. Proc R Soc Lond Ser B 280:20130269. doi:10.1098/rspb.2013.0269

Smaers JB, Dechmann DK, Goswami A, Soligo C, Safi K (2012) Comparative analyses of evolu-
tionary rates reveal different pathways to encephalization in bats, carnivorans, and primates. 
Proc Natl Acad Sci U S A 109:18006–18011

Smaers JB, Schleicher A, Zilles K, Vinicius L (2010) Frontal white matter volume in anthropoid 
primates. PLoS One 5:e9123. doi:10.1371/journal.pone.0009123

Sporns O, Betzel RF (2016) Modular brain networks. Annu Rev Psychol 67:19.1–19.28
Sporns O, Chilavo DR, Kaiser M, Hilgetag CC (2004) Organization, development and function of 

complex brain networks. Trends Cogn Sci 8:418–425
Sporns O, Honey CJ, Kötter R (2007) Identification and classification of hubs in brain networks. 

PLoS One 2:e1049. doi:10.1371/journal.pone.0001049
Stephan H, Frahm HD, Baron G (1981) New and revised data on volumes of brain structures in 

insectivores and primates. Folia Primatol 35:1–29
Striedter GF (2005) Principles of brain evolution. Sinauer, Sunderland
Striedter GF, Srinivasan S, Monuki ES (2015) Cortical folding: when, where, how, and why? Annu 

Rev Neurosci 38:291–307
Suárez R, Gobius I, Richards LJ (2014) Evolution and development of interhemispheric connec-

tions in the vertebrate forebrain. Front Hum Neurosci 8:497. doi:10.3389/fnhum.2014.00497.
Tononi G, Koch C (2015) Consciousness: here, there and everywhere? Philos Trans R Soc Lond B 

370, pii: 20140167. doi:10.1098/rstb.2014.0167
Van den Heuvel MP, Sporns O (2011) Rich-club organization of the human connectome. J Neurosci 

31:15775–15786
Van den Heuvel MP, Bullmore ET, Sporns O (2016) Comparative connectomes. Trends Cogn Sci 

20:345–361
Wang D, Liu H (2014) Functional connectivity architecture of the human brain: not all the same. 

Neuroscientist 20:432–438
Wang SS-H, Shultz JR, Burish MJ, Harrison KH, Hof PR, Towns LC, Wagers MW, Wyatt KD 

(2008) Functional trade-offs in white matter axonal scaling. J Neurosci 28:4047–4056
Wang X-J (2010) Neurophysiological and computational principles of cortical rhythms in cogni-

tion. Physiol Rev 90:1195–1268
Wedeen VJ, Rosene DL, Wang R, Dai G, Mortazavi F, Hagmann P, Kaas JH, Tseng WY (2012) 

The geometric structure of the brain fiber pathway. Science 335:1628–1638
Welker W (1990) Why does cerebral cortex fissure and fold? A review of determinants of gyri and 

sulci. In: Jones EG, Peters A (eds) Cerebral cortex, vol 8B. Plenum, New York, pp 23–136
Wen Q, Chklovskii DB (2005) Segregation of the brain into gray and white matter: a design mini-

mizing conduction delays. PLoS Comput Biol 1:617–630
Young MP (1993) The organization of neural systems in the primate cerebral cortex. Proc R Soc 

Lond B 252:13–18
Zeman A (2001) Consciousness. Brain 124:1263–1289
Zeman A (2005) What in the world is consciousness? Prog Brain Res 150:1–10
Zhang K, Sejnowski TJ (2000) A universal scaling law between gray matter and white matter of 

cerebral cortex. Proc Natl Acad Sci U S A 97:5621–5626

7  On the Matter of Mind

http://dx.doi.org/10.1098/rspb.2013.0269
http://dx.doi.org/10.1371/journal.pone.0009123
http://dx.doi.org/10.1371/journal.pone.0001049
http://dx.doi.org/10.3389/fnhum.2014.00497.
http://dx.doi.org/10.1098/rstb.2014.0167

	Chapter 7: On the Matter of Mind: Neural Complexity and Functional Dynamics of the Human Brain
	7.1 Introduction
	7.2 Principles of Brain Evolution
	7.3 Organization and Evolution of the Cerebral Cortex
	7.4 Design Principles of Neural Organization
	7.5 Neural Network Wiring
	7.6 Neural Correlates of Consciousness
	7.7 Evolutionary Models of Mind
	7.8 Human Language and Cognition
	7.9 Concluding Remarks
	References


