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Foreword

This fine collection of essays covers topics that are important for understanding how 
the brain evolved. In 1859, Charles Darwin wrote “On the Origin of Species” filled 
with data on the diversity of living species. We continue to appreciate this diversity. 
Even more than Darwin, we have learned to appreciate the stories told by fossils. 
Beginning with Cuvier in 1804, we discovered and expanded the fossil evidence of 
the brain’s evolution revealed in endocranial casts. The authors of the essays cover 
these topics, extending them with data on neuromorphology, brain–behavior rela-
tionships, and, of course, fossil endocasts in many species. Among the morphologi-
cal dimensions covered in this book are issues of network circuitry and their 
evolutionary diversification. Among the behavioral dimensions are differences in 
learning and performance in closely related and not so closely related species. The 
book also contains more specialized issues, such as social behavior, tool use, and 
emotionality.

Each essay has succeeded in covering its topic broadly and in depth. From Kei 
Yamamoto and Solal Bloch (Chap. 1), we learn important details on the variation in 
living fish and its significance for evolutionary analysis. They offer new perspec-
tives on the likely derivation of various behavior patterns. Toru Shimizu and col-
leagues (Chap. 2) review the variation and likely evolution of the brain in birds with 
new material that enables them to introduce useful hypotheses on the evolution of 
behavior. Jon Kaas (Chap. 3), similarly, reviews our knowledge of the origins of 
mammalian brains, with helpful insight into the variety of their organization, espe-
cially in primates. Christine Charvet, Chet Sherwood, and Emi Takahashi (Chap. 4) 
contribute a marvelous piece on the microevolution of brain circuitry.

The collection tells us where we are now and has many suggestions about the 
future of our field. A few words about my personal special interest in two of them: 
Kazuo Okanoya (Chap. 10) presents new data on the origins of sound-generating 
mechanisms, and Shigeru Miyagawa (Chap. 11) discusses his “parallel” model of 
language. My own doctoral research was on auditory cortex in monkeys, and I am 
now concerned with something close to Miyagawa’s models (Jerison 2012). I look 
forward to integrating their new work on speech and language and my own.
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Two chapters provide general theoretical approaches to brain evolution and cog-
nition: Gerhard Roth and Ursula Dicke (Chap. 6) and Michel Hofman (Chap. 7). 
Other chapters contribute more detailed views of the role of cognition and other 
brain–behavior connections that have evolved. Andrew Iwaniuk (Chap. 5) provides a 
broad evolutionary perspective in all vertebrate species. In Chap. 8, Yumiko Yamazaki 
and Atsushi Iriki review tool use, especially in primates, in neural and cognitive 
adaptations. Behavioral variations among great apes in social attention and its mea-
surement are the subject of the insightful Chap. 9 by Fumihiro Kano and Josep Call. 
There are, finally, excellent chapters on social and emotional evolution by Edmund 
Rolls (Chap. 12) and by Shigeru Watanabe and Yutaka Kosaki (Chap. 13).

The book will be of wide interest to students, scholars, and a variety of experts 
who are interested in keeping track of the new insights and discoveries that are 
emerging about the evolution of the vertebrate brain in relation to cognition and 
emotion. It provides a great background for our topic and reviews recent and older 
literature. The seasoned theoretical statements by these experts are bound to be 
helpful, and their discussions of new data suggest possibilities for new experiments 
and observations.

Reference 

Jerison HJ (2012) Digitized fossil brains: neocorticalization. Biolinguistics 6: 385–392

Harry J. Jerison
Department of Psychiatry and Biobehavioral Sciences

University of California, 
760 Westwood Plaza, Los Angeles, 

CA, 90095, USA

Foreword
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Chapter 1
Overview of Brain Evolution: Lobe-Finned 
Fish vs. Ray-Finned Fish

Kei Yamamoto and Solal Bloch

Abstract Bony jawed vertebrates (Osteichthyes) are divided into two groups, 
ray- finned fish (Actinopterygii) and lobe-finned fish (Sarcopterygii). The tetra-
pod (including mammals and birds) is a group of lobe-finned “fish” specialized in 
terrestrial life. Although the overall brain organization is conserved, significant 
differences exist within each brain region between Actinopterygii and 
Sarcopterygii. This chapter introduces a new view of the vertebrate brain organi-
zation; more particularly, we propose revised subdivisions in the anterior fore-
brain, which was revealed through comparative analyses between Actinopterygii 
and Sarcopterygii.

Behaviorally, some teleosts (a group of Actinopterygii) demonstrate higher order 
cognitive functions such as tool use or transitive inference. Moreover the “fish 
brains” are not necessarily simpler than tetrapod brains, and some teleost species 
have an enlarged pallium (dorsal telencephalon) as it is the case in amniotes. 
Nonetheless, the anatomical organization of the teleost brain is very different from 
that of the tetrapods, and there are many inconsistencies when we consider that 
these functional similarities are inherited from the common ancestor. It is possible 
that the nervous system is highly plastic during evolution, and more convergent 
evolution has taken place than is currently thought.

Keywords Forebrain • Pallium • Fish • Teleost • Tetrapod • Phylogeny • Evolution 
Convergent • Homology

K. Yamamoto (*) • S. Bloch 
Paris-Saclay Institute of Neuroscience (UMR 9197), CNRS, Université Paris-Sud,  
Université Paris-Saclay, Gif-sur-Yvette 91190, France 
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1.1  Introduction: Phylogenetic Relationships of Vertebrates

The brain is an enlarged region of the central nervous system (CNS) located in the 
head of bilaterian animals, which receives and processes information conveyed by 
sensory organs. The brain has evolved in different animal groups in bilateria, such 
as insects, annelids, and vertebrates.

Figure 1.1 shows a simplified phylogenetic tree of vertebrates. The living verte-
brates are divided into gnathostomes (jawed vertebrates) and cyclostomes-a group 
of agnathans (jawless vertebrates). Cyclostomes are the only group of living agna-
thans and consist of much fewer species (± 100 species, such as the lamprey and 
hagfish) than living gnathostomes (± 55,000 species). The gnathostomes consist of 
two large groups, Osteichthyes (bony fish, ± 54,000 species) and Chondrichthyes 
(cartilaginous fish, ± 1000 species). The group of Osteichthyes contains Sarcopterygii 
(lobe-finned fish, ± 27,000 species) and Actinopterygii (ray-finned fish, ± 27,000 
species; see Bally-Cuif and Vernier 2010).

It is important to point out that phylogenetic trees can be biased based on their 
layout and focus, which can be misleading for nonspecialists. For example, the 
overall vertebrate phylogeny is the same in the phylogenetic trees in Fig.  1.1. 
Figure 1.1a emphasizes the Osteichthyes and shows details of some sets of species 
included in this group, in particular the tetrapods. This does not mean that there are 
more animal groups in tetrapods. Alternatively, Fig. 1.1b shows more details of the 
Chondrichthyes.

Additionally, it is worth noticing that the term “fish” is generally used for aquatic 
animals without four limbs, but some “fish” such as lungfish are phylogenetically 
closer to tetrapods than to Actinopterygii. The tetrapod is indeed a group of lobe- 
finned “fish” specialized in terrestrial life (Fig. 1.1a).

This chapter aims at providing an overview of the brain of Osteichthyes. Due to 
space limitations, we will focus on the forebrain organization of teleosts and tetra-
pods, highlighting differences in the basic brain organization between Actinopterygii 
and Sarcopterygii. From a mammalian-centric point of view, the teleost brain is 
sometimes used as an example representing a primitive type of brain. However, 
mammals and teleosts belong to two different groups of Osteichthyes, and as their 
phylogenetic relationship indicates, the teleost brain does not represent the ancestral 
form of the mammalian brain.

K. Yamamoto and S. Bloch
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Fig. 1.1 Two different versions of the vertebrate phylogenetic tree. (a) A phylogenetic tree focus-
ing on the evolution of Osteichthyes (bony fish). Based on recent findings, it is hypothesized that 
two rounds of whole genome duplication (WGD) occurred before the gnathostomes-cyclostomes 
split (Smith et al. 2013). The teleost lineage went through an additional WGD. (b) A tree focusing 
on the evolution of Chondrichthyes (cartilaginous fish). This kind of phylogenetic tree representa-
tion is not commonly displayed, simply because we are used to the mammalian-centered point of 
view

1 Overview of Brain Evolution: Lobe-Finned Fish vs. Ray-Finned Fish
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1.2  Regionalization of the Brain

1.2.1  Brain Morphogenesis at Early Stages

In all vertebrates, the brain develops from a neural tube, a simple epithelium sur-
rounding a central lumen. The formation of the neural tube from the neural plate 
(neurulation) and its patterning are induced by morphogens, signaling molecules 
that are secreted from small cell populations called “signaling centers” or “organiz-
ers.” Different organizers are set up successively over time during early develop-
ment, with the “primary organizer” being fundamental for the primary neural 
induction. Although the mode of neurulation varies across species (Fig.  1.2a; 
Harrington et al. 2009), signaling molecules involved are shared among species, as 
is the case with bone morphogenetic proteins (BMP) secreted from the nonneural 
ectoderm and sonic hedgehog (Shh) secreted from the notochord. After the forma-
tion of the neural tube, BMP secreted from the roof plate and Shh secreted from the 
floor plate establish dorsoventral axis within the neural tube. The dorsal half influ-
enced by BMP is called the alar plate, whereas the ventral half influenced by Shh is 
called the basal plate (Fig. 1.2b).

Morphogens secreted from “secondary organizers,” local signaling centers 
formed later in the neuroepithelium, further refine the anteroposterior and dorsoven-
tral patterning of the neural tube. The isthmic organizer (IsO) secretes FGF8 and 
Wnt signals delineating the boundary between the midbrain and hindbrain. In the 
forebrain, the zona limitans intrathalamica (ZLI) secretes Shh, and the anterior neu-
ral ridge (ANR) secretes Fgf8 and Wnt antagonists (Fig.  1.2c; Echevarría et  al. 
2003; Vieira et al. 2010; Cavodeassi and Houart 2012). These secondary organizers 
are formed and positioned according to the differential expression of genes in adja-
cent territories. For example, differential expression of Otx and Gbx genes in the 
anterior and posterior parts of the brain is crucial for the positioning of the isthmic 
organizer, and the expression of Fezf2 and Irx genes specifies the position of the 
ZLI. The gradient distribution of the signaling molecules secreted from the organiz-
ers is critical for the determination of regional identity within the neural tube. 
Interactions between the morphogens and the expression of transcription factors 

Fig. 1.2 Neural tube development at early stages. (a) Variation in the neurulation process in amni-
otes such as mouse and chicken (a), Xenopus (b), and zebrafish (c). Although the neural tube is 
commonly formed from a neuroepithelial neural plate, there is morphological variation in their 
formation. The schematic drawing is modified from Harrington et al. (2009). (b) Neural tube stage. 
Once the neural tube is formed, neural crest cells located at the boundary of neural/non-neural 
ectoderm delaminate and migrate. Roof plate (RP) and floor plate (FP) secrete BMP and Shh, 
respectively, which refine the dorsal-ventral axis within the neural tube. The ventricular zone of the 
neural tube is a site of cell proliferation, and generated neurons migrate into the mantle following 
radial glial fibers. (c) A lateral view of a representative embryonic brain (rostral to the left) showing 
the location of secondary organizers secreting morphogens. The schematic drawing is modified 
from Suárez et al. (2014). ANR anterior neural ridge, AP alar plate, BP basal plate, FP floor plate, 
IsO isthmic organizer, RP roof plate, ZLI zona limitans intrathalamica

1 Overview of Brain Evolution: Lobe-Finned Fish vs. Ray-Finned Fish
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control, in a temporally and spatially regulated manner, the growth of the neuroepi-
thelium and the fate of the neural progenitors.

It has been accepted for a long time that the neural tube gives rise to three pri-
mary vesicles by differential proliferation of neuroepithelial territories. These are 
the forebrain (prosencephalon), the midbrain (mesencephalon), and the hindbrain 
(rhombencephalon) that is continuous with the spinal cord (the brain and spinal 
cord together are the CNS). Although a recent study has suggested that the existence 
of these initial three vesicles is not universal to all vertebrates (Ishikawa et al. 2012), 
most studies of brain development have been based on this trichotomy. The cere-
brum, optic tectum, and cerebellum in the mature brain are considered to be derived 
from the forebrain, midbrain, and hindbrain, respectively.

1.2.2  Diversity of Brain Morphology in Adults

There is a large diversity in the morphology of mature brains, with different parts of 
the brain being more or less enlarged depending on the species. The human brain is 
an example in which the cortical part of the forebrain (cerebral hemispheres) is 
extremely enlarged (Fig. 1.3a). The term “cerebrum,” which derives from a Latin 

Vagal
lobe

a b

Tectum

Telencephalon

Cerebellum

c d

1 cm 5 mm

5 mm 5 mm

Fig. 1.3 Variation in relative size of brain regions. The entire brain of human (a), mormyrid (b), 
pigeon (c), and goldfish (d) are shown from a lateral view (rostral to the left). Each animal has dif-
ferentially developed specific parts of the brain, which is probably a consequence of the adapta-
tion. (a–c) are modified from Ruiz i Altaba et al. (2002) and (d) is from Yamamoto and Ito (2005)

K. Yamamoto and S. Bloch
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word for the “brain,” is used to refer to the telencephalon, as it covers almost the 
entire brain in humans. The “cerebellum” (located in the hindbrain) means the “lit-
tle brain,” although in some animals, the “cerebellum” is not small. For example, 
mormyrids (electric fishes) possess a very large cerebellum covering almost the 
entire brain (Fig. 1.3b). In mammals, the major role of the cerebellum is to control 
body balance, coordination, and smooth/rapid movements, while in the mormyrid, 
it plays specialized roles in electroreception.

In some species of birds and teleosts, the midbrain roof called the tectum (Latin 
for “roof”) is particularly developed. It is often called the “optic tectum” since it 
receives massive inputs from the eyes (Fig. 1.3c). The large size of the optic tectum 
is correlated with the high visual capacities in many species of birds and teleosts. 
The homologous structure in mammals, the superior colliculus (Latin for “mound”), 
is much smaller and covered by the cerebrum. Indeed, the mammalian ancestors 
were adapted to nocturnal life, and olfaction became the dominant sensory system. 
This is still the case for many living mammals including mice, although primates 
have secondarily evolved elaborated visual systems.

In many vertebrates, the cerebrum (forebrain), optic tectum (midbrain), and cer-
ebellum (hindbrain) are three prominent dorsal bulges. In goldfish, there is an addi-
tional dorsal bulge (called the vagal lobe; Fig.  1.3d) in the brainstem. The term 
“brainstem” is used to refer roughly to the brain regions excluding the three dorsal 
bulges mentioned above. It contains cranial nervous and autonomic (visceral) 
sensory- motor centers critical for survival (respiration, heart-rate control, etc.). The 
vagal lobe in goldfish is an enlarged and highly laminated structure, which is a cen-
tral termination for gustatory afferents. The elaboration of the vagal lobe would be 
associated with their feeding behavior: The goldfish vacuums food with other par-
ticles and sort it out in the mouth (Finger 2008).

These outlined differences in brain structures among vertebrate groups are 
likely a consequence of evolutionary adaptation of each animal group to different 
environments.

1.2.3  Different Models of Forebrain Regionalization

How a simple neural tube develops into an elaborate brain has long been a major 
question for neuroanatomists and developmental biologists. Due to the difficulty of 
establishing a universal scheme of brain development throughout vertebrates, sev-
eral models have been proposed and modified over the years.

Based on classical embryology, the first three vesicles (the forebrain, midbrain, 
and hindbrain) are further divided into five vesicles. The hindbrain is subdivided 
into the myelencephalon (containing the medulla oblongata) caudally and the met-
encephalon (containing the cerebellum and pons) rostrally. The midbrain is consid-
ered to remain one division by itself. The forebrain is subdivided into the 
diencephalon caudally and the telencephalon rostrally. The diencephalon is further 
divided into the dorsal thalamus and the ventral hypothalamus, and the telencepha-
lon is further divided into the dorsal pallium and the ventral subpallium (Fig. 1.4a).

1 Overview of Brain Evolution: Lobe-Finned Fish vs. Ray-Finned Fish
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More recently, a neuromeric model of the brain development has been elaborated 
and accepted by many developmental biologists (Fig. 1.4b). Neuromeres are defined 
as transversal divisions which appear transiently in the developing neural tube, with 
the neuromeres in the rhombencephalon (rhombomeres) being well established. 
The rhombomeric segmentation is clearly observable and shaped by specific genetic 
and cellular mechanisms (Keynes and Lumsden 1990; Kiecker and Lumsden 2005), 
and each segment is named r1, r2, r3…, from rostral to caudal. The cerebellum is a 
bulge at the roof of r1, and nerve fibers of different cranial nerves (the sensory and 
motor innervation to the face) are organized along the rhombomeres.

The same idea was applied to the prosencephalon, and neuromeres in this region, 
termed prosomeres, were proposed based on morphological hallmarks and gene 
expression patterns (Puelles and Rubenstein 2003). In this view, the forebrain is 
subdivided into the posterior “diencephalon” whose development is influenced by 
the notochord and the anterior “secondary prosencephalon” (Fig. 1.4b). The dien-
cephalon is further divided into three prosomeres termed p1 (pretectum), p2 (thala-
mus), and p3 (prethalamus), from caudal to rostral. The so-called dorsal thalamus 
corresponds to p2, and the ventral thalamus corresponds to p3. In the mature amni-
ote brain, the dorsal thalamus is extremely enlarged and occupies the majority of the 
diencephalon. Due to this enlargement of the p2 and the cephalic flexure along 
amniote brain development, the rostral p3 is pushed ventrally, thus ultimately result-
ing in the p3 being located ventral to the p2. Although the hypothalamus was origi-
nally defined as a region which resides ventral to the thalamus (as the name 

Fig. 1.4 Different models for the subdivision of the anterior forebrain. (a–c) show representative 
vertebrate brains from a lateral view (rostral to the left) demonstrating three different models. (a) 
The columnar model in which the hypothalamus is considered to be the ventral half of the dien-
cephalon. (b) The prosomeric model, which was originally proposed by Puelles and Rubenstein in 
the early 1990s, and has been modified over time. In their models, the hypothalamus is proposed 
to be the ventral half of the most anterior part of the forebrain (secondary prosencephalon). (c) A 
new model proposed by Affaticati et al. (2015), in which the secondary prosencephalon is divided 
into three parts, the telencephalon, the hypothalamus, and the optic recess region (ORR). The blue 
dotted line indicates the level of the ventral view shown in (d). (d) A ventral view of zebrafish 
embryonic brains illustrating the morphogenesis along the ventricular organization, based on 
which the new model (shown in c) is proposed. The white dotted arrows in the left image indicate 
the direction of cell maturation, from proliferation to differentiation. The abutting Hu-positive 
mature neurons form the regional boundaries. Note that the presence of two hypothalamic ventri-
cles (LR and PR in the right diagram) is specific to teleosts, while other vertebrate groups have 
only one hypothalamic ventricle. ac anterior commissure, Hy hypothalamus, LR lateral recess, M 
mesencephalon, OR optic recess, ORR optic recess region, OS optic stalk, P pallium, p1 prosomere 
1, p2 prosomere 2, p3 prosomere 3, PO preoptic area, poc postoptic commissure, PR posterior 
recess, R rhombencephalon, SP subpallium, Tel telencephalon, Th thalamus
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“hypo”-thalamus indicates), it is now considered to be the most anterior part of the 
neural tube, occupying the ventral part of the secondary prosencephalon. In the 
embryonic brain, the subpallium is located anterior (instead of ventral) to the pal-
lium, and during the course of development, the pallium expands thus engulfing the 
subpallium.

This prosomeric model was established mostly based on the development of the 
mouse and chicken brains and it has subsequently been applied to other vertebrate 
species. The assumption is that the prosencephalon can be subdivided into common 
longitudinal/transversal segmentations throughout vertebrates (Fig.  1.4b). Gene 
expression patterns are often used to delineate subregions of the brain (genoarchi-
tecture) and to identify homologous brain regions. For example, the expression of 
Dlx genes was used as a marker of the subpallium, and the expression of Otp was 
used as a marker of the supraoptoparaventricular region (SPV; a part of the “alar 
hypothalamus”), and these genes were used to delineate the telencephalic/hypotha-
lamic border in the Xenopus brain (Domínguez et al. 2013).

However, when this model is applied to the teleost brain, borders delineated by 
gene expression do not always coincide with morphogenetic borders. A recent study 
analyzing the teleost (zebrafish) secondary prosencephalon proposed a change to 
the model in which the subdivision of the anterior forebrain (secondary prosen-
cephalon) is subdivided into three regions: the telencephalon, the hypothalamus, 
and the optic recess region (ORR) that is continuous with the eyes (Figs. 1.4c and 
1.5; Affaticati et al. 2015). This new view takes into consideration the morphoge-
netic process radially organized around the ventricles, and the ORR is defined as the 
region which develops around the optic recess (Fig. 1.4d). Importantly, the regional 
boundaries in this model are delineated by abutting differentiated neurons origi-
nated from different ventricular zones, which do not necessarily fit the boundaries 
of gene expressions (Figs. 1.4d and 1.5a, b). In amniotes, this ORR region would 
have been difficult to be identified due to its relatively small size compared to the 
enlarged telencephalon.

The identification of the ORR as a third morphogenetic unit between the telen-
cephalon and the hypothalamus resolves a previously unexplained inconsistency 
about regional identification, which will be outlined in the following section.

1.2.4  Implication of the New Model on the Anatomical 
Definition of the Anterior Forebrain

The ORR is flanked by the anterior commissure and the postoptic commissure, 
which are present throughout vertebrates (Suárez et  al. 2014). In the developing 
brain, the corresponding area has been identified as the “optic stalk (OS)” both in 
mouse and zebrafish (Shimamura et al. 1995; Wilson and Houart 2004). Until now, 
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the OS was not considered to be a distinct brain region (as represented by the blank 
between the telencephalon and the hypothalamus in Fig. 1.4b), but reexamination of 
this area suggests that the OS is indeed the ORR. Specifically, the gene expression 
patterns of the mammalian OS are similar to those in the zebrafish ORR (Marcus 
et al. 1999; Roy et al. 2013). Furthermore, studies of eye development show that the 
ORR develops around the optic recess after the optic vesicles evaginate to form the 
optic cups (Picker et al. 2009; Ivanovitch et al. 2013), suggesting that the ORR is a 
part of the eye field.

The new model also clarifies the homology of the Otp-dependent neuroendo-
crine cell population. In both amniotes and teleosts, several categories of neuroen-
docrine cells regulating pituitary functions are located in the territory expressing the 
transcription factor Otp. Based on the neurochemical and gene expression data, they 
are suggested to be homologous, but in amniotes, the area containing these neuro-
endocrine cells has been identified as the hypothalamus, whereas in teleosts, they 
are located in the preoptic area (PO; Herget et al. 2014; Biran et al. 2015). In the 
new framework proposed by Affaticati et al. (2015), these Otp-expressing neuroen-
docrine cells are located in the ORR both in amniotes and in teleosts (Fig. 1.5c, d; 
New model).

Indeed, in the mature teleost brain, the ORR corresponds to the PO. A structure 
named the PO is also present in tetrapods, however, the tetrapod PO does not exactly 
correspond to the same domain as the teleost PO (Fig. 1.5c, d). When the new model 
is applied to the tetrapod brain, the ORR includes domains that have been consid-
ered to be the “subpallial PO” and a part of the alar hypothalamus, thus reconciling 
this previous discrepancy.

Interestingly, this modification of regional boundaries has led to the shrinking of 
the “hypothalamus proper” in tetrapods, most notably in placental mammals. The 
idea that the hypothalamus of placental mammals is comparably smaller is not sur-
prising, since the mammalian hypothalamus lacks the cerebrospinal fluid (CSF)-
contacting cell population which is present in the hypothalamic region of all other 
vertebrates. The CSF-contacting cells are located along the periventricular zones 
and extend processes to contact the CSF. They are abundant in the hypothalami of 
Actinopterygii, Chondrichthyes (cartilaginous fishes), and cyclostomes (jawless 
vertebrates), but much less numerous in tetrapods, and are completely lost in pla-
cental mammals (Smeets and Reiner 1994; Vígh et al. 2004). Thus it is possible that 
there are some important hypothalamic functions which have never been addressed 
because these cells do not exist in mammals.

In teleosts, the CSF-contacting cell populations are organized around two ven-
tricular systems: the lateral recess and the posterior recess (Fig. 1.4d), while there is 
only one ventricle in the hypothalamus of tetrapods. Due to such large differences 
in basic organization, one-to-one homology of the hypothalamic cell populations 
between tetrapods and teleosts requires careful verification.

1 Overview of Brain Evolution: Lobe-Finned Fish vs. Ray-Finned Fish
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Fig. 1.5 A new model solving the discrepancies of homology in the current model. A frontal view 
of the anterior forebrain in mouse (a and c) and zebrafish (b and d). In each brain section, the left 
half shows the regional boundary proposed in the current prosomeric model, and the right half 
shows the one in the new model proposed by Affaticati et al. (2015). (a, b) The color code repre-
sents gene expression data in mouse (a) and zebrafish (b). In the current view (left half of the 
brain), the ventral limit of the telencephalon is often delineated by the expression of Dlx2 (the 
arrow head) or Foxg1 (the arrow), but the two borders do not coincide (which is more prominent 
in b than in a). In the proposed model, regional boundaries are delineated by abutting differentiated 
neurons, and they do not necessarily correspond to the limit delineated by gene expression. (c, d) 
Proposed regional identity in mouse (c) and zebrafish (d). In the current model established in 
amniotes (left half of the brain in c), the preoptic area (PO) is considered to be a part of the subpal-
lium due to the expression of Foxg1 or Dlx genes, and Otp-dependent neuroendocrine cells are 
considered to be located in the hypothalamus. In teleosts, the area called the PO contains the otp- 
dependent neuroendocrine cells. In the new model, it corresponds to the optic recess region (ORR). 
Considering the Otp-positive area in mouse as the ORR solves the discrepancy of the homology of 
neuroendocrine cell population between amniotes and teleosts
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1.3  Basic Organization of the Pallium

1.3.1  Enlargement of the Pallium in “Intelligent” Species

Humans have an enlarged neocortex (a part of the pallium with six-layered cytoar-
chitecture), and thus the evolution of cognition has been associated with the evolu-
tion of the cortical structure. However, some birds like corvids and parrots show 
cognitive capacities equivalent to those of primates, although their pallia do not 
have layered cytoarchitecture similar to mammals. Their abilities have been 
described as “insight-related cognition,” which includes object permanence, theory 
of mind, mental time travel, and using/manufacturing tools (Kirsch et al. 2008).

While it is less widely known, some teleost species, such as cichlids and wrasses 
(Labridae), also exhibit similar cognitive abilities. For example, a tool use-like 
behavior has been observed in the sixbar wrasse (Thalassoma hardwicke; Pasko 
2010). Male cleaner wrasses (Labroides dimidiatus) are capable of adjusting the 
strength of punishment according to the behaviors of partner females (Raihani et al. 
2012). Studies in cichlids (Astatotilapia burtoni) have revealed that they can exhibit 
logical thinking such as transitive inference in which known relationships are used 
to deduce unknown ones (e.g., “if A is larger than B and B is larger than C, then A 
is larger than C”; Grosenick et al. 2007).

There is a remarkable trend that the species displaying such “higher-order cogni-
tions” possess an enlarged pallium (Fig.  1.6). Thus the evolution of the pallium 
would be largely responsible for the evolution of cognition. For this reason, this 
chapter mainly discusses the evolution of the forebrain, with a particular focus on 
the pallium.

In line with this theory, amphibian pallia are relatively simple with a tube-like 
structure, and there is no amphibian species known to show such higher cognitive 
abilities. Since the lungfish and coelacanth (sister groups of tetrapods; see Fig. 1.1a) 
also have a pallium similar to amphibians, the simple tube-like pallium may be 
close to the situation of the stem Sarcopterygii.

1.3.2  The Pallium as an Integration Center

Accumulation of hodological (connectivity) and behavioral studies has revealed 
that the functional organization of the avian pallium is similar to the mammalian 
cortex, although it is not organized in layers. A detailed description of the mamma-
lian and avian pallia is beyond the focus of this chapter since these structures will 
be the focus of following chapters of this book. Yet we will briefly describe their 
common functions to provide some overview on the general functions of the pal-
lium (Fig. 1.7a). It is important to keep in mind that most studies in nonmammals 
are interpreted by comparing with mammalian data.
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Both in mammals and birds, modal-specific sensory information is conveyed to 
the pallium via specific thalamic nuclei (Butler 1994a, b), with the exception of olfac-
tory inputs, in which the piriform cortex receives direct projections from the main 
olfactory bulb. All these sensory information is processed in the secondary or higher-
order areas.

Autonomic/visceral-related brain areas are collectively called the limbic system, 
and the amygdala and the hippocampus are often considered to be part of it. In mam-
mals, the amygdala is thought to be a key component of the emotional response, based 
on its involvement in fear conditioning and aggressive behaviors. A well- studied 
mechanism underlying such amygdala functions is an association between uncondi-
tioned and conditioned stimuli. In birds, an amygdala-like pallial area is found (Zeier 
and Karten 1971; Cohen 1975), but the homology is controversial. The dorsomedial 
edge of the pallium is identified as the hippocampus both in mammals and birds, 
based on several hodological and functional similarities: the connections with the 
hypothalamus and the septum (Krayniak and Siegel 1978a, b; Casini et al. 1986), the 
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Fig. 1.6 Variation in relative size of the pallium within each animal group. Frontal sections of the 
telencephalon in some species of mammals, sauropsids, amphibians, and teleosts are shown. The 
dotted lines indicate the boundary between the pallium and the subpallium. The basic organization 
of the telencephalon is shared in the same animal group, but the relative size of the pallium (shaded 
dorsal part) compared to the subpallium (non-shaded ventral part) varies. For example, extreme 
enlargement of the pallium is found in species of primate, corvid, and wrasse
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existence of long-term potentiation (LTP; Margrie et al. 1998), and the involvement in 
spatial learning and memory (Sherry et al. 1989; Bingman and Yates 1992).

In the mammalian brain, the prefrontal cortex is a center for executive functions. 
Birds also possess an executive area, which is interconnected with and regulates 
various pallial areas, such as the sensory, limbic, and motor-like areas (Güntürkün 
2005a, b). Many animals possess emotions such as aggression, but only some spe-
cies have the ability to control these emotions. The evolution of connectivity 
between limbic areas and the executive area is critical for emotional control.

Although the projection patterns of sensory inputs and motor outputs outside of 
the pallium in amphibians are relatively similar to those found in mammals and 
birds, the functional organization of pallial components in amphibians are less 
developed than in amniotes (Fig. 1.7a). The majority of the sensory inputs terminate 
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Fig. 1.7 Similar functional connectivity in different groups of vertebrates. (a) A simplified diagram 
showing inputs and outputs related to the pallium. The black color indicates the connectivity or brain 
areas also shared in amphibians, while the gray color indicates those not found in amphibians. Here 
visual pathways are shown as an example of modal-specific sensory afferents to the pallium. Two 
parallel afferents are found, the collopathway (“collo” represents the colliculus, which is relayed via 
the midbrain roof) and lemnopathway (“lemno” represents lemniscal inputs, but the term is generally 
used to refer non-collicular inputs). Dopaminergic (DA) projection from the mesencephalon (A9/A10) 
to the striatum is critical for the basal ganglia (BG) function in tetrapods. Note that many pallial com-
ponents found in amniotes are not found in amphibians. (b) A diagram showing teleost data compa-
rable with a. In teleosts, the presence of the two parallel pathways is not clear in many species, and the 
majority of sensory projections to the pallium are relayed via the preglomerular nucleus (PG) instead 
of the thalamus. There is no DA neuron in the mesencephalon, and it is suggested that some forebrain 
DA cells project to the telencephalon. The BG organization has not been investigated in teleosts
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in the striatum (subpallium), and it is thus possible that the sensory motor integra-
tion is mainly performed at the level of the striatum instead of in the pallium.

In contrast to amphibians, the teleost pallium receives prominent sensory inputs of 
different modalities (visual, auditory, olfactory, lateral line, etc.; Fig. 1.7b; Yamamoto 
et al. 2007). Although they are often compared to the primary sensory areas in mammals 
(Ito and Yamamoto 2009), it is unlikely that these similar pathways are inherited from the 
common ancestor of Osteichthyes. A prominent difference between teleost and tetrapod 
sensory pathways is that the major sensory relay nuclei are not located in the dorsal thala-
mus but in another nuclear complex located ventrally named the preglomerular nucleus. 
Additionally, the importance of the optic tectum for visual processing in teleosts is much 
higher than in mammals. This is most prominent at early larval stages when telence-
phalic afferents are not fully developed. For example, a motor choice depending on “prey 
or predators” is performed using relatively simple tectal circuitry, based on the size of the 
object covering the retinal field (Del Bene et al. 2010). Such visual-motor processing at 
the level of the tectum is comparable to the circuitry involved in saccade (unconscious 
adjustment of eye movement following the detection of motion) in mammals, and is 
completely distinct from voluntary movements involving the pallium.

In addition to sensory inputs, hippocampal-like and amygdala-like functions 
have been reported in goldfish (Rodriguez et al. 2002; Portavella et al. 2004), but 
little is known about how information is processed within the pallium (Fig. 1.7b).

Interestingly, a recent study suggests that zebrafish possess a pallial area involved 
in context-dependent retrieval of remote memory (Aoki et al. 2013), which is an 
executive-like function. Some teleost species possess behavior/cognitive repertories 
as elaborate as some amniotes; thus, it is conceivable that an executive area might 
be present in teleosts.

1.3.3  Anatomical Organization of the Pallium  
and Questions of Homology

Since the mammalian pallium can be divided into four cytoarchitectonically distinct 
parts, consisting of the tri-layered hippocampal formation, piriform (olfactory) cor-
tex, the six-layered neocortex (also known as isocortex), and non- layered nuclear 

Fig. 1.8 A different organization of the pallium between the Actinopterygii and Sarcopterygii. (a) 
Schematic drawing of the telencephalon in Holmgren (1925), the Sarcopterygii on the left and the 
Actinopterygii on the right. It has long been believed that the pallial organization in Actinopterygii 
is an inverted version of that in Sarcopterygii. Based on this theory, the piriform pallium (pp; indi-
cated in gray) originates from the ventral end of the pallium in both Sarcopterygii and Actinopterygii. 
(b) Schematic diagram modified from Dirian et al. (2014) showing the development of the pallium 
in zebrafish. The lateral and posterior zones of the teleost pallium (Dl and Dp; indicated in gray) are 
formed from the dorsal tip of the pallium, and neurogenesis of this region starts much later than the 
medial part of the pallium. Dl lateral zone of the dorsal telencephalic area, Dp posterior zone of the 
dorsal telencephalic area, gp general pallium, hp. hippocampal pallium, pp. piriform pallium
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complex including the amygdala, comparative neuroanatomists have been examin-
ing non-mammalian pallial regions to identify the equivalent of each of these pallial 
components. Particularly, it has been a long-standing question to identify the neo-
cortex homolog in non-mammalian species as it relates to the evolution of cogni-
tion. Due to the morphological diversity of pallia in vertebrates, the homology of 
the pallial subdivisions is still controversial among comparative neuroanatomists.

1.3.3.1  Three Classical Subdivisions: The Hippocampal,  
General, and Piriform Pallia

Based on observations of the pallium in various vertebrate species, Holmgren iden-
tified three pallial subdivisions: the hippocampal pallium (hp), general pallium (gp), 
and piriform pallium (pp; Fig. 1.8a; Holmgren 1922, 1925). The piriform pallium 
contains a superficial cortical structure (the piriform cortex) and a deep nuclear 
structure (the piriform lobe) containing the claustrum/amygdala complex. In recent 
literature, the hp, gp, and pp are more commonly called the medial pallium (MP), 
dorsal pallium (DP), and lateral pallium (LP), reflecting their topology in the pal-
lium of Sarcopterygii. Regardless of which terms are applied, it has been accepted 
that the presence of the three subdivisions is the “morphotype” (a model comprising 
the characteristics believed to have been present in common ancestors) of the verte-
brate pallium (Northcutt 1995).

Notably, the amphibian pallium has a simple tube-like structure, which is subdi-
vided into the medial, dorsal, and lateral pallia, the same terminology applied to the 
vertebrate morphotype. In this chapter, the amphibian structures will be abbreviated 
with lowercase letters “mp, dp, and lp” to distinguish from the vertebrate morphotype 
subdivisions. In the time of Holmgren (1925), they were considered to have a one-to-
one correspondency. However hodological studies have revealed that the olfactory 
projections extend to dp, and the “cortical-like” projection patterns (inputs from the 
thalamus and distal output projections) are found more in mp than dp (Fig. 1.9a; 
amphibian). Thus the proposed hypothesis of homology is quite confusing, with the 
mp in amphibians being homologous to the MP/DP in mammals, and the dp/lp in 
amphibians being homologous to the LP in mammals (Bruce and Braford 2009).

In most vertebrates including Sarcopterygii, the telencephalon develops via a pro-
cess termed evagination. In this process, the central lumen of the neural tube enlarges 
to form two lateral ventricles (Fig. 1.8a; left). In Actinopterygii, the lateral ventricles 
are not formed, since the roof of the neural tube elongates outward wrapping over 
the pallium. This way of morphogenesis has been called “eversion” (Fig. 1.8a; right). 
In the classical eversion theory, the medio-lateral organization of the pallium in 
Actinopterygii is inverted from that in Sarcopterygii (compare the position of hp and 
pp in Fig. 1.8a).

Based on topological location, the nomenclature of the teleost pallial subdivi-
sions is as follows (with the “D” referring to the dorsal telencephalic area): Dl is the 
lateral zone of the pallium, Dm is the medial zone, Dc is the central zone, Dd is the 
dorsal zone, and Dp is the posterolateral zone (Figs. 1.8b and 1.9a teleost; Wullimann 
et al. 1996). A set of studies in several teleost species have demonstrated that the 
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Fig. 1.9 Comparison of functional, hodological, and gene expression data in cytoarchitectonically 
different pallia. (a) Schematic drawing of frontal sections of mature brains showing pallial areas 
with functional/hodological properties similar to the mammalian hippocampus, neocortex, piri-
form cortex, and amygdala. The pallial homology has classically been proposed using these sets of 
data. (b) Schematic drawing of frontal sections of developing brains showing the expression of 
Emx1 in mouse, chick, and frog. A large part of the ventral DVR in chick is Emx1 negative, but 
otherwise, the expression is a dorsal to ventral gradient. The emx1 gene is known to be expressed 
in the teleost pallium, but an emx1-negative area in the developing pallium has never been demon-
strated. (c) Proposed modification of the concept of pallial subdivisions. We propose that there is 
no distinct subdivision within the pallium. The topology is not a critical factor for determining the 
pallial properties, and any part of the pallium has potential to generate hippocampal-like, cortical-
like, piriform-like, and amygdala- like characteristics during evolution. Amy amygdala, Ctx neocor-
tex, Dc central zone of the dorsal telencephalon, Dd dorsal zone of the dorsal telencephalon, Dm-d 
medial zone of the dorsal telencephalon (dorsal part), Dm-v medial zone of the dorsal telencepha-
lon (ventral part), Dl-d lateral zone of the dorsal telencephalon (dorsal part), Dl-v lateral zone of 
the dorsal telencephalon (ventral part), DP dorsal pallium, dp dorsal pallium (amphibian struc-
ture), Dp posterior zone of the dorsal telencephalon, H hyperpallium, Hp hippocampus, LP lateral 
pallium, lp lateral pallium (amphibian structure), lp-v ventral part of the lateral pallium (amphibian 
structure), M mesopallium, MP medial pallium, mp medial pallium (amphibian structure), N nido-
pallium, Pir piriform cortex, PSB pallial-subpallial boundary
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sensory-recipient areas are largely distributed throughout the pallium. For example, 
visual inputs terminate in the Dl, auditory inputs in the Dm, and olfactory inputs in 
the Dp (Fig. 1.9a; teleost left; Yamamoto et al. 2007).

Other sets of studies in goldfish have indicated that a hippocampal-like function 
resides in Dl (involved in spatial learning; Rodriguez et al. 2002) and an amygdaloid- 
like function resides in Dm (involved in aversive learning; Portavella et al. 2004; 
Fig. 1.9a; teleost right). Although a medio-dorsal part of the pallium is also involved 
in spatial learning (Saito and Watanabe 2006; Fig. 1.9a; teleost right), a simplified 
hypothesis that the Dl is hippocampal and the Dm is amygdaloid has been widely 
accepted, because it fits better to the eversion theory (Mueller et al. 2011).

However, a recent cell lineage study in zebrafish suggests that the developmental 
process of the teleost pallium does not go through the “eversion” process as previ-
ously believed. Cell lineage tracing demonstrated that the lateral part of the zebrafish 
pallium containing both Dl and Dp originates from the dorsal tip of the embryonic 
pallium (Fig. 1.8b; gray zones) at a later time point than the medial part (Dirian et al. 
2014). If Dp (the primary olfactory area in teleosts) is regionally homologous to the 
piriform cortex in mammals, it is expected to originate from the ventral part of the 
pallium close to the subpallium (Fig. 1.8a; gray zones). Overall, this suggests that 
the eversion theory, and accordingly the hypothesis of pallial homology between 
Sarcopterygii and Actinopterygii, needs to be reevaluated.

It is also important to point out that Dl and Dm are well developed in certain 
teleost species and can be further subdivided (Fig. 1.9a; teleost). They both contain 
sensory-recipient (cortical-like) areas and hippocampal-like/amygdala-like areas, 
respectively.

To summarize, although the amphibian and teleost pallia both have three to four 
cytoarchitectonic subdivisions, they do not fit the hypothetical MP/DP/LP morpho-
type divisions in a simple one-to-one manner.

1.3.3.2  The Fourth Subdivision: The Ventral Pallium

Based on the absence of the expression of the transcription factor Emx1 within the 
LP, another subdivision, the ventral pallium (VP), was later added to the three clas-
sical ones (Fernandez et al. 1998; Puelles et al. 2000). Notably, Emx1-negative or 
poor expression is a common feature at the pallial-subpallial boundary (PSB) 
throughout tetrapods (Fig. 1.9b). In the mouse, VP includes a large part of the amyg-
dala nuclei and the ventral part of the piriform cortex.

It is still controversial whether the absence of Emx1 expression is sufficient to 
define a subregion throughout vertebrates. Firstly, besides this absence of a single 
gene, there is no other VP marker commonly expressed in different vertebrate 
groups. For example, although Dbx1 is highly expressed in the Emx1-negative ter-
ritory in mammals, it is not the case in the avian telencephalon. Secondly, as it is the 
case for many transcription factors expressed in the cortex, the Emx1 expression is 
gradient, without a clear-cut border. Although the VP was initially defined as an 
Emx1-negative area, a subsequent study found transient expression of Emx1 in this 
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region (Gorski et al. 2002). Thus the VP needs to be redefined as an “Emx1-poor” 
area. Thirdly, there is no data showing a Tbx1-positive/Emx1-negative domain in the 
pallium outside of tetrapods. For instance, in teleosts, the Dm is proposed to be the 
VP based on its amygdala-like functions, but there is no evidence that the emx1 
expression fits this hypothesis.

The reduced expression of Emx1 at the pallium-subpallium border (PSB) most 
likely has a functional significance during development in the tetrapod pallium, but 
this may not be the case in the teleost pallium. In the mouse, Emx1 and Emx2 play 
critical roles in pallial development, but in the zebrafish, knocking down emx1 and 
emx2 does not have a significant effect. Instead, emx3 plays much more important 
roles in the development of the zebrafish pallium (Viktorin et al. 2009). The Emx3 
gene has been lost in many tetrapod species except a few species such as Xenopus 
and opossum. This indicates that the role of distinct Emx genes may be different in 
tetrapods and teleosts, and thus Emx1 expression may not be the best criteria to 
define the morphotype of the pallium.

1.3.3.3  Do the Four Subdivisions Really Exist?

The presence of the VP is a controversial issue among avian researchers (Butler 
et al. 2011; Dugas-Ford and Ragsdale 2015). This is because the majority of the 
avian nidopallium is functionally similar to the mammalian neocortex (DP like), but 
it is negative for Emx1 (VP like). One could claim that the functional similarity or 
the connectivity should not be used as criteria for homology because it can change. 
However, it should be noted that the definition of the classical three subdivisions, 
the hippocampal pallium, the general pallium, and the piriform pallium, reflects 
their functional properties. Other than the mammalian cortex (in which hippocam-
pus and piriform cortices are three layered while neocortex is six layered), hodolog-
ical and functional data have been the criteria to identify the MP/DP/LP. Thus if the 
use of functional or hodological properties to identify homology is questioned, we 
would need to doubt the presence of the MP/DP/LP subdivisions.

It may be worth reconsidering whether the MP (hp), DP (gp), LP (pp), and VP are 
true subdivisions present throughout vertebrates (Fig. 1.9c). It is possible that any 
pallial region can potentially evolve functional properties similar to the mammalian 
neocortex.

1.4  Evolvability of the Nervous Systems: Lessons 
from the Dopamine Systems

To understand brain evolution correctly by using genetic data in vertebrates, it must 
be put in the context of gene duplication and gene loss. This is especially important 
when we compare the data between mammals and teleosts, as exemplified above by 
the different functional importance of Emx genes.
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1.4.1  Gene Duplication and Gene Loss

Gene duplication is one of the important sources of novelty during evolution. The 
presence of redundant gene copies facilitates the occurrence of a mutation in one of 
the duplicated genes. Often, the mutation is disadvantageous and the mutated gene is 
lost over time. When the mutation is advantageous, it is kept resulting in a new func-
tion different from the ancestral one (neofunctionalization). It is also common for a 
modification to occur in regulatory elements controlling the expression of the gene, 
and the two duplicated genes (paralogs) maintain the same functions but are expressed 
in a differential manner (e.g., different timing or different part of the body), a phenom-
enon termed subfunctionalization. Note that genes are referred as “paralogous” when 
homologous sequences are generated by a gene duplication event. By contrast, genes 
are “orthologous” when homologous sequences present in different species are origi-
nating from a gene already present in their common ancestor (Fig. 1.10).

Many genes are present as single copies in genomes of amphioxus and ascidians, 
whereas mammalian genomes generally contain three or more orthologs. Such 
observations led to the two-round (2R) hypothesis which speculates that gnathos-
tomes (jawed vertebrates) experienced two rounds of whole genome duplication 
(WGD; Lundin 1993; Holland et al. 1994; Hughes 1999). The timing of the duplica-
tions is not yet conclusive, but a recent study analyzing the lamprey genome indi-
cates that two WGDs likely occurred before the divergence of the gnathostome and 
cyclostome lineages (Fig. 1.1; Smith et al. 2013). The teleost lineage went through 
an additional round of WGD (Jaillon et al. 2004). As mentioned above, many paral-
ogous genes tend to be lost secondarily, but some species such as zebrafish have 
kept many of the paralogs.

Paralog

Ortholog
Duplication

gene1

Gene lossAncestral
gene

gene2

gene1a

Speciation

Speciation

gene2a
gene2b

gene1

gene1

gene2

Paralog

Species 1

Species 2

Species 3

Fig. 1.10 Evolutionary history of genes. When an ancestral gene is duplicated giving rise to gene 
1 and gene 2, these duplicated genes are paralogs, while the gene 1 copies found in different spe-
cies are orthologs. Duplicated genes can be lost in certain lineages or can be further duplicated. It 
is known that the teleost lineage went through an additional whole genome duplication and thus 
tends to possess additional copies compared to other vertebrate groups
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A series of studies suggests that the evolution of dopamine (DA) systems has been 
heavily influenced by gene duplications and gene losses, giving rise to a large diver-
sity among different groups of vertebrates (Yamamoto et al. 2010, 2011, 2013, 2015).

1.4.2  A Large Diversity of Dopamine Systems

DA is one of the most intensively studied modulatory neurotransmitters due to its 
implication in many brain functions, such as neuroendocrine regulation, motor pro-
gramming, motivational behaviors, learning, and executive functions. The majority 
of the knowledge on DA systems comes from mammalian data. Since the basic 
organization is often considered to be relatively conserved, data obtained from non-
mammalian species have been interpreted based on a one-to-one comparison with 
mammalian data.

However, detailed observations indicate that DA plays a critical role in behav-
ioral/physiological repertories which are similar between different animal groups 
but not necessarily inherited from the common ancestors. One example is the role 
of DA in the executive functions (Güntürkün 2005a, b). Executive functions similar 
to the ones managed by the mammalian prefrontal cortex are performed in an area 
of the avian pallium called the nidopallium caudolateral (NCL). These two struc-
tures are likely to have evolved independently.

DA control of reproduction is another example of convergent evolution. Inhibitory 
effects of DA on the anterior pituitary, counteracting the stimulatory effects of 
GnRH, are found in mammals, birds, amphibians, and teleosts (Dufour et al. 2005), 
but only in some species within each of these groups. Comparisons between sheep 
(a well-studied mammalian species) and zebrafish suggest that the DA cell popula-
tions involved in this function are not likely to be homologous (Fontaine et al. 2015). 
In addition, the mode of DA transmission is different: In amniotes, DA is released 
in the median eminence and transmitted via the portal blood system to the pituitary, 
while in teleosts, DA neurons directly innervate the pituitary (Ball 1981).

Indeed, phylogenetic analyses have demonstrated that the vertebrate DA system 
is more diversified than previously thought, due to gene duplications and gene losses 
(Fig. 1.11a). The mammalian DA system (especially in placental mammals) is an 
exceptional case, as mammals have lost many genes involved in DA neurotransmis-
sion which are commonly present in other jawed vertebrate species. For example, 
placental mammals have lost one of the two paralogs encoding tyrosine hydroxylase 
(TH1 and TH2), the rate-limiting enzyme for DA synthesis. The loss of the TH2 may 
have accompanied the lack of CSF-contacting neurons expressing TH2, which 
occupy a large portion of the hypothalamus in some animal groups such as teleosts 
(Yamamoto et al. 2010, 2011; Yamamoto and Vernier 2011).

In addition to having lost genes involved in DA transmission, mammals have also 
lost many genes encoding DA receptors. Classically five DA receptors, D1 to D5, 
were identified based on mammalian studies. D1 and D5 are classified as the D1 fam-
ily, which is coupled to the Gs family of G proteins and activates adenylate cyclase. 
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D2, D3, and D4 are classified as the D2 family which is coupled to the Gi/o family 
of G proteins and does not activate adenylate cyclase. However, more DA receptor 
genes have been found in non-mammals, and recent data strongly suggest that the 
ancestral Osteichthyes possessed four D1-family dopamine receptors (D1, D5, D6, 
and D7) and five D2-family dopamine receptors (D2, D3, D4, D8, and D9; 
Demchyshyn et al. 1995; Yamamoto et al. 2013, 2015).

For an in-depth understanding of DA contribution to brain functions, these dif-
ferences should be taken into account. Notably, the mammalian and teleostean sys-
tems represent two extremes in Osteichthyes. In contrast to the numerous gene 
losses in mammals, teleosts have gone through an additional genome duplication. 
Interestingly, teleosts lack mesencephalic DA cells which modulate various impor-
tant telencephalic functions in amniotes (Fig. 1.11a), further demonstrating that the 
comparison of data from these two groups requires a careful approach. Comparative 
analyses including other animal groups would be helpful.

1.4.3  To What Extent Is the Basal Ganglia Circuitry 
Conserved?

Due to its implication in Parkinson’s disease, the role of DA neurotransmission is 
especially well studied in relation to the organization of the basal ganglia (BG). 
A simplified schema outlining the BG circuitry is shown in Fig.  1.11b. 
Pharmacological studies in mammals have demonstrated that DA agonists induce 
hyperkinesia and DA antagonists cause hypokinesia. In mammals, substance P 
(SP)-containing GABAergic medial spiny neurons abundantly express mRNA 
encoding the D1 dopamine receptor, whereas enkephalin (ENK)-containing 

Fig. 1.11 A large diversity of DA systems. (a) Some of the comparable DA cell populations are 
plotted in the sagittal brain sections (rostral to the left) of chicken (bird), mouse (mammal), 
Xenopus (amphibian), and zebrafish (teleost). The presence of D1 and D2 dopamine receptor 
genes in the genome of each animal is also shown. The subregions of the secondary prosencepha-
lon are color coded (as shown in Fig. 1.3c) in order to visualize the homologous brain areas in 
mature brains. Zebrafish have abundant TH2-expressing CSF-contacting neurons (red diamonds) 
around the two hypothalamic ventricles, while mammals have lost the CSF- contacting neurons in 
the hypothalamic region. Mammals have lost almost half of the ancestral DA receptor genes, while 
zebrafish have additional copies due to the teleost-specific genome duplication. Teleosts lack mes-
encephalic DA cell populations which are a major source of DA to the telencephalon in tetrapods 
(green dots and arrows). In contrast, they have abundant DA cells in the telencephalon, which 
seem to have intra-telencephalic projections. (b) A simplified diagram showing the direct and 
indirect basal ganglia (BG) circuitry which is suggested to be conserved in vertebrates. ENK 
enkephalin, GPe external globus pallidus, GPi internal globus pallidus, M mesencephalon, P pros-
encephalon, SNr substantia nigra pars reticulata, SP substance P, STN subthalamic nucleus
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GABAergic medial spiny neurons abundantly express mRNA encoding the D2 
dopamine receptor. They project to two different pallidal populations, constitut-
ing the direct and indirect BG pathways. It has been hypothesized that voluntary 
movements are regulated by the balanced activity of the direct and indirect BG 
pathways (Albin et al. 1989; DeLong 1990): the direct pathway promotes desired 
movements by activating the SP neurons via the D1 dopamine receptor, whereas 
the indirect pathway suppresses unwanted movements by inhibiting the ENK 
cells via the D2 dopamine receptor.

For this reason, the presence of DA inputs to the striatum, the expression of SP, 
ENK, D1, and D2 receptors, and the presence of the subthalamic nucleus (which is 
the only glutamatergic cell population within the BG circuitry) were the principle 
criteria to identify the BG circuitry. Based on the identification of these components 
in the bird, amphibian, and lamprey, the BG organization is considered to be con-
served throughout vertebrates (Reiner et al. 1998; Maier et al. 2010; Stephenson- 
Jones et al. 2011).

However, considering the diversity of DA systems, it would be worth verifying 
the extent to which the BG circuitry is conserved. Indeed, the exclusive dichotomy 
of D1 and D2 receptor expression in SP and ENK cells is an oversimplification 
(Surmeier et al. 1996). A significant percentage of striatal neurons co-express both 
D1 and D2 receptors, and other DA receptors such as D3 or D4 are also expressed 
in SP cells. Thus, in non-mammals, it is possible that DA receptor subtypes which 
are not present in mammals are involved in the BG function. Such verification is 
important not only in terms of the fundamental understanding of the evolutionary 
perspective but also for taking full advantage of non-mammalian studies to under-
stand pathological conditions.

As mentioned previously, the BG organization is found in the lamprey (cyclo-
stome). Since the separation of the cyclostomes and gnathostomes occurred at an 
early stage of vertebrate evolution, it is considered that the mechanisms underly-
ing the similarity are well conserved (Stephenson-Jones et al. 2011). However, to 
confirm the conservation throughout the vertebrates, studies in Actinopterygii 
and Chondrichthyes are needed. Especially in teleosts, there is no mesencephalic 
DA cell population (A9/A10 in mammals), which are a major source of DA to the 
telencephalon in amniotes. Since some diencephalic DA cells project to the stria-
tum in zebrafish, these diencephalic DA cells have been proposed to be A9/A10-
like (Rink and Wullimann 2001). However, later studies suggested that they are 
more similar to A11, projecting posteriorly to the spinal cord (Ryu et al. 2007; 
Fig. 1.11a). Based on behavioral observations, it would be surprising if teleosts 
do not possess cells equivalent to the tetrapod A9/A10. As is the case for the 
inhibitory effect of DA on reproduction, it is possible that non-homologous DA 
cell populations play a role equivalent to the tetrapod A9/A10. One candidate is 
the telencephalic DA cell population, as these DA cells project locally to the 
telencephalon (Fig. 1.11a, zebrafish; Bloch and Yamamoto, unpublished obser-
vation). More studies are needed to understand how similar behavioral outputs 
are controlled by highly diversified brains.
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1.5  Conclusion

According to a view inherited from the scala naturae, brain complexity increases 
linearly with the phylogenetical “modernity” of the vertebrate species. Later studies 
have suggested that non-mammalian vertebrates have some functional and hodolog-
ical similarities comparable to mammals. These findings have led to the idea that the 
basic brain organization is relatively conserved.

However, more detailed analyses revealed many inconsistencies when we con-
sider that these similarities are inherited from the common ancestor. It is possible 
that the nervous system is highly plastic during evolution and more convergent evo-
lution has taken place than is currently thought. The similar functional organizations 
may have been built using genetic regulatory networks inherited from a common 
ancestor, but they might have evolved independently in different lineages.
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Chapter 2
The Origins of the Bird Brain: Multiple Pulses 
of Cerebral Expansion in Evolution

Toru Shimizu, Kazutaka Shinozuka, Ahmet K. Uysal, and S. Leilani Kellogg

Abstract Birds demonstrate extraordinary cognitive and emotional capabilities. 
The majority of these performances are most likely supported by their developed 
cerebrum. Birds, as well as mammals, have a much larger cerebrum compared to 
reptiles, given a similar body size. Since the common ancestral reptiles of birds and 
mammals had a relatively small brain according to paleobiological evidence, birds 
and mammals must have evolved to expand their brains independently after they 
diverged into different lineages. In the lineage leading to modern birds, brain expan-
sion occurred multiple times, possibly in response to different selective pressures. 
This chapter includes focused discussions on three major pulses regarding brain 
evolution of the bird lineage. In each discussion, possible important selection fac-
tors to trigger the brain expansion are proposed. First, a discussion is on the emer-
gence of amniotes (the common ancestor of reptiles, birds, and mammals) in the 
Paleozoic Era. Adaptation to terrestrial habitats and increased parental investment 
might play essential roles in brain expansion. Second, a discussion focuses on how 
theropod dinosaurs in the bird stem lineage evolved their brains in the Mesozoic 
Era. In the bird stem lineage, predatory behavior and body miniaturization were 
probably associated with the development of the brain. Finally, we discuss the evo-
lutionary process of cerebrum expansion in modern birds during the Cenozoic Era. 
Acquisition of powered flight and endothermic metabolism are proposed as the 
main contributing factors of cerebral expansion in modern birds.
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2.1  Introduction

Mental capacities of nonhuman animals have fascinated us since the beginning of 
time. We know and hear many intriguing reports and anecdotes about surprisingly 
high “intelligence” and rich “emotion” of animals. Some stories are rather products 
of imagination due to our anthropomorphic bias. However, rigorous scientific 
research has also proven that various kinds of “intelligence” and “emotion” truly 
exist in nonhuman animals (Shettleworth 2012; Wasserman and Zentall 2006). 
Among different “smart” animals, birds have been one of the most popular subjects 
of extensive studies (Ackerman 2016; Marzluff and Angell 2013; Heinrich 2009). 
Just like mammals, birds have shown superb abilities in parental care, communica-
tion, long-term memory, associative learning, observational learning, concept for-
mation, and toolmaking and use. Some researchers even suggest that birds 
demonstrate theory of mind (Emery and Clayton 2004, 2005) and support or con-
sole each other (Fraser and Bugnyar 2010, 2012). Based on these lines of evidence, 
the similarities of mental capacities between some avian species and primates have 
been pointed out (Emery and Clayton 2004; Güntürkün and Bugnyar 2016; 
Navarrete et al. 2016).

These abilities in birds, as well as in mammals, are substantially associated with 
their enlarged and differentiated brains, the cerebrum in particular (Cross et  al. 
2013; Shanahan et al. 2013). Both birds and mammals have much larger brain as 
a whole, the cerebrum specifically, compared to any other vertebrates (Northcutt 
1981). Relative to similar-sized reptiles and fishes, the brain size difference is at 
least a factor of 10. As discussed extensively in other chapters in this volume, 
there are significant differences in the cerebral organization between birds and 
mammals. The avian brain lacks a laminated cortex, which plays essential roles 
in perception, cognition, and motor control in the mammalian brain and is highly 
expanded especially in the primate brain. Despite the lack of a laminated cortex, 
the fact that birds have the capability of accomplishing similar cognitive feats 
suggests that the enlarged cerebrum of birds and mammals has, to some degree, 
equivalent functions. In contrast to the cerebrum expansion, the brainstem is rela-
tively conserved in terms of size, structure, and function among birds, mammals, 
and reptiles, although its role in cognitive and affective functions should not be 
underestimated.

When and why did the avian cerebrum become enlarged? For the last 300 million 
years, the cerebrum expansion occurred at least three times in the lineage leading to 
modern birds. First, it occurred when the common ancestors of all amniotes (rep-
tiles, birds, and mammals) emerged during the Carboniferous Period in the Paleozoic 
Era over 300 million years ago (MYA). Almost immediately, lineages of reptiles 
and mammals were diverged from the ancestral amniotes. About 200 MYA, the 
lineage of stem birds was then separated from the non-avian reptilian group. The 
second cerebral expansion occurred during the transition from theropod dinosaurs 
to ancestral birds in the Mesozoic Era. Many Mesozoic birds became extinct with 
other dinosaurs by 66 MYA, and direct ancestors of modern bird species appeared 
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and flourished in the Cenozoic Era. The third and most extensive expansion of the 
cerebrum occurred then. In this chapter, we will discuss these three events of cere-
brum expansion—ancestral amniotes, dinosaurs, and modern birds—to understand 
the origin of avian brain capacity.

2.2  From Water to Land: Emergence of Amniotes

2.2.1  Timeline

Reptiles, birds, and mammals are together categorized in a group called amniotes 
because only amniotes have an amnion, an extraembryonic membrane. The amni-
otic membrane protects embryos in a stable fluid environment within a shell, 
enabling them to survive on a dry land. Anamniotes, such as fishes and amphibians, 
lay eggs in the water and have an aquatic larval stage, while amniotes no longer 
need to stay close to a body of water. The first amniotes evolved from ancestral 
amphibians over 300 MYA during the Carboniferous Period in the Paleozoic Era 
(Fig. 2.1). The emergence of amniotes is probably one of the most seminal events in 
vertebrate evolution. This is the beginning of the diverse and successful terrestrial 

Fig. 2.1 Timeline of amniote evolution. Phylogeny based on Carroll (1988)
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animals that ultimately lived in a wide variety of physical and biological niches. 
Almost immediately after the first amniotes appeared, the lineage was divided into 
sauropsids (“lizard faces” including anapsids and diapsids) and theropsids (“beast 
faces,” also called synapsids). Sauropsids ultimately led to diverse groups of reptiles 
and birds. The lineage of theropsids eventually gave rise to mammals in the Late 
Triassic (235–201 MYA).

2.2.2  Early Amniotes

What did the early amniotes look like? Diadectes, which had some characteristics 
of both reptiles and amphibians, were terrestrial animals during the Early Permian 
(290–272 MYA) (Carroll 1988). They had a proportionally large skull and a barrel- 
shaped body of 1.5–3 m long, unlike relatively small extant amphibians. Their den-
tal features suggest that they were probably herbivores.

Truly indisputable amniotes include Hylonomus and Paleothyris during the 
Late Carboniferous (Carroll 1988). Unlike large Permian amphibians, they were 
lizard- like creatures of a small body (about 20 cm), slender limbs, and sharp teeth. 
They probably possessed developed stretch receptors in the muscle for improved 
musculoskeletal coordination, as do extant lizards. Based on these physical char-
acteristics, we can assume that these animals were most likely agile hunters and 
fed on insects (e.g., spiders, dragonflies) and small animals (e.g., amphibians) on 
land.

2.2.3  Brain Development

To study the brains of extinct animals is a challenge. Detailed neuroanatomical anal-
ysis is impossible. Soft tissues like brains are rarely fossilized. However, cranial 
endocasts can be generated from fossil braincases. By examining endocasts, the 
general size, shape, and surface morphology of the brain can be postulated. Endocasts 
may be formed naturally through fossilization. They can also be produced artifi-
cially by filling a molding material into the endocranium. While traditional molding 
has a risk of harming the fossils, recent advances in imaging technology allow 
researchers to digitally generate virtual endocasts using high- resolution computed 
tomography techniques. Although endocasts are quite informative, they need to be 
evaluated with caution. The braincase holds not only the brain itself but also cere-
brospinal fluid (CSF) surrounding the brain. The CSF can take up a significant por-
tion of the cranial volume, and thus endocasts may not represent the exact shape and 
surface characteristics of the brain. In addition, the brain size itself does not indicate 
the number of neurons and the complexity of connections. A recent study showed 
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that the forebrains of large-brained parrots and corvids have a higher density of 
neurons than the primate brains of the same size (Olkowicz et al. 2016). Thus, the 
capacity of neural computation per unit mass may be different even if the brain sizes 
are comparable.

The general organization of vertebrate brains is essentially the same among all 
living species. Based on endocasts, this seems plesiomorphic for extinct verte-
brates as well. Vertebrate brains include three major subdivisions along the ros-
tral-caudal axis: forebrain (or prosencephalon), midbrain (or mesencephalon), 
and hindbrain (or rhombencephalon) (Butler and Hodos 1996). The forebrain con-
sists of the cerebrum and thalamus, which are closely interconnected and often 
serve functions in synchrony. As a result, their development is highly correlated to 
each other. At the most rostral part of the cerebrum, olfactory bulbs are visibly 
large in many vertebrates. The midbrain includes the optic tectum (superior col-
liculus in mammals), torus semicircularis (inferior colliculus in mammals), and 
tegmentum. The optic tectum is particularly well-developed and elaborated in 
amniotes. The caudal-most region, hindbrain, includes the pons, medulla oblon-
gata, and cerebellum. The midbrain and hindbrain are together categorized as the 
brainstem.

The innovation of extraembryonic membranes, especially the amnion, led to dra-
matic changes in the brains of amniotes (e.g., Hylonomus and Paleothyris) from 
those of Permian amphibians (e.g., Diadectes). Amniote brains, the forebrain in par-
ticular, are larger than anamniote brains given comparable body sizes (Jerison 1973; 
Northcutt 1981).

According to the endocast of Diadectes, they had a relatively small, narrow, and 
elongated brain (Hopson and Gans 1979). Such characteristics suggest that the 
brain of Diadectes was probably similar to that of living amphibians. In general, 
amphibians have a rather diminutive cylindrical brain, which includes relatively 
large olfactory bulbs, small cerebral hemispheres which are in contact with optic 
lobes, and a small cerebellum. The relative volumes of their entire brain, as well as 
the forebrain, are similar to those of bony fishes of similar body size (Jerison 1973; 
Northcutt 1981).

No data are currently available about the brains of Hylonomus and Paleothyris. 
However, it is reasonable to assume that their brains were more similar to lizards 
(reptiles) than amphibians in order to carry out their active locomotion for insectivo-
rous diets (Fig. 2.2). If so, their brains, forebrains in particular, were enlarged and 
developed to some degree, compared to Diadectes. Forebrains of living reptiles are 
generally about one to two times larger than amphibians of similar body sizes 
(Northcutt 1981). As discussed in a chapter by Jarvis in this book, this enlargement 
may be due to an expansion of the cerebrum, a pallial region called the dorsal ven-
tricular ridge (DVR) in particular (Jarvis et al. 2005; Reiner et al. 2004). Directly 
caudal to the cerebral hemispheres, reptiles have optic lobes, which are in turn adja-
cent to an expanded cerebellum.

2 The Origins of the Bird Brain: Multiple Pulses of Cerebral Expansion in Evolution
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2.2.4  Selective Factors

2.2.4.1  Terrestrial Habitat

One important consequence of the emergence of embryonic membranes is that 
amniotes evolved to truly and freely explore the terrestrial environment. The amni-
ote brains must now have a different neural system to obtain sensory signals that 
transmitted through the surrounding air, instead of fluid. Compared to the aquatic 
habitat, a new motor system also became necessary to control different kinds of 
movements on land. Because early amniotes (e.g., Hylonomus and Paleothyris) 
were capable of agile locomotion, it is likely that brain areas for motor systems 
needed to be developed and enlarged. For example, similar to the reptilian brain, the 
early amniote brain probably had more developed and differentiated basal ganglia 
(subpallium) in the cerebrum, compared to those of amphibians.

The basal ganglia are known to play a major role in motor control in all verte-
brates (Reiner et al. 1998). They receive dopaminergic projections from the mid-
brain tegmentum and influence motor functions through outputs to the tectum  and/

a b

Fig. 2.2 The top views of 
brains of a living 
amphibian (a, frog) and 
reptile (b, alligator). Each 
color represents a different 
brain subdivisions: 
olfactory bulbs (yellow), 
cerebrum (magenta), 
thalamus (dark blue), optic 
lobe (green), cerebellum 
(light blue), and brainstem 
(orange). Brains are not 
scaled to size
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or the pallium in the cerebrum. In living amphibians, both the basal ganglia and 
midbrain dopaminergic areas are relatively small and not clearly differentiated. The 
amphibian tectum is the primary output for motor control, while projections to the 
pallial regions are limited. In contrast, the reptilian (as well as avian and mamma-
lian) basal ganglia are highly enlarged and differentiated into striatal and pallidal 
regions. Similarly, the midbrain dopaminergic cell populations include the substan-
tia nigra and ventral tegmental area. As for the output of the basal ganglia, the 
amniote basal ganglia send projections to both the tectum and pallium to control 
movements.

2.2.4.2  Parental Investment

Ancestral amphibians, just like their extant counterparts, had external fertilization, 
laid numerous eggs in the water while newly emerged amniotes fertilized inter-
nally, and laid fewer eggs (or kept them within the body). As a result, amniotes had 
increased parental investment compared to anamniotes. Parental investment can be 
defined as any investment (e.g., time and energy) by the parent for the survival and 
reproductive success of offspring (Trivers 1972). Such significant changes in 
parental investment were associated with various social aspects of sexual selec-
tion, including male-male competition and mate choice. In extant amniotes, these 
complex social behaviors often necessitate the development of the forebrain (a 
pallial region in particular) to process species-specific sensory signals, make 
appropriate choices and decisions, and control complex social behaviors. While 
the pallium in all tetrapods receives projections from thalamic sensory nuclei to 
execute such functions, projections are more extensive in amniotes than anamni-
otes, and both the pallium and thalamus of amniotes are much more enlarged and 
elaborate (Butler and Hodos 1996). We can assume that early amniotes had a larger 
and more developed pallial region than anamniotes to deal with these biological 
problems.

2.3  From Large to Small: Dinosaurs in the Bird Stem 
Lineage

2.3.1  Timeline

During the Mesozoic Era (about 252 to 66 MYA), sauropsids were greatly prolifer-
ated (“the Age of Reptiles”). Sauropsids diverged into archosaurs (“ruling lizards”) 
and lepidosaurs (“scaly lizards”) by the Early Triassic Period. The former led to 
crocodiles, dinosaurs, pterosaurs, and birds, while the latter led to lizards and 
snakes. Dinosaurs (“terrible lizards”) were one of the most successful vertebrates 
over 150 million years in the Mesozoic Era. They appeared in the Late Triassic 
(about 225 MYA) and then became dominant in the terrestrial, aquatic, and aerial 
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niches of the Jurassic Period. Huxley (1868) first proposed and later Ostrom (1973) 
reinforced the hypothesis that the stem lineage of birds appeared from a group of 
theropod dinosaurs. Although the issue has been debated extensively, most of pale-
ontologists support this hypothesis today. By the end of the Cretaceous (about 66 
MYA), all the dinosaurs except the lineage to modern birds rather abruptly 
disappeared.

2.3.2  Dinosaurs in the Bird Stem Lineage

Dinosaurs are categorized into two groups: saurischians (“lizard-hipped”) and 
ornithischians (“bird-hipped”) based on pelvic structure. Interestingly, birds were 
originated from a “lizard-hipped” branch of dinosaurs, rather than “bird-hipped” 
ornithischian dinosaurs. Saurischians further include carnivorous theropods (“beast- 
footed”) and herbivorous sauropods (“lizard-footed”). The earliest birds were con-
sidered to be derived from bipedal theropods during the Jurassic Period. The exact 
evolutionary steps from theropods to modern birds are not completely understood 
and continuously revised due to new findings. Here, five major clades of the bird 
stem lineage—Tetanurae, Coelurosauria, Maniraptora, Paraves, and Avialae—are 
discussed. The relationships of these clades are shown in Fig. 2.3.

Fig. 2.3 Phylogeny of theropods, focusing on the bird stem lineage. Phylogeny based on Gauthier 
and de Queiroz (2001) and Turner et al. (2012)
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Tetanurae (“stiff tails”): Dinosaurs in this large theropod group are diverse in 
terms of size and appeared during the Early or Middle Jurassic Period. It includes two 
subgroups—Carnosauria and Coelurosauria—primarily based on size and proportion 
differences. In general, coelurosaurs are smaller than carnosaurs, which include large 
Allosaurus fragilis (about 8.5 m long, Glut 1997) and Carcharodontosaurus sahari-
cus (over 12 m long, Sereno et al. 1996). However, enormous tyrannosaurids (e.g., 
Tyrannosaurus rex, about 12 m long, Hutchinson et al. 2011) belong to Coelurosauria.

Coelurosauria (“hollow-tailed lizards”): This clade consists of all theropods 
more closely related to birds than to carnosaurs. These relatively small theropods 
are recognized from the Late Jurassic and Early Cretaceous. Many feathered dino-
saurs have been discovered in China from the Middle-Upper Jurassic and Lower 
Cretaceous. Most of these feathered dinosaurs turn out to be coelurosaurs (Xu and 
Guo 2009; Xu et al. 2012). The major coelurosaurian groups include Maniraptora, 
Ornithomimidae, and Tyrannosauridae.

Maniraptora (“hand snatchers”): All dinosaurs closer to birds than to ornithomi-
mids are members of this group. It contains the subgroups Paraves, Oviraptorosauria, 
and Therizinosauria. Fossil records of maniraptorans appeared during the Jurassic 
Period. They show skeletal characteristics, which were essential steps for the evolu-
tion of gliding and/or powered flight. For example, maniraptorans are the only dino-
saurs that have elongated forearms (which become wings in birds) and a sternum 
(where flight muscles attach, but see Zheng et al. 2014).

Paraves (“near bird”): This group includes all dinosaurs more closely related to 
birds than to oviraptorosaurs. It has two major subgroups: Avialae and Deinonychosauria. 
The latter further includes the dromaeosaurids (e.g., Microraptor gui, Deinonychus 
antirrhopus) and troodontids (e.g., Zanabazar junior). Although the origin and evolu-
tion of avian flight is still in debate, at least some paravians were experimenting with 
flight—parachuting, gliding, and/or hopping from tree to tree. For example, 
Microraptor gui, a basal dromaeosaurid dinosaur found in China, had four wings 
located on both the forelimb and hind limb (Xu et al. 2003). Using these developed 
wings, they should have been able to glide. However, powered flight probably did not 
start till the clade of Avialae.

Avialae (“bird wing”): All dinosaurs closer to birds than to Deinonychus are 
members of this group. Gauthier and de Queiroz (2001) used this term to include all 
flying [winged] dinosaurs. This group includes Ornithurae (including Aves), 
Enantiornithes, as well as the famous Archaeopteryx lithographica, the exact posi-
tion of which is still uncertain. Archaeopteryx lived in the Late Jurassic (about 150 
MYA). The first specimen was discovered in 1861 in Southern Germany, just a few 
years after the publication of Darwin’s On the Origin of Species. It is small in body 
size (up to 50 cm long, 0.8–1 kg body weight) and has both dinosaur-like character-
istics (e.g., a jaw with sharp teeth, claws, and a bony tail) and birdlike features (e.g., 
broad feathered wings) (Callaway 2014). Since the early 1990s, new specimens 
showing dinosaur-bird transition have been discovered in China. They include other 
feathered dinosaurs, such as Anchiornis huxleyi (160 MYA) and Aurornis xui (160 
MYA). A recent phylogenetic analysis suggests that Aurornis xui, but not 
Archaeopteryx, is the basal-most avialan (Godefroit et al. 2013).
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2.3.3  Brain Development

Fossil endocasts suggest that the brains of non-avian theropod dinosaurs are not 
much different from those of living reptiles in terms of relative size and overall 
shape (Hopson and Gans 1979; Hopson 1977; Jerison 1969, 1973). Due to scarce 
fossil records in the bird stem lineage, little is known about the transition process 
from diminutive theropod brains to highly developed avian brains. However, new 
fossil findings of maniraptorans from China have started to shed an insight into this 
issue. These data show that maniraptoran brains (e.g., Archaeopteryx) are volumet-
rically situated intermediately between early theropods and modern birds (Balanoff 
et al. 2013).

Recent studies suggest that the cerebral expansion in the bird stem lineage 
occurred at least three times and started early in theropod history—probably after 
the divergence of coelurosaurs in the Middle Jurassic Period about 180–160 MYA 
(Balanoff et  al. 2013; Larsson et  al. 2000). Endocasts of the coelurosaur 
Tyrannosaurus show overall cerebral features that are different from those of two 
carnosaur species (Carcharodontosaurus and Allosaurus). For example, the dorsal 
roof of the cerebrum is positioned higher than the cerebellum in carnosaurs, while 
the cerebellum of Tyrannosaurus has moved to a more elevated position (Larsson 
et  al. 2000). This coelurosaur characteristic of an elevated cerebellum is also 
observed in Archaeopteryx as well as in modern birds. In terms of endocast vol-
umes, Tyrannosaurus is about 50% larger for total brain volume and 100% larger 
for cerebrum volume than Carcharodontosaurus. The expansion of the total brain 
volume of Tyrannosaurus is probably due to a larger proportion of the cerebrum 
(32.6%) compared to that in Carcharodontosaurus (24%).

The next development and enlargement of brains probably occurred in the Late 
Jurassic about 150 MYA after maniraptorans appeared. The brain volume of avia-
lan Archaeopteryx is approximately three times larger than those of reptiles of 
comparable size (Alonso et al. 2004). Compared to reptiles and ancestral thero-
pods, the brain of Archaeopteryx shows some characteristics shared by modern 
birds (Fig. 2.4), such as reduced olfactory bulbs, expanded cerebral hemispheres, a 
large cerebellum directly caudal to the cerebrum, and a midbrain (including optic 
lobes) displaced lateroventrally. The cerebral surface has a slight sign of a longitu-
dinal indentation (vallecula), implying that it has a brain region called the Wulst 
(Balanoff et al. 2013). However, the brain of Archaeopteryx is not an avian brain. 
If the body mass is about the same, modern birds have much larger brains than 
Archaeopteryx.

Examinations of endocasts of other maniraptorans suggest that the cranial expan-
sion was not unique in Archaeopteryx, but probably a generalized phenomenon in 
maniraptorans (Balanoff et al. 2013). For example, endocast images of oviraptoro-
saur Citipati osmolskae (Fig.  2.4) and an unnamed troodontid show the avian 
 characteristics mentioned above, such as reduced olfactory bulbs, expanded cere-
bral hemispheres, a large cerebellum directly caudal to the cerebrum, and optic 
lobes displaced lateroventrally. Volumetric analyses show that the total brain and 
cerebrum volumes relative to body size were similar among all maniraptorans 
including Archaeopteryx (Balanoff et al. 2013).
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Furthermore, the data suggest that at least some members of Paraves have brains 
that are somehow different from those of other maniraptorans. A principal compo-
nent analysis was conducted to study the effects of different brain structures (olfac-
tory bulbs, cerebrum, optic lobes, cerebellum, and brainstem) relative to total brain 
volumes (Balanoff et al. 2013). The results showed a clear volumetric separation 
between Paraves and Oviraptorosauria. The difference is largely defined by the cere-
bral expansion in Paraves.

a

b

c

Fig. 2.4 Postulated brain 
organization based on 
endocasts (adapted from 
Balanoff et al. 2013 with 
permission). (a) Citipati 
osmolskae (an 
oviraptorosaur from  
the Late Cretaceous),  
(b) Archaeopteryx 
lithographica, and  
(c) Melanerpes aurifrons 
(woodpecker). Each color 
represents a different brain 
subdivisions: olfactory 
bulbs (yellow), cerebrum 
(magenta), optic lobe 
(green), cerebellum  
(light blue), and brainstem 
(orange). Endocasts are 
not scaled to size
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2.3.4  Selective Factors

2.3.4.1  Predatory Behavior

An early brain expansion was observed in Coelurosauria compared to Carnosauria 
(Larsson et al. 2000). One possible factor for the brain expansion might be related to 
differences in active predatory behavior in coelurosaurs. Although both coelurosaurs 
and carnosaurs are carnivorous, the former tend to be smaller than the latter. 
Compared to carnosaurs, coelurosaurs also have relatively small skulls and longer 
forelimbs (Carroll 1988). Such physical characteristics suggest that coelurosaurs 
were more vigilant and agile hunters than carnosaurs and that they needed a devel-
oped sensory (visual in particular) system to detect prey, as well as an efficient motor 
system to control swift activity. The midbrain contains the optic tectum that has a 
precise visual map of the surrounding environment (Butler and Hodos 1996) and the 
acoustic tectum (torus semicircularis). The midbrain also sends descending projec-
tions to motor areas in the brainstem and spinal cord in living amniotes. It is reason-
able to assume that these predators have a developed midbrain system, as well as the 
cerebellum, to react swiftly to external stimuli and generate quick movements.

2.3.4.2  Body Miniaturization

Subsequently, multiple stages of brain expansion occurred in the bird stem lineage. 
Another important factor that made continued effects on this lineage is sustained min-
iaturization of the body size. By analyzing extensive fossil databases, researchers 
showed that such miniaturization occurred specifically in the bird stem lineage, but 
not in non-avian dinosaur lineages (Lee et  al. 2014b). The ancestral tetanuran is 
approximately 163 kg about 198 MYA, followed by coelurosaurs (27 kg, 173 MYA), 
maniraptorans (10 kg, 170 MYA), paravians (3 kg, 167.5 MYA), and avialans (0.8 kg, 
163 MYA). Thus, along 50 million years, dinosaurs in the lineage leading to avialans 
shrunk from an average of 163 kg to just 0.8 kg. These changes are depicted in Fig. 2.5.

As a result of miniaturization, stem birds could evolve to obtain physiological 
and anatomical changes. These smaller animals had higher metabolic rates, feather 
elaborations, increased aerial ability, reduced snouts, developed beaks, and enlarged 
eyes and brains (Lee et al. 2014b). The critical selective pressures for miniaturiza-
tion are not known. However, arboreal lifestyle might be one important driver 
(Benton 2014). Living in trees requires smaller bodies, along with sharper claws 
and keener vision, in addition to elongated forearms for wings.
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2.4  From Cold to Warm: Flying Birds

2.4.1  Timeline

Modern birds emerged from a subgroup of Avialae called Ornithurae (“bird tails”), 
which includes all decedents of the common ancestor of modern birds as well as 
extinct toothed birds, such as Ichthyornis and Hesperornithes. Both Ichthyornis and 
Hesperornithes lived in the Cretaceous Period (Clarke 2004). Ichthyornis resembles 
modern flying seabirds, such as gulls, with a developed wings and a large sternum. 
Hesperornithes is a group of flightless, but strong, swimming waterbirds. The crown 
group—the most recent common ancestor of all living birds and all of its descen-
dants—is categorized in the clade Neornithes (“new birds”) or Aves (sensu Gauthier 
and de Queiroz 2001). The oldest fossil definitively placed in Neornithes was 
Vegavis iaai, a member of the duck lineage (Clarke et al. 2005). This bird lived in 
the Late Cretaceous (about 67 MYA) in Antarctica, suggesting that living bird lin-
eages coexisted with other avialans before the Cretaceous/Paleogene (K-Pg) bound-
ary about 66 MYA.

Fig. 2.5 Body miniaturization along the bird stem lineage (adapted from Lee et al. 2014b with 
permission). Circles represent nodes (“ancestors”) along the bird stem lineage. Large circles rep-
resent nodes discussed in this chapter
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2.4.2  Diversification of Modern Birds

Modern birds are the most successful tetrapods in terms of the number of species. 
According to the International Ornithological Congress World Bird List (v6.2), 
there are 10,637 extant avian species, 40 orders, 239 families, and 2289 genera (Gill 
and Donsker 2016). The timing of this great diversification is still in debate. Some 
molecular studies indicate a gradual radiation during the Cretaceous Period 
(Haddrath and Baker 2012; Jetz et al. 2012; Lee et al. 2014a). On the other hand, 
fossil records of Neornithes from the Cretaceous Period are quite limited (Clarke 
et  al. 2005), suggesting that modern birds underwent extraordinary “big bang” 
diversification for a short period of time after the mass extinction event (Ericson 
et al. 2006; Feduccia 1995; Jarvis et al. 2014). A recent extensive whole-genome 
analyses also support the “big bang” hypothesis that a rapid diversification occurred 
within a short period of time during the K-Pg transition (36 lineages within 10–15 
million years) (Jarvis et al. 2014). If this is the case, modern birds, together with 
placental mammals (O’Leary et  al. 2013), diversified rapidly in the ecological 
niches where their potential predators and rivals (e.g., non-avian dinosaurs, ptero-
saurs, and other avialans) no longer existed.

Based on comparative anatomy, they are divided into two subgroups, Palaeognathae 
(“old jaw”) and Neognathae (“new jaw”) (Livezey and Zusi 2007). Palaeognathae 
include flightless ratites, such as Struthioniformes (ostriches), Rheiformes (rheas), 
Casuariiformes (emus), and Apterygiformes (kiwis). Neognathae consists of 
Galloanserae (Galliformes, e.g., chickens, turkey; Anseriformes, e.g., ducks, geese) 
and Neoaves (all other diverse birds). Neoaves further include Columbiformes 
(pigeons), Passeriformes (songbirds, corvids), Psittaciformes (parrots), Falconiformes 
(falcons), Strigiformes (owls), Accipitriformes (eagles, hawks), Charadriiformes 
(gulls, shorebirds), and Apodiformes (hummingbirds).

2.4.3  Brain Development

The brain of modern birds has some fundamental characteristics that were shared 
with other Mesozoic avialans based on information from endocast data. The avian 
brain has relatively small olfactory bulbs, large cerebral hemispheres, lateroven-
trally displaced optic lobes, and an enlarged cerebellum. However, endocasts also 
clearly show that modern birds evolved to have much larger brains than other avia-
lans (Alonso et al. 2004; Balanoff et al. 2013). For example, when total endocranial 
volume relative to body mass is compared, birds with the same size have 1/3 to 5 
times larger brains than the brain of Archaeopteryx (Alonso et al. 2004). In particu-
lar, the enlargement of the cerebrum is clearly obvious in modern birds compared to 
that of Archaeopteryx. The extensive cerebral expansion causes a further displace-
ment of optic lobes ventrally to the point that the midbrain beneath the cerebrum is 
only partially visible from the dorsal viewpoint.
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From the endocast information, it is difficult to pinpoint the exact cerebral region 
that expanded in birds. However, it is most likely that two pallial areas, DVR 
(Jarvis’s chapter) and Wulst, expanded the most in modern birds (Shimizu 2001). 
When the cerebra of extant birds and reptiles are compared, these two regions are 
highly developed and enlarged in birds compared to that of reptiles. Other cerebral 
substructures, such as the basal ganglia (including striatum and pallidum), appear to 
be similar volumetrically between reptiles and birds. Either the Wulst or DVR is not 
a unitary entity with a single function. Both structures are critically involved in 
diverse functions associated with sensory, cognitive, motor, and limbic systems 
(Shimizu and Watanabe 2012).

The extant avian cerebellum is an extremely differentiated and efficient machine 
consisting of numerous neurons. It has a number of parallel grooves (folia, lobules) 
on the cortical surface, a characteristic which is also found in mammals, as well as 
some elasmobranches and fishes, but not reptiles. These grooves are fissures of the 
cerebellar cortex, in which layers of numerous neurons are efficiently folded like an 
accordion. The cerebellum of Archaeopteryx appears to be well-developed in terms 
of size (Alonso et al. 2004; Balanoff et al. 2013). However, the interpretation was 
challenged because at least a portion of the “cerebellum” might be a torus semicir-
cularis, making the “true” cerebellum much smaller (Kurochkin et  al. 2007). 
Furthermore, no detailed information is available about the surface morphology of 
the Archaeopteryx cerebellum. From endocast data, it is unclear whether non-avian 
maniraptorans had folia or lobules in the cerebellum. Since cerebella of extant rep-
tiles are lissencephalic, it is possible that Archaeopteryx did not have an avian-like 
elaborated cerebellum. Thus, even if endocasts suggest that the general size and 
shape of the cerebellum are comparable, the cerebellum of Archaeopteryx or any 
other non-avian maniraptorans might not have the same computational capacity as 
that of modern birds.

2.4.4  Selective Factors

2.4.4.1  Flight

Of over 10,000 species of Neornithes, most birds fly, while about 60 living species 
do not (Roots 2006). Powered flight is definitely a signature behavior of modern 
birds. The exact origin of volant avians has been a contentious issue among paleo-
biologists for decades. Some non-avian maniraptorans in the Mesozoic Era had 
feathered wings, with which they were also probably able to leap, glide, parachute, 
and/or flap for powered flight. Two main hypotheses about the origin of flight have 
been proposed—ground-up and tree-down. The former hypothesis proposes that 
small-bodied terrestrial avian ancestors obtained feathers for thermal insulation or 
sexual display, but not for locomotion. Then the flight stroke evolved for fast 
ground-running activity. The latter hypothesis argues that avian ancestors lived in an 
arboreal environment. They climbed up trees using claws and then parachuted or 
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glided between trees using feathered wings. Archaeopteryx probably flew, but 
whether or not they had the capability of powered flight has been debated. For 
example, a relatively developed cerebellum of Archaeopteryx suggests that their 
neural system is equipped for flight (Balanoff et  al. 2013, but see a discussion 
above). However, they also had a rather flat sternum lacking a well-developed keel. 
Modern flying birds have sterna with the keel, to which breast muscles (pectoralis 
and sternocoracoideus) necessary for powerful strokes attach.

Regardless of the exact beginning of the avian powered flight, it is clear that 
powered flight became ubiquitous among Neornithes in the Cenozoic. In order to 
have the capability of powered flight, the avian brain needed to undergo radical 
changes in the neural system—the visuomotor system in particular. While there 
were major neural changes for the coordination of muscles related to flying locomo-
tion, the most important change involved all systems adapting to high speeds of 
flight behavior. Birds are the fastest animals in the animal kingdom. Falcons can fly 
at a speed of over 100 km/h and dive about 400 km/h (Tucker 1998; Tucker et al. 
1998). With such a high speed, humans have only blurry views, while birds can 
detect and analyze their surroundings instantly and maneuver themselves precisely 
to avoid collisions. Furthermore, flying adds the vertical dimension of the environ-
ment which birds must also process. These biological problems forced the bird 
brain to expand such neural areas for processing abundant visual input efficiently, 
while controlling or correcting motor activities instantly.

In all amniotes, visual information is sent from the retina to both the midbrain 
(optic tectum) and thalamus (lateral geniculate nucleus) (Shimizu and Watanabe 
2012). Each area further sends projections eventually to the DVR via the tectofugal 
pathway and the Wulst via the thalamofugal pathway. In birds, the optic tectum is 
an extremely developed and differentiated structure, containing at least 15 layers of 
diverse neurons. Similarly, the subsequent cerebral targets, the DVR and the Wulst, 
are also large developed structures, which in turn send projections directly and indi-
rectly to enlarged motor areas in the brainstem and cerebellum. It is likely that these 
areas—the optic tectum, lateral geniculate nucleus, DVR, Wulst, and visuomotor 
areas in the brainstem—evolved to meet the demands associated with becoming 
animals with powered flight.

2.4.4.2  Endothermy

Today, birds and mammals are only homeothermic endotherms that can internally 
regulate and maintain their body temperature. In endotherms, the primary source of 
the heat is a high resting metabolic rate, which is supported by aerobic metabolism. 
In contrast, reptiles are ectothermic animals that regulate their body temperature 
using external heat sources, the sun in particular. Since skeletal evidence suggests 
that the common ancestral amniotes of the avian and mammalian lineages were 
almost definitely ectothermic, endothermy must have evolved independently in the 
therapsid-mammalian lineage and the theropod-bird lineage.
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When and how endothermy in these lineages evolved is not fully understood. 
Paleobiological evidence suggests that metabolic changes did not occur suddenly in 
the lineages of birds and mammals. Rather, the resting metabolic rate and body 
temperature had increased gradually throughout their stem lineages (Lovegrove 
2016). However, in the case of birds, it is most likely that true homeothermic endo-
thermy was acquired only by Cretaceous Ornithurae (Hillenius and Ruben 2004). 
Strong evidence of, or the lack of, endothermy can be physically observed in the 
design of the nasal cavity in fossils. Based on the design of the nasal cavity, we can 
speculate whether or not extinct animals had nasal respiratory turbinates, or con-
chae, which are curled bony protrusions from the walls of the nasal cavity into the 
breathing passage. Respiratory turbinates are essential for animals with a high 
 resting metabolic rate (i.e., living birds and mammals) in order to recover a signifi-
cant portion of water and heat (Fig. 2.6). However, ectothermic animals, such as 
reptiles, do not need or possess such a mechanism. Fossil analyses suggest that 

a

b

Fig. 2.6 Respiratory turbinates in birds (adapted from Hillenius and Ruben 2004 with permission). 
When birds inhale (a), air passing through the respiratory turbinates is heated and humidified. 
When birds exhale (b), air is cooled down and dehumidified through the respiratory turbinates
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theropod dinosaurs, as well as other avialans (e.g., Archaeopteryx and Enantiornithes, 
Martin and Zhou (1997), did not have any indication of the mechanism, while 
Ornithurae in the Early to Late Cretaceous probably had ones. These observations 
are consistent with the hypothesis that endothermy probably evolved with modern 
birds and their immediate ancestors.

The major reason that only ornithurine birds acquired endothermy might be 
related to their ability of powered flight although there are other relevant abiotic and 
biotic factors, such as ambient temperature, humidity, CO2 level, body size, and 
musculature type. Bennett and Ruben (1979) argue that the evolution of a higher 
metabolic rate and endothermy are accidental secondary events, preceded by an 
enhanced aerobic capacity for prolonged locomotor activity. In the case of birds, 
long-distance powered flight is the sustained performance requiring aerobic metab-
olism. The capacity for long-distance activity was probably required to compete 
against rivals in order to increase territory/home range size for resources. In con-
trast, ectotherms rely on anaerobic metabolism for bursts of intense movements, but 
such behavior cannot last long due to fatigue associated with the accumulation of 
lactic acid and the depletion of stored fuel. Once endothermy was obtained, it per-
haps enabled birds to have stamina and time necessary to perform behaviors above 
and beyond long-distance powered flight. These behaviors include sophisticated 
courtships to attract potential mates, parental care for offspring, patrolling of exten-
sive territories, and other complex behaviors that can be categorized as cognition. 
Selection of these complex behaviors might result in the cerebrum expansion, espe-
cially the DVR and Wulst, which may play important roles in such higher cognitive 
capacities (Shimizu and Watanabe 2012).

In order to clarify the relationship between the endothermy and cerebral develop-
ment, it would be useful if we had a detailed information about the metabolism of 
Pterosauria (“wing lizards”). Although their exact flight capabilities are also still 
controversial, skeletal features suggest that most pterosaurs could sustain powered 
flapping flight (Witton 2013). Pterosaurs lived from the Late Triassic to the end of 
the Cretaceous Period (228 to 66 million years ago). Since pterosaurs and dinosaurs 
belong to two different clades in archosaurs, pterosaurs evolved volancy indepen-
dently from the stem bird lineage. In terms of brain development, the two most 
notable characteristics of the pterosaur brain are its large semicircular canals in the 
inner ear and the cerebellum, follicular lobes in particular. Both structures are essen-
tial for maintaining equilibrium and controlling vestibular coordination associated 
with aerial movements. However, the brain volume of pterosaurs is intermediate 
between reptiles and birds (Witmer et al. 2003). Importantly, the cerebrum develop-
ment is not impressive compared to that of modern birds. Whether pterosaurs are 
endothermic or ectothermic is not yet resolved (Clarke and Portner 2010). If there 
is a relationship between endothermy and cerebral expansion, the hypothesis pre-
dicts that they had a high metabolic rate and body temperature, but did not reach the 
level of endothermy as in modern birds.

Finally, the importance of homeothermic endothermy as a necessary step for the 
cerebrum expansion may be the case for mammals as well. In mammals, the evolu-
tion of large and complex brains occurred in three major pulses (Rowe et al. 2011), 
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which may roughly correspond to the evolutionary processes of endothermy in the 
avian lineage (Lovegrove 2016). According to the examination of nasal respiratory 
turbinates in synapsids that gave rise to mammals, endothermy was attained rela-
tively early in the lineage even before the earliest eutherian mammals emerged 
about 160 MYA from the Jurassic of China (Hillenius and Ruben 2004; Luo et al. 
2011). In the lineage of synapsids, terrestrial cursoriality might have been the sus-
tained performance requiring aerobic metabolism. Such activities are further associ-
ated with olfaction and brain areas for olfaction, such as olfactory bulbs and piriform 
cortex. Further analysis is warranted to clarify the relationship between the evolu-
tion of endothermy and cerebral expansion in mammals.

2.5  Concluding Remarks

In the bird lineage, expansions of the brain have occurred multiple times during the 
last 300 million years. As seen in Fig. 2.7, discussions in this chapter focused on 
three possible pulses—at the emergence of amniotes in the Paleozoic, during the 
theropsid evolution in the Mesozoic, and the most extensive cerebral expansion in 
the crown birds in the Cenozoic. Thus, it is most likely that truly impressive cogni-
tive and emotional capabilities of birds flourished only after the K-Pg boundary. We 
discussed several critical selective factors at each pulse of expansion, including ter-
restrial habitats, parental investment, predatory behaviors, body miniaturization, 
and increased metabolic rate. The most critical factor for the enlarged cerebrum of 

Fig. 2.7 Three pulses of the cerebral expansion along the lineage leading to modern birds. The 
expansion occurred multiple times—at the emergence of amniotes in the Paleozoic, during the 
theropsid evolution in the Mesozoic, and the flourishment of modern birds in the Cenozoic. The 
thickness of the red line schematically represents the degree of cerebral expansion
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modern birds might have been the evolution of homeothermic endothermy 66 MYA 
in order to support long-distance flight. Endurance based on endothermy in turn 
enabled birds to spend more time and energy to conduct various complex behaviors, 
which required to develop and enlarge the cerebrum. Without endothermic metabo-
lism, birds might have had a brain like Mesozoic avialans or pterosaurs—having 
developed visual, vestibular, and motor systems, but a relatively small cerebrum. A 
large cerebrum is a brain structure for animals that can afford a long duration of 
sustained activity owing to endothermy. In this respect, the evolution of cognition 
and emotion in modern birds can be regarded as a fortuitous result of long-range 
powered flight.
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Chapter 3
The Evolution of Mammalian Brains 
from Early Mammals to Present-Day Primates

Jon H. Kaas

Abstract The changes in brains as they evolved from early mammals to modern 
humans involved a great expansion of overall brain size and especially neocortex. 
Early mammals were small, and their small brains had a proportionately small cap 
of neocortex divided into approximately 20 functionally distinct areas. Numbers of 
areas and the size of the cortical sheet increased with the first primates and con-
tained 40–50 cortical areas. Overall the six million years of the evolution of modern 
humans from early bipedal apes, brains evolved from a great ape size of 400 cc to 
roughly 1400 cc, with neocortex having an estimated 200 cortical areas occupying 
80% of the brain. This cortical mass of 16 billion neurons, together with a high level 
of hemispheric specialization, appears to be critically involved in mediating the 
impressive cognitive abilities of modern humans.

Keywords Cortical areas • Thalamus • Marsupials • Monotremes • Prosimians 
• Monkeys • Apes • Humans

3.1  Introduction

The brains of the 5400 or so species of present-day mammals vary greatly in struc-
ture and function, especially at the level of the neocortex. Early mammals of 250 
million years ago (mya) were cat or rat or even smaller in size (O’Leary et al. 2013; 
Rowe et al. 2011; Smith et al. 2010), and they had small brains with proportionately 
less neocortex than in most extant mammals (Kielan-Jaworowska et al. 2004; Rowe 
et al. 2011). Many of the early mammals were near the sizes of the smallest of extant 
mammals, meaning that they were near the lower limit in size for mammals 
(Schmidt-Nielson 1984), and evolved variations in body size were largely restricted 
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to larger sizes (Cope’s rule; Baker et al. 2015; Smith et al. 2010). Larger body sizes 
are generally associated with larger brains (Jerison 1973), and larger brains present 
more opportunities for the evolution of impressive variations. Most notably, larger 
brains within a clade have more neurons (e.g., Herculano-Houzel et al. 2007) and 
may have more cortical areas (Brodmann 1909; Kaas 2008; Van Essen et al. 2012a, 
b). However, even mammals with relatively small brains sometimes have special-
ized systems and areas that are impressively unique (Kaas 2011a). Modifications of 
the somatosensory system of the duck-billed platypus for mediating electrorecep-
tion in addition to touch (Krubitzer et al. 1995) and the auditory system for echolo-
cation in microbats (Covey 2005) are good examples. Here, we start with a 
reconstruction of the brains and especially the neocortex of early mammals, based 
on evidence from the fossil record and from comparative studies of the brains of 
extant mammals. Then, we consider the likely organization of the brains of placen-
tal mammals that are most closely related to primates, and the inferred organization 
of the brains of early primates, early anthropoid primates, and finally apes and 
humans. Thus, we closely follow a single line of mammalian evolution while neces-
sarily neglecting other interesting lines and their outcomes. Yet, a focus on the evo-
lution of modern human brains is quite justified, in part by our general interest in 
ourselves, and how we got here, and in part because this interest has generated a lot 
of relevant studies of how primate brains are organized.

3.2  Early Mammals

Early mammals evolved from one line of stem amniotes (those able to lay eggs on 
dry land), the synapsid clade that gave rise to early “mammal-like reptiles” and then 
early mammals some 200 or more mya, with only mammals as surviving members. 
The other surviving branch from stem amniotes, the sauropsid clade, gave rise to 
present-day reptiles and birds. The emergence of one part of the brain, the neocor-
tex, has been considered a mammalian innovation, but that is not fully correct, as 
neocortex is homologous with the dorsal cortex of reptiles and wulst of birds (Butler 
and Hodos 2005). Yet, stem amniotes, some 340 mya, likely had something like the 
dorsal cortex of reptiles, which seems to have changed little in most reptiles while 
becoming a thick mass of neurons in birds. In contrast, over the course of the evolu-
tion of the synapsid ancestors of early mammals, the small, thin cap of forebrain 
dorsal cortex, likely consisting a single layer of pyramidal neurons with a scattering 
of small, mostly inhibitory neurons as in reptiles (Shepherd 2011), was transformed 
into the thick, multilayered neocortex that has been retained by all extant mammals. 
Other parts of cortex became the piriform (olfactory) cortex and the hippocampus 
of mammals.

The primitive neocortex presented a fantastic opportunity for further modifica-
tion in the decedents of early mammals, as the laminar organization of neocortex 
allowed for the functional specialization and differentiation of layers, while modu-
lar specialization of sets of neurons across depth of cortex also added considerable 

J.H. Kaas



61

flexibility (Kaas 2012). Most importantly, neocortex could be subdivided into an 
increasing number of cortical areas, the so-called organs of the brain (Brodmann 
1909), as brains got bigger and had more neurons. The various specializations of 
these areas and the ability to process information in a series of steps from cortical 
area to cortical area permitted the evolution of cortical systems with impressive 
computational powers. The computational flexibility of neocortex suggests why the 
proportion of brains that consisted of neocortex increased in many lines of mammal 
evolution, as brains get bigger, and the large brains of humans are 80% neocortex 
(Hofman 1988; Azevedo et al. 2009; Herculano-Houzel 2012). Thus, much of this 
review is on the enlargement and areal organization of neocortex in evolution. 
Developmentally, neocortex emerges late, and extending the generation period of 
neocortical neurons has been a major mechanism of neocortical enlargement in evo-
lution (Finlay and Darlington 1995).

Our present understanding of the organization of neocortex in early mammals 
depends on part on the inferences that can be made from the fossil record. The endo-
casts of skulls indicate that early mammals had small brains with little neocortex, 
but with relatively large olfactory bulbs and olfactory (piriform) cortex (Kielan- 
Jaworowska et al. 2004). These early mammals had small eyes and were likely noc-
turnal and feeding on insects and small vertebrates (e.g., Rowe et al. 2011). The 
small eyes promoted the nocturnal bottleneck theory (see Hall et al. 2012) that sug-
gested a loss of adaptations for photopic vision. This perhaps resulted in a shift of 
the focus of visual processing from the optic tectum of reptiles and birds and the 
superior colliculus of mammals to the visual cortex of mammals (Diamond and Hall 
1969). Major adaptations of these early mammals included the evolution of high- 
frequency hearing (Coleman and Boyer 2012; Allman 1999), the evolution of tactile 
vibrissae for the detection of nearby objects (Muchlinski 2010), and the domination 
of olfaction (Streidter 2005).

The small cap of neocortex that was revealed by the most favorable endocasts of 
the sculls of early mammals was likely subdivided into a small number of cortical 
areas, but the fossil record does not reveal these subdivisions. However, some of the 
major fissures of neocortex of mammals with large brains are sometimes revealed, 
and they may indicate aspects of functional organization (e.g., Radinsky 1976). 
Inferences about the internal anatomical and functional organizations of the neocor-
tex and brains of early mammals are necessarily based on comparative studies of the 
brains of extant mammals. In that regard, the most informative studies are likely to 
be from mammals with small brains, and few obvious behavioral specializations, 
thus resembling early mammals (Kaas 2016). Common features of brain organiza-
tion across members of the six major clades of the mammalian radiation likely 
reflect those that have been retained from early common ancestors (Kaas 2011b).

Comparative studies of the areal organization of neocortex have revealed a num-
ber of consistent features (Fig. 3.1). For example, all studied mammals have a pri-
mary somatosensory area, S1, including mammals with little neocortex (e.g., 
Catania et al. 1999). There is good evidence from many such mammals that narrow 
strips of cortex along the rostral and caudal borders of S1 have patterned connec-
tions with S1 and thus are somatosensory (e.g., Ebner and Kaas 2015). In addition, 
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the region of the second somatosensory area, S2, has been found to consist of two 
areas, S2, and parietal ventral area, PV, at least in most mammals (e.g., Remple 
et al. 2003; Beck et al. 1996). Thus, the neocortex of early mammals likely con-
tained four or five somatosensory areas. While a gustatory region or area, G, has not 
been studied in many mammals, such an area likely existed in early mammals. All 
studied mammals also have a region of lateral cortex that responds to sounds and 
has the architectonic features of primary auditory cortex. However, it is not clear 
from the limited comparative evidence if early mammals had more than one primary 
area, as well as other auditory areas, as even small mice have several auditory areas 
(Kaas 2011c). Primary visual cortex, V1 or area 17, appears to be present in all or 
most mammals, although it can be reduced to a narrow strip of cortex with few or 
no visual function in mammals that live underground, such as the “blind” mole rat 
(Cooper et al. 1993). A second visual area, V2, a small visual area on the medial 
border of V1, area prostriata, and a visual portion of temporal cortex have all been 
widely identified across mammals (Rosa and Krubitzer 1999).

Only a few other cortical areas have been widely recognized across members of the 
major braches of the mammalian radiation. These areas include the architectonically 

Fig. 3.1 The proposed organization of the neocortex of early mammals. Note the dominance of 
the large olfactory system, the small cap of neocortex that fails to cover the midbrain, and the lack 
of motor and premotor areas, as well as a lack of a corpus callosum. Somatosensory areas, with 
motor functions, included a primary area, S1; a second area, S2; possibly a parietal ventral area, 
PV; rostral and caudal somatosensory areas, RS and CS; possibly a gustatory area, G; and a small 
region of posterior parietal cortex. Visual areas included primary and second areas, V1 and V2, 
prostriata, and a temporal visual area, T. Prefrontal cortex included medial and orbital divisions, 
MF and OF. Cortex of the medial wall of the cerebral hemisphere included dorsal and ventral divi-
sions of cingulate cortex, CCd and CCv, and granular and agranular divisions of retrosplenial 
cortex, RSq and RSa. A larger hippocampus (not shown) folded under from medial-caudal entorhi-
nal cortex
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distinct granular and agranular retrosplenial areas, RSa and RSag; dorsal and ven-
tral subdivisions of cingulate cortex, CCd and CCv; and medial and orbital divisions 
of prefrontal cortex, MF and OF. The perirhinal cortex likely had functional divi-
sions, and the endorhinal cortex was present next to the hippocampus. Overall, the 
early common ancestors of all extant mammals have roughly 20 cortical areas and 
possibly more. As the cap of neocortex of early mammals was small, and the proper 
functioning of any cortical area depends on being large enough to contain all the 
neurons needed for its function (Kaas 2000), early mammals had few cortical areas. 
However, some small extant mammals even appear to have lost some areas in com-
parison to ancestors (Catania et al. 1999).

3.3  Placental Mammals

Early mammals slowly started to diverge soon after they emerged, with the mono-
treme line separating from the marsupial plus placental line about 165 mya and the 
marsupials from the placentals some 130–150 mya (Bininda-Emonds et al. 2007; 
Nilsson et al. 2010). The four placental superorders (Afrotheria, Euarchontoglires, 
Laurasiatheria, and Xenarthra) separated about 100 mya, and most of the orders of 
extant mammals were established by 85 mya, with some members surviving the 
mass extinction event 65 mya. Overall, the major branches of the mammalian tree 
are old, the rate of change was often slow, and diversification rates were low until 
55–50 mya (Bininda-Emonds et al. 2007). This is especially the case for anthropoid 
primates with New World monkeys, Old World monkeys, apes, and human lineages 
all emerging in the last 45 mya. This suggests that the brains of many mammalian 
species have not changed that much from those of early ancestors, while others have 
changed greatly within the last 40–50 million years. The comparative evidence is 
largely consistent with this scenario. However, an important advance was the evolu-
tion of the placenta, which allowed the embryonic development period for the brain 
to be greatly extended. This resulted in longer prenatal development times for the 
brain and reduced the need for the early development of neural mechanisms for 
postnatal functions. This advantage likely relates to the relatively great success of 
placental mammals over monotremes and marsupials. Placental mammals also had 
two major innovations in brain organization. First, only placental mammals have the 
corpus callosum, which first supplemented the functions of the anterior commis-
sure, and then largely replaced them. Second, present evidence largely supports the 
conclusion that only placental mammals have a primary motor area, M1, and pre-
motor cortex (e.g., Beck et al. 1996). It is not clear how motor cortex emerged, but 
the dysgranular cortex on the rostral border of S1 has important motor functions, as 
does S1 to a lesser extent (Young et al. 2012). Thus, motor cortex may have emerged 
as an elaboration of dysgranular sensorimotor cortex. The motor functions of neo-
cortex in monotremes and marsupials appear to be mediated by somatosensory cor-
tex (see Ashwell 2013).
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While early mammals had roughly 20 or more cortical areas, and a similar num-
ber of nuclei in the dorsal thalamus, the architectonic differentiation of cortical areas, 
thalamic nuclei, and midbrain colliculi was poor. Little changed for most mammals, 
including early placental mammals. However, cellular and laminar specializations of 
cortical areas and subcortical nuclei occurred to varying extents independently in 
many different lines of mammalian evolution. The dorsal lateral geniculate nucleus, 
as a well-studied example, has poorly differentiated layers, and little variation in 
neuron sizes and features in most mammals, but markedly different patterns of lami-
nation and neuron anatomy emerged in different lines of mammalian evolution as the 
importance of vision increased (see Kaas et al. 1972). Other examples of anatomical 
specializations of thalamic nuclei are illustrated by Jones (2007). These anatomical 
changes mean that the functions of some structures were substantially changed in 
some lines of evolution, while the structures themselves were retained from early 
common ancestors, and thus are homologous as structures.

3.4  The Brain of Early Primates

Primates are part of the Euarchontoglires superorder of placental mammals. Other 
Superorders of placental mammals include Xenarthra (e.g., sloths, armadillos), 
Afrotheria (e.g., elephants, tenrecs), and Laurasiatheria (e.g., cats, moles, and bats). 
Euarchontoglires include Glires (rodents and rabbits) and archontans (gliding 
lemurs, tree shrews, and primates). The primate line diverged from the other 
Euarchontoglires lines roughly 100 mya, and the last common ancestors of all 
present- day primates probably existed as early as 80 or more mya, although fossil 
evidence of primate evolution goes back only 55 mya or so (e.g., Steiper and Seiffert 
2012). Thus, it is not clear when the morphological characteristic of modern pri-
mates first emerged. Modern primates have large brains relative to body size, and 
they have more parietal and temporal cortex, and parts of frontal cortex than other 
Archontoglires, and depend more on vision and less on olfaction (Martin 1990). The 
fossil record suggests that many of these brain changes emerged within the last 50 
mys (e.g., Silcox et al. 2010). However, the earliest fossil primate already had grasp-
ing hands and feet with nails instead of claws and forward-facing eyes. These fea-
tures are likely adaptations to living in the terminal branches of tropical trees where 
insects, buds, and fruits are available as food (Bloch and Boyer 2002). Their life-
style placed an emphasis on the evolution of neural systems for processing visual 
inputs, especially in the aid of visual predation. Olfaction became less important. As 
related adaptations, early primates were small and nocturnal. Thus, the small mouse 
lemurs from the island of Madagascar have been considered as a “living model” of 
early primates (Gebo 2004). However, the brains of these 40–65 g primates have not 
been studied enough to provide an overview of their organization. Mouse lemurs are 
members of one branch of radiation of strepsirrhine primates. Besides the lemurs of 
Madagascar, other strepsirrhine primates include the loris of Southeast Asia and the 
galagos of Africa. Fortunately the organization of the forebrain of galagos has been 
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extensively studied, allowing comparisons with the organization of the forebrains of 
New and Old World monkeys.

The known organization of the neocortex of galagos (Fig. 3.2) shows many of the 
characteristic features of primates of the closest relatives of primates that have been 

Fig. 3.2 Cortical areas on the flattened cortex of a galago, a strepsirrhine primate. Visual areas V1, 
V2, and prostriata have been retained from non-primate ancestors. Area V3, the dorsolateral visual 
area DL (V4); the dorsomedial visual area DM; the middle temporal visual area, MT; the MT 
crescent, MTc; the middle superior temporal area, MST; and the fundal area of the superior tem-
poral sulcus, FST all appear to be primate innovations. Inferior temporal cortex, IT, likely has 4–5 
subdivisions. The auditory core contains primary auditory cortex, A1, and a rostral area, R, as well 
as an auditory belt (AB) and a parabelt, APB. Somatosensory cortex includes S1 (area 3b), area 3a 
(see RS in Fig. 3.1), area 1 or 1 plus 2 (see CS in Fig. 3.1), S2 and PV, as well as a new ventral 
somatosensory area or areas, VS. A gustatory (taste) area (G) is likely; posterior parietal cortex, 
PPC, is large and divided into a caudal portion dominated by visual inputs, and a rostral portion 
with motor functions (see text). Motor cortex includes a primary motor area, M1; dorsal and ven-
tral premotor areas, PMV and PMD; a supplementary motor area, SMA; a frontal eye field, FEF; 
and two or more cingulate motor areas, CMr and CMc. Retrosplenial cortex includes granular 
(RAg) and agranular (RSag) divisions. Medial and orbital divisions of frontal cortex, OFm and 
OFv, separate regions of granular prefrontal cortex, PFg, a primate innovation. The corpus callo-
sum, CC, is new with placental mammals
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well studied, rats, mice, squirrels, and tree shrews. For the visual system, areas V1, 
V2, and prostriata have been retained, but modified from the organization in non- 
primate ancestors as inferred from present-day rodents and tree shrews. Thus, V1 has 
primate specializations that include sublaminar segregations in sublayers 4a and 4b 
of magnocellular and parvocellular classes of thalamic inputs and an orderly distri-
bution of cytochrome oxidase (“blobs” (modules) in layer 3 (Casagrande and Kaas 
1994). The grouping of cells that selectively respond to the orientation of visual bars 
and lines is a modular feature of V1 in primates that is shared with tree shrews but 
not with rodents (Van Hooser 2007). In galagos, V2 has a weak expression of band-
like modules reflecting different processing streams that are more prominent in 
anthropoid primates (Collins et al. 2001). A third visual area, V3, has been found in 
galagos (Lyon and Kaas 2002) but not in rodents or tree shrews. Higher-order visual 
areas include the dorsolateral visual area, DL or V4; the dorsomedial visual area, 
DM; the middle temporal visual area MT; and the associated areas of the MT cortex 
(MTc, MST, FST). In addition, the inferior temporal region is visual, and it contains 
several visual areas that have not yet been well defined. In posterior parietal cortex, 
a region that greatly expanded in primates, caudal PPC is predominantly visual 
(Stepniewska et al. 2016). Most of these areas beyond V1 and V2 have no known 
homologues in non-primate mammals and are likely innovations that emerged in 
early primates. Subcortically, the superior colliculus of the midbrain has evolved to 
greatly increase the magnitude of the retinal inputs from the ipsilateral eye while 
losing the inputs from the temporal retina of the contralateral eye (Kaas 2014). These 
primates have a superior colliculus that represents the contralateral visual hemifield 
with inputs from both eyes rather than the whole retina of the contralateral eye as in 
non-primates. The dorsal lateral geniculate has been altered so that three classes of 
inputs from the retina are separated into the M (magnocellular), P (parvocellular), 
and K (koniocellular) layers in a pattern characteristic of primates and different from 
non-primates (Kaas et al. 1978; Kaas 2014; Casagrande 1994). Overall, visual cor-
tex and subcortical visual structures have been greatly modified in primates and how 
these changes occurred as primates evolved from non-primate ancestors is not clear.

Much less is known about the organization of the auditory cortex and how it dif-
fers from other mammals, but there is evidence for at least two primary areas, A1 
and rostral area R, of other primates (see Kaas 2011c), and for two regions of 
higher-level processing, the auditory belt (AB) and auditory parabelt (APB) cortex. 
Each of these regions is likely subdivided into functionally specialized areas, as for 
monkeys (Kaas and Hackett 2000), but this is not yet known. Multiple auditory 
areas have been identified in other mammals, such as cats and rats (Kaas 2011c). 
Multiple areas seem to have evolved in different clades, independently, at least in 
part, so it is not yet certain what areas and features of auditory cortex in primates are 
primate innovations.

Somatosensory cortex in galagos includes anterior, lateral, and posterior divi-
sions of parietal cortex. Primary somatosensory cortex (S1) corresponds to area 3b 
of anthropoid monkeys, but it is not as well differentiated architectonically from 
adjoining cortex as in anthropoid primates (Sur et al. 1980). Yet, area 3b responds 
well to tactile stimuli, and it represents the contralateral body surface in a foot to 
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face medial to lateral sequence. As in other primates, a narrow strip of dysgranular 
cortex, area 3a, exists in the rostral border of S1, which has both tactile and proprio-
ceptive functions. Cortex along the caudal border of S1 has an orderly pattern of 
connections with S1, demonstrating a somatotopic representation parallel to S1, 
similar to that of area 1 of anthropoid primates. It is not yet clear if this cortex cor-
responds to area 1 alone or both areas 1 and 2 of anthropoid primates (Wu and Kaas 
2003). Overall, this area 1, or area 1 plus area 2, resembles the cortex along the 
caudal border of S1 in rodents and tree shrews, more than the more distinct, and 
responsive, representations in areas 1 and 2 of monkeys. It seems likely that a single, 
poorly differentiated body representation evolved into area 1 and area 2  in early 
monkeys and that areas 1 and 2 were retained in all or most present-day anthropoids. 
Areas PV and S2 are just lateral to S1 (Wu and Kaas 2003), much as they are in rats 
and squirrels. Thus, these fields have been retained from non-primate ancestors. 
However, there is also evidence for another area or areas next to PV and S2, the 
ventral somatosensory area (VS) or areas (see Coq et al. 2004). This seems to be a 
primate innovation. A gustatory area, G, has not been well defined in galagos, but it 
likely exists in all mammals. Finally, the PPCr region contains a series of about eight 
small patches of cortex, we call domains, that have been defined by the complex 
movements produced by electrical stimulation (Stepniewska et al. 2009; Kaas and 
Stepniewska 2016). The separate domains evoked eye, protective arm, hand to 
mouth, reaching, running, and other complex movements when stimulated, and the 
domains are roughly arranged in a lateromedial sequence from head to foot. The 
domains appear to exist in all or most primates but not to this extent in the close rela-
tives of primates. Thus they likely emerged with the expansion of posterior parietal 
cortex in early primates or their immediate ancestors.

Galagos also have a number of cortical motor areas that are shared with other 
primates (Wu et al. 2000). This includes a primary motor area (M1), ventral (PMV) 
and dorsal (PMD) premotor areas, frontal eye field (FEF), the supplementary motor 
area (SMA), and rostral, caudal, and ventral cingulate motor areas (CMA). The 
motor cortex of rodents (Young et al. 2012) and tree shrews (Remple et al. 2006) 
includes a primary area, M1, and at least one premotor area, and this is the likely 
pattern of motor cortex for all placental mammals. But additional motor areas appear 
to have been added with the evolution of early primates, especially of subdivisions 
of motor areas concerned with the control of hand and forelimb movements. In addi-
tion, small regions or domains where electrical stimulation of cortex evokes com-
plex action specific movements exist in M1 and premotor cortex of galagos and 
likely all primates. These domains are functionally matched to domains of PPCr 
(Kaas and Stepniewska 2016). Other mammals may have similar domain-like sub-
divisions of M1 (e.g., Baldwin et  al. 2017), but the types and numbers of such 
domains are different and fewer. The organizations of M1 and premotor cortex 
changed with the emergence of primates in that the numbers of domains increased, 
they were interconnected with functionally matched domains in a newly enlarged 
rostral region of posterior parietal cortex, and more domain were involved in 
 producing movements of the forelimb and hand in such behaviors as grasping, hand 
to mouth, and protecting the head with an arm.
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Other areas of cortex have been less explored in galagos and other prosimians, 
but these and all other primates have a granular region of prefrontal cortex that is 
thought to be an innovation of early primates (Preuss and Goldman-Rakic 1991). 
Areas of primary sensory cortex are characterized by having densely packed small 
neurons (granule cells) in layer 4 that are individually activated by only few inputs, 
thereby preserving this information for further processing. Motor areas, in contrast, 
are characterized by large pyramidal neurons that have large dendritic arbors that 
allow them to integrate information from many sources (Kaas 2000). The integra-
tion of many sources of information has long been considered to be an important 
feature of prefrontal cortex, and granular prefrontal cortex does have large pyrami-
dal neurons with widespread dendritic arbors, especially in humans (Elston et al. 
2006). So it is interesting that this cortex also is specialized for preserving the details 
of some of the inputs to small neurons of layer 4.

In summary, we see evidence for a remarkable reorganization of the brain in the 
ancestors of early primates, so that many changes or innovations occurred that were 
retained in galagos and most likely other prosimian primates, but also in monkeys 
and possibly all primates. Major changes involved the visual and motor systems, 
especially at the cortical level, where we see a sign of a greatly expanded role of 
neocortex, the “corticalization of function” that so characterizes the human brain 
(Herculano-Houzel et al. 2016). Comparative studies on the relatives of primates, 
rodents, and tree shrews don’t shed much light on when and how these remarkable 
changes occurred, but it is clear that most or all the these changes occurred after the 
divergence of Glires (rodents and lagomorphs) from archontans (tree shrews, glid-
ing lemurs, and primates) and even after the divergence of the ancestors of primates 
from those of tree shrews some 85 mya.

3.5  The Brains of Early Monkeys

The early haplorhines or “dry-nosed” primates emerged as a branch from the strep-
sirrhine clade of “wet-nosed” primates over 60 mya (e.g., Murphy et al. 2004). An 
early branch of early haplorhines evolved into present-day tarsiers, while the other 
surviving anthropoid branches led to the more widespread New World monkeys 
(platyrrhines) and Old World monkeys (catarrhines), which eventually produced 
hominins (apes and humans). Early haplorhines were small and diurnal (Ni et al. 
2013; Kay et al. 1997; Seiffert et al. 2010). The line leading to present-day tarsiers 
reverted back to being nocturnal, with appropriate modifications including extremely 
large eyes for their small head and body. Tarsiers feed in the fine branches and eat 
insects and small vertebrates as a specialized visual predator that eats no vegetable 
matter (Fleagle 1999). Not much is known about their brains, as experimental stud-
ies have been limited, but histological studies indicate that both the dorsal lateral 
geniculate nucleus and the pulvinar resemble those of monkeys in organization 
more than those of strepsirrhines (Collins et al. 2005; Wong et al. 2010). Primary 
visual cortex is remarkable in its relative size, 20–30% of neocortex, and its degree 
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of histological differentiations into distinct layers and sublayers. However, these 
visual specializations in a small brain seem to have come at the cost of having less 
posterior parietal and prefrontal cortex.

Early monkeys diversified in Africa, with some rare individuals somehow rafting 
from Africa to South America, perhaps more than once, as early as 30–40 mya 
(Bond et al. 2015; Bloch et al. 2016). Studies of early African and South American 
primate fossils reveal similarities that have been lost (Bond et  al. 2015; Seiffert 
2012). However, these early monkeys had relatively larger brains than their strepsir-
rhine ancestors, with more neocortex and a more extensive temporal lobe. Early 
monkeys in both Africa and South America likely had dichromatic color vision, 
having just two classes of cone photoreceptors (as in most mammals), while surviv-
ing African anthropoids are trichromatic, having short, middle, and long wave sen-
sitive cones. Trichromatic vision would seem to offer a considerable advantage in 
identifying colored fruits and buds as food in the dense arrays of leaves in tropical 
trees (Regan et  al. 2001). As early monkeys diversified, many got larger and 
depended more on fruits, leaves, and buds for food. Most South American monkeys 
remained dichromats, while the placement of the gene for the long-wavelength gene 
on the X chromosome and a slight variation in the gene allowed some XX females 
to code for different cone pigments on each X chromosome and became trichro-
mats, while all XY males remained dichromats (Jacobs 2008). However, one genus 
of large New World monkeys has both genes for longer-wave sensitivity pigments 
(medium and long) on each X chromosome, allowing all females and males to have 
trichromatic vision. Thus, the advantage of trichromatic vision evolved indepen-
dently in New and Old World monkeys. This suggests that the independent changes 
in the retina induced comparable changes for the processing of color information in 
the visual systems of trichromatic New and Old World monkeys.

New World monkeys evolved into roughly 125 species of various body sizes 
ranging from the 100–250 g of species of marmosets to the 11–12 kg sizes of howler 
monkeys. One New World monkey, the owl monkey reverted back to nocturnal liv-
ing, while others remained diurnal. Old World monkeys are found in Africa and 
Asia and are generally as large or larger than the New World monkeys. There are 
over 85 species of Old World monkeys in two major subfamilies, the cercopithe-
cines with cheek pouches for storing food and colobines with adaptations for feed-
ing on leaves (Fleagle 1999). As early monkeys were small, the brains of some of 
the smaller New World monkeys likely reflect more of the organizations of the 
brains of early monkeys. Larger monkeys have larger brains, with proportionally 
more neocortex (Chaplin et al. 2013) and more neurons (Herculano-Houzel et al. 
2007), and they likely have more cortical areas (Changizi and Shimojo 2005). The 
presence of larger brains with proportionally more neocortex implies an increase in 
the “corticalization of function” (Herculano-Houzel et al. 2016).

The most commonly studied brains of New World monkeys include those of 
squirrel monkeys, owl monkeys, and marmosets. The brains of the larger cebus and 
spider monkeys have been studied much less. As most studies have focused on 
aspects of cortical organization, and the areal organization of cortex is subject to 
major changes in evolution, our emphasis here remains on the cortex. However, 
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outside of the primary sensory and motor areas, identifying cortical areas is a diffi-
cult process, and many uncertainties and differences of opinion remain. However, 
the evidence supports the conclusion that even the smaller of the New World mon-
keys have more cortical areas than strepsirrhine primates, and this means more corti-
cal areas are available for serial processing, and more diversity in cortical 
specializations is possible.

The proposed areal organization of the neocortex of a squirrel monkey is illus-
trated in Fig. 3.3. The full number of cortical areas is difficult to estimate as large 
regions of cortex have been relatively unexplored with experimental procedures, 
although architectonic features and patterns of connections have been used to 
define additional areas. The cortex with predominately visual function occupies 
most of the caudal half of the cortex and includes the visual areas of strepsirrhine 
primates but likely more areas. The dorsolateral visual area, DL or V4, appears to 
be subdivided into rostral and caudal halves, with DLr having more connections 
with the “action” or “dorsal” stream of visual processing, and DLc more con-
nected with the “object identification” or “ventral” processing stream (Kaas and 
Lyon 2007). The FST region is also divided into dorsal and ventral areas, FSTd 
with dense connections with MT, and FSTv with dense connections with MTc 

Fig. 3.3 Some of the cortical areas of a squirrel monkey shown on a dorsolateral view of the left 
cerebral hemisphere. All of the areas of the galago (Fig. 3.2) are present in monkeys, but there is 
proportionately more neocortex; somatosensory area 2 is distinct from area 1; the ventral somato-
sensory area is clearly divided into two areas (not shown); visual area FST has dorsal and ventral 
divisions; and granular frontal cortex, FCg, PPC, and IT cortex have expanded. See Fig. 3.2 for 
abbreviations and conventions
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(Kaas and Morel 1993). There is clear evidence for V3 (Kaas et al. 2001), although 
this interpretation has been questioned (e.g., Rosa et al. 2005). The New and Old 
World monkeys (except owl monkeys) are diurnal, and the amount of cortex 
devoted to the ventral stream of cortical processing (Ungerleider and Haxby 1994; 
Goodale and Milner 1992), including a uncertain number of inferior temporal (IT) 
visual areas, is expanded for better identifying objects including faces for social 
primates (Ku et al. 2011; Tsao et al. 2008; Hung et al. 2015). The emphasis on 
visual object identification starts subcortically, with 80% of the retinal ganglion 
cells projecting to only the parvocellular layers of lateral geniculate nucleus 
(Weller and Kaas 1989) that activate the cortical ventral stream. Only about 10% 
of the ganglion cells project to the magnocellular layers, to provide the primary 
source of visual information for the dorsal “action” stream involving the MT cor-
tex, DM, and much of posterior parietal cortex.

The evolutionary changes in the somatosensory system have been less pro-
nounced. The hand representation in primary somatosensory cortex in New and Old 
World monkeys is somewhat enlarged, and area 1 is more powerfully driven by 
touch. Area 2 is also highly responsive to touch, as well as muscle and limb move-
ment. Some of the large spider and cebus New World monkeys have a highly sensi-
tive glabrous pad on the end of their prehensile tail, which serves as an extra limb 
and has a large representation in somatosensory cortex (Felleman et al. 1983). This 
is an innovation that is restricted to one line of evolution in New World monkeys.

The larger brains of most Old World monkeys, and perhaps the larger New World 
monkeys, may have more cortical areas (Changizi and Shimojo 2005; Kaas 2008), 
but this depends on how they are defined and the types of evidence. Thus, much 
certainty exists. One recent estimate is that macaque monkeys have 140 areas (Van 
Essen et al. 2012a), but this may be an underestimate. For comparison, a recent atlas 
of the small marmoset brain portrays just over 100 cortical areas (Paxinos et  al. 
2012). However, as this estimate is largely based on architectonic distinctions, it 
may be an overestimate. In evaluating these estimates, it is important to consider 
how many neurons would be needed to mediate the proposed functions of an area 
and what the minimal size of that area might be (Kaas 2000). Some of the proposed 
cortical areas appear to be too small to be realistic. In addition, modular features of 
cortex can produce connectional and architectonic differences that are similar to 
those expressed by areas and thus may be confused with areas.

In summary, the evolved changes in the brains of early to recent monkeys 
include elaborations of parts of the visual system that enhanced the ability to rec-
ognize objects and the faces of individuals in highly social monkeys. This involved 
an elaboration of the classes of retinal ganglion cells that provided detailed spatial 
vision and trichromatic color vision and a great expansion of the ventral stream of 
visual processing. There was also an expansion of parts of the motor and sensory 
cortex devoted to forepaw use, as more kinds of plant food were used, and food 
processing with hands and teeth was more needed. As larger species with larger 
brains emerged, these larger brains provided more capacity, the possibility of 
more serial processing, and the further specializations of systems, nuclei, and 
cortical areas.
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3.6  The Evolution of Apes and Ape Brains

Apes emerged in East Africa from a line of large bodied catarrhine monkeys some 
25–30 mya (Andrews 2015). These monkey-like apes were arboreal, but also partly 
terrestrial, as suggested by their large size. Their larger sizes and correspondingly 
larger brains allowed them to compete with monkeys for high-quality food, terri-
tory, and stable supplies, such as figs (Jablonski et al. 2000). For a time, the ape 
radiation was very successful, and they spread to adjoining parts of Europe and 
Asia. In seasonal climates, the acquired ability to store fat reserves may have 
become important. Ultimately, the longer maturation times that resulted in slower 
rates of reproduction, together with the higher energy costs of larger bodies and 
brains, put apes at a comparative disadvantage with monkeys in times of environ-
mental instability. Apes disappeared from much of their former range. However, the 
line of African great apes gave rise to a branch leading to present-day gorillas 8 or 
more mya, the chimpanzee-bonobo line 5–6 mya (producing chimpanzees and 
bonobos within the last 2 mya), and the line of bipedal hominins that led to modern 
humans. The last common ancestor of humans and chimpanzees most closely 
resembled modern chimpanzees in that it was not yet completely bipedal, had a high 
degree of sexual dimorphism, likely used tools; and probably nested in trees for 
safety (Andrews 2015). Our ancestors diverged by becoming predominantly bipedal, 
thus freeing the hands for tool use, food transport, and infant care, with no signifi-
cant change in brain size. Hominin brains remained in the 400–500 cm3 range until 
about 2 mya.

Studies of the brains of the extant great apes provide an opportunity to under-
stand what the brains of our extinct hominin relatives were like. Because of limits 
on the types of studies that are possible, much of what is known about the brains of 
apes comes from histological studies of brains obtained after death. As expected 
some of the sensory and motor areas that have been identified by multiple criteria in 
monkeys have been identified histologically in chimpanzees. V1 or area 17 in chim-
panzees has the distinctive laminar appearance of monkeys, but differs in not having 
a dense cytochrome oxidase band in the middle of layer 3 (Brodmann’s layer 4A), 
and thus resembles area 17 of human brains in that way (Preuss et al. 1999). This 
suggests that inputs from the lateral geniculate nucleus have been reduced or elimi-
nated from this sublayer, an interpretation consistent with anatomical results (Tigges 
and Tigges 1979). Thus, the substrate for processing visual inputs has been modified 
in great apes with different modifications occurring in humans. What these modifi-
cations mean functionally is not yet clear. Area 17 of chimpanzees is larger than in 
macaque monkeys, as the sheet of neocortex is extremely large, but area 17 is pro-
portionally less of the total of neocortex, suggesting that more cortical areas exist or 
that other areas have disproportionally enlarged. As in Old World monkeys and 
humans, area 17 of chimpanzees is divided in layer 4 by broad, distinctive, ocular 
dominance columns (Tigges and Tigges 1979). Clear evidence for other visual 
areas, V2, V3, DM, MT, etc., of monkey visual cortex is lacking, but all these areas, 
and more, one are expected to exist in apes. It is clear that V1 and nearby visual 
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areas, V2 and V3, have high neuron packing densities, as in other primates (Collins 
et al. 2016).

There is also good architectonic evidence for areas 3a, 3b, 1, and 2 of anterior 
parietal cortex of chimpanzees (Qi et al. 2008). These areas are arranged in a rostro-
caudal sequence from the depth of the central sulcus as they are in monkeys and 
humans, and they are very similar in architectonic appearance across these primates. 
Other somatosensory areas such as S2, PV, and VS likely exist but have not been 
demonstrated. In monkeys, primary auditory cortex consists of a distinctive core of 
three auditory areas, A1, a rostral area, R, and a rostrotemporal area, RT. A similar 
core region has been identified by architectonic criteria in chimpanzees, and the 
identifying features are very similar to those that identify the core in macaque mon-
keys and human (Hackett et al. 2001). However, it is not yet certain if this core is 
divided into three primary areas in macaques or if adjoining belt and parabelt audi-
tory regions are functionally organized as in macaques (Kaas and Hackett 2000). 
Motor cortex organization, at least for primary and secondary motor areas, also 
seems to be similar in apes and macaques (Woolsey et al. 1960; Bailey et al. 1950; 
Grunbaum and Sherrington 1901). And a recent neuroimaging study of brain regions 
activated during grasping revealed a frontoparietal network similar to that of 
macaques, including presumed homologues of the anterior intraparietal area, AIP, 
and ventral premotor area of macaques (Hecht et  al. 2015). In addition, a study 
using diffusion tensor imaging (DTI) to reveal the connections of the arcuate fas-
ciculus in primates has suggested that these connections are more similar to those in 
macaque than in humans (Rilling et al. 2008). However, the chimpanzee brain is not 
simply a more-than-three-times larger macaque brain. Structural changes in brain 
organization have occurred, but they are as of yet understood in only a limited way. 
The proportionally smaller primary sensory and motor areas, for example, suggest 
that the cortical sheet of chimpanzees is divided into more cortical areas, allowing 
more steps in cortical processing and greater specialization of cortical areas. 
Chimpanzees also have marked asymmetries in the gross anatomy of the two cere-
bral hemispheres, suggesting that different anatomical specializations for hand use 
and other functions exist as do in humans (Gannon et  al. 1998; Hopkins and 
Cantalupo 2004; Gilissen and Hopkins 2013). As for humans, chimpanzees are pre-
dominately right handed (Hopkins et al. 2004).

3.7  The Evolution of the Brains of Modern Humans

The fossil record indicates that the early hominins that diverged from the line that 
gave size to chimpanzees and bonobos some 6–7 mya were much like early mem-
bers of the branch that led to chimpanzees and bonobos (Crompton et  al. 2008; 
Robson and Wood 2008). However, these apes adjusted to woodlands that were 
subject to climate fluctuations and became drier and mixed with grasslands. It 
became adaptive for these apes to expand their home range for feeding and increase 
the range of food items in their diet. Walking on two legs allowed these early 
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ancestors to cover more territory, see further and more clearly, and use their fore-
limbs to carry food to a safe place. Increasingly bipedalism allowed the hand and 
feet to differently specialize to great advantage. Bipedalism occurred early in hom-
inin evolution, about 6 mya, while the once expected great increase in brain sizes 
did not occur until 2 mya, and then brain sizes increased from ape size (400 cc) in 
Australopithecus to more than double in early Homo erectus, to roughly 1400 cc of 
modern humans. Over the last 2.5 million years, the hand became increasingly mod-
ified from a great apelike beginning to a human hand in ways that would promote 
tool use (Tocheri et al. 2008). Ancestors from the time of Homo erectus spread from 
Africa to Asia and Europe but retreated or were wiped out with climate change and 
ice ages. Our species, Homo sapiens, emerged about 200,000 years ago in Africa, 
after a near extinction during a major ice age (Takahata et al. 1995). The evolution 
of the big human brains provided impressive cognitive and social skills, tool use, 
and technology and the ability through culture to expand and occupy highly difficult 
environments. The costs of these big brains include the amount of energy it takes to 
maintain them, the long developmental period to make them, and maintaining the 
capacity to store large amounts of (cultural) information. The high-energy cost of 
the big brains of our ancestors could only be meet by cooking or otherwise process-
ing food, abilities that go back as far as 1.5–2 million years (Wrangham 2009; 
Herculano-Houzel 2016). The long development time for the bigger brains of our 
ancestors, resulting in later reproduction in life, was compensated for in a large part 
by a reduced mortality rate, a longer life span, shorter times between births, and the 
help of others in child care.

Large brains are important in that they have more neurons, the basic computa-
tional units of brains. But for cognition, large numbers of neurons need to be in the 
neocortex, as elephants have a three-times-larger brain than humans, but fewer neu-
rons in the neocortex (16 billion, humans; 5.6 billion, elephants; Herculano-Houzel 
2016). Proportionally more of the neurons in elephants are in the cerebellum, which 
has important functions, but we largely attribute our cognitive abilities to neocortex. 
Primates have an advantage over other mammals as primate brains maintain similar 
levels of neuron packing densities as from smaller to bigger brains, while other 
mammals have reduced neuronal densities as their brains get bigger (Herculano- 
Houzel et al. 2007). Additionally, we devote about 80% of the mass of our brains to 
neocortex (Azevedo et al. 2009; for review see Hofman 2014). Another important 
factor is where cortical neurons are concentrated. While the results of early studies 
suggested that neuron densities are the same across all cortices and across mam-
malian clades, except for a doubling of neurons in primary visual cortex of pri-
mates, this is far from the case. As shown most clearly in neuron counts per mm2 of 
cortical surface for over 700 squares of cortex in a chimpanzee, neuron densities 
vary three to fourfold across cortical areas and regions. Neuron counts were very 
high in primary visual cortex and high in secondary visual areas and in auditory and 
somatosensory areas but also in frontal granular cortex (Collins et al. 2016). Low 
neuron packing densities were found in motor and premotor cortex. Similar differ-
ences in neuron packing exist in other primates and appear to exist in neocortex of 
humans (Gabi et  al. 2016). Neuron packing densities decrease with increases in 

J.H. Kaas



75

average neuron size, and larger neurons sum more inputs. Thus, we can assume that 
smaller neurons of sensory areas and of frontal granular cortex have the important 
role of preserving much of the information in their inputs, while the larger neurons 
of motor areas sum many inputs to best provide motor commands. Another factor 
that greatly contributes to the impressive abilities of the human brain (Tomasello 
2014; Passingham 2008) is the great increase in the numbers of cortical areas and, 
thus, the steps available for cortical processing (Pinker 2009). These new areas have 
been added to association cortex, the cortex devoted to higher-order processing. 
Outside of a few, cortical areas are hard to identify, and the absolute number in the 
neocortex of human is far from certain. Estimates vary (e.g., Kaas 2006; Van Essen 
et al. 2012b), but the number is likely over 200, perhaps 4 times more than in early 
primates. Thus, in both human postnatal development and evolution, the association 
regions of cortex have expanded most, while the sensory areas expanded little (Hill 
et al. 2010). Functional imaging studies in human are now starting to present evi-
dence for cortical areas that are unique to humans (e.g., Peeters et al. 2009), in addi-
tion to those areas involved in language (e.g., Brauer et al. 2011). Finally, hemispheric 
specialization has been greatly enhanced in the evolution of modern humans, allow-
ing systems and cortical areas of the two hemispheres to differentially specialize, 
reduce processing time, and increase the cognitive abilities of humans (Corballis 
2007; Van Essen et al. 2012b; Ringo et al. 1994; Brown and Kosslyn 1993).
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Chapter 4
Developmental Sequences Predict Increased 
Connectivity in Brain Evolution: A 
Comparative Analysis of Developmental 
Timing, Gene Expression, Neuron Numbers, 
and Diffusion MR Tractography

Christine J. Charvet, Chet C. Sherwood, and Emi Takahashi

Abstract A conserved sequence in cell-type specification across mammals sug-
gests that evolutionary changes in developmental timing may give rise to predictable 
changes in connectivity patterns across species. We here review the regularities in 
the timing of developmental events across species. We then use them to predict evo-
lutionary changes in the number of cell types in order to identify evolutionary 
changes in the internal circuitry of the cerebellum as well as the gray and white 
matter of the isocortex across mammals. We survey what is known about the 
sequence and timing of cell-type specification in different brain regions and in 
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various mammalian species. We find that lengthened developmental schedules predict 
a  disproportionate increase in the number of locally projecting granule cells within 
the cerebellum and in the number of isocortical neurons projecting within or across 
cortical areas. Our main conclusion is that, as brains get bigger, neurons increasingly 
connect within their own major brain region.

Keywords Connections • Cortex • Diffusion MR • Evolution • Layers • Primate

4.1  Introduction

How connectivity patterns evolve has been an enduring question in the study of 
comparative neurobiology. Variation in brain size has been proposed to entail evo-
lutionary changes in connectivity patterns (Deacon 1990; Striedter 2005). Yet, we 
still have few lines of empirical evidence to identify how connectivity patterns have 
evolved. Masterton and his colleagues compared the number of neurons that com-
prise different pathways in a large sample of mammalian species and showed that 
corticospinal neuron numbers largely covary with brain size (Nudo and Masterton 
1990; Nudo et al. 1995). These data offer a glimpse as to how connectivity patterns 
evolve.

Connectivity patterns have been well characterized using anatomical tracer 
methods in a broad range of species (Kawamura 1973a, b, c; Kaas 1989; Striedter 
2005; Schmahmann and Pandya 2009). Collectively, this large body of work has 
shown that projection patterns exhibit stereotypical patterns, which are relatively 
stable in mammalian evolution. For instance, cortical connectivity patterns exhibit a 
small-world network, wherein the majority of neurons project locally between cor-
tical areas rather than over long distances (Sporns and Zwi 2004; Bullmore and 
Sporns 2012). This small-world pattern of connectivity is evident in primates such 
as macaque monkeys as well as in carnivores such as cats (Bassett and Bullmore 
2006). As another example, neurons across the depth of the isocortex exhibit stereo-
typic patterns of projections. Upper layer neurons (layers II–IV) preferentially proj-
ect within and across cortical regions, but many lower layer neurons (layers V–VI) 
project to subcortical structures (Gilbert and Kelly 1975; Barbas 1986; Nudo et al. 
1995; Hof et al. 1995). That is, there is conservation in cortical neuron projection 
patterns in mammalian evolution.

The present review synthesizes findings from the field of evolutionary and devel-
opmental biology (evo-devo) to identify how evolutionary changes in developmen-
tal timing and conservation in the sequence of cell-type generation yields 
evolutionary changes in connectivity patterns. Given that different cortical layers 
consist of different cell types (Hof et al. 1995; DeFelipe et al. 2002; Belgard et al. 
2011; Zeng et al. 2012) and neurons in upper (i.e., layers II–IV) versus lower layers 
(i.e., layers V–VI) exhibit stereotypical patterns of connectivity (Gilbert and Kelly 
1975; Nudo et  al. 1995; Barbas 1986; Rowell et  al. 2010; García-Cabezas and 
Barbas 2014; Markov et al. 2014; Yamawaki et al. 2014), allometric variation in 
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cell-type numbers yield insights as to how connectivity patterns evolve. We specifi-
cally focus on the relative variation in the number of neuron subtypes such as iso-
cortical upper layer (i.e., layers II–IV) and lower layer neurons (i.e., layers V–VI), 
as well as cerebellar granule and Purkinje neurons. Such an analysis shows that 
intra-regional projecting neurons within the isocortex and within the cerebellum 
become disproportionately more numerous as developmental schedules lengthen 
and brains expand.

4.1.1  Conservation in Developmental Sequences

The evo-devo approach has identified broadly conserved molecular developmental 
mechanisms and conserved cell-type specification across species (Finlay and 
Darlington 1995; Puelles and Rubenstein 2003; Puelles and Ferran 2012). Cell 
birth-dating studies performed in a broad range of mammals (e.g., rodents, pri-
mates, marsupials) show that the sequence of cell-type specification is highly con-
served across mammals and that different brain regions vary in their duration of 
neurogenesis (Clancy et al. 2001; Workman et al. 2013). Some brain regions such as 
the isocortex and the cerebellum undergo neurogenesis for an extended period of 
time compared with other brain regions such as the thalamus and the medulla (Bayer 
and Altman 1991; Finlay and Darlington 1995; Rakic 2002; Workman et al. 2013). 
The protracted neurogenetic schedule of the developing isocortex and cerebellum is 
particularly evident in species with prolonged developmental schedules such as pri-
mates and marsupial mammals but is less evident in faster-developing species such 
as mice and rats because developmental events become more clearly separated in 
time in longer-developing species (e.g., primates; Workman et al. 2013).

Although data from cell birth-dating studies are lacking in humans, an inspection 
of gene expression levels from the Allen Institute for Brain Science can provide 
some insights into changes in developmental maturation in humans (Hawrylycz 
et al. 2012; Miller et al. 2014). For instance, the RBFOX3 gene (i.e., NeuN) differ-
entially increases its expression over developmental time in humans in each brain 
region (Fig.  4.1). The observation that cerebellar RBFOX3 expression increases 
well into the postnatal period compared with other brain regions, such as the thala-
mus, suggests that the prolonged period of neurogenesis timing that has been 
observed for nonhuman mammals is mirrored in the duration of changes in gene 
expression in developing humans. Both birth-dating studies of nonhuman primates 
(Rakic 2002) and variation in gene expression over developmental time in humans 
(Hawrylycz et al. 2012; Miller et al. 2014) yield similar results in illustrating the 
extended period of neurogenesis or maturation of some structures (Rakic and 
Sidman 1970; Rakic 2002).

Early in the development of the isocortex, neurons are generated within the 
ventricular zone. They undergo mitosis along the ventricular wall. As development 
progresses, proliferative cells exit the cell cycle and migrate outside of the prolif-
erative zone to become neurons or glia (Bystron et  al. 2008). As cells exit the 
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proliferative zone, many neurons migrate along radial glia to the cortical plate 
(Rakic 2003). These radial glia can be seen with high-angular-resolution diffusion 
MR imaging tractography as shown in a human fetus at 17 gestational weeks 
(Takahashi et al. 2012; Fig. 4.2). These observations highlight the geometric struc-
ture of scaffolds that serve to give rise to the adult isocortex (Wilkinson et al. 1990; 
Wedeen et al. 2012). Diffusion MR tractography further shows that as neurogen-
esis wanes, scaffolds also regress and corticocortical tracts become evident 
(Takahashi et al. 2012).

The sequence of pyramidal cell-type specification is conserved in mammalian 
evolution. Neurons migrate to the cortical plate in an inside-out fashion such that 
infragranular layer neurons are born before granular layer neurons, which are in 
turn born before supragranular layer neurons (Sanderson and Weller 1990; Rakic 
1974, 2002). The inside-out sequence of cell birth specification has been observed 

Fig. 4.1 Reads per kilobase of transcript per million (RPKM) of RBFOX3 (start exon position, 
77099243) in the thalamus, primary visual cortex, and cerebellar cortex over developmental time 
(age in days postconception) in humans. RBFOX3 expression continues to increase in the isocortex 
and cerebellum over an extensive period of time, whereas RBFOX3 expression in the thalamus is 
relatively invariant. These data show that the maturation of the cerebellum extends for longer than 
the thalamus. These data are from the Allen Institute for Brain Science, brain atlas
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in every mammalian isocortex studied so far (e.g., Fig.  4.3, primates, rodents, 
marsupial mammals; Sanderson and Weller 1990; Polleux et al. 1997; Marotte 
and Sheng 2000; Workman et al. 2013), but the sequence of neurogenesis that is 
characteristic of the mammalian isocortex is not observed in the pallium of rep-
tiles and birds (Tsai et al. 1981; Goffinet et al. 1986; Striedter and Keefer 2000; 
Rowell and Ragsdale 2012). The most parsimonious interpretation of these data 
is that the inside-out sequence of cortical neurogenesis emerged early in mam-
malian evolution.

The cerebellum, likewise, exhibits a specific sequence in the birth order of cell 
types. Early in development, proliferative cells are located toward the ventricular 
surface and migrate radially outward throughout the developing cerebellum. As 
development progresses, an additional proliferative pool called the external granu-
lar layer forms, which consists of proliferative cells concentrated toward the cere-
bellar surface (Fujita et al. 1966; Ponti et al. 2006, 2008). As cells exit the external 
granular layer, these cells migrate inward to occupy the granular cell layer (Rakic 
and Sidman 1970). This outside-in pattern of neurogenesis observed in the develop-
ing cerebellum stands in contrast to the inside-out pattern of neurogenesis observed 
in the developing isocortex.

Fig. 4.2 High-angular-resolution MR tractography of a human at 17 gestational weeks. Coronal 
planes show pathways coursing radially from the proliferative zone along the ventricle to the 
outer surface of the cortical surface. The color-coding of tractography pathways is based on a 
standard RGB code, applied to the vector between the end points of each fiber (red, left-right; 
green, dorsal- ventral; blue, anterior-posterior). Images of these scans are from Takahashi et al. 
(2012)
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By adulthood, late-born granule cells are located within inner layers, whereas 
early-born Purkinje cells are located toward the outer cellular layer. Cell birth- 
dating studies in rodents and primates have shown that Purkinje cells are generated 
over a short interval, but granule cell production is generated for an extended period 
of time. For instance, Purkinje cell production occurs for roughly 5 days, but gran-
ule cell production extends over 140 days in rhesus macaques (Rakic 2002). In pri-
mates, as in other mammals, granule cell production extends into the postnatal 
period (Fig. 4.4; Bayer and Altman 1991; http://braindevelopmentmaps.org; Ponti 
et al. 2006, 2008). A similar situation is observed in nonmammalian species such as 
chickens or quail where Purkinje cells are generated over a short interval but gran-
ule cell production extends into the post-hatchling period (Gona 1976; Yurkewicz 
et al. 1981; Uray et al. 1987; Stamatakis et al. 2004). The most parsimonious inter-
pretation of these data is that the sequence of cerebellar cell-type specification 
evolved early at least in sauropsids.

Fig. 4.3 Early in development, the developing isocortex consists of the ventricular zone. 
Neurons born found at various depths of the isocortex are born at different times. Early in 
development, the developing isocortex consists of the ventricular zone, which contains prolif-
erative cells as shown here from a sagittal section of an embryonic tarsier. Representation of 
the birth order of lower and upper layer neurons in the macaque V1 cortex. Neurons found in 
lower layers are generated between embryonic day (E) 40 and 60. Neurons located in layer IV 
are generated between E60 and E80. Neurons located in upper layers are generated between 
E85 and E90. The tarsier (specimen ID# 1012) is part of the Hubrecht collection and was 
photographed at the Naturkunde Museum. Data on V1 neurogenesis timing are from Rakic 
(1974, 2002)
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Fig. 4.4 A coronal section through the cerebellum of a macaque. Purkinje cells are born for a few 
days, but granule cell production extends into the postnatal period in macaques. Evolutionary 
changes in developmental duration entails that cells that are born late in development become 
disproportionately increased in numbers compared with neurons that are born early in develop-
ment. In other words, the duration of granule cell production occurs for proportionately longer in 
longer-developing species. As a consequence, granule cell production disproportionately increases 
in bigger-brained species
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4.1.2  Variation in Developmental Duration

The sequence in which neurons are born combined with variable lengths of devel-
opmental timing entail predictable changes in which cell types become amplified in 
bigger brains. A model proposed by Barbara Finlay and her collaborators states that 
as developmental schedules lengthen across species, neurons that are born late in 
development become disproportionately more numerous than neurons that are born 
early (Finlay and Darlington 1995; Cahalane et al. 2012, 2014). Consequently, this 
model predicts that as developmental schedules lengthen, the isocortex and cerebel-
lum should become disproportionately enlarged relative to other regions because 
isocortical and cerebellar neurogenesis is protracted compared with that of other 
brain regions (Finlay and Darlington 1995; Reep et al. 2007; Workman et al. 2013). 
This model explains the allometric variation in the size of brain regions, the number 
of neurons that are contained within each brain region, as well as the allometric 
variation in the number of various cell types that comprise a given brain region 
(Fig. 4.5; Finlay and Darlington 1995).

4.1.3  Isocortical Development

Cell types within a given brain region can be distinguished by their birth order, their 
position, their gene expression, as well as their patterns of connectivity (Rakic 1974; 
Gilbert and Kelly 1975; Belgard et al. 2011; Zeng et al. 2012). A comparative analy-
sis of isocortical neuron numbers in primates and rodents shows that upper layer 
neuron numbers become disproportionately amplified in larger brains relative to 
lower layer neurons (Fig. 4.6; Finlay et al. 1998; Clancy et al. 2001; Cahalane et al. 
2014; Charvet et al. 2015, 2016, 2017a). The protracted production of upper layer 
neurons accounts for the differential increase in the number of upper layer neurons 
relative to lower layer neurons in bigger brains.

Because the laminar position of cell types in the isocortex can be distinguished by 
their specific patterns of connectivity, the disproportionate expansion of upper layer 
neurons yields specific consequences for connectivity patterns across taxa. As an 
example, we consider the allometric variation in the number of upper layer neurons and 
layer V corticospinal neurons (Nudo and Masterdon 1990; Charvet et al. 2015). Many 
somata of neurons that comprise the corticospinal tract are found within the frontal 
cortex (e.g., primary motor cortex; Nudo et al. 1995), and they form synapses with 
neurons within the spinal cord. Interestingly, the precise terminations of corticospinal 
tract neurons vary between species (Striedter 2005). To quantify corticospinal tract 
neurons, Nudo et al. (1995) applied horseradish peroxidase to the cervical spinal cord 
and quantified the labeled somata found in the isocortex. As is evident in Figs. 4.6 and 
4.7, upper layer neuron numbers become disproportionately amplified relative to lower 
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Fig. 4.5 Primates 
possess expanded upper 
layers compared with 
rats. Selective delays in 
isocortical neurogenesis 
in primates relative to 
rodents lead to a 
disproportionate 
expansion of cells that 
are born late in 
development. Because 
upper layer neurons are 
born after lower layer 
neurons, selective delays 
in isocortical 
neurogenesis entail that 
primates possess 
disproportionately more 
upper layer neurons 
compared with rodents. 
Images of Nissl-stained 
sections are screenshots 
from brainmaps.org
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Fig. 4.6 Upper layer neuron numbers are plotted against lower layer neurons in primates and 
rodents. A linear regression is also plotted to highlight that upper layer neuron numbers expand 
disproportionately relative to lower layer neurons in primates and rodents
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Fig. 4.7 Corticospinal tract neuron numbers (in a lower layer) and upper layer neuron numbers 
are plotted against brain weight in primate species. Upper layer neuron numbers expand dispropor-
tionately relative to corticospinal tract neuron numbers in bigger-brained primates. These findings 
show that cross-cortically projecting neurons increase with a positive allometry as brains expand. 
These data are from Nudo and Masterdon 1990 and Charvet et al. (2015)
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layers and corticospinal tract neuron numbers as brains expand. The disproportionate 
expansion of isocortical neuronal numbers projecting within or to other cortical regions 
relative to isocortical neuron numbers projecting to subcortical structures may thus 
serve to increasingly modulate incoming and outgoing information in bigger brains.

4.1.4  Cerebellar Development

Similar to what is observed for the isocortex, cerebellar cell types can also be distin-
guished by their birth order, their position, as well as their patterns of connectivity. 
Although there are few quantitative studies examining the number of cerebellar cell 
types across species, a comparison between granule cells and Purkinje cell numbers 
in humans and rats show that the relative number of granule cells to Purkinje cell 
numbers is disproportionately increased in humans compared with rats. For instance, 
the ratio of granule cells to Purkinje cells in rats is less than 500, while in humans, 
the ratio of granule cells to Purkinje cells is approximately 3500 (Harvey and Napper 
1988; Andersen et  al. 1992). That is, granule cells are disproportionately more 
numerous in the bigger-brained humans than in the small-brained rat.

Within the cerebellum, incoming information from pre-cerebellar nuclei located 
within the pons projects onto granule cells. Granule cells, in turn, project to Purkinje 
cells (Voogd and Glickstein 1998). Purkinje cells also receive input from inferior 
olive neurons and project onto cerebellar nuclei as well as onto the neurons of the 
vestibular complex. Within this circuitry, granule cells become preferentially ampli-
fied, project locally, and increasingly synapse with Purkinje cells (Huang et al. 2014). 
The disproportionate increase in granule cell numbers in bigger-brained species 
entails increased modulation of incoming and outgoing information.

4.1.5  Selective Changes in Neurogenesis Timing

In evolution, the conservation in the sequence of cell-type specification is superim-
posed on selective changes in the duration of neurogenesis timing (Workman et al. 
2013). Heterochronies (i.e., developmental changes in the timing or rate of events) 
within some brain regions have been observed in a number of taxa such as primates, 
carnivores, as well as parrots and songbirds (Charvet et al. 2011; Workman et al. 
2013). For instance, distantly related nocturnal species such as owl monkeys and 
cats exhibit selective delays in retinal neurogenesis relative to diurnal species, which 
led to a disproportionate amplification of late-born neurons relative to early-born 
neurons (Finlay 2008; Dyer et al. 2009; Workman et al. 2013). Because rods are born 
late in development, selective delays in retinal neurogenesis are associated with a 
disproportionate increase in the number of rods in nocturnal species compared with 
diurnal species. Evolutionary changes in developmental timing within the peripheral 
nervous system evolved in very distant lineages such as cats and owl monkeys.

As another example of heterochrony, parrots and songbirds selectively delay tel-
encephalic neurogenesis relative to galliform birds. Evolutionary changes in devel-
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opmental timing are concomitant with a number of changes in developmental 
processes. The selective delay in telencephalic neurogenesis in parrots is concomi-
tant with delays in the decline in telencephalic cell cycle rates as well as an amplifica-
tion of cells undergoing mitosis within the subventricular zone, which is an additional 
proliferative zone that lies superficial to the ventricular zone in  development (Smart 
et al. 2002; Bystron et al. 2008; Charvet and Striedter 2008; Charvet et al. 2011; 
Martínez-Cerdeño et al. 2012; Dehay et al. 2015). Unlike ventricular zone cells, pro-
liferative cells in the subventricular zone undergo mitosis at scattered locations 
throughout the subventricular zone (Smart 1972; Smart et  al. 2002; Martínez-
Cerdeño et al. 2012). The protracted neurogenetic schedules of parrots and songbirds 
may have fostered an increased duration of post-hatchling maturation in which juve-
niles may learn from conspecifics (Charvet and Striedter 2011).

Among mammals, birth-dating studies demonstrate that primates selectively 
delay isocortical neurogenesis relative to rodents (Workman et al. 2013). In adult-
hood, the selective delays in isocortical neurogenesis are concomitant with the 
expansion of the isocortex as well as increased isocortical neuron numbers in pri-
mates relative to many other taxa (Workman et al. 2013; Herculano-Houzel 2012). 
According to the model of “late equals large” cell populations that are born late in 
development become disproportionately more numerous relative to neurons that are 
born early in development (Figs. 4.4 and 4.5). Because upper layer neurons are gen-
erated late in the developing isocortex, upper layer neuron numbers should become 
disproportionately expanded in primates relative to other mammals such as rodents.

Although few studies have explicitly compared the number of cortical upper layer 
and lower layer neurons across mammalian species, data on upper and lower layer 
neuron numbers and densities have been gathered for primates, rodents, and manatees 
(Charvet et al. 2015, 2016; Reyes et al. 2015). Rodent brains are generally smaller and 
contain fewer neurons per brain mass compared with primates, which makes it diffi-
cult to specifically address whether primates exhibit disproportionately more upper 
layer neurons compared with rodents (Figs. 4.5 and 4.6; Herculano- Houzel 2012). A 
previous study compared upper layer neuron numbers in manatees relative to pri-
mates, because manatees have a large brain that is similar to that of some primates, 
which allows for a comparison between taxa of equivalent brain size and overall corti-
cal neuron numbers. This study found that primates exhibit disproportionately more 
isocortical upper layer neurons compared with manatees (Charvet et al. 2015, 2016). 
It would be interesting to quantify upper and lower layer neuron numbers in a broader 
range of mammals to identify how upper layer neuron numbers in primates deviate 
from other taxa (Hofman 1985; Charvet et al. 2017a, b). The data so far supports the 
notion that selective delays in cortical neurogenesis in primates are concomitant with 
a disproportionate expansion of isocortical neurons and, in particular, upper layer 
neuron numbers.

4.2  Species Differences in Projection Patterns

The number of isocortical upper layer neurons (i.e., layers II–IV) projecting within 
or across cortical regions and lower layer neurons (i.e., layers V–VI) projecting to 
subcortical regions varies predictably with brain size. Yet, there are clear species 
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differences in the terminations of corticocortical projection patterns. Figure  4.8 
shows corticocortical tracts reconstructed with the use of diffusion spectrum imag-
ing (Takahashi et al. 2010, 2011; Wedeen et al. 2012). We referred to tract-tracing 
or lesion studies that identified corticocortical tracts in cats and macaques to ensure 
the accuracy of the diffusion MR tractography of these brains (Schmahmann and 
Pandya 2009; Diamond et al. 1968; Kawamura and Otani 1970; Kawamura 1973a, 
b, c; Paula-Barbosa et al. 1975; Poldrack and Farah 2015). As is evident in Fig. 4.8, 
trajectory patterns of corticocortical tracts clearly differ between the two species 
with macaques exhibiting many tracts aligned along the anterior-posterior axis, 
whereas cats exhibit a number of tracts coursing in the dorsal-ventral direction. 
Although cell birth order and position can predict the number of specific cell types 
projecting within or outside their major subdivisions, the trajectories and therefore 
terminal locations of corticocortical tracts clearly vary between species.

4.3  Developmental Sources of Change in the Brain 
and Behavior

Our analysis supports the notion that the number corticocortically projecting neu-
rons in the isocortex and granule cells projecting to Purkinje cells devoted to modu-
lating incoming information becomes disproportionately increased in bigger brains. 
Evolutionary changes in brain size are concomitant with the amplification of isocor-
tical and cerebellar cell types that are born late in development such as upper layer 
neurons and granule cells. These observations suggest that allometric variation in 

Fig. 4.8 Corticocortical tracts in a cat and a macaque were reconstructed from diffusion spectrum 
MR scans and in accordance with previous descriptions of tract-tracing studies in cats and 
macaques. Many tracts course across the anterior to posterior direction in the macaque, but a num-
ber of tracts course across the dorsal to ventral direction in cats. Except for the dorsal-ventral 
pathways in the cat, the color-coding of tractography pathways is based on a standard RGB code, 
applied to the vector between the end points of each fiber (red, left-right; green, dorsal-ventral; 
blue, anterior-posterior). The pathways coursing across the dorsal-ventral direction in the cat are 
shown in a single color (smoky red). These scans were published previously (Takahashi et al. 2011, 
2012, Charvet et al. 2017a)

4 Developmental Sequences Predict Increased Connectivity in Brain Evolution



94

cell-type numbers have emerged from wholesale changes in developmental timing 
rather than selected changes in the developmental mechanisms generating a specific 
cell type (Finlay and Darlington 1995). The increase in relative numbers of intra- 
regionally connecting neurons observed in the isocortex and locally projecting 
granule cells in the cerebellum would provide a powerful matrix to modulate incom-
ing sensory information to mediate various behaviors in bigger-brained species.

Evolutionary changes in behavior might emerge through evolutionary changes in 
developmental timing, increased neuron numbers, or through a combination of all 
of these variables. We argue that, among these variables, behavioral changes are 
likely to have emerged from changes in developmental timing. Developmental 
schedules are associated to some degree with the duration of postnatal development. 
An extended duration of developmental timing may promote an extended period of 
postnatal maturation, a prolonged period of parental care, which may foster learning 
from conspecifics (Charvet and Finlay 2012). The covariation in developmental 
timing, brain expansion, and allometric variation in neuron numbers projecting 
locally within the cerebellum and those isocortical neurons projecting either within 
or across the cortical areas can together foster increased learning from conspecifics. 
The brain is intrinsically plastic, and environmental exposure can further sculpt 
what is learned. The flexible nature of the brain, coupled with variable lengths of 
developmental duration, may channel what information is modulated in bigger- 
brained species.

Within this extended developmental schedule and prolonged period from which 
to learn from conspecifics, what is learned is contingent on what is rewarding 
(Young and Wang 2004). The mesolimbic system is characterized by dopaminergic 
projections from the ventral tegmental area to the nucleus accumbens, and this cir-
cuit has been implicated in mediating a range of naturally rewarding behaviors such 
as pair bonding and bird song (Goodson et al. 2009; O’Connell and Hofmann 2011). 
Evolutionary changes within this circuitry may arise through changes in receptors 
that serve to modulate reward-related behaviors. For instance, intra- and interspe-
cific variation in the dopamine D4 receptor (DRD4) have been noted and may be 
associated with a number of changes in behaviors related to reward (Ebstein et al. 
1996; Ding et al. 2002; Wang et al. 2004; Vallender 2011, 2012; Yamamoto et al. 
2013). These observations are increasingly at odds with the notion that evolutionary 
changes in brain region size account for changes in select behaviors (Healy and 
Rowe 2007). Rather, evolutionary changes in reward circuitries and developmental 
timing may be powerful substrates through which evolutionary changes in behav-
iors emerge.

4.4  Summary

We have surveyed which cell types become preferentially amplified in bigger brains. 
We have remained relatively agnostic as to the precise targets of these cell types. 
Our overview of evolutionary changes in the number of isocortical and cerebellar 
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neuronal populations shows that isocortical neurons increasingly project either 
within or across cortical areas and that cerebellar neurons increasingly project 
locally. In other words, neurons projecting within their major brain subdivision 
become disproportionately amplified in bigger brains.
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Chapter 5
The Evolution of Cognitive Brains 
in Non-mammals

Andrew N. Iwaniuk

Abstract The evolution of cognitive abilities is inextricably linked to the evolution of 
the brain. Although the bulk of the research on brain-cognition evolution has focused 
on primates and other mammals, increasing evidence from non-mammals also sup-
ports a link between cognitive ability and the brain. This is especially true for relation-
ships between cognition and relative brain and brain region sizes. Cross- species 
comparisons of innovativeness, tool use, and other aspects of cognition indicate that 
the sizes of the brain and telencephalic regions are important for cognition in birds and 
fishes. A recent selection experiment has even demonstrated that larger- brained fish 
have cognitive advantages over smaller-brained fish. However, other studies have 
yielded mixed evidence. For example, it is unclear whether the social brain hypothesis 
is applicable to non-mammals or if hippocampus volume accurately reflects spatial 
abilities in fishes or birds. Some of these uncertainties are due to relatively poor data 
sets on cognition and brain anatomy in non-mammals. Alternatively, connectivity and 
neuron numbers might be more appropriate proxies of information processing capac-
ity of a species and hence its cognition. Relating these other aspects of brain anatomy 
to cognition will deepen our understanding of neural and cognitive evolution and even 
generate common design principles that support cognitive processes across species.

Keywords Birds • Fish • Hippocampus • Brain size • Spatial cognition  
Social behavior • Tool use • Innovative behavior

5.1  Introduction

Cognitive abilities vary across species, and this variation has long been associated 
with anatomical differences in the brain. The anatomical traits associated with 
“enhanced” or greater cognitive abilities include brain size, brain region size, 
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interconnectedness of brain regions, neuron size, neuron number, and synapse 
density (Jerison 1973; Striedter 2005; Azevedo et al. 2009; van den Heuvel et al. 
2016). The majority of this research into the neural basis of cognitive abilities has 
been strongly biased toward mammals. The bias arose because non-mammals 
were viewed as having poor cognitive skills and “simpler” brains compared with 
mammals. Over the past 20–30  years, however, these perceptions have proven 
incorrect. Birds are capable of deception, episodic-like memory, tool manufacture, 
and a range of other “advanced” cognitive abilities (Emery 2006; Seed and Byrne 
2010). In addition, it is now clear that there are many similarities between avian 
and mammalian brains, despite the differences in gross morphology (Jarvis et al. 
2005). Similar conclusions have been reached in analyses of squamates, amphib-
ians, and fishes; all of these species are far more capable of problem-solving and 
other behaviors indicative of “advanced” cognition, and similarities in brain struc-
ture tend to outweigh differences (Wilkinson and Huber 2012; Demski 2013; 
Northcutt 2013; Burghardt 2013; Bshary et al. 2014). Thus, both cognitive abilities 
and the neural structure that underlie cognition are highly conserved across 
vertebrates.

Although there are many different ways of examining the relationship between 
cognition and brain function, a frequently used approach is to use the size of the 
brain, or individual brain regions, in relation to performance in a specific behavioral 
task or species/individual variation in behavior. This relationship between brain or 
brain region size and behavior is based upon Jerison’s principle of proper mass, 
which he defined as “The mass of neural tissue controlling a particular function is 
appropriate to the amount of information processing involved in performing the 
function” (p. 8) (Jerison 1973). In other words, if a behavior requires a lot of pro-
cessing power, there is a concomitant increase in the size of the brain region that 
controls or modulates that behavior. A classic demonstration of this principle is the 
association between the size of a sensory region in the brain in relation to the sensi-
tivity and/or acuity of that sensory modality. For example, the expansion of the 
representation of the star nose in the star-nosed mole’s (Condylura cristata) somato-
sensory cortex is clearly associated with the remarkable sensitivity of this append-
age and its importance in foraging behavior (Catania 2011). Jerison (1973), however, 
also applied this principle to cognition and information processing in general. More 
specifically, he suggested that the expansion of the vertebrate brain over evolution-
ary time is associated with improved perceptual and cognitive capacities. In contrast 
to comparisons of sensory systems, relating cognitive abilities to the size of the 
brain or brain regions has been fraught with contention. Several authors have sug-
gested that such comparisons are inherently flawed, and any purported relationship 
between cognitive ability and brain or brain region size is either spurious or is not 
biologically relevant (Healy and Rowe 2007; Brodin and Bolhuis 2008; Roth et al. 
2010). Other authors have emphasized that despite some pitfalls and shortcomings, 
the size of the brain and its constituent regions matter, and this size variation reflects 
some component of cognition (Lefebvre and Sol 2008; Kotrschal et  al. 2013; 
Lefebvre 2013). Indeed, as I will outline below, there is a large amount of evidence 
that supports a link between the size of the brain and specific brain regions and the 
evolution of cognition.

A.N. Iwaniuk



103

5.2  Relative Brain Size and Cognition

Brain size has a long association with cognition. Darwin (1871) commented that the 
size of the human brain, relative to body size, is closely connected with “higher 
mental powers” and even extended this comparison to “cerebral ganglia” and behav-
ioral differences between hymenopterans and beetles. Since then, a host of other 
researchers have sought to find a relationship between cognitive abilities and brain 
size in animals spanning vertebrates and invertebrates. Many of these studies focus 
on relative brain size: the size of the brain in relation to the body. On average, non- 
mammals have relatively smaller brains than mammals, but as shown in Fig. 5.1, 
there is a lot of overlap among different vertebrate groups. In fact, some birds have 
brains that are relatively larger than mammals of the same body mass, and these bird 
species are the same ones that are considered to be “highly intelligent”: corvids and 
parrots (Iwaniuk et  al. 2005; Emery 2006). Both corvids and parrots outperform 
other bird species on cognitive tests and engage in what appear to be cognitively 
demanding behaviors, such as tool use, deception, and complex social relationships 
(Emery 2006). At a gross level then, it would appear that relative brain size and cog-
nitive ability are correlated in birds, but does this reflect a general trend? Is relative 
brain size related to quantitative components of cognitive ability in non-mammals?

5.2.1  Innovative Behavior and the Brain

The answers to both of these questions are yes, based upon a series of comparative 
studies by Lefebvre and colleagues on birds (Lefebvre et al. 2004; Lefebvre and Sol 
2008; Lefebvre 2013). They scoured the literature for reports of novel-feeding 

Fig. 5.1 A plot of 
brain volume and body 
mass (both log-
transformed) with 
minimum convex 
polygons surrounding 
the data for each of the 
major clades of 
vertebrates derived 
from a data set of over 
6000 vertebrate species 
(Yopak and Iwaniuk 
unpubl data)
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behaviors in birds, such as a sparrow hawk (Accipiter nisus) drowning its prey 
(Broadley 1985) or turnstones (Arenaria interpres) raiding the gastric cavities of 
sea anemones (Donoghue et  al. 1986). These novel behaviors are thought to be 
indicative of behavioral flexibility in a general sense. Behavioral flexibility is an 
important indicator of cognition because it reflects a greater reliance on learning 
and the need to store and use more information about the environment than simply 
relying upon preprogrammed, innate behavior (Dunbar 1992; Lefebvre et al. 1997). 
After tabulating these feeding innovation reports, the number of reports for each 
species is scaled relative to research effort, defined as the number of papers pub-
lished on that species. This creates an innovation index across species that was then 
compared with relative brain size, relative brain region sizes, and a variety of behav-
ioral and life history traits. Across several sets of analyses, species that were more 
innovative had relatively larger brains and telencephala than species that were less 
innovative (Lefebvre et al. 1997, 2004; Nicolakakis and Lefebvre 2000). The data 
was then further subdivided for more focused analyses into what kinds of innova-
tions are related to relative brain size. Overington et al. (2009) categorized innova-
tions according to what specific behaviors were involved. For example, some 
feeding innovations involved taking advantage of a novel food source, whereas oth-
ers represent the development of a new foraging technique or the use of a tool. 
When the innovations were broken down into these finer categories, species that 
exhibited a more diverse range of innovations had relatively larger brains (Fig. 5.2). 
Further, technical innovations (e.g., use of tools, novel foraging techniques) 
explained more variation in relative brain size than other types of innovations (e.g., 
novel food item or feeding in an atypical habitat). The relatively larger brains of the 
more innovative species are driven largely by expansion of the forebrain, especially 

Fig. 5.2 Relative brain size is significantly correlated with the diversity of feeding innovations 
expressed across bird families (adapted from Overington et al. 2009). Here, relative brain size is 
expressed as residuals from a regression of brain mass on body mass. Feeding innovations diver-
sity reflects the types of feeding innovations expressed by species within a family, correct for 
research effort
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the pallial components (Sayol et al. 2016). Indeed, species that are more innovative 
have relatively larger forebrains, and in particular a larger mesopallium, than less 
innovative species (Nicolakakis and Lefebvre 2000; Timmermans et  al. 2000). 
Given that information integration and decision-making occur within forebrain 
regions, this strongly suggests that the evolution of cognitive abilities is related to 
relative brain and forebrain sizes.

The correlation between behavioral flexibility and relative brain size is one 
aspect of a theory of increasing interest in recent years: the cognitive-buffer hypoth-
esis. This hypothesis posits that the behavioral flexibility enabled by having a rela-
tively large brain allows individuals to buffer the effects of environmental challenges 
(Sol 2009). Thus, the larger-brained, more innovative species are better able to cope 
with new ecological opportunities, changes in the environment, and avoidance of 
novel predators. In support of the cognitive-buffer hypothesis, larger-brained bird, 
reptile, and amphibian species are more likely to be successful when introduced into 
a novel environment than smaller-brained species (Sol et  al. 2005; Amiel et  al. 
2011). The successful avian invaders are also more innovative, thus indicating that 
invasion success and innovativeness are together related to relative brain size. The 
extent to which these evolutionary trends apply to the expansion of forebrain regions 
has yet to be fully tested, but based on the initial description of parrots and corvids, 
it is likely that this reflects the expansion of the mesopallium and nidopallium.

5.2.2  Making a Smarter Fish

Comparative analyses across species have yielded some strong correlations between 
relative brain size and some aspects of cognition but are often criticized because 
they are correlational (Healy and Rowe 2007). A mechanistic link between cogni-
tion and brain (or forebrain) size requires either analyses of putative molecular 
mechanisms or experiments within species. Recent advances in avian genomics 
demonstrate convergent patterns of gene expression between songbirds and humans 
that likely underlie language and vocal learning (Pfenning et al. 2014), but to date 
there are no comparable analyses examining more general aspects of cognition. 
Strong evidence for a link between cognitive and relative brain size is, however, 
provided by a recent experiment on Trinidadian guppies (Poecilia reticulata).

To determine whether selection for relative brain size affected behavior, Kotrschal 
et al. (2013) performed a line-breeding experiment in which they selected guppies to 
bred based on brain size. Initially, three groups of breeding pairs were allowed to 
reproduce and the brains of the parents weighed. The offspring of those parents with 
the largest and smallest brains were then placed in large-brained and small-brained 
pairs and the procedure repeated. The resulting generation of brain size-selected gup-
pies were then subjected to a numerical learning test. The fish were placed into a test-
ing tank and trained to discriminate between cards that had two or four objects printed 
on them. The large-brained females significantly outperformed the small- brained 
females, indicating that relatively large brains conferred a cognitive advantage in this 

5 The Evolution of Cognitive Brains in Non-mammals



106

task (Fig. 5.3). The larger-brained guppies also outperform smaller-brained guppies in 
other behavioral tasks. For example, males were trained to navigate a maze and be 
“rewarded” with a receptive female at the end (Kotrschal et al. 2015a). After 2 weeks 
of training, the large-brained males were nearly twice as fast as small- brained males 
in finding the female (Fig. 5.3), suggesting that the larger-brained males learned faster 
or had better spatial cognition than their smaller-brained counterparts. When exposed 
to a predator, large-brained female guppies also experienced higher survivorship (15% 
higher) than small-brained females (Kotrschal et al. 2015b). Although no survivorship 
difference was detected in the males, this could be attributed to a correlation between 
brain size and color whereby large-brained males are more colorful than small-brained 

Fig. 5.3 Results of behavioral testing of selected lines of small-brained and large-brained guppies 
(Poecilia reticulata). (a) Large-brained females significantly outperform small-brained females in 
a numerical learning task, but no difference is detected in males (Kotrschal et al. 2013). The bars 
indicate the mean and standard error for the number of times (out of eight tests) that an individual 
chooses the correct option. The figure is courtesy of A. Kotrschal. (b) In a learning task in which 
males have to navigate a maze in order to find a receptive female, large-brained males are nearly 
twice as fast as small-brained males. Shown here are the mean search times for large- and small- 
brained males (± standard error) derived from a generalized linear model (Kotrschal et al. 2015a)
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males (Kotrschal et al. 2015c). Nevertheless, their results suggest that a larger brain 
confers an advantage in predator avoidance in females. Whether the large-brained 
guppies have more neurons or differential enlargement of specific brain regions (e.g., 
pallial components of the telencephalon) is unknown at this time, but these experimen-
tal results strongly suggest that there are cognitive advantages of having a large brain.

5.3  Tool Use in Birds

Tool use is a behavior that many consider to be cognitively demanding. It is not only 
dependent on fine motor control but also requires a great deal of somatosensory- 
visual integration and learning to use the tool effectively and involves physical rea-
soning and, in many species, planning (Seed and Byrne 2010). Together, this means 
that tool-using species likely require a lot of information processing in sensory, motor, 
and integrative regions of the telencephalon in order to use tools (Lefebvre 2013). The 
cognitive requirements of tool use and the progressive evolution of tool use and man-
ufacture are often associated with an increase in relative brain size in hominids, and a 
similar pattern is present in birds. Using a similar data set to that of innovations (see 
above), Lefebvre et al. (2002) tested whether tool use is associated with relative brain 
size in birds. True tool users, those species that manipulate items that are detached 
from the substrate and held in the beak or foot (e.g., hammers, probes, Fig. 5.4), have 

Fig. 5.4 Species that use tools have a more folded cerebellar cortex than species that do not use 
tool. (a) is a photo of a Goffin cockatoo (Cacatua goffiniana) using a tool it manufactured in order 
to access a nut (Auersperg et al. 2012). Photo courtesy of A. Auersperg. (b) depicts midsagittal 
sections of two species with a similar brain size but different degrees of folding in the cerebellum 
and different cognitive abilities. At the top is the cerebellum of a sulfur-crested cockatoo (Cacatua 
galerita), which has one of the most highly folded cerebella of any birds. At the bottom is the 
cerebellum of the Australian pelican (Pelecanus conspicillatus), a large bird that does not use tools 
or engage in the range of other innovative behaviors typical of parrots and cockatoos. Although the 
pelican cerebellum also has a lot of folds, it is much less folded than that of the cockatoos. Both 
drawings are adapted from Iwaniuk et al. (2006). Scale bars = 1 mm
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relatively larger brains than species using “proto-tools” (e.g., anvils or other tools that 
are not detached from the substrate) or not using tools at all. This difference in relative 
brain size between true tool users and other species appears to be drive by the nido-
pallium. Of several telencephalic brain regions examined, only the relative size of the 
nidopallium was significantly correlated with true tool use. Again, given the multi-
functional organization of the nidopallium (Shanahan et al. 2013), it is likely involved 
in both the motor planning and cognitive components of tool use.

Corroborative evidence for both the enlargement of the brain and telencephalic 
brain regions comes from the New Caledonian crow (Corvus moneduloides). The 
New Caledonian crow has been the subject of intense study by several labs because 
this species manufactures tools and uses them regularly to forage in the wild. In 
comparison with other crows and ravens, the New Caledonian crow appears to have 
a relatively larger brain (Cnotka et al. 2008). A subsequent study of brain region 
sizes found that the mesopallium was significantly enlarged in New Caledonian 
crows compared with the carrion crow (Corvus corone), Eurasian jay (Garrulus 
glandarius), and house sparrow (Passer domesticus) (Mehlhorn et al. 2010). The 
mesopallium is a highly integrative region (Reiner et al. 2005; Shanahan et al. 2013) 
and is likely involved in tool using behavior. The nidopallium was also moderately 
enlarged in the New Caledonian crow, but not significantly enlarged compared with 
the same three species. Thus, at least two lines of evidence indicate that the enlarge-
ment of the brain and integrative regions of the telencephalon are associated with 
the use and manufacture of tools in birds.

Brain and brain region sizes are not, however, the only neuroanatomical features 
that are associated with tool use. The cerebellum plays a key role in motor planning 
as well as cognitive components of tool use in primates (Cantalupo and Hopkins 
2010), and comparative evidence suggests that there is also an association between 
cerebellar anatomy and tool use in birds. Rather than a correlation between size of 
the cerebellum and tool use, however, it is the degree of folding or surface area of 
the cerebellar cortex that is greater in tool-using birds (Iwaniuk et  al. 2009) 
(Fig.  5.4). The greater amount of cerebellar folding translates to more Purkinje 
cells, which would provide the cerebellum with greater information processing 
power and a larger amount of output to extra-cerebellar targets elsewhere in the 
brain. This would include feedback to telencephalic regions responsible for motor 
planning and learning, both of which are essential for effective tool use. Thus, tool 
use in birds relies not only on telencephalic regions but also on the cerebellum, an 
evolutionary pattern that parallels the evolution of tools and brains in hominids 
(Weaver 2005; Lefebvre 2013).

5.4  Social Cognition and Brains in Non-mammals

The social brain hypothesis (Dunbar 1998) is one of the major theories in evolution-
ary neurobiology and evolutionary psychology. The basic premise is that the com-
plexities of social behavior, such as remembering previous social interactions and 
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subsequently using that information, have driven an increase in information pro-
cessing capacity of the brain, especially in the neocortex in mammals. Thus, species 
that live in large social groups with a diverse array of social interactions have rela-
tively larger neocortices than species living only in pairs or asocial species. The 
social brain hypothesis was originally developed to explain the coevolution of large 
brains and social complexity in primates (Dunbar 1998) but has since been applied 
to a broader range of mammals as well as birds and fish. Although some studies 
suggest that the social brain hypothesis is broadly applicable across vertebrates, the 
evidence is mixed and likely depends on the types of social interactions that occur 
within specific social systems.

In fish, two studies have addressed the evolution of the brain in relation to mating 
systems in African cichlids. Cichlids from Lake Tanganyika are an important group 
in evolutionary biology because they represent one of the most rapid adaptive radia-
tions of any vertebrate group, and this adaptive radiation generated considerable 
behavioral diversity among species, especially with respect to habitat, diet, and mat-
ing system (Kocher 2004). The close phylogenetic relationships among species com-
bined with this behavioral diversity make them an ideal group within which to test 
for relationships between behavior and the brain. An initial study across seven cichlid 
species found that monogamous species have telencephalic volumes that are signifi-
cantly larger than that of polygamous species (Pollen et al. 2007). Polygamous spe-
cies do not form pair bonds, so this could be taken as evidence in support of the social 
brain hypothesis, but monogamy and biparental care occur together, so it is unclear 
whether this difference truly has to do with social relationships between adults or 
some relationship with parental care. Parental care is associated with  significant 
changes in relative brain size within and across species (Gonzalez-Voyer et al. 2009; 
Samuk et al. 2014) in fishes, so this could account for the difference between monog-
amy-biparental care and polygamy-uniparental care. In addition, the species with the 
largest telencephalic volume lives in a complex habitat and is monogamous, suggest-
ing that habitat complexity and social system could be related. Due to correlations 
across behaviors and a small number of species, it is therefore unclear whether social 
bonding is linked to the expansion of the telencephalon or not.

Much larger comparisons (30+ species) of cichlids tested for the effects of diet, 
habitat, parental care, and mating system on both brain size and the size of several 
brain regions (Gonzalez-Voyer et  al. 2009; Gonzalez-Voyer and Kolm 2010). 
Mating system was not associated with brain or telencephalon in this larger data set, 
but was correlated with dimorphism in telencephalon size. In polygamous species, 
telencephalon size is monomorphic, whereas in monogamous species, the telen-
cephalon is dimorphic with males having larger volumes than females. Again, 
parental care and mating system coevolve in Tanganyikan cichlids, so it is difficult 
to disentangle the effects of these two behaviors, especially when uniparental care 
is associated with an increase in relative brain size in female cichlids and not males 
(Gonzalez-Voyer and Kolm 2010). The lack of clear support for the social brain 
hypothesis in African cichlids could reflect differences in the amount or types of 
social information used in cichlid social interactions compared with primates or 
other mammals (Shultz and Dunbar 2007). It should be noted that African cichlids 
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are the only clade of fishes in which mating system has been compared with brain 
size and composition. Whether the lack of a clear association between mating sys-
tem and the brain is a trait unique to African cichlids or not is unknown, and further 
testing is needed in other clades that vary in sociality or mating system, such as 
seahorses and pipefishes (Syngnathidae) and butterfly fishes (Chaetodontidae). 
Evidence from birds, however, suggests that the social brain hypothesis might not 
be as universal as suggested by some authors (Dunbar and Shultz 2007; Shultz and 
Dunbar 2007).

Like mammals, birds exhibit a diverse range of social and mating systems from 
essentially asocial species to complex, multi-male, multi-female fission-fusion 
social systems. Social systems characterized as being “fission-fusion” vary in the 
size, dispersion, and membership of the social group such that individuals experi-
ence variable degrees and types of social interactions over time (Aureli et al. 2008). 
It is often considered to be the most cognitively demanding form of social organiza-
tion because of the dynamic nature of their social interactions. Because birds have 
evolved social systems with high degrees of fission-fusion as well as varying degrees 
of monogamy and asociality (Emery et al. 2007), they are an ideal nonmammalian 
group within which to test the social brain hypothesis. Corvids and parrots have 
relatively large brains and complex social behaviors that include fission-fusion 
social systems and complex forms of communication among conspecifics (Emery 
2006; Emery et al. 2007; Hobson et al. 2014). Despite these “primate-like” social 
interactions, there is limited evidence that variations in the size of social group or 
type of mating system are associated with an increase in relative brain size in birds. 
Emery et al. (2007) in their review on social bonding in birds analyzed relative brain 
size across hundreds of species and found that relative brain size varied with social 
and mating system in birds (Fig. 5.5). In terms of social system, bird species that 
live in small groups (5–30 individuals) have relatively larger brains than those in 
extremely large groups (70+) or solitary species. Species in living in large groups 
are communal breeders in which affiliative social interactions are primarily limited 
to pairs and their offspring (e.g., gulls, gannets, penguins), so they would lack the 
long-term social relationships that can occur in smaller groups. However, species 
that live in small groups tend to be either in fission-fusion systems or are coopera-
tive breeders, and this is supported by their analysis of mating system; species in 
long-term pair bonds or cooperative breeding systems have relatively larger brains 
than species in other mating systems (Fig. 5.5). Although the authors acknowledge 
that these are proxies for social complexity, the results parallel findings in 
 non- primate mammals (Shultz and Dunbar 2007) and support the social brain 
hypothesis.

Although the analysis of Emery et al. (2007) is convincing, analyses within avian 
orders have yielded markedly different results. Across corvids and related songbird 
families (superfamily Corvoidea), there is no significant difference in relative brain 
size between cooperative and non-cooperative species and no significant correlation 
between relative brain size and cooperative breeding group size (Iwaniuk and 
Arnold 2004). This is somewhat surprising given that highly social corvids learn 
dyadic relationships faster and with fewer errors than less social corvids (Bond et al. 
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2003). Perhaps corvids evolved relatively large brains in relation to innovativeness 
and behavioral flexibility (see above). Under this evolutionary scenario, corvids 
would have the brain size needed to process complex social information but do not 
necessarily have to live a highly social lifestyle. Alternatively, cooperative breeding 
might not represent the kinds of social complexity that occurs in other types of 
social or mating systems (Thornton and McAuliffe 2015; Thornton et al. 2016). By 
definition, cooperative breeding involves the cooperation of related conspecifics in 
the raising and protection of offspring (Iwaniuk and Arnold 2004). Most coopera-
tive breeding groups therefore contain a breeding pair, several offspring from previ-
ous breeding seasons and the brood from the current reproductive cycle. In other 
words, it is an extended family living together. As such, there is very little flux in the 
composition of the social group, and manipulative or Machiavellian behavior is 
selected against because it would harm an individual’s inclusive fitness. In contrast, 
the complexities of social living as a primate involve dominance hierarchies and 

Fig. 5.5 Relative brain size varies significantly across social and mating systems in birds. Both 
plots are adapted from Emery et al. (2007) in which relative brain size is expressed as residuals 
from a regression of brain volume against brain mass. (a) Mean relative brain size (± standard 
deviation) is shown for seven different types of social systems that vary from species that live very 
large groups (over 200 individuals) to species that are solitary. Relative brain size is largest in those 
species that live in small groups of 5–30 individuals. (b) Mean relative brain size (± standard 
deviation) is shown for seven different types of mating systems. Relative brain size is largest in 
cooperatively breeding species and smallest in polyandrous species
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changes in group composition, which together would place significant demands on 
integrative regions of the brain, especially frontal cortex (Dunbar 1998; Kudo and 
Dunbar 2001; Shultz and Dunbar 2007). Keeping track of family members in a 
cooperatively breeding bird is unlikely to be as cognitively demanding because an 
individual grows up within the breeding group with relatively few changes. This 
explains not only the lack of association between cooperative breeding and relative 
brain size in birds but also how cooperative breeding can evolve in species with rela-
tively small brains, such as moorhens (Gallinula spp.) and cuckoos (e.g., Crotophaga 
ani, Guira guira).

A final comparison focused on mating systems and relative brain size in shore-
birds (Charadriiformes). Gulls, terns, puffins, sandpipers, plovers, and their rela-
tives are somewhat unique among birds in that they exhibit a very wide range of 
mating systems, including polyandry. In shorebirds, polyandrous species have rela-
tively smaller brains than monogamous species (García-Peña et al. 2013), but like 
the African cichlids, mating system and parental care have coevolved in shorebirds, 
so it is unclear if mating system or parental care is the salient variable. Thus, despite 
the findings of Emery et al. (2007), analyses of both shorebirds and the Corvoidea 
do not support the social brain hypothesis.

The lack of consistent empirical support for the social brain hypothesis in non- 
mammals parallels findings across mammalian species. Although primates have a 
robust relationship between social system and relative brain (and neocortex) size, 
the same is not true of other mammals (Holekamp 2007; Shultz and Dunbar 2007). 
Indeed, non-primate mammals living in multi-male societies have relatively small 
brains than those living in simple pairs, whereas primates in multi-male societies 
have relatively larger brains than those living in pairs or solitarily (Shultz and 
Dunbar 2007). Of course, not all variations in relative brain size necessarily reflect 
social cognition (see above and Holekamp 2007), but some authors have suggested 
that the lack of correlation between brain size and sociality in non-primate mam-
mals is due to a “lack of cognitive demand.” That is, bats, ungulates, and carnivores 
that live in large groups have highly unstable group composition compared with 
primates, which would not place the same demands on processing social informa-
tion. Although the same argument could also explain the inconsistent support for the 
social brain hypothesis in birds, there is ample evidence that many bird species 
exhibit primate-like social interactions. Rooks (Corvus frugilegus) live in highly 
complex societies in which individuals form social affiliations with offspring, 
mates, and unrelated conspecifics, and they appear to actively manage these rela-
tionships and cooperative and coordinate group activities (Emery et  al. 2007). 
Similarly, many parrot species live in fission-fusion social systems in which social 
interactions occur among many individuals, and the specific nature of those social 
interactions change throughout the day and from one day to the next (Rowley 1990; 
Hobson et al. 2014; Toft and Wright 2015). This includes the formation of juvenile 
flocks, which are roving bands of young parrots that forage and interact socially 
with one another (Rowley 1990; Toft and Wright 2015). Parrots can even refer to 
one another by “name” using specific contact calls for other individuals within a 
flock (Wanker et  al. 2005). All of this is strongly indicative of complex social 
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 interactions in parrots, but details are scant. Even though Marler (1996) highlighted 
a profound lack of data on social interactions in birds decades ago, there have been 
few attempts to truly document social behavior in corvids or parrots in ways that are 
comparable to that of primates (see Hobson et al. 2014 for an exception). To effec-
tively test the social brain hypothesis in birds, more detailed information is required 
on social interactions and brain anatomy. Network analyses similar to those shown 
in Emery et al. (2007) and Hobson et al. (2014) across several species are needed to 
establish network size and complexity. In addition, more quantitative neuroanatom-
ical studies are needed of corvids, parrots, and other species to test if sociality is 
correlated with the size of the pallium and subregions within pallium (e.g., caudola-
teral nidopallium).

5.5  Spatial Cognition and the Hippocampus

Thus far, I have provided many examples of relationships between cognition, or 
proxies of cognition, and the relative size of the brain and regions of the telencepha-
lon. Clearly, the telencephalon is critical for most aspects of cognition, but therein 
lies the problem with comparing the telencephalon with cognitive abilities. Large 
brain regions, like the nidopallium and mesopallium in birds, perform a wide range 
of functions (Shanahan et al. 2013), which can make it difficult to directly associate 
the anatomy of these regions with specific cognitive domains or general cognitive 
ability. In contrast, the hippocampus (and hippocampal homologs) offers a more 
specific means of examining the role between anatomy and cognitive ability. The 
hippocampus plays a key role in spatial memory; lesioning or disruption of hippo-
campal activity generally results in poor learning ability in spatial tasks (Andersen 
et al. 2007). The function of the hippocampus appears to be highly conserved across 
vertebrates such that similar lesion experiments performed in birds, lizards, turtles, 
and bony fishes all demonstrate deficits in spatial memory (Sherry 2006; Demski 
2013; Striedter 2015). This has led to considerable research into the evolution of 
hippocampal homologs in relation to behavior across vertebrates, especially birds 
(see below).

Despite the importance of the hippocampus in spatial memory, intraspecific stud-
ies of hippocampus size in non-mammals have yielded mixed results with respect to 
spatial cognition and behavior. Within some species, home range size covaries with 
hippocampus size such that sexes or populations that occupy larger home ranges 
have correspondingly larger hippocampal volumes (Roth et al. 2005; LaDage et al. 
2009). However, for many of these species, home range size is used as a proxy for 
spatial cognition, and testing of spatial abilities is not conducted. When spatial cog-
nition is tested, the relationship between hippocampus size and actual spatial abili-
ties is unclear.

In one of the few examples in fishes, (Costa et al. 2011) tested for sex differences 
in the ventral dorsolateral telencephalon (DLv, the hippocampal homolog in fishes) 
in two species of blenny that live in rock pools. In these two species, males defend 
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small territories in which they build a nest, and females visit multiple males during 
the breeding season. Thus, females of both species occupied home ranges that were 
4–10× larger than that of males. These same females also had larger DLv volumes, 
but the sex difference was much smaller in magnitude (1.1–1.2× larger). Although 
the authors concluded that this likely reflected sex differences in spatial cognition, 
subsequent testing of homing behavior in one of the species revealed no sex differ-
ences (Thyssen et al. 2013).

Behavioral and neuroanatomical studies of cowbirds also reveal some discrepan-
cies between performance in spatial tasks and sexual dimorphism in hippocampus 
size. The brown-headed cowbird (Molothrus ater) is an obligate brood parasite, 
meaning that it can only reproduce through laying eggs in the nests of other species 
(Johnsgard 1999). Only females engage in nest searching and visit dozens of nests 
each breeding season (Johnsgard 1999), which presumably results in a sex difference 
in processing spatial information. In support of a sex difference in cognition, female 
cowbirds have relatively larger hippocampal volumes than males (Sherry et al. 1993). 
This sexual dimorphism is not unique to brown-headed cowbirds and was also found 
in the shiny cowbird (Molothrus bonariensis) in which only the females search for 
nests (Reboreda et al. 2006). Recent learning and memory tests in both species, how-
ever, yielded mixed results in terms of sex differences. In the first test of learning and 
memory in shiny cowbirds Astie et al. (1998), females outperformed males in a food-
finding task based on appearance cues, but not on location. More recent studies in 
brown-headed cowbirds found that females made fewer errors and took more direct 
paths than males in a spatial task (Guigueno et al. 2014), but males outperformed 
females in a spatial touchscreen task (Guigueno et al. 2015). Spatial ability can be 
task dependent, so these mixed results could arise from differences in the testing 
paradigm across studies. In addition, nothing is known about what features female 
cowbirds are attending to when searching for and presumably remembering the loca-
tions and status of host nests. Nevertheless, the conclusion reached is that the rela-
tionship between hippocampus size and spatial cognition is not straightforward. This 
lack of a consistent relationship between spatially dependent behaviors and hippo-
campal anatomy is enforced by studies of food-caching songbirds.

Many animals cache or hide food, but several songbird families rely heavily on 
scattered food caches (or scatter hoarding) as part of their overall foraging strategy. 
These are the corvids (jays, crows, magpies), parids (chickadees, tits, and titmice), 
and nuthatches. Very little is known about nuthatch spatial cognition or hippocam-
pus (but see Petersen 1995), but studies of corvids and parids have proven to be 
important for understanding spatial cognition and hippocampal function in birds 
(Sherry 2006). In the initial comparative studies of both groups, food-caching spe-
cies had significantly larger hippocampal volumes than non-caching species (Krebs 
et  al. 1989; Sherry et  al. 1989; Healy and Krebs 1992, 1996; Basil et  al. 1996). 
Further analyses then suggested that the type or amount of food caching was corre-
lated with the relative size of the hippocampus (Healy and Krebs 1992; Lucas et al. 
2004). These comparative studies were corroborated by behavioral testing; food-
caching species performed better than non-caching species in spatial memory tasks, 
and species that cached more tended to outperform species that cached fewer items 
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(Sherry 2006; Kamil and Gould 2008). Intraspecific studies of chickadees (Poecile 
atricapilla and Poecile sclateri) across altitudinal and latitudinal gradients also sup-
port a relationship between spatial memory and hippocampal anatomy. Chickadees 
living in harsher environments (i.e., higher altitudes or latitudes) have better spatial 
memory, larger hippocampus, more hippocampal neurons, and a higher neurogen-
esis rate than chickadees living in more benign habitats (Pravosudov and Roth 
2013). However, several authors questioned the validity of the comparative studies 
(Brodin and Bolhuis 2008), and reanalyses of all of the available hippocampal data 
yielded contradictory results: one study supported a correlation between food cach-
ing and hippocampus size, and the other did not (Brodin and Lundborg 2003; Lucas 
et  al. 2004). An analysis of hippocampus size across caching and non-caching 
woodpeckers also found no differences across species (Volman et al. 1997). This has 
led some to suggest that hippocampus size is not an appropriate neuroanatomical 
measurement and that neuron numbers and/or rate of neurogenesis are more mean-
ingful correlates of spatial memory in birds (Roth et al. 2010). In a common garden 
experiment in which black-capped chickadees from northern regions were housed in 
the same aviaries as chickadees from southern regions, there is no difference in hip-
pocampal volume, but the differences in spatial memory, neuron numbers, and neu-
rogenesis persist (Roth et  al. 2011). Thus, neuron number and neurogenesis are 
more reliably associated with spatial ability in chickadees. Similarly, a new analysis 
of corvids found no evidence to support a difference in hippocampal volume 
between scatter hoarding and other species, but the number of hippocampal neurons 
did vary (Gould et al. 2013). More specifically, the Clark’s nutcracker (Nucifraga 
columbiana) has the highest number of neurons and has the best spatial memory of 
any of the corvids tested (Kamil and Balda 1985; Kamil and Gould 2008), suggest-
ing that the number of neurons might be a more important variable than hippocam-
pal volume. Hippocampus size might not be the best anatomical measurement, but 
the fact that neuron numbers are associated with spatial memory variation still indi-
cates that hippocampal anatomy does play a significant role in individual and spe-
cies differences in spatial cognition.

An additional group in which there seems to be a cognitive advantage to having 
a relatively large hippocampus is hummingbirds (Fig.  5.6). Hummingbirds visit 
hundreds of flowers per day and can remember not only the spatial location and 
distribution of flowers but also the nectar quality and content of flowers and refilling 
rates of individual flowers (Healy and Hurly 2013). To accompany their memories 
for both spatial and temporal properties of flowers, hummingbirds have proportion-
ally the largest hippocampus of any bird examined to date (Ward et  al. 2012; 
González-Gómez et al. 2014) (Fig. 5.6). As with other studies in birds, there is a 
disconnect between hippocampus size and spatial memory within species. Male 
green-backed firecrowns (Sephanoides sephanoides) outperform females in a spa-
tial memory task but have significantly larger hippocampal volumes (González- 
Gómez et al. 2014). Further study is needed to determine whether hummingbirds 
have superior spatial cognition compared to other birds, but given their strong reli-
ance on spatial memory for successful foraging, much could be gleaned by further 
study of their hippocampal anatomy, especially neuron numbers and neurogenesis.
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5.6  Constraints on Understanding Neural and Cognitive 
Evolution

Throughout this review, I have provided evidence that the size of the brain and brain 
regions is an important correlate of cognitive abilities in non-mammals. Relative 
brain size is clearly associated with some aspects of cognition, such as innovative-
ness and tool use, and the selective breeding experiment in guppies demonstrates 
that there is a cognitive advantage to having a relatively larger brain. Similarly, there 
is evidence that the size of individual brain regions is associated with several aspects 
of cognition, including innovativeness, tool use, spatial abilities, and (possibly) 
sociality. Apart from the experimental studies of the guppies (Kotrschal et al. 2013) 
and intraspecific studies of chickadees (Pravosudov and Roth 2013), the bulk of the 
evidence in favor of brain and brain region sizes covarying with cognition is con-
strained by several problems.

First, the evidence provided by comparative studies is largely correlative and not 
causal (Healy and Rowe 2007; Brodin and Bolhuis 2008). It is therefore not possi-
ble to determine whether relatively larger brains are required for certain cognitive 
tasks or changes in behavior drive the expansion of the brain and telencephalic brain 
regions. Evolutionary path analyses can be used to infer the timing of evolutionary 
changes in cognition, behavior, and the brain (Boerner and Krüger 2008; Sol et al. 
2010), but these methods have been used infrequently in evolutionary neurobiology 
thus far.

Second, there is the ubiquitous and long-standing issue of how best to measure 
cognition across species and whether certain measurements are true proxies of gen-
eral cognition or specific cognitive domains. This is not an easy question to address 
because species-specific sensory system design and behaviors can often prevent 
using the same tests equally across all species. The innovation and tool use indices 
developed by Lefebvre and colleagues provide at least a partial solution to this problem 

Fig. 5.6 Hummingbirds have remarkable memories and the largest hippocampal volumes, relative 
to brain size, of any bird. Shown here are (a) a male rufous hummingbird (Selasphorus rufus) feed-
ing from a flower and (b) boxplots indicating the relative size of the hippocampus. Relative size 
here is the volume of the hippocampus divided by the volume of the telencephalon and then log- 
transformed (as in Ward et al. 2012). The hummingbird photo is courtesy of B. Goller
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(Lefebvre et al. 1997; Lefebvre and Sol 2008; Lefebvre 2013) but are constrained by 
the number of reports published and range of species that they cover.

Third, and related to the previous point, the ability to execute any comparative 
study of brain and/or cognition is dependent on data availability. For many species, 
cognitive testing data is available for a very small number of species, which is why 
so many comparative studies use proxies, such as social system, food-caching pro-
pensity, and other behaviors that can be readily observed in the wild or gleaned from 
the literature. Even so, there are no broad studies of amphibian, squamate, turtle, or 
crocodilian brains that have employed proxies of cognition (see Sect. 5.6.1). 
Quantitative brain data is also missing for most nonmammalian vertebrates. Unlike 
mammalian taxa, such as bats, primates, and “insectivores,” which were the subject 
of intense study in the last century, the same attention has not been paid to collecting 
quantitative brain data in nonmammalian vertebrates. In fishes, significant effort by 
a couple of authors has improved our understanding of neuroanatomical differences 
in cartilaginous fishes (Yopak 2012), but most studies of bony fishes have focused 
on a small subset of taxa (Kotrschal et al. 1998). The number of species and range 
of brain regions measured in birds has increased progressively over the past 20 years, 
but data is still deficient for many orders (e.g., hornbills, grebes, suboscine song-
birds) and most families within orders (e.g., songbirds, shorebirds) (Iwaniuk 2010). 
Without more data, it is simply not possible to test for other evolutionary patterns, 
include potential confounding variables, or generate general principles of brain 
composition and design that are related to cognition. This is especially true for 
amphibians, turtles, squamates, and crocodilians because they occupy key points in 
vertebrate evolution. Without data on these key taxa, reconstructing the evolution-
ary history of cognition or brain composition is impossible.

5.6.1  Brain and Cognition in Amphibians, Turtles, Squamates, 
and Crocodilians

Although there seems to be an abundance of studies on birds and fishes, relatively 
little is known about cognitive or neuroanatomical variation among amphibians, 
squamates, and crocodilians. In terms of brain organization, homologs of mamma-
lian and avian brain regions can generally be identified, and much of their hodology 
is reasonably well understood (Butler and Hodos 2005). However, there is a gross 
lack of quantitative neuroanatomical data within these taxa and that constrains our 
ability to determine.

The cognitive abilities of crocodilians have rarely been investigated, probably 
owing to the logistics of animal husbandry and handling. In terms of basic biology, 
they can be highly social and exhibit parental care and have a telencephalic organiza-
tion similar to birds (Butler and Hodos 2005; Northcutt 2013). Whether these behav-
iors covary with brain size or brain region sizes across species is unknown. Data on 
brain size is only available for 4/24 extant species of crocodilians and volumetrics of 
brain regions for 1 species (Northcutt 2013). Thus, even comparing relative brain or 
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telencephalon size of crocodilians with other taxa, irrespective of cognitive testing, 
cannot be done at present.

Data availability is slightly better for amphibians. Amphibians are often used in 
studies of sensory systems, but cognitive/behavioral testing is limited. Some 
amphibians can learn spatial tasks and are capable of avoidance learning and dis-
crimination, but there is no evidence of complex social interactions or individual 
recognition (Burghardt 2013). There is also very little information on brain size and 
composition variation among amphibians (20/655 species of newts and salaman-
ders, 24/4800 species of frogs and toads). The paucity of data on frogs and toads 
also means that species diversity in brain size and composition is entirely unknown. 
Similarly, a lack of cognitive testing and brain data for all amphibians means that 
comparisons of brain and cognition that have been conducted in birds and fishes 
simply cannot be done in amphibians.

Squamates and turtles have been the study of a far greater range of cognitive 
studies. Turtles and lizards are capable of sensory discrimination, reversal learning, 
habituation, problem-solving, and various forms of spatial learning (Wilkinson and 
Huber 2012; Burghardt 2013). There are even reports of sensitivity to gaze direction 
and social learning in some species (Wilkinson and Huber 2012). Snakes also 
appear to be capable of various types of learning but are studied far less intensively 
(Burghardt 2013). Brain size data is available for a reasonable range of squamates 
(nearly 200 species), and data on brain region sizes has been improving in recent 
years (e.g., Powell and Leal 2014). The same cannot be said for turtles with brain 
size data for only 6/300 species, and brain regions have only been measured in a 
single species (Northcutt 2013). Despite improvements in quantitative measures of 
squamate brains, there have been only a few studies in which brain region sizes have 
been compared with behavior (Roth et al. 2005; LaDage et al. 2009; Powell and 
Leal 2012, 2014; Robinson et al. 2015) and none with cognitive testing.

If one of the many goals of comparative cognition and neurobiology is to address 
fundamental questions related to cognitive and neural evolution, these knowledge 
gaps need to be filled. As outlined above, data on cognitive abilities of crocodilians 
and a broader range of amphibians, squamates, and turtles is required to better 
understand cognitive differences across these groups. In addition, quantitative data 
on brain size and brain region sizes are needed for all these groups to determine if 
patterns observed in fishes, birds, and/or mammals can be replicated in other verte-
brate taxa or if other patterns emerge. For example, the available data suggests that 
relative brain size is greatly reduced in snakes compared with lizards, but data for 
more species is needed to enable effective statistical tests.

5.6.2  Is Size Everything?

The sizes of the brain and brain regions are often the easiest measurements to 
obtain, but reflect only one component of brain anatomy that we can compare with 
cognition. Connectivity among brain regions is likely a crucial component of 
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cognition. The number of synapses, strength of connections between brain regions, 
and the amount of interconnectedness throughout the brain all contribute to how 
the brain makes decisions (Bota et  al. 2015; van den Heuvel et  al. 2016). 
Quantifying connectivity is not, however, a trivial task, and the field of connec-
tomics is still in its early stages. Relating overall or regional connectivity to cogni-
tion across species is therefore not possible yet. However, as computational 
methods become more refined and they are applied to neuroanatomical data across 
species, it will eventually be possible to relate connectomes with behavior (van 
den Heuvel et al. 2016).

Over the past 10 years, there has also been renewed interest in neuron numbers. 
This is largely due to the development of the isotropic fractionator technique, which 
enables neuron and non-neuronal cell numbers to be quantified in a fraction of the 
time needed for a stereological approach (Herculano-Houzel et al. 2015a). Data is 
now available for 39 mammals, 28 birds, and the Nile crocodile (Crocodylus niloti-
cus) (Herculano-Houzel et al. 2015b; Ngwenya et al. 2016; Olkowicz et al. 2016). 
Some authors have suggested that neuron numbers are more meaningful than the 
size of brains or brain regions because the neuron is the basic computational unit of 
the brain (Azevedo et al. 2009). In fact, much of Jerison’s (1973) principle of proper 
mass, and his book as a whole, is based on the idea that larger brains have more 
neurons. Already there is evidence, neuron numbers might reflect spatial memory 
more accurately than hippocampal volume (Roth et al. 2011; Gould et al. 2013). As 
data is collected for more species, it will eventually become possible to relate neu-
ron numbers to several measures of cognition, which will finally address why varia-
tion in brain and brain region sizes varies and why it matters.
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Chapter 6
Evolution of Cognitive Brains: Mammals

Gerhard Roth and Ursula Dicke

Abstract In mammals, detailed information about higher cognitive abilities or 
“intelligence” is restricted to representatives of rodents, artiodactyls, carnivores, 
cetaceans, elephants, and primates. Tool use as well as “technical” problem-solving 
is present in most species of these taxa. In string-pulling experiments, apes, mon-
keys, dogs, and elephants were successful but with no sign of insight into mecha-
nisms. Mirror use is demonstrated in apes, monkeys, and pigs, while mirror 
self-recognition is found only in the great apes, magpies, and possibly dolphins and 
elephants. Gaze following is documented in primates, dogs, and wolves. 
Metacognition was demonstrated in apes, macaques, dolphins, and rats. Finally, 
signs of a theory of mind are found in chimpanzees and rhesus monkeys and ques-
tionable in dogs and wolves. Neither absolute nor relative brain size (uncorrected or 
corrected for body size) are good predictors for higher cognitive abilities. The num-
ber of cortical neurons appears to be a better predictor of intelligence but does not 
solve the paradox of elephants and cetaceans, which have at least several billion 
cortical neurons like the great apes, while being less intelligent. The best fit is 
obtained, when parameters that directly determine neuronal information processing 
capacity, i.e., cortical interneuronal distance and axonal conduction velocity, are 
also taken into account. Here, primates excel, followed by carnivores, while the 
large-brained elephants and cetaceans perform poorly.

Keywords Intelligence • Cognitive abilities • Absolute brain size • Relative brain 
size • Number of cortical neurons • Information processing capacity
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6.1  Introduction

Mammals have always been considered to be smart. However, while in primates the 
presence of higher cognitive abilities like tool fabrication, imitation, metacognition 
and, at least, in the great apes, mirror self-recognition and aspects of a theory of 
mind are undisputed (cf. Byrne 1995; Roth 2013), the presence of such abilities in 
“insectivores” (i.e., Afrosoricida, Eulipotyphla), ungulates (i.e., Perissodactyla, 
Artiodactyla), elephants, and cetaceans (whales, dolphins) is either undocumented 
or disputed. There is an ongoing debate about higher cognitive abilities in elephants 
and cetaceans. While some authors attribute astonishingly high mental abilities to 
these large-brained animals, particularly to the cetaceans (cf. Marino 2004, Marino 
et al. 2007, 2008; Herman 2012), others come to the conclusion that elephant and 
cetacean intelligence is modest compared to primates and even carnivores (cf. Byrne 
et al. 2009; Manger 2013; Guentuerkuen 2014).

There have been and still are many attempts to correlate degrees of intelligence 
found in mammalian species to properties of their brains, the most popular being 
absolute brain size, relative brain size (uncorrected or corrected for body size) as 
well as absolute or relative size of the cerebral cortex (cf. Jerison 1973; Lefebvre 
2012). However, none of these approaches have yielded convincing results. More 
recently, it has been argued that the number of cortical neurons is a more reliable 
predictor of intelligence (cf. Roth and Dicke 2005; Herculano-Houzel 2012; Roth 
2013), but it turns out that even this factor does not fully explain why some monkeys 
with about one billion cortical neurons in many respects appear to be as intelligent 
as great apes with five to eight times more cortical neurons and why elephants and 
cetaceans with numbers of cortical neurons equal to or even higher than those found 
in great apes exhibit only modest degrees of intelligence—at least in the eyes of 
many experts (cf. Manger 2013).

In earlier publications, we have argued that in addition to the number of cortical 
neurons, other parameters relevant for information processing capacities like the 
speed of interneuronal signal transfer as well as cortical network properties must be 
taken into consideration (Roth and Dicke 2005, 2012; Roth 2013). In the following 
article, we will review recent literature on mammalian intelligence and their rela-
tionship to brain properties in the light of this hypothesis.

6.2  Phylogeny and Taxonomy of Mammals

Ancestors of mammals appeared about 224 mya in the Triassic. Early mammals 
conducted an inconspicuous life until the end of the Mesozoic. Around 170 mya, 
the modern type of mammals, the multituberculates, evolved which had small 
bodies and conducted a nocturnal and/or arboreal life. The split between the 
Prototheria (monotremes) and the Theria (marsupials and placental mammals) is 
believed to have occurred 150 mya, and the split among the Theria between 
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Metatheria and Eutheria 125 mya or earlier. The great time of mammals began 
near the end of the Cretaceous, around 70 mya, and particularly with the extinction 
of the dinosaurs 65 mya.

The first infraclass of mammals comprises the Prototheria with only one order, 
the monotremes (Monotremata) with the platypus (Ornithorhynchus) and echidna 
(Echidna, 12 species). The second infraclass, the Theria, includes the Metatheria or 
Marsupialia, comprising seven extant superorders with a total of 334 species. The 
larger metatherian group, Australidelphia (five superorders with 234 species, among 
them the cangaroos), live in Australia and New Guinea, whereas a smaller group, 
the Ameridelphia (about 100 species, among them the opossum Didelphis) live in 
North, Central, and South America. The Eutheria or Placentalia originated about 
100 mya and for a long time conducted a modest life as insect eaters parallel to the 
marsupials.

Placental mammals are commonly divided into four superorders. The first group, 
Afrotheria, includes among others the orders Afrosoricida (tenrecs and golden 
moles), Macroscelidea (elephant shrews), Tubulidentata (aardvarks), Hyracoidea 
(hyraxes and allies), Proboscidea (elephants, Elephantidae, as single family with 
three species), and Sirenia (dugongs and manatees). The second group Xenarthra 
comprises the group Cingulata (armadillos) and Pilosa (sloths and anteater). The 
third group, Euarchontoglires, includes the orders Scandentia (treeshrews), 
Dermoptera (colugos), Primates (lemurs, bushbabies, lorises, monkeys, and apes 
including humans; more than 400 species), Rodentia (rodents; about 2300 species), 
and Lagomorpha (pikas, rabbits, hares; about 80 species). Finally, the fourth group, 
Laurasiatheria comprises the orders Eulipotyphla (hedgehogs, moles, shrews; about 
388 species), Chiroptera (bats; about 1100 species), Pholidota (pangolins or scaly 
anteaters), Carnivora, (dogs, cats, bears, seals etc.; about 270 species), Perissodactyla 
(odd-toed ungulates like horses, zebras, rhinos and tapirs; about 19 species), 
Artiodactyla (even-toed ungulates like cattle, pigs, sheep, deer, camels, antelopes; 
about 260 species), and Cetacea (whales, dolphins, porpoises; about 80 species) 
(largely after Tarver et al. 2016).

6.3  What Is Animal Intelligence?

In humans, intelligence is commonly defined as the sum of “higher” mental capaci-
ties such as abstract thinking, understanding, communication, reasoning, learning 
and memory formation, action planning, and problem-solving. Usually, human 
intelligence is measured by intelligence tests and expressed in intelligence quotient 
(IQ) values related to different contents (e.g., visual–spatial, verbal, numerical). 
Evidently, such a definition and measurement of intelligence cannot be applied 
directly to nonhuman animals, because any test depending on verbalization is inap-
plicable. According to the majority of behaviorists and animal psychologists (cf. 
Roth 2013), “intelligence” can be understood as mental or behavioral flexibility or 
the ability of an organism to solve problems occurring in its natural and social 
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environment culminating in the appearance of novel solutions not part of the ani-
mal’s normal repertoire. A number of authors distinguish between ecological intel-
ligence consisting in the ability to master challenges of an environment; social 
intelligence targeting social group size, complexity of social relationships, and 
means of social communication (gaze following, theory of mind, knowledge attribu-
tion etc.); and general intelligence consisting in efficient information processing and 
mental functions like abstract thinking, insight, metacognition, mirror self-recogni-
tion, etc. Byrne and Bates (2011) have added physical intelligence which includes, 
among others, tool use and tool fabrication and “technical” problem-solving, e.g., 
carnivores opening a puzzle box, orangutans using water to fill a tube containing a 
peanut, and crow using stones to weight a container to get access to food, while oth-
ers consider these cognitive abilities as part of ecological intelligence. Among 
authors, there is a great overlap in attributing cognitive functions to these categories 
of animal intelligence.

6.4  Cognitive Abilities and Intelligence in Mammals

In the following, we will concentrate on frequently used paradigms for measuring 
intelligence in mammals (as rated in birds), i.e., tool use and tool fabrication, tech-
nical problem-solving including understanding of principles, mirror use, gaze fol-
lowing, imitation and observational learning, mirror self-recognition, metacognition, 
“theory of mind,” and mental time travels. Data on primates and birds will be pre-
sented only briefly for comparative reasons, because they are presented in more 
detail in other articles of this volume.

6.4.1  Tool Use and Tool Fabrication

Tool use has been extensively studied in primates and birds, and some of them, e.g., 
chimpanzees or corvid birds, have been shown to regularly fabricate tools in the 
wild or in captivity (for an overview see Emery and Clayton 2009; Roth and Dicke 
2012; Roth 2013). The first studied case of tool use in non-primate mammals was 
made in the Californian sea otter (Enhydra lutris). Otters were observed to open 
mussels and sometimes crabs and urchins by pounding them against a stone lying 
on their breast, and the same stone was used (Hall and Schaller 1964).

In a similar way, wild banded mongooses (Mungos mungo) regularly use anvils 
like rocks or the stems of trees, but also the sidewalls of gullies, to open hard-shelled 
food objects such as bird eggs or snail shells. It was demonstrated in this context 
that imitation as well as practicing plays an important role (Müller 2010). Dingoes 
(Canis lupus dingo) have been observed to use a table for getting food (Smith et al. 
2012). North American badgers (Taxidea taxus), while hunting ground squirrels, 
often plug openings of ground-squirrel tunnels. They usually take soil from the area 
around the tunnel opening, but sometimes objects moved from greater distances are 
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used for plugging (Michener 2004). Degus (Octodon degus, a rodent) can be trained 
to retrieve otherwise out-of-reach rewards by using a rake-like tool holding it with 
their forelimbs (Okanoya et al. 2008). According to the authors, the degus managed 
to distinguish between useful and nonuseful tools after extensive training.

Elephants use sticks for scratching their body and removing ticks and bushes for 
fly-switching, which they modify until they are long and effective enough, which is 
considered by some authors as an evidence for tool fabrication. However, a number 
of experiments (Hobhouse 1915; Rensch and Altevogt 1955; Hart et  al. 2008; 
Nissani 2004) with captive elephants revealed that the animals did not learn to 
retrieve food by using a stick. Other experiments, in which elephants had been 
trained to remove a lid from a bucket in order to retrieve a food reward, revealed 
great difficulties of the animals with adopting their behavior to slightly different 
experimental conditions (Nissani 2006). In a similar experiment by Irie-Sugomoto 
and colleagues (2008), one elephant learned to pull a baited tray in order to retrieve 
the food. Minuzo et  al. (2015) demonstrated that elephants acquire inaccessible 
food by blowing the food, until it comes in accessible places. In summary, elephants 
mostly reveal only simple forms of tool use with no or little understanding of the 
underlying mechanism (Byrne et al. 2009).

Among cetaceans, dolphins may kill scorpion fish in order to use their stingy 
body to poke after a moray eel hidden in a crevice (Brown and Norris 1956). 
Dolphins, beluga whales, and humpback whales blow bubble rings, and dolphins 
seem to do this for amusement or for catching fish (McCowan et al. 2000). One 
matrilinear group of bottlenose dolphins was observed to use marine sponges while 
foraging (“sponging”) (Krützen et al. 2005; Patterson and Mann 2011). However, 
the significance of “sponging” for foraging remains unclear (Manger 2013).

6.4.2  Puzzle Box Problem-Solving

Problem-solving abilities often have been tested by using puzzle boxes, in which 
animals had to open a baited box. Such a puzzle box has been used in a recent study 
by Benson-Amram et al. (2015) in 39 species from nine families of carnivores. The 
authors measured the time spent by the animal to open the puzzle box as well as 
changes in work time over successive trials. In addition, body mass, manual dexter-
ity, and absolute and relative brain volume were determined. All subjects except 
mongooses succeeded in opening the box by manipulating it, and work time signifi-
cantly decreased, as the number of trials increased. The authors take this as evidence 
that successful individuals improved their performance with experience on the basis 
of trial-and-error learning, while there was no sign of insight. The highest success 
rate was found in the families Ursidae (bears; 69.2% of trial), followed by Procyonidae 
(raccoons and allies; 53.8%), and Mustelidae (otter, badger, weasels etc., 47.1%), 
while the members of the family Herpestidae (mongooses) failed. The authors found 
no correlation between success rate on one hand and social complexity or manual 
dexterity on the other hand, while there was a significant correlation with relative 
brain size.
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Similar experiments using “puzzle feeders” have been executed with lemurs in 
the wild (Kendal et al. 2010) as well as in the laboratory. The gray mouse lemur 
mastered to open boxes in different ways including the use of reversed images and 
aye-ayes demonstrated basic understanding of features of tools by solving a can- 
pulling task (Fichtel and Kappeler 2010). All monkey and ape species tested so far 
likewise succeeded in such tasks, but again evidence for insight into the opening 
mechanism was either absent or equivocal.

6.4.3  String-Pulling Experiments

Numerous experiments on intelligence in mammals and birds used the string- 
pulling setup. Recently, Riemer et al. (2014) conducted string-pulling experiments 
with Border Collies. Previous experiments had revealed that dogs have a tendency 
to choose the string that is nearest to them instead of the baited string (“proximity 
bias”). In these experiments, dogs performed above chance when the baited and 
unbaited strings’ ends were equidistant, irrespective of being straight or curved, but 
seemed to be unable to overcome their proximity bias in a parallel or diagonal string 
task, when proximity of the unconnected string’s end to the reward was misleading. 
The authors conclude that the dogs can learn to pay attention to connectivity of the 
strings, when proximity is not a confounding factor.

Nissani (2004) reported string-pulling as well as sucking-blowing experiments 
with Asian elephants. All tested elephants mastered the string-pulling experiment, 
but they acquired the behavior gradually by trial and error, and most of them seemed 
unable to transfer their skills to similar tasks. In another series of experiments, ele-
phants learned to remove food from a narrow tube either by sucking or blowing. In 
a competitive situation (with one elephant on either side of the tube), they always 
sucked the food in order to get it first. However, they were unable to transfer their 
experience to a competitive situation, in which they had to remove the food from a 
wider tube by either pushing or pulling it with their trunk.

Recently, Mayer et al. (2014) conducted string-pulling experiments in different 
taxa of primates, i.e., capuchin monkeys, bonobos, chimpanzees, and children, with 
two versions of a broken-string problem. In the standard condition, subjects had to 
choose between an intact and a broken string as means to a reward. In the critical 
condition, the functional parts of the strings were covered up and replaced by per-
ceptually similar but nonfunctional cues. Apes, monkeys, and young children at or 
above an age of 3.5 years succeeded in the standard, but only children at or above 
an age of 5.5 years mastered the test with covered strings. Interestingly, there was 
no difference between monkeys and apes. Again, there was evidence for the impor-
tant role of experience, but not for insight in monkeys, apes, and children younger 
than 5.5 years.

Corvid birds as well as primates regularly master these tasks quite often. In the 
experiments with New Caledonian crows by Taylor and colleagues (cf. Taylor et al. 
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2009), difficulties arose for the otherwise “intelligent” crows, when visual control 
was restricted or absent. The authors conclude that spontaneous string pulling in 
New Caledonian crows may not be based on insight but on operant conditioning 
mediated by a perceptual-motor feedback cycle.

6.4.4  Use of Mirrors

A larger number of mammals are able to use mirrors in order to identify other-
wise unobservable objects or body parts or look around a corner. Rhesus mon-
keys, which failed the standard version of the mirror self-recognition (MSR) test 
(see below), learn to use mirrors in order to study otherwise hidden parts of their 
bodies (genitals, head implants). Similarly, Old World mangabeys (Cercocebus 
torquatus) learn to grope for a peanut on the backside of a board, when their 
hand is guided by a mirror (McKiggan, quoted in Byrne 1995). Pigs learn to turn 
to an invisible food bowl within 5 h, when they could see it in a mirror (Broom 
et al. 2009).

6.4.5  Gaze Following

Gaze following has been demonstrated in lemurs, macaques, capuchin, spider mon-
keys, and marmosets but without signs of understanding visual perspective (Roth 
and Dicke 2012). Great apes are able to track gaze to hidden targets and look back 
to the human experimenter, when they do not find a target (Bräuer et  al. 2005; 
Tomasello et al. 2007).

For decades, the only case of gaze following in non-primate animals was demon-
strated in dogs. As shown by Miklósi et  al. (2003), dogs can understand human 
pointing and inform humans about hidden objects, look at the faces of humans and 
follow their gaze, while this ability appeared to be absent in wolves. The authors 
reported that dogs “look back” to the human face when confronted with unsolvable 
problems but that wolves do not. Later, however, Range and Virányi (2011) demon-
strated that hand-raised wolves develop both the ability of gaze following into dis-
tant space and to look behind barriers. The former developed earlier than the latter. 
This suggests that gaze following and “looking back” in dogs and wolves is strongly 
dependent on training by humans.

More recently, Téglás et al. (2012) demonstrated that following gaze or direc-
tional gestures by their owner requires preceding human communicative signals, 
e.g., direct gaze or addressing. Wallis et  al. (2015) showed that dogs can follow 
human gaze into distant space. However, with increasing experience and age, dogs 
prefer fixating the human face instead of distant targets. The authors speculate that 
with increasing training, the human face becomes more attractive.
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6.4.6  Imitation

Imitation has long been considered an inferior kind of learning and was typically 
called “aping” or “monkeying” in the sense of a meaningless copying of a certain 
behavior. Only in recent years did it become clear that imitation is a higher cognitive 
ability. However, to date, there is no universally accepted definition of imitation, 
and some kinds of behavior previously viewed as imitation are now interpreted dif-
ferently. One of these imitation-like behaviors is response facilitation or emulation, 
found in a wide range of animals, which means that seeing an action “primes” the 
individual to do the same, and the individual, by trial and error, finds the same or a 
very similar solution to the problem (cf. Byrne 1995; Bates and Byrne 2010).

In primates, imitation and emulation play an important role in social learning. 
For example, young baboons (Papio) quickly learn which kinds of fruit are edible, 
after one group member has tasted a fruit. Vervet monkeys (Chlorocebus), again Old 
World monkeys, learn this task more slowly, although they live in the same environ-
ment as baboons. The greatest imitation abilities appear to be present in dolphins. 
Bottlenose dolphins spontaneously imitate other dolphins and humans and do this 
on demand (“elicited imitation”), and they seem to be superior in this respect to all 
other nonhuman mammals (Kuczaj II and Yeater 2006). This ability apparently 
plays an important role in social life as well as in coordinated behaviors (e.g., syn-
chronous swimming).

Dogs are highly social animals, and one could expect that imitation of conspe-
cifics or of their owner is well developed. However, there is little evidence for that. 
In contrast, a recent study by Range and Virányi (2014) demonstrated that wolves 
are much better than dogs at imitating problem-solving behavior of a conspecific, 
i.e., the opening of a baited puzzle box. While the wolves readily opened the box 
after a demonstration by a conspecific, the dogs failed to solve the problem. The 
authors try to explain these differences by pointing to the fact that the dependency 
of wolves on close cooperation with conspecifics, including breeding but also terri-
tory defense and hunting, created selection pressures on motivational and cognitive 
processes enhancing their propensity to pay close attention to conspecifics’ actions. 
In contrast, during domestication, dogs’ dependency on conspecifics has been 
relaxed, leading to reduced motivational and cognitive abilities to interact with 
conspecifics.

Learning by observation was demonstrated in mice in an experiment by Carlier 
and Jamon (2006). Here, female mice performed reliably and immediately a 
sequence of actions, i.e., pushing a piece of food into a tube attached to the side of 
a puzzle box and recovering it by opening a drawer in front of the box after having 
observed a conspecific “demonstrator.” None of the naive mice was able to solve the 
task. Similar effects of observational learning or “insight” was demonstrated in rats 
by Blaisdell et  al. (2006). According to the authors, the rats were able to make 
causal inferences by passively observing task-solving conspecifics, which could not 
be explained by Pavlovian learning.
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6.4.7  Mirror Self-Recognition

The ability of mirror self-recognition (MSR) is often taken as evidence for “higher” 
mental states eventually leading to self-consciousness. However, the presence of this 
ability in nonhuman animals is hotly debated. While the MSR test yields clear results 
in children at and after an age of 18 months, all tests in nonhuman animals have 
turned out to be complicated. MSR was first demonstrated by Gallup (1970) in chim-
panzees and later by various authors including Gallup in orangutans and bonobos and 
finally and with great difficulty in one gorilla. Regularly, the tests were successful 
only in less than half of animals tested and not always in those that passed the test.

Reiss and Marino (2001) succeeded in demonstrating that captive-born bottle-
neck dolphins (Tursiops truncatus) are capable of mirror self-recognition. Hints of 
MSR were observed in the killer whale, the false killer whale, and the California sea 
lion (Delfour and Marten 2001). After a number of failures, Plotnik and colleagues 
demonstrated mirror self-recognition at least in one out of three Asian elephants, 
Elephas maximus (Plotnik et al. 2006). But here again the successful elephant lost 
interest quickly. Given the very poor visual acuity, the results of these experiments 
have been questioned (cf. Manger 2013; Guentuerkuen 2014). Interestingly, some 
years ago the common magpie (Pica pica), a corvid, was found to pass the MSR test 
(Prior et al. 2008).

6.4.8  Metacognition

Metacognition is the ability to know what a subject knows and what it does not know. 
The principle of such experiments is that suitable animal are confronted with tasks, in 
which they have to discriminate between two tones of different pitch or length or two 
pictures showing grains of different size. The differences between the two tones or 
pictures are reduced stepwise such that they become increasingly difficult to distin-
guish. Correct answers are rewarded; for incorrect answers, there is a “time out.” 
However, in addition to the decision between the two stimuli, there is the possibility to 
carry out an uncertainty response (UR), if animals have great difficulty with choosing 
the correct answer, and this allows them to immediately perform the next trial (Smith 
2009). Foote and Crystal (2007) demonstrated that rats passed an acoustic duration 
discrimination test, in which animals had to distinguish between short (2–3.6 s) and 
long (4.42–8 s) noises. The rats increasingly declined the test, when the difference in 
duration became intermediate, i.e., 3.6–4.42 s, and thus very difficult to distinguish. In 
experiments with macaques, chimpanzees, and dolphins, URs occurred exactly in 
moments, when human participants likewise had problems with distinguishing the pat-
tern, and started disappearing, when it became increasingly easy for the human observer 
to distinguish the patterns. Usually, the URs were preceded by hesitation. Remarkably, 
capuchin monkeys believed to be highly intelligent, failed in these experiments.
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6.4.9  Theory of Mind

Under the topic “theory of mind (ToM)” experts study to which degrees ani-
mals are able to understand the intentions and knowledge of others and accord-
ingly are capable of predicting their behavior. Premack and Woodruff (1978) 
were the first to ask this question with respect to chimpanzees, and despite 
numerous studies on a variety of species, this topic is still debated. To date, 
some experts believe that at least some animals understand some mental states, 
while others find the evidence unconvincing (for an overview see van der Vaart 
and Hemelrijk 2014; Roth 2013). It appears reasonable to assume that both 
chimpanzees and rhesus monkeys understand the goals and perceptions of oth-
ers as well as what others know but not what others falsely believe (Lyons and 
Santos 2006; Premack 2007; Byrne and Bates 2011; Seed and Tomasello 2010). 
The same appears to hold for jays and ravens (Emery and Clayton 2009; Byrne 
and Bates 2011).

There has been an extensive discussion about the presence of ToM in dogs and 
wolves (for an overview see Horowitz 2011). To date, there is no unequivocal evi-
dence that hand-raised wolves and domestic dogs possess a ToM, although they pass 
on some trials of a putative theory-of-mind test and fail on others. While some 
authors argue in favor of a more relaxed or “rudimentary” definition of ToM (cf. 
Horowitz 2011), others like Udell et al. (2011) argue that the term “theory of mind” 
has outgrown its usefulness in comparative cognition studies.

6.4.10  Mental Time Travel

Mental time travel (MTT) is the subject’s ability to travel backward and forward 
mentally from the present moment to remember certain past events and to antici-
pate future activities. The ability to remember what happened when and where 
(WWW memory) is widespread among birds and mammals (cf. Roberts 2012), for 
example, in the context of food caching or past experience of places, where food 
was obtained. There is also evidence in birds as well as mammals (rats, primates) 
for prospective MTT, because they readily learn to use both time of day and elapsed 
time intervals as cues for important events such as food delivery. Rats, for example, 
learned to suppress the immediate intake of saccharine in favor of a later intake of 
more palatable and nutritive sucrose up to 30  min. Similarly, chimpanzees and 
orangutans could wait for 3–8 min for a delayed larger reward, and monkeys did so 
for 15 min (McKenzie et al. 2004). Thus, at least some birds and mammals are able 
to learn to anticipate the consequences of different choices, e.g., among kinds of 
food or among useful and nonuseful tools, and some of them (e.g., squirrel mon-
keys) are even able to anticipate their own future drive states (thirst or hunger) (cf. 
Roberts 2012).
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6.5  Conclusions Regarding Ranks of Intelligence 
Among Mammals

Insight into higher cognitive abilities in mammals is compromised by the fact that the 
majority of mammalian taxa have not or only rarely been studied in this respect, e.g., 
Prototheria, Metatheria, Afrosoricida, Tubulidentata, Xenarthra, Pholidota, Eulipotyphla, 
Chiroptera, and Perissodactyla. This restricts our knowledge to representatives of 
rodents, artiodactyls, carnivores, cetaceans, elephants, and above all primates.

Tool use and tool fabrication are extensively present in primates and to a more 
limited degree in degus, otters, mongooses, badgers, dogs, dolphins, and elephants. 
Problem-solving by means of a puzzle box is found in all primates tested including 
lemurs and, among carnivores, in bears, raccoons, otter, badgers and weasel and 
presumably in dogs and wolves. In string-pulling experiments, apes, monkeys, dogs, 
and elephants were successful but with no sign of insight into mechanisms. Mirror 
use was found in apes, monkeys, and pigs but might be more widespread. Gaze fol-
lowing was demonstrated in all primates tested as well as in dogs and wolves. 
Extensive imitation and learning by observation was found in apes and monkeys as 
well as in dolphins and to a limited degree in elephants, wolves, dogs, mice, and rats. 
Mirror self-recognition was found in chimpanzees, orangutans, bonobos, gorillas, 
magpies, and possibly dolphins and elephants. Metacognition was demonstrated in 
apes, macaques, dolphins, and rats. Finally, stronger or weaker signs of a theory of 
mind were found in chimpanzees and rhesus monkeys and questionably in dogs and 
wolves. Mental time travels appear to be widespread across mammals and were 
demonstrated in rats, monkeys, and apes.

6.6  The Correlation of Brain Properties  
and Intelligence in Mammals

Many attempts have been made to correlate intelligence with brain properties, the 
most influential work being Harry Jerison’s book Evolution of the Brain and 
Intelligence (1973). A much discussed brain trait is absolute size, followed by rela-
tive brain size, i.e., percent of body size or the relative size of alleged “seats” of 
intelligence like the cerebral cortex in mammals. Given the fact that much of brain 
size is determined by body size and therefore represents “confounding factor” 
(Jerison 1973), a number of authors have tried to determine the degree of “encepha-
lization,” i.e., brain size corrected for body size. The best known of such attempts is 
Jerison’s “encephalization quotient (EQ)” (for a critical overview, see Lefebvre 
2012). Other authors argued in favor of more “functional” brain properties like the 
number of neurons in the entire brain or in the pallium or cortex, their packing den-
sity, pattern of connectivity, and other parameters relevant for information process-
ing capacity (IPC) (Roth and Dicke 2012; Roth 2013).
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In mammals, there is an enormous variation in body size (volume or weight). 
The smallest mammal is the Etruscan shrew (Suncus etruscus) with a body weight 
of 1.8 g, and the largest mammal and animal is the blue whale (Balaenoptera mus-
culus) with a length of 30 m and a body weight up to 180 tons. The largest living 
terrestrial animal is the African elephant (Loxodonta africana) with a body weight 
up to 7.5 tons. Thus, among mammals there is a range in body size or weight of 
eight orders of magnitude. The volumes or weights of brains likewise vary enor-
mously. Among mammals, the smallest brain is found in the bat (Tylonycteris 
pachypus) which weighs 74 mg, and the largest brains of all animals are found in 
the sperm whale (Physeter macrocephalus) and “killer whale” (Orcinus orca), with 
up to 9 kg. African elephant brains weigh up to 6 kg. This is again an enormous 
range, here roughly five orders of magnitude (cf. Table 6.1).

As to the major mammalian taxa, “insectivores” (i.e., the unrelated Afrosoricida 
and Eulipotyphla) range from about 10 to 600 g in body size and 0.1 to 6 g in brain 
size. In the order Carnivora, body size varies between 1.5 and 365 kg and brain size 
between 17 and 460 g; in the order Artiodactyla body size varies between 1.5 kg and 
4.5 tons, with brains up to 762 g; Perissodactyla taxa vary in body size between 
150 kg and 3.5 tons and have brains up to 540 g. Among cetaceans, body sizes vary 
between 40 kg and 180 tons and brain sizes between 470 g and 8.2 kg. Primates, with 
the exception of prosimians and tarsiers, generally exhibit larger brains compared to 
body size than the other orders. New World monkeys have brains of 7–118 g and Old 
World monkeys of 36–222 g, with the largest brains found in baboons. Among apes, 
gibbons have brain sizes of 88–105 g, which lie within the range of Old World mon-
keys, while the large apes, i.e., orangutans (Pongo pygmaeus), gorillas (Gorilla 
gorilla), and chimpanzees (Pan troglodytes), have brain weights between 330 and 
570 g (males) (cf. Table 6.1).

6.6.1  Absolute Brain Size

Comparing the data on cognition in mammals as presented above, with absolute brain 
size, we yield no clear-cut correlation. On the one hand, “insectivores” with very 
small brains on average reveal no signs of higher cognitive abilities, while the order 
Carnivora, large-brained species like bears and sea lions appear to be more intelligent 
than small-brained species, which would fit. Within primates, there appears to be a 
loose correlation between brain weight and intelligence given that small-brained pro-
simians appear to be less intelligent than Old and New World monkeys with brain 
weights of 50–220 g, and the great apes with brain weights of 330–570 g are on aver-
age believed to be more intelligent than the monkeys, let alone humans with a brain 
weight of about 1.350 g. However, some monkeys like the capuchin appear to be 
almost equal in at least some aspects of intelligence with gorillas or chimpanzees, 
despite a much smaller brain (about 80 g), and the capuchin is believed to be more 
intelligent than carnivores or ungulates with brains around 500 g. Furthermore, in 
carnivores and “ungulates” (artiodactyls and perissodactyls), the range of brain size 
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Table 6.1 Brain weight, encephalization quotient, and number of cortical neurons in selected 
mammalian taxa

Taxa
Brain 
weight(in g)a

Encephalization 
quotientb,c

Number of cortical neurons 
(in millions)

Sperm whale 8183 0.45
African elephant 4200–7500 1.3–2.4 11,000d; 5600e

Killer whale 4779–5059 2.57–5.55
False killer whale 3650 4.03f 10,500d

Blue whale 3636 0.21
Man 1250–1450 7.4–7.8 15,000d

Bottlenose dolphin 1350–1,88 3.61–5.3 5800d

Walrus 1130 1.2
Camel 520–762 0.6–1.2 1700g

Ox 490 0.5–0.8
Horse 510–600 0.9 1200h

Gorilla 570 1.5–1.8 4300d; 9000i

Chimpanzee 430 2.2–2.5 6200d

Tiger 279 0.78
Lion 260 0.6
Sheep 140 0.8
Rhesus monkey 88 2.1 840d; 1710j

Long-tailed monkey 36 840d

Gibbon 88–105 1.9–2.7
White-fronted 
capuchin

57 4.8 720d; 1140j

Dog 64–135 0.7–1.6 160d

Fox 43–53 0.9–1.6
Cat 25–37 1.0 300d

Squirrel monkey 23 2.3 450d; 1340j

Rabbit 11 0.4
Marmoset 7 1.7
Opossum 7.6 0.2 27d

Squirrel 7 1.1
Hedgehog 3.3 0.3 24d

Rat 2 0.4 21d; 31k

Mouse 0.3 0.5 5d; 13,6k

aData from Haug (1987), Jerison (1973), and Russel (1979)
bIndicates the deviation of the brain size of a species from brain size expected on the basis of a 
“standard” species of the same taxon, in this case of the cat
cData after Jerison (1973) and Russel (1979)
dRoth and Dicke (2012)
eHerculano-Houzel et al. (2014)
fManger (2013)
gKazu et al. (2014)
hCozzi et al. (2014)
iHerculano-Houzel (2012)
jHerculano-Houzel et al. (2007)
kHerculano-Houzel et al. (2006)
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is nearly identical, while the former are believed to be considerably more intelligent 
than the latter. Finally, elephants and cetaceans, with brains 5–30 times larger than 
those of monkeys certainly are less intelligent. Thus, the maxim “bigger is better” 
appears to hold for comparisons within orders like carnivores or artiodactyls at best, 
but not for comparisons across orders of mammals. Furthermore, among cetaceans, 
dolphins, in general, appear to be more intelligent than the large-brained whales, 
while many of them have much smaller brains.

6.6.2  Relative Brain Size and EQ

Given these inconsistencies, experts have studied the impact of relative brain size, 
either uncorrected or corrected for body size. As in all vertebrates, brain size gener-
ally increases with body size, but in most cases the relationship between brain size 
and body size (BBR) is negatively allometrical, i.e., at a phylogenetic increase in 
body size, the increase in brain size “lags behind” and, thus, becomes relatively 
smaller (for details cf. Jerison 1973). As a consequence of negative brain allometry, 
with increasing body weight, relative brain weight decreases from more than 10% 
in very small mammals like shrews to less than 0.005% in the blue whale (van 
Dongen 1998). The human brain again ranks relatively high with roughly 2% of 
body weight, but in close proximity to apes and dolphins.

Comparing relative rather than absolute brain size with the ranks of intelligence 
in mammals, as presented above, yields even worse results, because the relatively 
largest brains are found in the “insectivores” with up to 12%, while humans have 
“only” 2% and many cetaceans and the elephants less than 1%. Thus, there is more 
of an anticorrelation than a correlation due to the fact that small animals tend to 
have relatively larger brains. For those reasons, Jerison (1973) tried to correct rela-
tive brain sizes for body size by his encephalization quotient EQ.  This quotient 
indicates the extent to which relative brain size of a given species deviates statisti-
cally from the expected or average relative brain size of the larger taxon (e.g., order) 
under consideration.

As shown in Table 6.1, the lowest EQs are found in very large cetaceans like the 
blue whale (0.21). The sperm whale, hares, mice, and rats have an EQ well below 
average, followed by mice, sheep, and horse. The cat has an average relative brain, 
while dogs, camels, and elephants have EQs slightly above average. Among pri-
mates, Old World monkeys have slightly higher EQs on average (1.7–2.7) than New 
World monkeys (1.7–2.3), with the exception of the white-fronted capuchin. 
Gorillas and chimpanzees have astonishingly low EQs, while the highest EQs are 
found in dolphins and finally humans. While the high EQ of humans is of no sur-
prise, the relatively high EQ (up to 5.3) of dolphins is unexpected compared to the 
relatively low EQs of chimpanzees and gorilla given the undeniably higher intelli-
gence of the great apes. Thus, Jerison’s EQ does not remove major inconsistencies 
in BBR.
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6.6.3  Size of Cortex

An alternative is to look for a correlation between intelligence and absolute or rela-
tive cortex size given the reasonable assumption that the mammalian cortex is the 
site of their intelligence. However, this does not yield better results. With increasing 
body and brain size, mammalian cortices increase in surface area as well as in vol-
ume. The smallest mammals, for example, shrews, have a cortical surface (both 
hemispheres together) of 0.8 cm2 or less, and in the rat we find 6 cm2, in the cat 
83 cm2, in humans about 2400 cm2, in the elephant 6300 cm2, and in large-brained 
cetaceans a maximum of 7400 cm2. Thus, from shrews to large whales we find a 
nearly 10,000-fold increase in cortical surface area.

However, the increase in cortical surface area contrasts with a modest increase in 
cortical thickness, i.e., from 0.4 mm in very small shrews and mice to 2–4 mm in 
humans and the great apes. Most large-brained cetaceans have surprisingly thin 
cortices between 1.2 and 1.8 mm (cf. Kern et al. 2011), and even the elephant, again 
with a very large brain, has an average cortical thickness of 1.9 mm (Haug 1987). 
In most mammals, the cortex grows somewhat faster than the rest of the brain, 
whereas in whales as well as in the elephant cortical volume, while increasing in 
absolute volume, decreases in relative volume. Yet, both elephants and cetaceans 
possess the largest cortices among mammals, which again is not a good predictor of 
intelligence.

6.6.4  Number of Cortical Neurons

Some authors argue that, instead of absolute or relative brain or cortical size, a much 
better predictor of mammalian intelligence is the number of cortical neurons as well 
as the effectiveness of their wiring and processing speed (cf. Roth and Dicke 2005; 
Herculano-Houzel 2012; Roth 2013). Brains and cortices of the same volume may 
contain very different numbers of neurons depending on their neuron packing den-
sity (NPD). Cortical NPD of mammalian species is highest in small eulipotyphlans 
and small rodents but is nearly equally high in small primates, which however are 
much larger in brain size than the former. In primates cortical NPD ranges from 
75,000 neurons/mm3 in the mouse lemur (Microcebus sp.) and the marmoset 
(Callithrix jacchus) to 25–30,000 neurons/mm3 in gorillas and humans. By contrast, 
with 6000–7000 neurons mm3, the cortices of whales and elephants have the lowest 
NPD among mammals (Haug 1987). Herculano-Houzel et al. (2015) report NPD 
values that are about half of those reported by Haug, but their measurements 
included both gray and white matter, while Haug’s data are based only on gray mat-
ter. Despite this technical difference, the NPD ranking order reported by Herculano- 
Houzel et al. (2015) is the same as in Haug (1987). Thus, primates including humans 
stand out by having much higher cortical NPD than non-primate mammals of the 
same brain and cortex size. In addition, while in nonmammalian taxa cortical NPD 
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strongly decreased with increasing brain and cortex volume with an exponent of 
−0.5, it decreases only slightly in primates with an exponent of −0.17 (Herculano- 
Houzel et al. 2015).

The number of cortical neurons of a taxon can be determined either indirectly by 
calculating it on the basis of the cortex volume and the cortical NPD, as we have 
done on the basis of the data by Haug (1987), or directly by cytometric techniques 
like the “isotropic fractionator” method used by Herculano-Houzel and colleagues 
(cf. Herculano-Houzel 2012) or a “stereological” method used by Pakkenberg and 
colleagues (cf. Eriksen and Pakkenberg 2007). Due to the differences resulting from 
the different methods, in a considerable number of cases, the data obtained by the 
different authors strongly vary.

Mice, rats, and hedgehogs have cortical neurons between 12 and 45 million 
(Roth and Dicke 2012; Herculano-Houzel et al. 2015). Among “ungulates” studied, 
we find a range between about 300 million (pig) and 1670 million (giraffe) (Kazu 
et al. 2014). There are almost no cell counts for carnivores except for the dog (160 
million), the cat (300 million), and the raccoon (453 million) (Roth and Dicke 
2012). Very large carnivores like the polar bear or the sea lion with brain weights 
around 500 g are expected to have at least 1000 million cortical neurons. Due to 
higher NPD, carnivores have more cortical neurons than “ungulates” of the same 
brain size (Herculano-Houzel 2012; Kazu et al. 2014).

Owing to their small neurons and high NPD, primates have many more cortical 
neurons than other mammals of the same brain and cortex size. However, here we 
find large differences in the cell counts. According to Roth and Dicke (2012), based 
on the NPD data by Haug, the small New World squirrel monkey (Saimiri sciureus) 
has 450 million, the larger New World white-fronted capuchin 720 million. 
Herculano-Houzel et al. (2007), however, report 1340 million for the former and 
1140 million for the latter. For the rhesus monkey (Macaca mulatta), Roth and 
Dicke (2012) calculated 840 million, and Herculano-Houzel et  al. report (2007) 
1710 million cortical neurons, while in the larger long-tailed macaque (Macaca fas-
cicularis) they found “only” 800 million cortical neurons, which would be close to 
our data concerning the rhesus monkey.

Herculano-Houzel and colleagues (2012) and Roth and Dicke (2012) state that 
chimpanzees have about 6000 million, while there is a discrepancy concerning the 
gorilla (4300 million by Roth and Dicke 2012 and up to 9000 million by 
 Herculano- Houzel 2012). As to the human cortex, Roth and Dicke (2012) arrived at 
14,000 and Herculano-Houzel (2009) at 16,000 million neurons, while Pakkenberg 
and Gundersen (1997) counted 19,000 million neurons in women and 23,000 mil-
lion in men. Herculano-Houzel (2009) as well as Roth and Dicke (2012) consider 
this value as being too high.

Cell counts in elephants and cetaceans likewise vary widely among authors, 
again mostly because of different methods applied. While Roth and Dicke (2005) 
calculated about 11,000 million cortical neurons in the African elephant, Herculano- 
Houzel et al. (2014) found “only” 5600 million. Both authors, however, agree that 
elephants have fewer cortical neurons than humans despite their much larger brain. 
There is likewise debate about the number of cortical neurons in cetaceans. Roth 
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and Dicke had arrived at about 11,000 million in a 7-kg cetacean brain, and in the 
Minke whale (Balaenoptera acutorostrata), with a brain weight of about 6  kg, 
Eriksen and Pakkenberg (2007) counted 12,000 million cortical neurons. However, 
in a recent paper published by the Pakkenberg group (Mortensen et al. 2014), the 
authors reported 37,200 million cortical neurons in the long-finned pilot whale (dol-
phin) (Globicephala melas) at a brain weight of about 3500 g. This would be almost 
twice as much as the value found by Pakkenberg and Gundersen for the human 
cortex (23,000 million in men). However, Herculano-Houzel et al. (2014) question 
these values mostly for methodological reasons. In addition, they argue that ceta-
ceans, as descendants of ungulates—characterized by relatively thin cortices with 
low NPD—should rather strictly follow their general brain-cortex pattern, and they 
predict that the number of cortical neurons even in large-brained cetaceans would be 
well below 10,000 million and, thus, rather conforms to the cell counts made in 
elephants.

Apart from these discrepancies, in mammals, the number of cortical neurons cor-
relates better with intelligence than absolute or relative brain size or EQ. Carnivores 
appear to be more intelligent than “ungulates” and these are more intelligent than 
“insectivores,” and this fits nicely the number of cortical neurons. The reason for 
this is that carnivore cortices have a higher NPD and consequently contain more 
neurons than ungulate cortices of the same size. Within primates, we again find a 
positive relationship between numbers of cortical neurons and levels of intelligence. 
The least intelligent primates, lemurs, have the lowest number of neurons, followed 
by monkeys and finally by the great apes and humans. Humans appear to have the 
largest number of cortical neurons (if we disregard the data by Mortensen et  al. 
2014), because of a large cortical volume combined with a high NPD. The high 
number of cortical neurons in monkeys (as a consequence of extremely high NPD) 
reported by the Herculano-Houzel group would further speak in favor of the high 
degree of intelligence found in the capuchin or squirrel monkeys coming close to 
that of the great apes.

The opposite is found in elephants and cetaceans, both of which have much 
fewer cortical neurons than expected based on their large brain and cortex sizes. 
Apparently, this is a consequence of very low NPD as well as of their relatively thin 
cortices. In the case of cetaceans, this may be—as Kazu et al. (2014) argue—a con-
sequence of phylogeny: cetaceans are descendants of artiodactyls, which, as 
 mentioned have a much lower NPD than primates, and their strong increase in body 
and brain size in cetaceans probably led to a further decrease in NPD. Thus, in both 
elephants and cetaceans, we find the puzzling fact that they have 3–7000 million 
cortical neurons equal to the great apes, while having modest to moderate degrees 
of intelligence.

In summary, while there is a relatively good correlation between intelligence and 
number of cortical neurons within mammalian orders, it breaks down, when we 
compare numbers of neurons in cortices of the same size in ungulates, carnivores, 
primates, elephants and cetaceans because of huge differences in NPD. At a given 
cortical volume, primates including humans have much more cortical neurons than 
the other mammalian taxa.
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6.6.5  Information Processing Capacity

Information processing capacity (IPC) of a cortex is intimately related to signal 
transmission speed, i.e., how fast cortical neurons “transfer signals to each other.” 
Signal transmission speed is determined by (1) interneuronal distance, (2) axonal 
conduction velocity, and (3) transsynaptic transmission time. While the latter 
appears to be rather constant among mammals, factors (1) and (2) vary greatly. 
Interneuronal distance, trivially, is inversely related to NPD: the higher the NPD, 
the shorter the interneuronal distance. Conduction velocity is a direct consequence 
of the thickness of the myelin sheath. The myelin sheath is thickest in primates and 
thinnest in elephants and cetaceans (Zhang and Sejnowski 2000; Changizi 2001). 
Thus, while an elephant or dolphin/whale may have the same number of cortical 
neurons like a chimpanzee (e.g., 4–5 billion), the former has a much lower signal 
transmission speed than the latter. Thus, a combination of very low NPD and low 
axonal conduction velocity appears to make information processing capacity of 
elephants and cetaceans very slow despite a high number of cortical neurons. This 
could, among others, explain why their cognitive abilities are modest but, also, why 
in cetaceans we find that the two cerebral hemispheres often work (and sleep) 
independently.

Conversely, small-sized monkeys like the capuchin monkey, due to their high 
NPD and high axonal conduction velocity, probably has a very high information 
processing capacity, which could be equal to that found in larger primates—let 
alone non-primate mammals—with a higher number of cortical neurons but lower 
NPD. This could explain why small monkeys with relatively small brains contain-
ing little more than one billion cortical neurons are equal, at least in some aspects of 
cognition, to a chimpanzee or a gorilla with 4–6 times more cortical neurons.

6.7  Conclusions

We found that in mammals neither absolute nor relative brain size nor the EQ are 
good predictors for higher cognitive abilities. Large-brained ungulates (762 g or 
more) and even larger-brained cetaceans (8200  g or more) and elephants (up to 
6000 g) are of moderate or even very modest intelligence when compared to mon-
keys with much smaller brains. The latter appear to be almost as intelligent as the 
apes, while again having much smaller brains. Taking relative brain weight or the 
EQ into account does not yield better correlations. The number of cortical neurons 
appears to be a better predictor of intelligence, but here we have the paradox of 
elephants and cetaceans, which have at least several billion cortical neurons (as 
many as the great apes), but are very modest in intelligence. The best fit is reached, 
when we compare degrees of intelligence with a combination of the number of cor-
tical neurons with parameters that directly determine information processing capac-
ity of a brain/cortex, i.e., interneuronal distance (neuron density) and axonal 
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conduction velocity. Here, primates and especially humans excel, while the large- 
brained elephants and cetaceans perform poorly. Taking IPC into account, we can 
also explain why small-brained primates can be (almost) as smart as the great apes 
except humans.

The human brain appears to constitute an optimal trade-off between factors 
determining neuronal information processing capacity, i.e., absolute and relative 
brain size, number of neurons, packing density, and axonal conduction velocity 
(Hofman 2012; Roth 2013). However, we believe that in addition the emergence of 
a syntactical and grammatical language about 100,000 years ago appears to have 
functioned as an enormous “intelligence amplifier” making thinking, problem- 
solving, and communication much easier (cf. Roth 2013). Among nonhuman ani-
mals there is a variety of complex and syntactical languages like bird song or 
dolphin language, but so far, there is no evidence that such a syntax reaches the 
semantic level (Fitch and Hauser 2004; Berwick et al. 2011). The invention of writ-
ing about 5000 years ago certainly has served as a second “intelligence amplifier.”
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Chapter 7
On the Matter of Mind: Neural Complexity 
and Functional Dynamics of the Human Brain

Michel A. Hofman

Abstract The evolutionary expansion of the brain is among the most distinctive 
morphological features of anthropoid primates. During the past decades, consider-
able progress has been made in explaining brain evolution in terms of physical and 
adaptive principles. The object of this review is to present current perspectives on 
primate brain evolution, especially in humans, and to examine some of the design 
principles and operational modes that underlie the information processing capacity 
of the cerebral cortex. It is shown that the development of the cortex coordinates 
folding with connectivity in a way that produces smaller and faster brains than oth-
erwise would have been possible. It will be argued that in primates the complexity 
of the neural circuitry of the cerebral cortex is the neural correlate of higher cogni-
tive functions, including mind-like properties and consciousness.

Keywords Brain evolution • Cerebral cortex • Cognition • Consciousness • Human 
mind • Information processing • Biological intelligence • Neural network • Primates

Evolution is a passage from the most automatic to the most voluntary.
John Hughlings Jackson (1884)

7.1  Introduction

Organisms are faced during their lives with an immense variety of problems, rang-
ing from purely physical ones, such as changes in climate or geomorphic distur-
bances, to organism-specific problems related to food supply, predation, homeostasis, 
and reproduction. Problem-solving, in other words, is an essential dynamic survival 
mechanism, evolved to cope with disturbances in the ecological equilibrium. It can 
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therefore be looked upon as an adaptive capacity enabling organisms to adjust them-
selves to one another and to their physical environment (see, e.g., Macphail and 
Bolhuis 2001; Reader et al. 2011; Shettleworth 2012a). In fact, with the evolution of 
sensory systems as adaptations to specialized environments, the capacity to process 
large amounts of sensory information increased and, with that, the power to create 
more complex physical realities.

If the ability of an organism to process information about its environment is a 
driving force behind evolution, then the more information a system, such as the 
brain, receives and the faster it can process this information, the more adequately it 
will be able to respond to environmental challenges and the better will be its chances 
of survival (Macphail and Bolhuis 2001; Roth and Dicke 2012; Hofman 2015). The 
limit to any intelligent system therefore lies in its abilities to process and integrate 
large amounts of sensory information and to compare these signals with as many 
memory states as possible, and all that in a minimum of time. It implies that the 
functional capacity of a neuronal structure is inherently limited by its neural archi-
tecture and signal processing time (see, e.g., Laughlin and Sejnowski 2003; Buzsáki 
et al. 2013). In this chapter, some of the organizational principles and operational 
modes will be explored that underlie the information processing capacity of the 
human brain, and it will be argued that the complexity of the cortical network cir-
cuitry is the neural correlate of cognition.

7.2  Principles of Brain Evolution

If we assume that the cognitive capacity of complex organisms is the product of 
integrated sensory information processing and mental faculties, responsible for the 
planning, execution, and evaluation of intelligent behavior, variations among spe-
cies in cognition must in principle be observable in the neural substrate. In mam-
mals, especially in primates, the complexity of the neural circuitry of the cerebral 
cortex is considered to be the neural basis for the brain’s coherence and predictive 
power and, thus, a correlate of higher cognitive and perceptual functions (Gazzaniga 
et al. 2008; Wang 2010; Chittka et al. 2012).

The evolutionary expansion of the cerebral cortex, indeed, is among the most 
distinctive morphological features of mammalian brains. Particularly in species 
with large brains, and most notably in great apes and marine mammals, the brain 
becomes disproportionately composed of the cortical structure (Striedter 2005; 
Aboitiz and Montiel 2012; Smaers et al. 2012; Hofman 2014; Lewitus et al. 2014; 
Fig. 7.1). The volume of cortical gray matter, for example, expressed as a percent-
age of total brain volume increases from about 25% for insectivores to 50% for 
humans (Frahm et al. 1982; Hofman 1988), whereas the relative size of the entire 
cerebral cortex (including white matter) goes from 40% in mice to about 80% in 
humans (Hofman 1988; Azevedo et al. 2009; Herculano-Houzel 2009, 2012).

On the other hand, the relative size of the cerebellum remains constant across 
phylogenetic groups, occupying about 10–15% of the total brain mass in different 
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orders (Stephan et al. 1981). Comparative studies among four mammalian orders, 
including primates, have revealed that the absolute neuronal composition in the 
cerebral cortex covaries significantly with that of the cerebellum (Herculano-Houzel 
et al. 2008; Lent et al. 2012), showing that these two brain structures display coor-
dinated growth during phylogenesis in mammals.

Such a coordinated evolution of the cerebral cortex and cerebellum fits well with 
the recent clinical and experimental evidence suggesting an important role of the 
cerebellum in cognitive and affective functions, in close connection with cortical 
associative areas (for reviews, see Schmahmann 2010; MacLeod 2012; Barton and 

Fig. 7.1 Lateral views of the brains of some mammals to show the evolutionary development of 
the neocortex (gray). In the hedgehog almost the entire neocortex is occupied by sensory and 
motor areas. In the prosimian galago, the sensory cortical areas are separated by an area occupied 
by association cortex (AS). A second area of association cortex is found in front of the motor cor-
tex. In human beings these anterior and posterior association areas are strongly developed. A pri-
mary auditory cortex, AS association cortex, Ent entorhinal cortex, I insula, M primary motor 
cortex, PF prefrontal cortex, PM premotor cortex, S, primary somatosensory cortex, V primary 
visual cortex. Modified from Nieuwenhuys (1994)
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Venditti 2014). Although the cerebral cortex is not the only brain structure which 
was selected for in evolution for greater growth, as a result of growing environmen-
tal pressure for more sophisticated cognitive abilities, it has played a key role in the 
evolution of intelligence.

7.3  Organization and Evolution of the Cerebral Cortex

The cerebral cortex forms as a smooth sheet populated by neurons that proliferate at 
the ventricular surface and migrate outward along radial glial fibers (for reviews, 
see Cheung et al. 2007; Rakic 2009). Differences in the duration of neurogenesis, 
which increases more rapidly with brain size for the cerebral cortex than for subcor-
tical areas (Charvet and Finlay 2014; Molnár et al. 2014; Suárez et al. 2014), lead to 
a systematic increase in the ratio of the cortical to subcortical regions. Whereas in 
small-brained species the cortical volume expands by virtue of a combined increase 
in surface area and cortical thickness, the increase of the cortical volume in species 
with a brain size of more than 3–4 cm3 is almost entirely due to a disproportionate 
expansion of the cortical surface area (Hofman 1989, 2012). It is the increase of the 
cortical surface area beyond that expected for geometrically similar objects of dif-
ferent volumes that creates the need for cortical folding (Hofman 1989, 2016; 
Razavi et al. 2015; Striedter et al. 2015; Fig. 7.2).

Cortical folding is not a random process. Instead, the folds that develop reflect 
the functional organization of the cortex, and form patterns that are remarkably 
consistent across individuals and even among some species. How this happens is not 
well understood. Although many developmental features and evolutionary adapta-
tions have been proposed as the primary cause of cortical folding, it is not evident 
that gyrification is reducible in this way (for a review, see Ronan and Fletcher 2015). 
There is now empirical evidence that suggests that the folding of the cerebral cortex 
is the product of a generalized mechanism, namely, the differential expansion of the 

Fig. 7.2 Lateral views of the brains of some anthropoid primates showing the evolutionary expan-
sion of the neocortex. Note the diverse configurations and gyral and sulcal patterns. Saimiri sciu-
reus: E = 22 g; Macaca mulatta: E = 95 g; Pan troglodytes: E = 420 g; Homo sapiens: E = 1350 g. 
Reproduced with permission from Hofman (2007)
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cortex. Mota and Herculano-Houzel (2012), for example, propose that cortical 
 folding is driven by white matter connectivity. Specifically, they argue that the 
mechanical tension generated by the pattern of connectivity of fiber bundles travel-
ing through white matter may account for the observed pattern of cortical surface 
convolutions. The authors propose the degree of tension, taken as directly propor-
tional to the morphological characteristics of the fiber bundle (i.e., axonal length and 
average cross-sectional area and the proportion of efferent neurons), determines 
how much the cortical surface folds inward. This model is used to explain how sur-
face convolutions vary with brain size and how gray matter thickness varies.

During the past decades considerable progress has been made in explaining the 
evolution of the cerebral cortex in terms of physical and adaptive principles (see, 
e.g., Macphail and Bolhuis 2001; Lefebvre 2012; Roth and Dicke 2012; Isler and 
Van Schaik 2014). In addition, a quantitative approach to the comparative morphol-
ogy of the brain has made it possible to identify and formalize empirical regularities 
in the diversity of brain design, especially in the geometry of the cortex (Hofman 
1989, 2012, 2016; Changizi 2001, 2007; Clark et al. 2001). Analysis of the cerebral 
cortex in anthropoid primates, for example, revealed that the volume of the neocor-
tex is highly predictable from absolute brain size (Hofman 1989; Finlay and 
Darlington 1995; Zhang and Sejnowski 2000; Finlay et al. 2001; Hofman and Falk 
2012). The volume of the cortical gray matter, containing local networks of neurons 
that are wired by dendrites and mostly nonmyelinated axons, is basically a linear 
function of brain volume, whereas the mass of long-range axons, forming the under-
lying white matter volume, increases disproportionately with brain size. As a result, 
the volume of gray matter expressed as a percentage of total brain volume is about 
the same for all anthropoid primates.

The relative white matter volume, on the other hand, increases with brain size, 
from 9% in pygmy marmosets (Cebuella pygmaea) to about 35% in humans, the 
highest value in primates (Hofman 1989). The nonlinear nature of this process is 
further emphasized by plotting the relative volume of white matter as a function of 
brain size (Fig. 7.3). The high correlation between both variables ensures that the 
curve, and its confidence limits, can be used for predictive purposes to estimate the 
volume of white matter relative to brain volume for a hypothetical primate. The 
model, for example, predicts a white matter volume of about 1470  cm3 for an 
anthropoid primate with a brain volume of 3000 cm3 (Hofman 2001, 2012). In other 
words, in such a large-brained primate, white matter would comprise about half of 
the entire brain volume, compared to one-third in modern man.

Volumetric measurements of gray and white matter in the neocortex of anthro-
poid primates have shown that the “universal scaling law” of neocortical gray to 
white matter applies separately for frontal and non-frontal lobes and that changes in 
the frontal (but not non-frontal) white matter volume are associated with changes in 
other parts of the brain, including the basal ganglia, a group of subcortical nuclei 
functionally linked to executive control (Smaers et al. 2010; Sherwood et al. 2012). 
These comparative analyses indicate that the evolutionary process of neocorticaliza-
tion in primates is mainly due to the progressive expansion of the axonal mass that 
implements global communication, rather than to the increase in the  number of 
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cortical neurons and the importance of high neural connectivity in the evolution of 
brain size in anthropoid primates.

Wen and Chklovskii (2005) have shown that the competing requirements for 
high connectivity and short conduction delay may lead naturally to the observed 
architecture of the mammalian neocortex. Obviously, the brain functionally benefits 
from high synaptic connectivity and short conduction delays. A magnetic resonance 
imaging study, furthermore, focusing specifically on the prefrontal cortex, has 
shown that the volume of the white matter underlying prefrontal areas is dispropor-
tionately larger in humans than in other primates (Schoenemann et  al. 2005). It 
suggests that the connectional elaboration of the prefrontal cortex, which mediates 
such important behavioral domains as planning, aspects of language, attention, and 
social and temporal information processing, has played a key role in human brain 
evolution.

7.4  Design Principles of Neural Organization

Evolutionary changes in the cerebral cortex have occurred mainly parallel to the 
cortical surface (tangentially) and have been sharply constrained in the vertical 
(radial) dimension, which makes it especially well suited for the elaboration of mul-
tiple projections and mapping systems. A mosaic of functionally specialized areas 

Fig. 7.3 Relative white matter volume as a function of brain volume in anthropoid primates. 
Semilogarithmic scale. The proportion of white matter increases with brain size, from 22% in a 
monkey brain of 100 cm3 to about 65% in a hypothetical primate with a brain size of 10,000 cm3. 
Modified from Hofman (2001)

M.A. Hofman



153

has indeed been found in the mammalian cortex, some of the functions being 
remarkably diverse (Kaas 2000, 2012; Krubitzer 2007; Schoenemann 2006). At the 
lower processing levels of the cortex, these maps bear a fairly simple topographical 
relationship to the world, but in higher areas precise topography is sacrificed for the 
mapping of more abstract functions. Here, selected aspects of the sensory input are 
combined in ways that are likely to be relevant to the animal.

Using modern anatomical tracing methods, physiological recordings and map-
ping studies it has been established that each sensory modality is mapped several 
times in different areas, with about a dozen representations of the visual world and 
a half a dozen each of auditory inputs and somatosensory sensations. In fact, the 
maps differ in the attributes of the stimulus represented, in how the field is empha-
sized, and in the types of computations performed. Clearly, the specifications of all 
these representations mean that functional maps can no longer be considered simply 
as hard-wired neural networks. They are much more flexible than previously thought 
and are continually modified by feedback and lateral interactions. These dynamic 
changes in maps, which seem likely to result from local interactions and modula-
tions in the cortical circuits, provide the plasticity necessary for adaptive behavior 
and learning. Although primate species vary in the number of cortical areas, and in 
the patterns of connections within and between these areas, the structural organiza-
tion of their neocortex is remarkably similar (Young 1993; Hill et al. 2010; Preuss 
2011; Papo et al. 2014a, b).

The tremendous increase in the cortical surface without a comparable increase in 
its thickness during mammalian evolution has been explained in the context of the 
radial unit hypothesis of cortical development (for reviews, see Rakic 2007, 2009). 
According to this model, neocortical expansion is the result of changes in prolifera-
tion kinetics that increase the number of radial columnar units without changing the 
number of neurons within each unit significantly. Therefore the evolutionary expan-
sion of the neocortex in primates is mainly the result of an increase in the number of 
radial columns.

The widespread occurrence of these neocortical columns, furthermore, qualifies 
them to be considered as fundamental building blocks in neural evolution 
(Mountcastle 1997; Rockland 2010; Buxhoeveden 2012; Opris and Casanova 
2014). It has become evident that these cortical circuits integrate at higher levels of 
information processing, as a result of the hierarchical organization of the brain, thus 
enabling the system to combine dissimilar views of the world. The grouping of 
neurons into clusters that interact over short distances has been found to be charac-
teristic not only of the cerebral cortex but of subcortical structures as well, such as 
the thalamus and basal ganglia (Pay 1980; Mountcastle 1997). An important impli-
cation of this basic plan of brain organization is that functionally related subsets of 
cortical areas and subcortical nuclei could evolve independently of the development 
of other subsystems during evolution (Sherwood et al. 2008; Lefebvre 2012; Smaers 
and Soligo 2013). So if we seek the neural basis of cognition, including mind-like 
properties and consciousness, we can hardly localize it in a specific region of the 
brain, but must suppose it to involve all those regions through whose activity an 
organism is able to construct an adequate model of its external world, perhaps it 
may even encompass the entire neo- and subcortical network.
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7.5  Neural Network Wiring

Although the details of the interpretation of the columnar organization of the 
neocortex are still controversial (for critical reviews, see Da Costa and Martin 
2010; Rockland 2010; Preuss 2001; DeFelipe 2015), it is evident that the poten-
tial for brain evolution results not from the unorganized aggregation of neurons 
but from cooperative association by the self-similar compartmentalization and 
hierarchical organization of neural circuits and the invention of fractal folding, 
which reduces the interconnective axonal distances. The human cerebral cortex, 
for example, contains about 20 billion neurons, which are interconnected via a 
massive yet highly organized network of axonal and dendritic wiring. This wiring 
enables both near and distant neurons to coordinate their responses to external 
stimulation. Understanding the organizing principles of cortical wiring, there-
fore, represents a central goal toward explaining human cognition and perception 
(see for example, Preuss 2011; Budd and Kisvárday 2013; De Reus et al. 2014; 
Wang and Liu 2014).

In the mammalian cerebral cortex, reciprocal connections between excitatory 
and inhibitory neurons are distributed across multiple layers, encompassing modu-
lar, dynamical, and recurrent functional networks during information processing. 
These dynamical brain networks are often organized in neuronal assemblies inter-
acting through rhythmic phase relationships. Accordingly, these oscillatory interac-
tions are observed across multiple brain scale levels, and they are associated with 
several sensory, motor, and cognitive processes. Recently Bosman and Aboitiz 
(2015) argued that there are functional constraints in the evolution of brain circuits 
and that these constraints may be the result of advantages that oscillatory activity 
contributes to brain network processes, such as information transmission and code 
reliability.

Network studies, using diffusion tensor imaging (DTI), have demonstrated that 
not only the neurons in the cerebral cortex are structurally and functionally highly 
organized but that it also holds for the wiring of the entire brain (Van den Heuvel 
and Sporns 2011; Wedeen et al. 2012; Van den Heuvel et al. 2016). The intercon-
necting white matter axonal pathways are not a mass of tangled wires, as thought for 
a long time, but they form a rectilinear three-dimensional grid continuous with the 
three principal axes of development. The topology of the brain’s long-range com-
munication network looks like a 3-D chessboard with a number of highly connected 
neocortical and subcortical hub regions. The development of new technologies for 
mapping structural and functional brain connectivity has led to the creation of com-
prehensive network maps of neuronal circuits and systems. The architecture of these 
brain networks can be examined and analyzed with a large variety of graph theory 
tools (for a review, see Sporns and Betzel 2016). It turns out that modularity is a key 
characteristic of brain networks across species and scales. Indeed, the modular 
 organization of the primate neocortex may confer increased robustness and more 
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flexible learning, help to conserve wiring cost, and promote functional specializa-
tion and complex brain dynamics (Gómez-Robles et al. 2014).

The competing requirements for high connectivity and short conduction delay 
may lead naturally to the observed architecture of the human neocortex. Obviously, 
the brain functionally benefits from high synaptic connectivity and short conduction 
delays. The design of the primate brain is such that it may perform a great number 
of complex functions with a minimum expenditure of energy and material both in 
the performance of the functions and in the construction of the system. In general 
there will be a number of adequate designs for an object, which, for practical pur-
poses, will all be equivalent.

Recently I have shown that in species with convoluted brains, the fraction of 
mass devoted to wiring seems to increase more slowly than that needed to maintain 
a high degree of connectivity between the neural networks (Hofman 2014, 2016). 
These findings are in line with a model of neuronal connectivity (Deacon 1990; 
Ringo 1991) which says that as brain size increases there must be a corresponding 
fall in the fraction of neurons with which any neuron communicates directly. The 
reason for this is that if a fixed percentage of interconnections is to be maintained in 
the face of increased neuron number, then a large fraction of any brain size increase 
would be spent maintaining such degree of wiring, while the increasing axon length 
would reduce neural computational speed (Ringo et al. 1994). The human brain, for 
example, has an estimated interconnectivity of the order of 103, based on data about 
the number of neocortical columns and myelinated nerve fibers (Hofman 2012).

Herculano-Houzel et  al. (2010) have shown that in primates the mass of the 
white matter scales linearly across species with its number of nonneuronal cells, 
which is expected to be proportional to the total length of myelinated axons in the 
white matter. Decreased connectivity in the brain is compatible with previous sug-
gestions that neurons in the cerebral cortex are connected as a small-world network 
and should slow down the increase in global conduction delay in cortices with larger 
numbers of neurons (Sporns et al. 2004, 2007; Wang et al. 2008, De Reus et al. 
2014; Wang and Liu 2014).

Once the brain has grown to a point where the bulk of its mass is in the form of 
connections, then further increases (as long as the same ratio in interconnectivity is 
maintained) will be unproductive. Increases in number of units will be balanced by 
decreased performance of those units due to the increased conduction time. This 
implies that large brains may tend to show more specialization in order to maintain 
processing capacity. Indeed, an increase in the number of distinct cortical areas with 
increasing brain size has been reported (Welker 1990; Kaas 2000, 2012; Striedter 
2005). It may even explain why large-brained species may develop some degree of 
brain lateralization as a direct consequence of size. If there is evolutionary pressure 
on certain functions that require a high degree of local processing and sequential 
control, such as linguistic communication in human brains, these will have a strong 
tendency to develop in one hemisphere (Ringo et  al. 1994; Aboitiz et  al. 2003; 
Rilling 2014).
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7.6  Neural Correlates of Consciousness

That consciousness depends on the function of the brain has been known from 
ancient times. Although detailed understanding of the neural mechanisms of con-
sciousness has not been achieved, correlations between states of consciousness and 
functions of the brain are possible. The emergence of computational theories of 
mind and advances in the understanding of neurophysiology have contributed to a 
renewal of interest in consciousness. Since the 1980s, there has been a great deal of 
investigation of the neural correlates of consciousness, which have led to a number 
of plausible suggestions about how such a theory might be developed. One such 
suggestion is that consciousness is an internal scanning or perception. Another is 
that it involves an explicit higher-order thought, i.e., a thought that one is in a spe-
cific mental state.

Consciousness and affective experience may have arisen concurrently in the evo-
lution of the nervous system, as a way to elaborate and extend the potential reach of 
instinctual urges, while new levels of cortical information processing and cognition 
promoted the ability of organisms to efficiently pursue goals essential to survival. In 
fact, affective experience, being an intrinsic brain function, cannot exist indepen-
dent of consciousness, since in essence it is something that exists as part and parcel 
of conscious perception (Zeman 2001, 2005; Baars 2005; Shettleworth 2012a).

The conscious representation of the world is likely to be widely distributed over 
many areas of the cerebral cortex and possibly over certain subcortical structures as 
well (Baars 2005; Fabbro et al. 2015). Crick and Koch (1998) postulated that only 
some types of specific neurons will express the neural correlate(s) of consciousness 
and that these neurons will probably be fairly close together and will all project 
roughly to the same place. An alternative hypothesis is that the neural correlate of 
consciousness is necessarily global (Greenfield 1995; Greenfield and Collins 2005). 
In its most extreme form, this would mean that, at one time or another, any neuron 
in the cortex and associated structures could be part of the neural correlate of con-
sciousness. Greenfield and Collins (2005) also argue that this raw, basic subjective 
state does not appear to be an exclusive property of the human brain. There is no 
obvious qualitative transformation in either the anatomy or the physiology of the 
central nervous system of human or nonhuman animals. Similarly, there is no clear 
ontogenetic line that is crossed as the brain grows in the womb, no single event or 
change in brain physiology, and certainly not at birth, when consciousness might be 
generated in an all-or-none fashion. A more plausible, and scientific, view of con-
sciousness might be therefore that it is not a different property of the brain but that 
it is a consequence of a quantitative increase in the complexity of the human brain: 
consciousness will grow as brains grow. Hence, consciousness is most likely to be a 
continuously variable property of the brain, in both phylogenetic and ontogenetic 
terms.

The neural correlate of consciousness is defined as the minimal set of neuronal 
events that gives rise to a specific aspect of a conscious percept (Crick and Koch 
2003; Tononi and Koch 2015). The cerebral cortex is probably the most suited part 
of the brain to look for this neural substrate, as it has very highly and specifically 
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interconnected neuronal networks, many types of excitatory and inhibitory interneu-
rons, and acts by forming transient coalitions of neurons, that is, assemblies of nerve 
cells, the members of which support one another. The dynamics of coalitions are not 
simple, as Crick and Koch (1990, 2003) have pointed out. In general, at any moment 
the winning coalition is somewhat sustained and embodies what an animal is con-
scious of. On the basis of experimental results in the macaque, Desimone and 
Duncan (1995) suggest that selective attention biases the competition among com-
peting cell assemblies, but they do not explicitly relate this idea to consciousness. 
Edelman and Tononi (2000) presented a theory of consciousness, based on the idea 
of a “dynamic core,” which resembles the coalition concept to a large extent. The 
dynamic core hypothesis, however, rejects the idea that there is a special subset of 
neurons that alone expresses the neural correlate of consciousness, a view which is 
also defended in the present essay.

Most of the theories of consciousness have the idea of competing assemblies of 
neurons in common. Consciousness depends on certain coalitions that rest on the 
properties of very elaborate neuronal networks. It is suggested that attention consists 
of mechanisms that bias the competition among coalitions, especially during their 
formation. Furthermore, the idea that the spatiotemporal dimensions of these nodes 
represent the neural correlates of mind is most appealing, as it suggests that con-
sciousness, being an integral part of the species’ problem-solving capacity, correlates 
to some extent with the degree of complexity of a nervous system. Therefore the 
search for the neural correlates of consciousness should be complemented by a search 
for its computational correlates (see, e.g., Atkinson et al. 2000; Zeman 2001, 2005).

7.7  Evolutionary Models of Mind

Considering biological intelligence as the problem-solving capacity of an organism 
makes it possible to speak of degrees of intelligence and of its evolution from 
amoeba to man (Jerison 1991; Hofman 2003; Dicke and Roth 2016). It means that 
there are differences in the abilities of organisms to perceive and interpret the physi-
cal world. Biological intelligence can thus be conceived as to reflect the temporal 
and spatial complexity of the species’ niche, without referring, however, to the 
kinds of situations organisms encounter in everyday life (Reader et al. 2011; Roth 
and Dicke 2012; Isler and Van Schaik 2014). It is, in fact, a measure of capacity, 
independent of the way the capacity is used, and it may be treated as a trait for “ana-
genetic” rather than “cladistic” analysis (Gould 1976; Jerison 1985). It implies that 
when distantly related species are comparable in their problem-solving capacity, we 
should consider the species to be comparable in biological intelligence. Yet the near 
equality in intelligence may be based upon radically different adaptations. Since 
neural mechanisms and action patterns evolve in the contexts of the environments in 
which they are effective, and since species never occupy identical niches, many and 
various intelligences (in the plural) must have evolved in conjunction with evolving 
environments (Jerison 1985; Bouchard 2014).
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In theory, each ecological niche requires its own degree of biological intelli-
gence. That means that specific neural and sensorimotor adaptations always occur 
in relation to particular environments. A striking example is the mammalian brain, 
where the evolutionary changes in the balance of the sensory systems are the result 
of the adaptive radiation of species into many different ecological niches (Macphail 
and Bolhuis 2001; Striedter 2005; Hofman 2007; Allen 2009; Reader et al. 2011). 
These sensory systems, like any other biological feature, could evolve as a result of 
natural selection, because any subject that forms inadequate representations of out-
side reality will be doomed by natural selection.

In this view, cognitive systems and emotional phenomena can also be considered 
to be the result of interactions between genetic aptitude and natural environment, as 
they have a number of biologically useful functions: one is to keep track of the indi-
vidual’s whereabouts in the world by constructing a schematic model of reality 
(Churchland and Churchland 2002; Premack 2007). It is evident that the mind, as an 
emergent property of sufficiently complex living systems, has its evolutionary his-
tory like any other trait that increases adaptation to the environment and that its 
functions have increased with the evolution from simple to more complex systems 
(Sherwood et al. 2008; Roth 2013).

According to John Hughlings Jackson, in his famous Croonian lectures on the 
evolution and dissolution of the nervous system in The Lancet in 1884, the highest 
level of nervous function is the most complex, the most integrated, and the most 
widely interconnected expansive network of coordination of sensorimotor functions 
(see Gillett and Franz 2013). Hughlings Jackson therefore distanced the higher cen-
ters from purely reflex functions, as the former showed the least automatic or stereo-
typed of nervous processes, continually reorganizing themselves throughout life, to 
become “the organ of mind,” a dynamic and changing set of patterns of sensitivity 
and response.

The notion of evolution as passage from the most simple and automatic to the 
most complex and voluntary implies that in highly complex organisms, such as 
primates, behavior rather than environmental change may be the major driving force 
for evolution at the organismal level (Hofman 2003, 2015). Free-moving organisms, 
for example, can actively explore their environment and thus generate new selection 
forces that can modify the structures involved. Mayr (1982, p. 612) even argues that 
“many if not most acquisitions of new structures in the course of evolution can be 
ascribed to selection forces by newly acquired behaviors.” It might explain the dra-
matic evolutionary expansion of the human neocortex, being the region where both 
perception and instruction take place, where the external world is interpreted and 
modeled, and where concepts are formed and hypotheses tested, in short, where the 
physical world interacts with the mind.

One of the basic assumptions according to this hypothesis of the evolution of 
perceptual worlds is that each new system is modeled after a pre-existing one. Thus, 
human perceptual worlds involve some new developments beyond those of any 
other species, and these developments are logical extensions of those which evolved 
previously. The evolution of increasingly complex perceptual worlds may have 
reduced stereotyped behavior, thus enabling an animal to modify its behavior 
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according to its experience. Jerison in fact writes (Jerison 1973, p. 23) that “if the 
nature of the perceptual world defines a dimension of intelligence, the evolution of 
intelligence is to be sought in the changes among species with respect to their per-
ceptual worlds.” However, one should be aware, when defining intelligence, of the 
extent to which particular sensory capacities have been developed as species- 
specific traits for life in a specialized niche. The implication is that integrative func-
tions of the brain, rather than the sensory modalities themselves, may best define 
intelligence. In particular the enlargement of the brain in mammals beyond the basal 
somatic requirements may be associated with the tendency to integrate all informa-
tion coming from different sensory systems by special intracortical networks.

Evolutionary psychology seeks to explain these evolved, functional characteris-
tics of the human mind through the lense of an explanatory framework where spe-
cial adaptive mechanisms are postulated to have been critical for hominin survival 
and reproductive success (Panksepp et  al. 2002). These “adaptive modules” are 
theoretical constructs unique to the human lineage and should be clearly distin-
guished from the spatiotemporally defined neural processing units of the cerebral 
cortex discussed in the previous sections (for a review, see Shettleworth 2012b). The 
existence of a variety of genetically inherited, “adaptive modules” is dubious at best 
when considered simultaneously with our current understanding of mammalian 
brain organization. Indeed, the organization of the cerebral cortex, which is com-
monly assumed to be a prime anatomical substrate for unique cognitive functions, 
exhibits no robust signs of localized anatomical specialization above and beyond 
specific sensory and motor connections, and their polymodal interactions.

Although adaptation of an organism to its environment is the chief process 
directing biological evolution with the evolution of intelligence organisms became 
more and more independent of their environments, by modifying the environments 
according to their needs. This process culminated in the evolution of mankind, 
which can be understood only as a result of the interaction of two kinds of evolution, 
the biological and the cultural (Herrmann et  al. 2007; Premack 2007; Hofman 
2015). Such considerations have led various authors to argue that the human brain 
can acquire a large variety of epigenetically derived functions via interactions of a 
limited number of evolutionary conserved affective/motivational systems (situated 
largely in subcortical areas) with a set of plastic general-purpose learning mecha-
nisms in the cerebral cortex (Panksepp and Panksepp 2000; Adolphs 2009). It does 
not mean that there are no special-purpose learning systems in the brain, such as 
fear learning, but the human cerebral cortex includes much more than a conglom-
eration of special-purpose learning mechanisms. It contains a neural architecture 
that can generate flexible features which may be best conceptualized as rewritable.

Cultural evolution, however, being the emergent result of the evolution of mind, 
cannot dispense with biological preconditions; it builds on biological facts and fac-
ulties. Though cultural evolution indeed presupposes biological evolution, it is not 
fully explicable in terms of theories and methods of the latter. In fact, cultural evolu-
tion has transgressed organic evolution and shows a certain autonomy (see, Donald 
1991; Hofman 2003, 2015). The special status of cultural heredity can be derived 
from the fact that most cultural innovations are devised precisely in order to meet 
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the environmental challenges or to improve our models of reality, whereas biologi-
cal evolution has a mindless, random character. It is appropriate, therefore, to distin-
guish adaptations to the environment due to cultural selection from those that take 
place by the selection of genotypes. Cultural inheritance, furthermore, is an infi-
nitely faster process than genetic inheritance, since it is based on the transmission of 
information through direct communication, and through books, the arts, and the 
media, which makes that a new scientific discovery or technical achievement, can 
be transmitted to the whole of mankind in less than one generation.

7.8  Human Language and Cognition

The most peculiar phenomenon in human problem-solving is the manifestation of 
language and, in particular, that of its newly acquired functions (Macphail 1982; 
Deacon 1998, 2006; Roth 2013; Hauser et al. 2014; Lieberman 2015). While ani-
mals can communicate by expressing their inner state by means of their behavior 
and by signaling to congeners, (e.g., in case of danger), human beings are the only 
animals that are able to make true and false statements and to produce valid and 
invalid arguments. Some of these higher functions, however, have been ascribed to 
some nonhuman primates as well. It is evident that the role of human language is so 
important and pervasive that it is not possible to estimate human general intellectual 
capacity independent of linguistic capacity (Macphail 1982; Passingham 2008; 
Schoenemann 2012; Bolhuis et al. 2014; Hauser et al. 2014; Corballis 2015).

Despite its important role in human cognition the evolutionary history of lan-
guage still remains an enigma. Until recently it was widely held that language, and 
its left-hemispheric representation in the brain, were uniquely human, emerging 
quite recently in evolutionary terms after the emergence of Homo sapiens, some 
70,000–100,000 years ago (e.g., Berwick et al. 2013; Bolhuis et al. 2014). Changing 
views of language, however, suggest that it was not a recent and sudden develop-
ment in human evolution but that modern language is the product of a gradual 
coevolution of neurobiological and cultural-linguistic conditions, which took place 
since the genus Pan was separated from the hominin lineage about 4–6 million years 
ago (e.g., Deacon 1998; Falk 2004; Christiansen and Chater 2008, 2015; Pagel et al. 
2013; Levinson 2016). New genetic evidence and the interpretation in context of 
fossil and artifact discoveries shed light on this controversy (see, e.g., Hillert 2015). 
The data indicate that premodern language might have been already spoken by 
Homo erectus. However, the protolanguage that was used by these early hominins 
may have been different from modern language. In fact, the complex properties of 
modern language require not only cortical wiring for language-specific operations, 
“a language-ready brain,” but also a linguistic code related to complex concept for-
mation. There are now strong indications that these cultural-linguistic features 
coevolved along with genetic changes over a period of several million years.

Changes in the brain that permit the advantageous supplement of language acqui-
sition to perception and communication would have had obvious selective advan-
tages throughout the period of hominin evolution. It has hypothesized, therefore, that 

M.A. Hofman



161

the large size of the modern human brain results from demands made on the retrieval 
systems owing to the evolution of language (Popper and Eccles 1977; Macphail 
1982; Rilling 2014; Dicke and Roth 2016). The progressive accumulation of interac-
tions between environment (both physical and social), “conserved” subcortical sys-
tems, and the “general-purpose” cerebral cortex gave rise to a qualitatively different 
shade of mind—one that could communicate not merely with signs but in symbolic 
terms (Chomsky 2007; Bouchard 2013). On the other hand, we have seen that a 
language system—of the type found in humans—is not essential for consciousness. 
It is plausible that organisms, who do not possess a sophisticated language system, 
are aware of the external world. This is not to say, however, that language does not 
enrich consciousness or that it does not contribute to our model of reality.

If we assume that part of the basis of human speech is inherited in the DNA and 
that language is as much a biological as a cultural adaptation, then changes in the 
brain that permit the advantageous supplement of language acquisition to percep-
tion and communication would have had obvious selective advantages throughout 
the period of hominin evolution (Deacon 1998; Schoenemann 2012; Bouchard 
2013; Bolhuis et al. 2014). We may conceive human language, therefore, as a super-
organic form of adaptation, evolved not only as a cognitive adaptation contributing 
to the knowledge of reality of each individual but also as a means of sharing and, 
even more importantly, influencing states of mind among conspecifics. Indeed, 
because of language, human beings are not only able to construct individual repre-
sentations of the external world, but they can also contribute to and learn from col-
lective models of reality, that is, the cumulative experience of the whole of mankind. 
With its cognitive and linguistic skills, Homo sapiens tries to know its world and 
even exerts itself to the utmost to control it.

It is obvious that by virtue of language, human beings tend to have highly orga-
nized informational states of mind and, consequently, are excellent problem- solvers. 
But although knowledge of reality may be a necessary condition for survival, it is 
surely not enough: the degree of intelligence reached by a species does not deter-
mine the propensity of its reproductive success (Premack 2004; Bouchard 2013). 
This may be inferred from the indiscriminate elimination of millions of species 
through the eras, from ammonites to australopithecines. It means that though adapt-
ability increases with the evolution of biological intelligence, environmental catas-
trophes can always be fatal to a species. But not only external factors can threaten 
the existence of organisms; Homo sapiens, despite its impressive intellectual capac-
ities, might in the end become the victim of its own mind by, paradoxically, creating 
problems that it is then unable to solve.

7.9  Concluding Remarks

All organisms are constantly engaged in solving problems and must therefore have 
fitting and relevant models of their specific environments in order to enhance their 
chances of survival. Consequently, the problem-solving capacity of a species is 
assumed to reflect the temporal and spatial complexity of its ecological niche. The 
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thesis presented here is that cognition can be considered to be a correlate of the 
problem-solving capacity of a species, manifesting itself in the complexity of the 
species’ model of reality. With the evolution of sensory systems as adaptations to 
specialized environments, the capacity to process large amounts of sensory infor-
mation increased and, with that, the power to create more complex physical reali-
ties. The processing of large amounts of information originating from the various 
sense organs, and the construction of complex models of reality require a neural 
system that selects, integrates, stores, and models. In other words, a system with 
mind-like properties that enables the organism to make sense of an otherwise cha-
otic world. But once we allow mind-like properties to come in, such as motivation, 
emotion, preference, and anticipation, we must allow that it is not only the hostile 
environment which plays an organizing or designing role in the evolution of higher 
cognitive functions but also the active search of an organism for a new ecological 
niche, a new mode of living.

Since the mind, prehuman and human, takes a most active part in evolution and 
especially in its own evolution, hominization and the evolution of our linguistic 
world may have begun as a cultural adaptation to new ecological niches. The pro-
cess probably started at the time of hominin divergence a few million years ago, as 
part of the cognitive and manipulative adaptation to what was in essence a more 
complex physical reality. In other words, some of the seemingly unique higher func-
tions of the human brain, such as language and other neuro-symbolic capacities, 
were not necessarily due to genetic selection and may have emerged epigenetically 
through learning and cultural experiences because of the dramatic expansion of the 
neocortex and its increased tendency to neural plasticity.
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Chapter 8
Behavioural, Cognitive and Neuronal Changes 
in the Acquisition of Tool Use

Yumiko Yamazaki and Atsushi Iriki

Abstract Tool use is observed and shared in animals with and without phylogenetic 
relationships. Therefore, tool use is an excellent behavioural model to explore 
dynamic relationships between animals’ physical and cognitive abilities and their 
environmental conditions. In this chapter, we will focus on tool use in primates, espe-
cially Japanese macaques and common marmosets, which have not been observed to 
use tools in the wild but can be trained to do so through appropriate behavioural train-
ing. This approach enables us to determine the conditions that are needed for acquisi-
tion, as well as the types of cognitive and neuronal characteristics that can be observed 
during and after the development of tool use. Several studies of Japanese macaques 
have indicated that they can be trained to use tools within a few weeks, suggesting 
that the behavioural and cognitive components for tool use were already present 
before training. The acquisition of tool use is supported by structural changes in sev-
eral brain regions throughout training. Furthermore, through careful, step-by-step 
training, the use of tools to obtain visual cues, such as an endoscope, was success-
fully established for the first time in macaques. Japanese macaques exhibit different 
characteristics in the acquisition of tool use than common marmosets as marmosets 
required much longer periods of time, and they worked mainly according to their 
own motivation to use tools. These differences were reflected in structural changes in 
the brain. In the discussion, we will compare the tool use behaviours of primates and 
other species, particularly birds, to explore the possible physical, cognitive and envi-
ronmental conditions for exhibiting tool use from a comparative perspective.

Keywords Body image • Brain structural change • Common marmoset • Japanese 
macaque • Motor tool • Sensory tool • Tool use • VBM
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8.1  In What do Animals Use the Tools for?

“To use a tool is to incorporate the tool into a part of one’s own body, like transferring one’s 
thoughts from the brain to the hands. For us, the tool is the tip of our body”.

Tsunekazu Nishioka
(Director of carpenters specializing in shrines and temples in Japan, 1988)

Numerous studies have documented tool use in animals, clearly illustrating that 
tool use is not limited to certain animal taxa (e.g. Beck 1980). Why only these ani-
mals, and not all animals, use tools is a puzzling question. To say that the environ-
ment drives them to use tools is too simple to be the answer because similar 
conditions do not cause all animals living in a specific environment to use tools 
(Baber 2003) nor can cognitive characteristics explain this issue because non-tool 
users in the wild can learn to use tools very quickly with training (Hihara et  al. 
2003a). Environmental adaptation and cognitive ability are necessary conditions to 
manifest tool use, but there might be other necessary conditions that are not 
sufficient.

Researches of tool use in non-human animals started with those of wild apes (e.g. 
Goodall 1964). Since then, many non-human tool users use tools for foraging (e.g. 
Malaivijitnond et al. 2007; Moura and Lee 2004; Inoue-Nakamura and Matsuzawa 
1997), while others use tools for grooming or hygiene (e.g. Watanabe et al. 2007; 
Pansini and de Ruiter 2011; Deecke 2012; Hart et al. 2001) and for displays (McGrew 
2013). Humans also use tools for other purposes (e.g. playing, writing, sewing, mak-
ing tools and killing). Beck (1980) selected four functions of tool use by animals. 
First, animals use tools, such as rakes, to their reach. Second, animals use tools, such 
as stone tools and hammers, to amplify mechanical forces. Third, animals use tools 
to augment agonistic displays, for example, dropping branches. Fourth, animals use 
tools, such as sponges, to allow for more effective control of fluids.

Asano (1994) proposed three “classes” of tools that function in each of the fol-
lowing components of behaviour: antecedent stimuli, behaviour and consequences. 
The first is the “expansion of discriminative stimulus”, which facilitates the acquisi-
tion and maintenance of the control of stimuli gained by the tools, for example, 
telescopes and clocks. The second class is “expansion of response topography”, 
which expands the natural effects of motor organs, such as hammers and cars. The 
third class is the “expansion of reinforcing stimulus” and includes, for example, 
painkillers and money, which strengthen the effects of consequences.

According to this categorization, the rich variety of examples raised by Beck 
(1980) primarily fall into the second class of tools, i.e. “expansion of response 
topography”. Thus, the questions arises, do non-human animals also use tools for 
expansion of discriminative and reinforcing stimuli? Are the functions of tool use 
essentially different between non-human animals and humans or are they just differ-
ences in volume and variations that share an original purpose? In this chapter, we 
attempt to search for some of the possible factors that enable animals to use tools by 
focusing on several examples of artificially acquired tool use in two primate species, 
namely, Japanese macaques and common marmosets. We would like to compare 
these species because of interesting ecological and physiological features. As we 
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described below, both species are non-tool users in the wild, so they are suitable 
models for studying learning abilities of novel behaviour like tool use. Additionally, 
as primate species, they are much different in terms of hand dexterity, which is 
deeply related to the presence (macaques) and absence (marmosets) of cortico-
motoneuronal system (Lemon 2008). This clear feature enables us to see how tool 
use is learned with different physiological backgrounds.

8.2  Tool-Use Learning in Japanese Macaques

8.2.1  Learning to Use Tools

Recent findings suggest that wild macaques can use tools, as exemplified by stone 
tool use in Thailand (Malaivijitnond et al. 2007; Gumert and Malaivijitnond 2013) 
and frothing with human hair by semi-captive macaques in the temples of Thailand 
(Watanabe et al. 2007) and frothing with their own hair by Japanese macaques in 
Arashiyama (Leca et al. 2010). In these cases, these animals use tools both to amplify 
mechanical forces and to extend the user’s reach in a narrow space (Beck 1980).

Although reports of tool use by Japanese macaques are not abundant, these ani-
mals can be trained to use tools without difficulty. By training Japanese macaques 
to use rake-shaped tools, we were able to determine how they learned to use rakes 
and to identify the neurological processes that occur during training (e.g. Iriki et al. 
1996; Hihara et al. 2006). In experimental situations, the monkeys sit in chairs and 
are passed a rake. The experimenters control the locations of the reinforcers (food 
items) on the table, beginning with a position that is slightly beyond their reach. 
After several hundreds of trials, the monkeys gradually learn to grasp and operate 
the shaft of the rake and finally become skilful in retrieving the food items from 
anywhere on the table. This training usually takes less than 2 weeks (e.g. Hihara 
et al. 2003a; Quallo et al. 2009; Yamazaki et al. 2009); thus, rake use might be a 
relatively easy task for Japanese macaques to acquire, although there are no reports 
of raking or tool use to reach food items in wild populations.

8.2.2  Changes in Neural Activity Due to the Acquisition 
of Tool Use

Because tool use behaviour is completely novel for Japanese macaques, the acquisi-
tion of such behaviour must involve changes in neural activity and/or the rewiring of 
neural connectivity. If neural activity is indeed changed, there must be neural groups 
that are in charge of the coding of the rake itself or the rake’s movement. By record-
ing neural activity in the somatosensory region, Iriki et al. (1996) found “bimodal” 
neurons that code both tactile and visual stimulation of the hand. These “bimodal” 
neurons, located in the intraparietal sulcus (IPS), are activated when the monkey’s 
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hand is touched by the experimenter’s hand or is pointed at with something such as 
a laser marker. When the monkeys learned to use the rake to retrieve food from the 
table, the visual receptive fields of the bimodal neurons expanded to the whole rake 
area, including both the rake shaft and their original hands. Another type of neurons 
in the same intraparietal region responded to the movement of the shoulder joint and 
to the visual marker corresponding to the point on the table that the hand could 
reach. When the monkey uses the tool, this type of neuron expands its response area 
to include areas that are accessible with the rake. These neurons change their origi-
nal receptive fields only when they are actively engaged in the raking task. The 
receptive fields are unchanged when the animals hold the rake passively. Thus, rake-
use training reprogrammed the body image of the monkey to incorporate the rake as 
a body part (Maravita and Iriki 2004).

8.2.3  Changes in Brain Structure Due to Tool Use

The changes in behaviour and neural activity in tool-trained Japanese macaques are 
supported at the genetic, axonal and structural levels of the brain. Increased expres-
sion of brain-derived neurotrophic factor and its receptor trkB (Ishibashi et al. 2002) 
was observed in the same region in which the bimodal neurons were recorded (Iriki 
et  al. 1996). Tracer labelling has revealed novel projections from the temporo- 
parietal junction and the ventrolateral-prefrontal areas to the intraparietal in tool- 
trained monkeys (Hihara et al. 2006). These findings strongly suggest that rake-use 
training induces the reorganization of brain structures.

Using voxel-based morphometry (VBM), Quallo et al. (2009) compared the vol-
umes of brain structures before, during and after rake-use training in Japanese 
macaques. Two out of three subjects exhibited increases in grey matter volume of 
more than 10% in the secondary somatosensory area (SII), intraparietal sulcus (IPS) 
and superior temporal sulcus (STS), as wells as increased white matter volume in 
the cerebellar cortex. However, the volumes of these regions were the highest at the 
midpoint of the training period and decreased to their original levels at the end of 
the training. Nevertheless, tool-use performance scores remained steady for more 
than 10 days after the end of the training, suggesting that these changes in brain 
volume are distinct from whatever changes underlie the maintenance of tool use. 
Thus, these brain regions increased in volume only when the monkeys were acquir-
ing the novel behaviour through intensive training to retrieve food items through 
over 20,000 trials (Quallo et al. 2009).

8.2.4  Acquisition of Sensory Tools Via Motor Tools

Japanese macaques were fully competent at using rakes after 2 weeks of training. 
After training, they were so skilful that they were able to retrieve food items from 
anywhere on the table. The monkeys also demonstrated the spontaneous use of a 
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tool to retrieve another long tool when the food item was located beyond the reach 
of the original rake (Hihara et al. 2003a). These abilities were supported by neuro-
logical plasticity, including newly connected projections (Hihara et al. 2006), gene 
expression (Ishibashi et al. 2002) and structural changes in specific regions (Quallo 
et al. 2009).

Referring again to the definition of tools according to their function (Asano 
1994), the tool-use behaviours acquired by Japanese macaques fall under the 
“expansion of the response topography”: The monkeys expand the accessible area 
of their original motor organs, e.g. their arms and hands, by using rakes. This type 
of “motor tool” comprises the majority of examples of tool use by non-human ani-
mals (Beck 1980). The above studies clearly indicate that Japanese macaques are 
potentially capable of using this type of motor tool when properly trained.

Asano (1994) also proposed the use of tools to expand discriminative stimuli. 
These types of tool can be considered “sensory tools” because they serve as substi-
tutes for sensory organs (e.g. the eyes and ears), for example, binoculars and stetho-
scopes. Mirrors are among the most popular and classical examples of tools that can 
be used to acquire visual stimuli that cannot otherwise be obtained. Some studies 
have reported that captive animals can use mirrors to acquire discriminative cues 
about their own bodies (Prior et al. 2008; de Veer et al. 2003; Plotnik et al. 2006), 
but such examples of sensory tool use are rare in the wild. This fact suggests that 
some animals are competent in the use of sensory tools but that this ability does not 
emerge in the wild. Gaps likely exist in the levels of necessity and motivation 
between motor and sensory tool use, thus raising the question: Is it possible to 
bridge these gaps, i.e., is it possible to create sensory tools based on motor tools?

We addressed this question by training naïve Japanese macaques to use a special 
rake that functions like an endoscope (Yamazaki et al. 2009). The final goal of the 
training was to show that monkeys can use tools to acquire visual information to 
guide their behaviours under conditions in which neither their hands nor the tool is 
seen directly, much like the way a doctor uses an endoscope to search for lesions in 
the stomach. To this end, a special training protocol was invented to transfer motor 
tool use to sensory tool use (Fig. 8.1). First, the monkeys were trained to use the 
standard rake to retrieve food on the table as shown in previous studies (e.g. Iriki 
et al. 1996). After the appropriate motor function was acquired, the training protocol 
then focused on separating the visual information obtained from the monkeys’ eyes 
to that obtained from a secondary object. To obtain visual information about a food 
item that was hidden behind a bump on the table, we employed a tool similar to a 
dental mirror to capture the image of the food item behind the bump. At this point, 
the rake has both sensory and motor functions. Next, several types of mirrors, includ-
ing standing mirrors, manual mirrors, remotely controlled mirrors and a TV monitor, 
were introduced to separate the sensory and motor functions. Finally, the bump was 
removed from the table, which was instead covered with an opaque screen to prevent 
the monkeys from directly seeing anything on the table. The tool used in this training 
step was a “camera rake”: the shaft of the rake contained a small camera capable of 
capturing the image in front of the transparent rake tip. The monkeys were asked to 
retrieve the food item under the screen by looking at a monitor on which a video 
image from the camera rake was displayed. During the initial use of the camera rake, 
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Tool having the replaced eyes

Camera

Non-mirror rake

I. Rake as an extended hand

II. Visual information attached to the rake

III. Visual information separated from the rake

Mirror rake
(like a dental mirror)

Mirror

food
Camera rake

Sensory tool

Motor tool

Opaque screen

Rake

IV.

Stand mirror
Monitor

Monitor

Food item behind the bump

Food item behind the bump

Fig. 8.1 Sensory tool training protocol for Japanese macaques. The four training phases differed 
in terms of the materials used. I. Rake training: the animals acquire the motor tool, and at this 
point, the tool is thought to become an extension of the hands. II. Mirror rake training: the subject 
is trained to use the rake to find and subsequently retrieve the food item behind the bump. III. Mirror 
and monitor use: the animals use mirrors and monitors to acquire visual information and use the 
rake for motor purposes. In this phase, the sensory and motor functions are separated. IV. Camera 
rake training: the monkey is required to search for the food item under the opaque screen by mov-
ing the camera rake and looking at the monitor that displays the image from the camera rake. The 
camera rake is considered a sensory tool because the animals use the rake as a substitute for their 
eyes. Modified from Yamazaki et al. (2009)
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the monkeys made many vertical movements of the rake as though they were ran-
domly and blindly pushing and pulling the rake. However, the monkeys eventually 
became capable of searching with the rake using a minimum number of circular 
movements to scan the entire area under the screen, as indicated by the tracking data. 
Thus, the monkeys successfully mastered sensory tool use to acquire a visual image 
that was otherwise not accessible with their eyes but that was accessible through the 
rake, enabling them to access a food item located beyond their reach.

Over the course of training with the sensory tool, we employed a systematic and 
small-step method to shape the monkeys’ behaviour. The sensory tool training pro-
tocols involved two major challenges. The first was the dental mirror that was ini-
tially used to provide the monkeys with indirect visual information. The second was 
the camera rake, which required the monkeys to integrate information from their 
own movement of the rake with the visual information provided by the tip of the 
camera rake. Thus, these two training steps obviously required the monkeys to 
employ novel cognitive abilities that would not otherwise be called upon in the wild.

Humans reportedly started using mirrors approximately 8000 years ago (Enoch 
2006), making mirrors the first sensory tool in human history. At a certain point, mir-
rors are developed into a tool to see what could not otherwise be seen. Although we do 
not know how early humans came to use mirrors for multiple purposes, the successful 
acquisition by Japanese macaques of the use of sensory tools through the use of motor 
tools highlights a potential route for the evolution of sensory tools in human history.

8.3  Tool-Use Learning in Common Marmosets

8.3.1  Learning to Use Tools

Given that laboratory macaques can be trained to use tools within 2 weeks and that 
non-laboratory macaques use several tools, a set of abilities for tool use, including 
both neural and cognitive abilities, is likely to be already present in these monkeys. 
Thus, we have several examples of tool use by old-world monkeys. Among new- 
world monkeys, capuchins are well known as stone tool users; however, tool use is 
not common among new world monkeys. Are non-tool-using new-world monkeys 
able to use tools if they are properly trained, similar to Japanese macaques? We 
addressed this question using common marmosets (Callithrix jacchus) as subjects.

Common marmosets have served as a “biomedical supermodel” following the 
successful generation of transgenic animals (Sasaki et al. 2009). The recent devel-
opment of genetic manipulation techniques has enabled us to identify the genetic 
background of diseases and effective drugs, which is not possible in rodent models 
(Sasaki 2015). Thus, through the use of common marmosets, it will be possible in 
the future to identify genetic, neural and evolutionary factors related to tool use.
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The first step in this direction was to establish a protocol for tool-use training in 
common marmosets, as there are no reports of these monkeys using any types of 
tools (Yamazaki et al. 2011). The training protocols differed between macaques and 
marmosets. Whereas macaques can use a precise grip to grasp the shaft of a rake 
without difficulty, this is not always the case with marmosets. Thus, a handle was 
added to the end of the shaft to make it easy for the marmosets to move the rake. 
Moreover, the training protocol for common marmosets consisted of small training 
steps that were not always necessary for the Japanese macaques (Hihara et  al. 
2003a; Quallo et al. 2009). Furthermore, whereas Japanese macaques must be hun-
gry before the training session, this is not always the case with the marmosets. The 
training protocol was divided into four stages that included several small steps 
(Fig. 8.2). In the earlier stages (Stages 1 and 2), the marmosets only pulled the rake 
to the side. However, in the later stages (Stages 3 and 4), they were required to push 
and then pull the rake, and this process required a completely different motor con-
trol than that required in the earlier stages. After approximately 10,000 trials, which 
required nearly a year in total, the marmosets acquired tool use; i.e. they were able 
to retrieve the food item even when it was located behind the tool tip (Stage 4, step 
3 in Fig. 8.2).

8.3.2  Changes in Brain Structure Through Tool-Use Learning

Among the differences between these two species, the clearest difference was the 
time required to master tool use. Whereas the Japanese macaques took approxi-
mately 2 weeks to become fully capable of retrieving the food item on the table using 
the rake, it took more than a year for the common marmosets to achieve a similar 
level of skill (Yamazaki et al. 2011). In addition, when they became capable of using 
the rake, the Japanese macaques tended to exhibit consistent hand use regardless of 
the food location. However, the common marmosets exhibited bilateral hand use 
even after mastering the majority of the task. The marmosets chose to use either hand 
depending on the position of the food item on the table. They consistently preferred 
adduction when retrieving the food item; i.e. when the food item was on the left side 
of the tool shaft, they used the right hand and vice versa. This fact reasonably corre-
sponds to the anatomical difference in the cortico-spinal projection neurons between 
old- and new-world monkeys, with the exception of capuchins (Lemon 2008).

The acquisition of tool use by common marmosets is different from that of 
Japanese macaques; thus, are the brain regions employed for tool-use behaviour 
also different? When VBM was conducted to track changes in brain structures 
before, during and after tool-use training in common marmosets (Yamazaki et al. 
2016), some of the regions of structural change were the same as those observed in 
the Japanese macaques, but some quite unique regions were observed in only the 
common marmosets. In the grey matter, volume changes in the nucleus accumbens 
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(Acb, Fig. 8.3a) and third visual area (V3, Fig. 8.3b) were observed only during the 
training period. Although the increase in the Acb was prominent in the later phase 
of the training, the increase in V3 was consistently observed throughout training. In 
the white matter, the volumes of the anterior trunk of the corpus callosum (CC), the 
middle and inferior cerebellar peduncles (MCP and ICP) and the superior temporal 
sulcus (STS) increased. Interestingly, with the exception of the MCP, these white 
matter increases were greater in the early phase of training than in the later phase.
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Fig. 8.2 Tool-use training of common marmosets. (1) Top view of the detailed positions of the 
rake (with a rectangular tip and a black shaft) and the food item (the small circles around the rake) 
in the four training phases (Stages 1–4). (2) Top view of the spatial relationships between the rake 
and the food item. The numbers inside each ellipse correspond to the training phases. (3) Illustration 
of the rake used by the common marmosets. A handle is located at the end of the shaft. Modified 
from Yamazaki et al. (2011)

8 Behavioural, Cognitive and Neuronal Changes in the Acquisition of Tool Use



178

Fig. 8.3 Gray matter increases in (a) bilateral Acb and (b) bilateral lateral extrastriate cortex (V2/
V3) observed only during the tool use training periods. Areas with significant increase are pointed 
by small triangles. Modified from Yamazaki et al. (2016)
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8.3.3  How Does Tool-Use Learning Differ Between Marmosets 
and Macaques?

In addition to the behavioural processes of the acquisition of tool use, the differ-
ences in the altered grey and white matter regions of the brain were quite substantial 
when we compared Japanese macaques and common marmosets. None of the 
altered grey matter regions in the common marmosets (Acb and V3) corresponded 
to those of the macaques (STS, IPS and SII). The changes in the CC of the common 
marmosets were not observed in the macaques. Additionally, after the training was 
halted, the volumes of the changed regions decreased in the Japanese macaques, 
whereas these volumes were maintained in the common marmosets, although tool- 
use performance was maintained in both species.

What characteristics produced these differences in the two species? Overall, the 
difference in the length of the training period was quite prominent; approximately 
2 weeks were required by the macaques, compared with 1 year for the marmosets. 
Not only length of the training period but also the density of training trials per day 
was quite different. Whereas the macaques completed several hundreds to thou-
sands of trials per day, the marmosets completed only 30–40 trials, and sometimes 
they refused to work at all. This difference was the result of the food access not 
being limited in the case of the marmosets. In other words, the marmosets com-
pleted the task not because they were hungry but because they might have been 
interested in the task and the additional food resource (sweets). In contrast, it was 
quite difficult to make the Japanese macaques participate when they were full. 
Difference in hand morphology should also have contributed to the difference in 
learning speed. While Japanese macaques have opposable thumb and use precision 
grip when grasping the tool shaft, marmosets have digits with claws acting in union 
(Ankel-Simons 2007) and had difficulty in handling the tool shaft so that we 
 provided a handle at the end of the shaft. The marmosets sometimes tried hard even 
to pick up a small piece of food by their hands when they succeeded to retrieve it.

What was the motivation for the common marmosets to participate in the task? 
The marmosets love eating sweetened food items, so the reinforcer (i.e. small pieces 
of sweetened jelly) itself obviously motivated them to complete the task. However, 
the attraction of a favourite food does not explain the sustained motivation for par-
ticipating in the training by the common marmosets. The training protocol for the 
marmosets was divided into four stages, with several minor steps in each stage, and 
the task became increasingly difficult as they mastered the steps. Occasionally, they 
required many attempts before successfully retrieving the food item, particularly in 
the later phases of training. In these phases, the reinforcement rate per minute was 
lower than that in the earlier phases.

One possible factor is that the study employed only female subjects to exclude 
sex differences in the volumes of the brain regions. In a study involving a foraging 
situation (Yamamoto 2004), females exhibited faster response times than males 
when a familiar food was placed in an unfamiliar container, and the authors sug-
gested that energy intake was not the main reason for the observed sex difference. 
Despite limited evidence that female marmosets are more motivated to forage, the 
results of the marmoset VBM study may be related to the original disposition of the 
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female marmosets. If this is the case, the increased volume of the Acb in common 
marmosets, which was prominent in the later phases of training, is consistent with 
previous results reporting the activation of the Acb by tasks that require effort to 
obtain a reward (Salamone and Correa 2012) and when subjects perform a task skil-
fully (Lutz et al. 2012). Such self-driving motivation is referred to as “intrinsic moti-
vation” in humans (Kage 1994).

The postures assumed by the subjects when engaging in tool use were also dif-
ferent between the two species. The macaques sat in a chair and retrieved the food 
items in the upright position. The marmosets were in a quadrupedal position when 
they used the rake to retrieve the food item from the table. Whereas the macaques 
maintained a constant viewpoint from the chair, the marmosets moved along the 
table edge and had different viewpoints depending on the positions of the food 
items. These visual characteristics likely affected the increase in the volume of the 
visual areas that were only observed in the common marmosets.

8.4  Changes in Brain Structures and Their Functions 
in Relation to Tool-Use Learning

The successful acquisition of tool use by Japanese macaques and common marmosets 
under laboratory conditions clearly indicates that tool use, in this case motor tool use, 
is not restricted to species that have a natural tendency to use tools in the wild. The 
brain structures of the two species exhibited plasticity in response to novel object use 
that aided the incorporation of the object into their bodies. The groups of structural 
changes indicate that two different processes occurred during tool-use learning.

One group of structural changes corresponded to the novel sensorimotor learning 
and the reconstruction of the brain network during the incorporation of tool into 
their own bodies. The IPS, STS, SII, CC, V3 and cerebellum belong to this group. 
This group is obviously important for learning new skills, and the IPS has been 
confirmed to be involved in sensorimotor plasticity in humans (Draganski et  al. 
2004). Specifically, the changes in the IPS that have been confirmed to be involved 
in tool-use acquisition in electrophysiological, fMRI and neuroanatomical studies 
(Iriki et al. 1996; Obayashi et al. 2001; Hihara et al. 2006; Ishibashi et al. 2002) are 
deeply related to novel skill acquisition within a relatively short time.

The other group corresponds to the motivational aspect of the sustained partici-
pation in the training. The Acb is the only structure in this group. To date, there are 
no reports of structural changes in the volume of the Acb due to behavioural experi-
ence. The fact that the Acb change was observed only in the marmosets and not in 
Japanese macaques or human subjects suggests that long-term participation in the 
training and the associated gradual behavioural changes are supported by Acb acti-
vation. Thus, increased activation of the Acb may be responsible for sustaining the 
motivation to use tools despite many failures.

The implication of the latter group of structural changes is that this type of brain 
change is necessary for learning to use tools that typically take years to master, 
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regardless of whether the subjects are humans or non-human animals. As we know 
from examples of human tool use, e.g. pencils and chopsticks, learning is a slow 
process that is gradually developed and reinforced by the consequences of tool use 
and by the increasingly skilful use of the tool. Within this circularity, tool use is 
developed and refined. The evidence from common marmosets sheds light on the 
hidden process of how tool use is maintained, and this maintenance resulted in the 
further evolution of tool use.

8.5  Tool Use and Cognitive Evolution

Evidence of tool use in populations of captive primates suggests that the potential 
ability for tool use, particularly motor tool use, is widespread among animals. After 
a comprehensive review of tool use by various animals (Beck 1980), we observed 
many new lines of evidence in wild animals. Observations of New Caledonian crows, 
for example, provide surprising evidence in the sense that they not only use tools but 
also make tools themselves (e.g. Hunt 1996). These crows become skilful in making 
tools over the course of development and experience (Hunt and Gray 2004). 
Moreover, tool shapes are thought to evolve (Hunt 2000). Thus, the question arises 
as to how such evolved tool use affects the cognitive abilities of crows. Whether the 
cognitive ability to understand physical relations is a prerequisite for tool use or 
whether the emergence of tool use drove the general cognitive abilities of tool-using 
animals is sometimes a difficult and puzzling question. However, excellent tool use 
skills do not correspond to excellent performance in cognitive tasks in other physical 
domains (Povinelli 2000; Taylor et al. 2014; Jelbert et al. 2015).

Considering the evolution of cognition in relation to tool use, one important 
observation from New Caledonian crows is that they use tools for non-foraging, 
explorative purposes (Wimpenny et al. 2011). In these experiments, crows sponta-
neously brought stick tools with their beaks to explore novel objects that were 
potentially harmful or dangerous. The crows may use stick tools as extended ver-
sions of their beaks, as suggested by the neural activities of Japanese macaques 
(Iriki et  al. 1996). However, the crows differentiate between the stick and their 
actual beak because they can avoid dangerous objects by maintaining distance 
between these objects and their beaks. Such multifunctional tool use has been 
observed in chimpanzees (McGrew 2013). Archaeological evidence suggests that 
prehistoric humans frequently used their manufactured tools for secondary pur-
poses (Saito 2011). All of these species can manufacture tools. Originally, these 
tools were manufactured for specific purposes, but after a while, the tools came to 
serve a variety of purposes.

Studies of tool manufacturing suggest that tool-using species influence their 
environments through the use of tools and that they acquire feedback from the envi-
ronment, with which they modify the tools for better use. This circular process 
allows both the tool and the underlying cognitive ability to evolve in a specific 
direction. However, during the modification of the original tool, the animals may 
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find another purpose for the tool, and they may develop another process that can 
broaden the environments to be modified. At this point, tool use becomes context- 
free and can be associated with anything far removed from its original purpose. 
Because the number of animals that manufacture tools is limited (Beck 1980), tool 
manufacture must represent a substantial challenge for animals in general. However, 
when animals acquire the technology, unexpected interactions between the tool and 
the environment emerge and lead to additional paths for tool evolution.

Neither the Japanese macaques nor the common marmosets exhibited tool manu-
facture or differential tool use during the course of the experimental sessions. 
However, the tool-trained monkeys spontaneously differentiated vocalizations 
depending on the different conditions of the experiments and exhibited sequential 
raking to acquire an appropriate tool to retrieve the food item (Hihara et al. 2003a, b) 
and showed novel tool use for getting sensory information like endoscope (Yamazaki 
et al. 2009). These observations represent the first step of the evolution of cognitive 
ability via tool use. The altered brain areas (Quallo et al. 2009) and newly connected 
networks (Hihara et al. 2006) support such novel behaviour and its further evolution.

However, in the case of common marmosets, such novel behaviour has not yet 
been observed. Rather, marmosets exhibit structural changes in brain areas that are 
known to be related to reward (Yamazaki et al. 2016) in addition to areas that are 
related to sensorimotor learning. Thus, the results suggest that sustained tool-use 
training had an emotional aspect, which may include the experience of pleasure 
(Berridge and Kringelbach 2015). The fact that sustained tool use was supported by 
positive emotions contributes to the primary step for the maintenance of tool use.

Schaik et al. (1999) argued that several conditions, such as extractive foraging, 
dexterous manipulation, intelligence related to imitation and insight, would be the 
keys for tool use to emerge. These conditions explain well about the absence of tool 
use in Japanese macaques and common marmosets in different levels. However, 
Japanese macaques showed emergence of novel cognitive abilities after tool use, 
and common marmosets showed motivational change during the extensive tool 
learning, which would propose another hidden sets of conditions for tool use. Such 
new perspectives of cognitive abilities related to tool use cannot be found without 
artificial training on primate species which originally do not use tool in the wild.

8.6  Conclusion

We have reviewed the artificial training projects that have been employed to teach 
two different types of monkeys to use tools, and these species exhibited surprising 
abilities that otherwise cannot be observed in wild situations. However, there are 
huge gaps between these monkeys and tool-manufacturing animals, such as chim-
panzees and New Caledonian crows, in the sense that the former species use tools 
when they are shaped to do so, whereas the latter voluntarily make tools to manipu-
late their environment. It remains unknown why Japanese macaques seldom use 
tools even though they acquire rake skills easily when taught.
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Why animals use tools, how do they begin using them, and how they manufac-
ture tools are all difficult questions to address, and it is difficult to empirically 
reconstruct the developmental paths. However, training animals to use tools can be 
used to approximately reconstruct the evolution of tool use. Tracking the changes in 
brain structure, neural activities and networks and observing the drastic behavioural 
changes in the subjects will provide an effective framework to reconstruct tool-use 
behaviour from a comparative perspective.
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Chapter 9
Great Ape Social Attention

Fumihiro Kano and Josep Call

Abstract Recent advances in infrared eye-tracking technology have allowed 
researchers to examine social attention in great apes in great detail. In this chapter 
we summarize our recent findings in this area. Great apes, like humans, exhibit 
spontaneous interest in naturalistic pictures and movies and selectively attend to 
socially significant elements such as faces, eyes, mouth, and the targets of others’ 
actions. Additionally, they follow the gaze direction of others and make anticipatory 
looks to the targets of others’ actions; the expression of these behaviors is adjusted 
flexibly according to the social contexts, and the viewers’ memories and under-
standings of others’ goals and intentions. Our studies have also revealed systematic 
species differences in attention to eyes and gaze following, particularly between 
bonobos and chimpanzees; several lines of evidence suggest that neural and physi-
ological mechanisms underlying gaze perception, which are related to the individ-
ual differences within the human species, are also related to the species differences 
between bonobos and chimpanzees. Overall, our studies suggest that cognitive, 
emotional and physiological underpinnings of social attention are well conserved 
among great apes and humans.
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Imagine the following situation. While you are walking down the office corridor, a 
stranger in necktie catches your attention. You are a little surprised because you 
don’t usually see people wearing necktie in this office. You then notice that the 
stranger is working at a printer, inspecting the inside of the machine. Now one of 
your colleagues approaches him and starts talking to him. Although you witnessed 
only a few events in a short time period, you can probably make a good guess about 
the identity and the job of the stranger. This person is likely to be a specialist from 
some other company, and he is here to fix your colleague’s printer.

Events like this are common in our everyday lives and despite the challenge that 
they pose, we can cope with them almost effortlessly thanks to our cognitive sys-
tem. One key component of this system is our ability to selectively orient to essen-
tial social information in our surroundings, such as the appearance of other people 
and their focus of attention (Birmingham and Kingstone 2009; Klein et al. 2009). 
Using this information, we are able to identify people, understand their intentions, 
and infer their social relations with others. Our ability to spontaneously orient to 
and decode social information is one of our most fundamental cognitive abilities.

Nonhuman primates also seem to utilize similar skills. For example, juvenile 
apes and monkeys learn from their close kin members about consumable foods 
(Ueno and Matsuzawa 2005; van De Waal et al. 2013). Chimpanzees learn from 
others how to obtain out-of-reach or hard-to-process foods [e.g., termite fishing, nut 
cracking (Biro et al. 2003; Lonsdorf 2006)]. In a food competition context, a subor-
dinate individual carefully avoids taking the foods that are being watched by a dom-
inant (Hare et al. 2000). In a dominance competition, an alpha male keeps watching 
over his opponent so as to prevent him from making an alliance with the other domi-
nants (De Waal 1982). Previous studies using observation methods to examine their 
attentional foci revealed an essentially similar nature of social attention in human 
and nonhuman primates. As in humans, nonhuman primates tend to look at the same 
foods and tools that the other individuals are handling [i.e., stimulus enhancement, 
joint attention; (Emery 2000; Tomasello 1995; Whiten 1992)]. Nonhuman primates 
also tend to look at the same objects and locations at which others are looking [i.e., 
gaze following; (Rosati and Hare 2009; Shepherd 2010; Tomasello et al. 1998)]. 
They were also observed to use eye contact to regulate social interactions among 
individuals (De Waal 1990a; Gomez 1996).

Traditional methods have examined social attention indirectly by recording an 
individual’s body and head orientation as a way to assess their attentional foci, but 
recent advances in infrared, non-invasive eye-tracking technology have allowed 
researchers a much more direct and precise analysis of social attention. More spe-
cifically, eye-tracking technology offers greater spatial and temporal resolution 
compared to body and head orientation measures. On the one hand, a greater spatial 
resolution means that eye tracking can distinguish the individual’s focus of attention 
with great precision, for instance, whether the viewer is looking at the eyes or the 
mouth in a face. On the other hand, a greater temporal resolution means that eye 
tracking can measure for how long individuals maintain focus on certain targets and 
how they shift attention between them over time, for instance, when the viewer is 
anticipating the target of an individual’s action.
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This method has been commonly used with human adults and infants, but a series 
of studies by us and our colleagues showed that the same technique can be applied to 
our closest relatives, the great apes (henceforth apes) who exhibit spontaneous inter-
est in naturalistic pictures and movies. They systematically scan pictures and movies, 
and their gaze movements inform us about what aspects they perceive as relevant 
about the depicted objects, actions, and stories. In this chapter we summarize recent 
studies using eye tracking to examine social attention in apes. The similarities and 
differences between species will constitute a key aspect for inferring the cognitive and 
emotional mechanisms of social attention and how they may have evolved over time. 
The chapter is organized as follows. We first give a brief introduction on the applica-
tion of this method. In the next section we explore the social elements that apes prefer 
to attend and its determinants such as  the context dependency and the species differ-
ence. The third section is devoted to explore how they coordinate thier attention with 
others, and how they adjust these behaviors according to the social contexts, their own 
memories and understandings of others’ goals. We will close the chapter with a sum-
mary of the main findings and future research directions.

9.1  A Method for Tracking the Gaze of Apes

Eye tracking is a method that directly measures the participants’ gaze location with 
a high temporal and spatial resolution (Duchowski 2007). Figure 9.1 presents our 
basic experimental setup. Stimuli are presented on a monitor, and a table-mounted 
remote eye tracker records the ape’s gaze as indicated by the position of her eyes and 
pupils (corneal and retinal reflections). The eye-tracker and the monitor are placed 
outside a test booth with a transparent acrylic panel separating them from the ape 

Fig. 9.1 Eye-tracking with great apes. A chimpanzee sitting in front of a computer screen and 
eye-tracker (left). A juvenile gorilla sipping grape juice while watching movies on a screen (right)

9 Great Ape Social Attention
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who sits in the booth watching the stimuli presented on the screen. The ape needs to 
stay roughly in the same position throughout the recording, although their heads do 
not need to be restrained (unlike a traditional eye-tracking method) because the 
infrared cameras of the eye tracker can continuously detect both the eye and pupil 
positions. In order to keep apes as still as possible, we give them access to a dripping 
nozzle attached to the panel that continuously delivers a small quantity of juice.

Although apes are not rewarded contingent on looking at the stimuli, most of 
them show spontaneous interests in them. We even observed an occasion when one 
of the bonobos was so engaged with the presented movie that she stopped drinking 
the juice and just stared at it. Moreover, we often observe signs of engagement with 
the stimuli, e.g., bobbing their heads or banging the panel while watching. However, 
these responses have never been followed by a refusal to participate in subsequent 
sessions. Therefore, apes seem interested in the pictures and movies, but they do not 
seem to confuse them with their corresponding referents.

Despite their interest in pictures and videos, the stimuli have to be chosen care-
fully because they do not view all sorts with the same interest. Here are a few exam-
ples that usually fail to keep the apes’ attention: animations made of simple circles 
and triangles, puppet plays made to entertain human children, and Hollywood- like 
movies with complex cinematography techniques (including quick transitions of 
shots and camera works). In contrast, apes maintain their interest when the contents 
include familiar backgrounds (e.g., home cages), familiar people (e.g., keepers), 
conspecific primates, simple actions (e.g., eating foods, handling objects and tools), 
and simple camera angles. Intense social interactions, such as aggression, are also 
typically successful in keeping apes engaged (Kano and Tomonaga 2010a).

Besides the content, the general pace of the scenes needs to be moderately fast to 
keep apes’ attention. The reason for this is that compared to humans, apes fixate on 
one location more briefly (i.e., shorter duration of fixations) and shift their gaze to 
the next location earlier (i.e., more frequent saccades) (Kano et al. 2011; Kano and 
Tomonaga 2011). When presented with a still scene, apes typically complete the 
scanning faster than humans do (and then immediately quit watching). Thus, due to 
the different basic ape eye-movement characteristics, the transitions of scenes, 
actions, and events should be kept at a moderately fast pace.

9.2  Apes’ Attentional Focus and Its Determinants

9.2.1  Focal Elements of Interest

Figure 9.2 presents the gaze locations of 14 bonobos looking at the face and full body 
pictures of conspecific (Kano et al. 2015). Similarities between humans and apes can 
be seen clearly here. Apes attend to the face, especially the eyes. In addition, upon 
stimulus presentation their first fixation is typically directed to the face and eyes. This 
may be due to the fact that, like humans, apes’ social perception is also specialized 
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for faces (Parr et al. 2009; Tomonaga and Imura 2009), and their initial fixation in an 
area around eyes is used for face recognition (Guo 2007; Hsiao and Cottrell 2008).

The similarities between humans and apes are not only about the attentional foci 
but also about the flexibility in the shift of attentional foci based on the scene con-
tents. When the pictures include simply the face and the body, or the eyes and the 
mouth, without particular postures or expressions, they mostly look at the face and 
the eyes. When the pictures include facial expressions (Fig.  9.2, top-right), they 
look longer at the mouth than the eyes. When the individual in the pictures holds an 
object (Fig. 9.2, bottom-left), they look longer at the objects than the face. Not sur-
prisingly, when ano-genital areas are visible (Fig. 9.2, bottom-right), these areas 
also attract more attention than the face.

Figure 9.3 depicts another example showing the apes’ ability to shift attention 
based on an agent’s action (Kano and Call, unpublished data). In the presented 
video, an actor ape faced an out-of-reach grape; he then got a stick and used it to 
rake in the grape. When the chimpanzees were presented with this video, they ini-
tially focused on the actor ape, but once the action started they shifted their focus of 
attention to the grape and sustained it there until the whole action completed. This 
means that apes do not merely focus on basic scene elements, but they can dynami-
cally shift their attention to different elements of the scene as the action unfolds.

Fig. 9.2 How bonobos look at the pictures. The heat maps represent the aggregation of fixations 
made by 14 bonobos viewing the conspecific pictures. Those elements with greater “heat” signa-
tures (depicted by red areas) attracted more fixations of a larger number of participants
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9.3  Context Dependency of Gaze

Like in humans, the focus of attention is sensitive to the ongoing contexts in great 
apes. Context-dependent gaze requires a viewer to flexibly adjust her focus of atten-
tion depending on the context, which in turn offers a glimpse of the viewer’s under-
standing about a particular event. For instance, at the zoo, we have often observed 
that apes usually do not pay much attention to unfamiliar (regular) visitors in the 
public areas. However, when those same unfamiliar visitors enter the service areas 
behind the scenes, apes suddenly become interested in them; some apes may even 
tease them by spitting a mouthful of water. Likewise, when apes spot a familiar 
person in the visitor areas, they might greet them enthusiastically or tease them by 
throwing a branch at them.

Kano and Tomonaga (2013) examined a chimpanzee’s eye movement in a 
context- rich real-life environment depicted in Fig. 9.4. For several days, the chim-
panzee participant saw a different experimenter coming into the test room to play a 
simple gesture game on each day. The experimenter was either a familiar experi-
menter that the chimpanzee saw in the particular test room regularly (familiar, regu-
lar experimenter), a familiar experimenter that the chimpanzee did not see in that 
test room regularly (familiar, irregular experimenter), or a completely unfamiliar 
experimenter that the chimpanzee had never seen anywhere (unfamiliar, irregular 
experimenter). The results showed that the chimpanzee looked at the unfamiliar- 
irregular experimenter the longest and the familiar-regular the shortest (the familiar- 
irregular experimenter somewhere between). This pattern could indicate a degree of 
surprise in the chimpanzee. In addition, when the experimenter started a simple 
gesture game, the chimpanzee shifted her attention from the experimenter’s face to 
the task-relevant elements, i.e., the experimenter’s hands and the rewards. Thus, the 
chimpanzee’s gaze was task-dependent. This study examplified a remarkably strong 
context-dependency of gaze when the chimpanzee was tested in a context-rich real- 
life environment, where (potential) interaction with the social partner matters.

Fig. 9.3 How chimpanzees look at the model’s action. In the video, the model individual uses a 
stick to rake an out-of-reach grape. Heat maps represent the aggregation of fixations made by 13 
chimpanzees
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9.3.1  Species Uniqueness of Gaze

Despite their basic similarities, apes and humans also show significant differences 
in their gaze patterns. Yarbus’s (1967) classic study showed that when presented 
with facial pictures, the trajectory of  eye movement (i.e. scan paths) in humans tends 
to describe an inverted triangle, with its angles on each of the eyes and the mouth. 
In contrast, chimpanzees, orangutans, and gorillas tend to look shorter to the eye 
region and longer to the mouth region than humans do (Kano et al. 2012; Kano and 
Tomonaga 2010b). Thus their scan paths tend to describe lines connecting the eye 
and mouth, with the connection between the eyes being less pronounced (but see 
bonobos below). This is a robust pattern since such a difference in scan path pattern 
can be observed relatively independently from the stimulus variation. For example, 
when presented with the pictures of facial expressions instead of neutral faces 
(Fig. 9.2 top-right), apes looked longer at the mouth, while humans still devoted 
some time to looking at the eyes (Kano and Tomonaga 2010b).

However, interestingly, bonobos are somewhat exceptional among nonhu-
man great ape species. In an experiment, we presented the two species with a 
series of pictures containing the images of both species (Kano et  al. 2015). 
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Fig. 9.4 A chimpanzee wearing a head-mounted eye-tracking device during a live interaction with 
an experimenter. The device recorded the chimpanzee’s focus of attention, while she observed and 
spontaneously interacted with the experimenter who greeted the chimpanzee during 1 min
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Figure 9.5 illustrates the main viewing differences that we observed between 
them. In general, bonobos viewed longer the face and the eyes compared to 
chimpanzees, whereas chimpanzees viewed longer the mouth, the ano-genital 
region, and the objects manipulated by the models than bonobos. A discriminant 
analysis clearly distinguished the two species (Fig. 9.5): 29 out of 34 participant 
apes were correctly classified into their own species. 

One plausible explanation for the species differences between bonobos and 
chimpanzees may be related to their species-typical temperaments. In humans, 
looking into another individual’s eyes―eye contacts―predicts the viewer’s 

Pictures viewed by bonobo s(left) and chimpanzees (right) Less-more fixations
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857
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522
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1027
752
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1232
394
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272
987
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546
941
968
458
725

1232
1034
1269
799

1006
807
827

1078
825
748
815
922
896
456

1098
863
663
492

1004
565
602
650
722
896
337
735
645
634
699
544
585
616
324
620
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400
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256
562
226
391
532
503
758
479
550
596
570
739
811
601
318
340
251
673
560
830
867
375
555
729
818
470
496
284
811
530

1097

455
292
478
175
379
408
436
615
451
295
553
563
669
316
474
370
392
403
901
606
474
506
523
535
421
611
557
490
859
664
771
657
664
809

-3.20
-2.40
-2.33
-2.17
-1.82
-1.61
-1.14
-0.80
-0.68
-0.50
-0.27
-0.03
0.14
0.37

-1.28
-0.51
-0.11
0.25
0.43
0.57
0.59
0.62
0.66
0.66
0.71
0.72
0.87
1.24
1.31
1.32
1.35
1.87
2.17
2.99

*
*
*
*
*

Fig. 9.5 Bonobo-chimpanzee differences in social orienting. Heat maps represent the aggregation 
of fixations made by participant bonobos (left) and chimpanzees (right). The table shows each 
participant’s viewing time to each scene element, averaged over a total of 60 trials presenting both 
bonobo and chimpanzee pictures. Each picture was presented for 3 s. The discriminant scores show 
the classification rates based on those viewing times

F. Kano and J. Call



195

temperament and the interpersonal relationships (Argyle and Dean 1965; Kleinke 
1986); people with a higher need for affiliation showed an increased level of eye 
contact. In the case of bonobos and chimpanzees, they are known for their differ-
ences in the patterns of aggression and affiliation. Bonobos exhibit a larger reper-
toire of affiliative behaviors toward conspecifics than chimpanzees do, such as 
non-conceptive sexual behaviors, frequent play among adults, and non-aggressive 
encounters with strangers (De Waal 1990b; Furuichi 2011; Palagi 2006; Tan and 
Hare 2013). It has been hypothesized that these species-typical behaviors of bono-
bos have evolved in part as a response to the relaxation of intra-group competition 
and the selection against male aggression (Furuichi 2011; Hare et al. 2012). As a 
result, bonobos may have developed more relaxed attitudes toward others, and such 
temperamental characteristics may allow them to look into the eyes of others with-
out experiencing as much a social stress as chimpanzees do.

Several lines of evidence suggest that the differences in gaze perception between 
bonobos and chimpanzees are related to their neural and physiological differences. 
First, although the general brain structure is largely conserved across the species, 
the local gray matter in the amygdala and the anterior insula differ between bonobos 
and chimpanzees (Rilling et al. 2012). As a region related to social interaction and 
stress, the amygdala was found to respond to the eyes selectively, when the viewers 
were fixating on the eyes of stimulus faces (Dalton et al. 2005; Mosher et al. 2014). 
Second, the oxytocin-receptor gene is also reported to be different between bonobos 
and chimpanzees (Staes et al. 2014). Oxytocin is found to be related to attention to 
the eyes. Oxytocin administration increased eye orientation in humans and macaques 
(Ebitz et al. 2013; Guastella et al. 2008). Third, it has been hypothesized that prena-
tal androgens may be higher in chimpanzees than bonobos, as suggested by their 
differences in a 2D-4D (digit) ratio (McIntyre et al. 2009). The level of prenatal 
androgens has been associated to the level of eye contact: in human children, a 
higher level of prenatal androgens is associated with a decreased level of eye contact 
(Lutchmaya et al. 2002). These studies suggest that neural and physiological mech-
anisms underlying gaze perception, which are related to the individual differences 
within the human species, are also related to the species differences between bono-
bos and chimpanzees.

9.4  Co-orienting Attention with Others

Now let’s turn our attention from simple orienting behavior to a more dynamic 
aspect of social attention. Social attention is not only about how long one looks at 
each social element but also about how well one coordinates attention with others. 
Imagine one simple reaching action performed by an agent (Fig. 9.6). When an agent 
is performing an action, the action sequence can be divided into several small sub-
actions (Land et al. 1999). The agent first looks at the target object, moves his/her 
hand toward the object, and then grabs the object. If the viewer follows the action of 
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an agent, the viewer could anticipate the action goals and look to the target objects 
before the final grabbing action happens. Co-orientation often constitutes a first cru-
cial step for engaging in joint activities with the agent and gauging the agent’s per-
ception, goals and intentions. The viewer’s gaze responses in Fig. 9.6b (agent looking 
at the object) and c (agent reaching toward the object) are typically referred respec-
tively as gaze following and action anticipation. The following three sections discuss 
our studies investigating apes’ abilities on gaze following and action anticipation 
including the social context and the viewers’ memories and understandings of oth-
ers’ goals and intentions that modulate the expression of these behaviors.

9.5  Anticipating the Actions of Others

An anticipatory look is defined as looking at the target objects of an ongoing action 
before the action sequence is completed. Only recently did researchers start to 
examine this behavior, thanks to the advance in eye-tracking technology that allows 
researchers to capture the subtle eye movement happening in just a fraction of a 
second. Like humans (Cannon and Woodward 2012; Falck-Ytter et  al. 2006; 
Flanagan and Johansson 2003), apes also make reliable anticipatory looks in 
response to an agent’s action (Kano and Call 2014b; Myowa-Yamakoshi et al. 2012). 

The anticipatory looks made by humans are cognitively sophisticated; they 
attend to a reaching action based on the agent’s goals and intentions (Cannon and 
Woodward 2012; Senju et al. 2011; Southgate et al. 2007; Woodward 1998). We 
conducted a study to examine whether apes’ anticipatory looks could also be based 
on an agent’s current action goal. In this study, we tested bonobos, chimpanzees, 
and orangutans using a paradigm designed by Cannon and Woodward (2012) (see 
Fig.  9.7). In the original paradigm, human infant participants first saw a human 

a b c d

Fig. 9.6 A schematic drawing showing “attention coordination”; (a) face viewing, (b) gaze fol-
lowing, (c) action anticipation, and (d) action viewing
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agent’s hand repeatedly reaching toward and grabbing the same one of two objects. 
Then the locations of the two objects were switched, and this time, the hand made 
an incomplete reach action toward the objects stopping halfway between the two 
objects. In the control condition, human infant participants saw instead an inani-
mate mechanical claw performing the same actions. Infants presented with the 
incomplete hand reach made anticipatory looks to the familiar object (the object that 
had been grabbed before) instead of the familiar location (where the object used to 
be). In contrast, such a result was not found in the control condition with the claw. 
Our apes performed just like human infants: they directed more looks at the familiar 
object in the hand condition but not in the claw condition. Thus, we confirmed that, 
like in humans, anticipatory looks in great apes are based on an agent’s action goals, 
rather than mere location or direction of the agent’s hand movements. 

We found no significant species differences in this study. Bonobos and chimpan-
zees, and orangutans displayed a similar frequency and pattern of anticipatory 
looks. Thus, it is possible that species differences are only limited to gaze percep-
tion and do not extend to action perception or goal understanding. Relatedly, autistic 
children, known to differ from typical developing children in attention to eyes and 
gaze following, did not display a different pattern of anticipatory looks to an agent’s 
reaching action from typically developing children (Falck-Ytter 2010).

9.6  The Role of Memory in Anticipatory Looking

Goal-based anticipatory looks in apes possess a memory component;  after apes 
learned the agent’s goal in the familiarization trials (see Fig. 9.7), they used that 
memory to anticipate the reaching goal in the test trial. This memory is most likely 
to be a short-term memory or possibly a procedural memory that has been learned 

Grabbing (familiarization) Swapping Middle-reaching
H

an
d

C
ra

w

Fig. 9.7 Videos used in a goal anticipation study. Either a human hand or a mechanical claw 
moved toward one of the two different objects three times (familiarization), and then after the loca-
tion of the objects were switched, the hand or claw moved incompletely between the two objects
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through repeated presentations of the same actions. Can apes also make anticipatory 
looks based on a long-term memory of a single-trial experience? Traditionally, it 
has been considered that nonhuman animals lack the ability to remember single 
events for a long time period, except in very limited contexts [e.g., taste aversion, 
(Garcia et al. 1955)]. However, recent studies on episodic-like memory in nonhu-
man animals (Babb and Crystal 2006; Clayton et al. 2003; Kart-Teke et al. 2006; 
Martin-Ordas et al. 2010) revealed that it is not necessarily the case. Thus it is pos-
sible that apes’ anticipatory looks to an agent’s action could also be based on long- 
term memory after a single-trial exposure of that action.

Kano and Hirata (2015) tested this possibility in bonobos and chimpanzees by 
presenting them movies twice with one-day delay and measuring their anticipatory 
gaze patterns (Fig. 9.8). The movie story started with an ape-like character attacking 
a human agent. The agent then reached ambiguously toward two different objects 
(weapons for revenge) for a few seconds, grabbed one of them, and then hit the ape- 
like character with it. Apes watched this movie only once on the first day, and on the 
second day (24 h later), they watched the same movie again except one change; the 
location of objects was switched. This change, the same technique applied to the 
study mentioned above, enabled us to examine whether or not they remembered the 
content rather than the location of the objects. As apes are typically engaged in and 
encode better an intense social interaction such as aggression than they do to neutral 
events (Kano et al. 2008), the original agent’s reaching events were enhanced with 
aggression events in this study. In addition, to create a novel event in a familiar situ-
ation that could best engage ape participants, the study used the background and a 
human actor that were familiar to the participant apes, in combination with objects 
(weapons) and an antagonist (the ape-like character) unfamiliar to the apes. If the 
ape participants remembered which objects the agent chose, they should anticipate 
the target object on the second but not on the first day of watching. Our results con-

Being attacked Middle-reaching Selecting an object Attacking back
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Fig. 9.8 Videos used to investigate whether apes would anticipate an agent’s action based on long- 
term memory after a single-trial exposure of the action. The video started with a human agent 
being attacked by an ape-like character. The human agent then reached between the two objects, 
grabbed one of them, and attacked the ape-like character using the selected object. The same video 
was presented on the second day (24 h later), except that the object locations were switched
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firmed this prediction. Importantly, their anticipatory looks to the target object were 
observed only just before the agent grabbed the object but not throughout the sec-
ond presentation, suggesting that apes remembered the timing of event occurrence, 
or the relation between the agent’s action and object (rather than the object per se).

9.7  Following Gaze of Others

Gaze following is defined as looking in the same direction as other individuals after 
seeing their gaze direction. Gaze following is probably the best studied aspect of 
social attention in both human and nonhuman primates. Previous studies have 
shown that humans, apes, monkeys, and lemurs (Ruiz et al. 2009; Sandel et al. 2011; 
Shepherd and Platt 2008) as well as other non-primate animals [e.g., dogs, ravens, 
red-footed tortoises; (Bugnyar et al. 2004; Téglás et al. 2012; Wilkinson et al. 2010)] 
follow the gaze of others in a real-life situation. When the situation was presented in 
pictures and movies, humans, apes, monkeys, and dogs still reliably follow the gaze 
of the models (Deaner and Platt 2003; Hattori et al. 2010; Kano and Call 2014a; 
Téglás et  al. 2012). In humans and monkeys, gaze following occurs reflexively 
within a fraction of a second and relatively independently of any task demand 
(Deaner and Platt 2003; Shepherd 2010). Gaze following could also  occur non- 
reflexively under a sophisticated cognitive modulation. For example, when a mod-
el’s line of sight was blocked by a barrier, humans, apes, monkeys, and ravens 
looked around the barrier rather than simply followed the model’s gaze (Amici et al. 
2009; Bräuer et al. 2005; Bugnyar et al. 2004; Moll and Tomasello 2004). 

Although all primates tested follow gaze, species differences emerge depending 
on the experimental conditions. In a study, bonobos more frequently followed the 
gaze of human models than chimpanzees did (Herrmann et  al. 2010); stump-tail 
macaques followed the gaze of conspecific models more than rhesus macaques did 
(Tomasello et al. 1998); and human children followed the gaze of human models 
more than apes did (Herrmann et al. 2007). In an eye-tracking experiment, chim-
panzees followed the gaze of only conspecific model but not that of human model, 
while human participants followed the gaze of both models (Hattori et al. 2010). 
Most previous studies used a pairwise comparison of species and/or a human exper-
imenter as a model, leaving it unclear whether the reported species differences 
reflected particular responses to the conspecifics or general sensitivity to the gaze 
signals.

We thus conducted an experiment using a crossed experimental design with par-
ticipant species and depicted species, in which bonobos, chimpanzees, orangutans, 
human adults, and infants (1-year-olds) were presented with both conspecific and 
allospecific models (Fig. 9.9). Movies depicted a model, either a conspecific or an 
allospecific, turning his/her head to one of two identical objects repeatedly. Our 
results showed a species difference in both conspecific preference and the general 
gaze sensitivity. Consistent with the previous study (Hattori et al. 2010), chimpan-
zees followed the gaze of a conspecific chimpanzee but not that of allospecifics 

9 Great Ape Social Attention



200

(human or bonobo). Bonobos also followed the gaze of both conspecific and allo-
specific models, and overall more frequently, with shorter latencies, than chimpan-
zees did. Orangutans showed somewhat intermediate responses: they followed the 
gaze of conspecifics and bonobos but not the gaze of humans, with overall interme-
diate frequencies among the ape species. Human adults followed the gaze of both 
conspecific and allospecific models, and overall more frequently than the ape spe-
cies. Human infants, unlike human adults, followed the gaze of a human model (as 
frequently as bonobos did) but not the gaze of allospecific ape models.

Thus, our results showed that these species differed in both general sensitivity to 
the gaze signals and particular responses to the conspecifics. It is particlarly inter-
esting to find that, among the tested participants, only chimpanzees and human 
infants followed the gaze of only conspecifics. One interpretation of this result is 
that chimpanzees and human infants are more motivated to follow the gaze of the 
most relevant others, the conspecifics. They may preferentially acquire information 
from only the most relevant others to learn about the environment efficiently. In this 
regard, our results may be consistent with the previous report of selective social 
referencing and behavioral copying by chimpanzees and human children (Dindo 
et al. 2009; Haun et al. 2012; van De Waal et al. 2013). The bonobo-chimpanzee 
difference in gaze following is again remarkable. We found that both bonobos and 
chimpanzees followed the gaze of conspecifics, but bonobos, but not chimpanzees, 
followed the gaze of allospecifics. Bonobos followed the gaze of both conspecific 

Participants

Bonobos

Chimps

Orangutans

Human
adults & infants

Stimuli

Bonobo

Chimp

Orangutan

Human

Fig. 9.9 A study on gaze 
following using a cross 
experimental design. For 
each participant species 
(left), both conspecific and 
allospecific models (right) 
were presented. 
Participants observed the 
model repeatedly looking 
at one of two identical 
objects
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and allospecific models overall more frequently and with shorter latencies than 
chimpanzees did.  

The observed bonobo-chimpanzee differences may be related to thier differences 
in temperaments and neural and physiological mechianisms, and the associated dif-
ferences in gaze percption. In support of this idea, previous studies suggested that, 
in macaques and humans, the relative strength of reflexive and voluntary compo-
nents in gaze following may be modulated by androgen-related mechanisms 
(Shepherd 2010). For example, subordinate monkeys followed the gaze more reflex-
ively than dominant monkeys (Shepherd et al. 2006); human females followed the 
gaze of a familiar person more reflexively than males (Deaner et al. 2007). In the 
case of bonobos and chimpanzees, previous studies have shown that they are differ-
ent in the levels of prenatal and adulthood androgen (Sannen et al. 2003; McIntyre 
et  al.  2009).Thus, in bonobos, gaze following may be modulated by a reflexive 
(nonselective) rather than voluntary (selective) process to a larger extent than in 
chimpanzees; that is, bonobos may have followed the gaze of both conspecific and 
allospecific models more reflexively and therefore less selectively than chimpan-
zees did in our study.

One remaining puzzle is that, although we showed that chimpanzees do not fol-
low the gaze of human models in our experiment, chimpanzees do follow the gaze 
of human experimenter in real-life behavioral experiments (Bräuer et  al. 2005; 
MacLean and Hare 2012). It is conceivable that the context-rich real-life environ-
ment may better motivate the chimpanzees to follow human gaze. For example, 
when a chimpanzee faces a human experimenter in such situations, she may be 
more likely to attend to the human because he could provide some food. Besides, 
humans tend to add ostensive cues to the gaze cues during interaction (Csibra and 
Gergely 2009), making an eye contact and calling the chimpanzee’s name before 
looking at the target object. Such ostensive cues increase the likelihood that human 
infants will follow the adult’s gaze (Senju and Csibra 2008). In this regard, the 
ostensive cues might better motivate the chimpanzee to follow the experimenter’s 
gaze as well. Our recent study partly replicated the effect of human ostensive cues 
on gaze following in chimpanzees (Kano, Moore, Krupenye, Tomonaga, Call, in 
prep).

9.8  Conclusions and Future Directions

In this chapter, we have discussed the characteristics of apes’ social attention. We 
have described both similarities and differences between the species and discussed 
the possible mechanism underlying them. Consistent with the previous studies 
using observational (non-eye-tracking) methods, we found a number of similarities 
in the expression of social attention between apes and humans. All species attend to 
the same social elements including the face, eyes, and mouth of others as well as the 
targets of others’ actions. They follow the gaze direction of others, and they make 
anticipatory looks to the targets of others’ actions. In addition, they flexibly adjust 
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these behaviors according to the social contexts, and the viewers’ memories and 
understandings about others’ goals and intentions. We also found significant differ-
ences between the species. Bonobos (and humans) look longer the eyes of others 
than chimpanzees. Bonobos may follow the gaze direction of others more reflex-
ively and less selectively than chimpanzees do. These species differences seem to be 
derived from each species’ unique temperaments. Several lines of evidence suggest 
that neural and physiological mechanisms underlying gaze perception, which are 
related to the individual differences within the human species, are also related to the 
species differences between bonobos and chimpanzees. Therefore, overall, the cur-
rent data suggest that the cognitive, emotional and physiological underpinnings of 
social attention are well conserved across humans and all great ape species.

There are at least two important future research directions. The first is a more 
detailed examination of species and individual variation in social attention. We 
found that the pattern of social orienting is highly species-specific and related to 
each species’ unique temperaments. We could thus predict further diversity of social 
orienting in primate phylogeny, including non-ape species, such as Old-World mon-
keys (e.g., rhesus and stumptail macaques) and New-World monkeys (e.g., capu-
chin and spider monkeys). Those closely related species may differ in their social 
systems and temperaments, similarly as bonobos and chimpanzees do. In addition, 
it is also important to examine how individuals’ unique experiences affect the pat-
tern of social attention, as the differences in early social experiences are known to 
affect the social and cognitive abilities of great apes (e.g. "encultured" chimpanzees 
reared by humans in human environment, Carpenter and Tomasello, 1995). Such an 
examination of species and individual variation should further help us to understand 
the mechanism and evolution of social attention in primates.

The other research direction is a more detailed examination of cognitive func-
tions, such as a theory of mind and memory, in apes. We believe that an anticipatory 
looking paradigm could be particularly useful to reveal the cognitive underpinnings 
of social responses. Whether or not apes make anticipatory looks based on an 
agent’s intention is a goal worth pursuing. To show that one truly understands not 
only the current action goals of an agent but also the intentions of an agent, ulti-
mately we need to find an evidence of false-belief understanding in the participant 
(Gergely and Csibra 2003). If apes are able to make correct anticipatory looks based 
on agent’s intention even when the agent carries a false belief about the location of 
the desired object, then we can be confident that apes do make anticipatory looks 
based on agent’s intentions. Such results have already been found with infants as 
young as 2 years old by measuring their anticipatory looking (Senju et al. 2011; 
Southgate et al. 2007). The use of an appropriate eye-tracking version for apes may 
offer a possibility that apes possess at least certain implicit form of false-belief rep-
resentation (see Krupenye, Kano, et al., 2017 for the update). 

Anticipatory looks are, by definition, based on the participant’s knowledge, memory, 
or understanding about the regularities of events and agents’ actions. In this sense they 
differ fundamentally from simple orienting responses which are likely under the control 
of both low-level perceptual and high-level cognitive functions. We believe that these 
findings from our studies will open up further possibilities to explore the unrevealed 
cognitive potentials as well as the diversity of indivdiual minds in nonhuman animals.
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Chapter 10
Evolution of Vocal Communication: 
From Animal Calls to Human Speech

Kazuo Okanoya

Abstract The evolution of speech poses a dilemma when viewed from the signaling 
theory in evolutionary biology. This is because the content of speech is not honest, 
yet the expression of speech is mostly honest. The creativity of language rests on the 
dishonesty of language, but why did such a dishonest signal evolve at all? In this 
chapter, I will try to lay out a set of hypotheses. Animal acoustical communication 
perhaps started as noises contingent with breathing and jaw or respiratory gestures 
associated with predation or feeding. These noises and movements were gradually 
ritualized, forming fixed patterns of motor actions indicating intentions or emotions. 
Especially, vocalizations associated with respiratory action became indicators of 
emotional states such as fear or contentment, or that of intentions such as attack or 
copulation. Animal calls were thus established as an honest indicator of the internal 
state. In certain species, stochastic combinations of such calls were used by young 
animals to induce parental behavior, perhaps because they reminded parents of 
immature articulation. This effect was then utilized by male animals to attract 
females. Extremes of such vocalizations are songs, used for mate attraction and/or 
territorial defense by many species of birds and some species of whales and primates. 
Songs are an honest signal of vigor, since singing is costly. Gradually, songs came to 
be utilized also in nonsexual social contexts seen in, for example, gibbons. Sequences 
of song syllables and behavioral contexts were associated through a mutual segmen-
tation process over generations and proto-words emerged. Arbitrary combinations of 
proto-words referred to non-existing entities and thus the dishonesty of speech 
started. However, speech was always associated with honest signals such as emotions 
in voice or facial expressions. Thus, the receiver could mostly judge the honesty of 
the speech content. Furthermore, the dishonesty of linguistic expression produced 
creativity and cumulative culture. In this way, emotion and language evolved in 
humans because of the mutual dependency between dishonesty and creativity.

K. Okanoya 
The University of Tokyo, Komaba, Meguro, Tokyo, Japan
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10.1  Introduction

In this chapter, I propose a set of new hypotheses that explain the evolution of 
acoustic communication including human speech (Fig. 10.1). In doing so, I rely on 
the theory of honest signals in evolutionary biology (Bradbury and Vehrencamp 
2012; Searcy and Nowicki 2005). I argue that animal calls evolved as a ritualization 
of physiological noises associated with breathing and emotional conditions. I pro-
pose that repetition of calls evoked stronger responses from the receiver resulting in 
sequential vocalizations and songs. Such needs most likely occurred in infant ani-
mals to elicit care from the mother or parents. Some species of infant mammals 
including humans emit specific “isolation” calls or “cries” when separated from the 
mother (Newman 2007). Begging calls are also emitted in altricial birds to beg for 
food (Wright and Leonard 2007).

Songs presumably were first used as a calming signal by the male to reduce 
aggressive behavior of the female in the copulation sequence, because songs 
 mimicked the isolation calls or begging calls of young animals (Holy and Guo 

Calls

Speech

Songs

Emotion/
BreathingRitualization

Segmentation

Repetition

Complex
songs

Learning

Fig. 10.1 Schematic account of the set of hypotheses I developed in this chapter. Acoustic com-
munication started as an expression of emotion associated with breathing. Such signals were ritual-
ized and the action patterns were fixed as calls. Repetition of calls was used by infant animals to 
intensify signal value for mothers or parents. Similar signals were evolutionarily mimicked by 
adult males to suppress escape response of females in copulation contexts. These signals are songs. 
Most animals sang innate songs and receivers started to extract honest information about individ-
ual vigor from these songs. Songs then became sexually selected traits. In some species, complex-
ity was preferred as a signal of vigor and songs became a learned trait allowing further complexity. 
Such complex learned songs were shared in the societies of proto-humans. Mutual segmentation 
of behavioral contexts and song phrases led to the emergence of speech
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2005). Songs then became sexually selected signals that conveyed the fitness of the 
singer. To be effective as a sexual signal, songs became a learnable trait in some 
species, because receivers preferred complexity as a signal of fitness. As complexity 
increased, it became more effective for songs to become an acquired trait (Nowicki 
and Searcy 2004).

In the hominids that eventually produced Homo sapiens sapiens, songs were 
used in various social settings. Mutual segmentation of social contexts and song 
phrases resulted in proto-words and became the precursor for spoken language 
(Merker and Okanoya 2007). When humans acquired speech, it was always used in 
face-to-face communication so that signal honesty was secured by emotional sig-
nals that were associated with speech production (Pentland and Heibeck 2010). But 
as language acquired combinatory creativity, the content of the speech itself became 
decoupled from signal honesty. This dual characteristic of signal honesty and dis-
honesty in language became a strength of language because information can be 
accumulated. I conclude the chapter by considering the future of human linguistic 
communication.

10.2  Emergence of Communicative Signals

Communication in the context of biology is defined as “the transmission of a signal 
from one animal to another such that the sender benefits, on average, from the 
response of the recipient” (Slater 1983). Since the definition does not include an 
intention of the signaler or a benefit to the receiver, it is useful to avoid anthropo-
morphic interpretations of animal behavior. The anthropomorphic views include the 
false notion that communication is mutually beneficial. Communication signals 
could have evolved as long as they were beneficial to the sender. Similarly, birds 
singing courtship songs do not need to have the intention to seduce females 
(Bradbury and Vehrencamp 2012). In this chapter, I restrict myself to vertebrate 
communication using acoustic signals, but allow myself to extend discussion into 
the emergence of human language and linguistic communication.

10.2.1  Ritualization of Respiratory Movements

Communicative acoustic signals have always started as secondary traits in verte-
brate animal behavior. Acoustic signals often originate from respiratory actions 
because respiratory organs in vertebrates function as an air passage. Because respi-
ration is an action that is absolutely necessary for animals to survive, the use of 
respiratory energy has a low physiological cost. Because the respiratory tract, the 
pipe connecting the bilateral lungs and the mouth opening, extends to the inside of 
the body, physiological conditions affect its acoustical characteristics. Coughing is 
associated with infection and inflammation of the respiratory tract. Strong 
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exhalation produces noise associated with the length of the respiratory tract. Because 
opening the mouth is preparatory behavior to biting or attacking in predatory ani-
mals, the exhalative noise associated with the mouth opening could signal the 
attack. In this way, respiratory noise correlated with subsequent behavior by the 
signaler.

When such signals change the behavior of the receiver so that the change benefits 
the sender, the signals gain communicative value. For example, pup isolation calls 
of rodents are short and repeating ultrasonic calls that are easy to localize because 
there are many onset-offset cues with phase information available for the small 
rodent heads due to the high ultrasonic pitch. Upon detecting the isolation call, the 
mother quickly approaches to retrieve the pup, the sender of the call (Ehret 2005). 
These calls must have originated from the respiratory noises arising from the short 
and shrunken trachea of infant animals whose body temperature quickly fell because 
of isolation from the mother. Calls then must have undergone natural selection for 
localizability. During the process, the noise originating due to hypothermia must 
have become the isolation call.

10.2.2  Honest Signals

For the receivers of the signal, it is crucial that the signal reflects the true behavioral 
state of the sender. If not, the signal loses its value and it gradually ceases to func-
tion. The behavioral states include emotional, intentional, nutritional, and genetic 
(Brudzynski 2014; Searcy and Nowicki 2005). When the signal conveys enough 
information as to the behavioral state of the sender, the signal is defined to be “hon-
est” in evolutionary biology (Searcy and Nowicki 2005). The honest signal bears 
“costs” to produce including physiological, temporal, and social. For example, bird-
song requires costs in terms of neural resources, metabolism, risk of being located 
by a predator, and cost in terms of time (e.g., reduced time to forage or other alterna-
tive behaviors). Thus, singing can be an honest signal to indicate the singer’s 
resourcefulness and fitness.

When considering signal honesty, human speech poses an interesting problem: 
the benefit of speech comes from the fact that what we say does not need to reflect 
what we have, resulting in signal dishonesty. We need to consider prosodic aspects 
of speech and content of speech separately to consider evolution of speech.

10.2.3  The Motivation-Structure Rule

Eugen Morton (1977) noticed that there are common features of vocal signals in 
land vertebrates. When aggressive motivation is low, calls are narrow banded and 
high pitched, but when it is high, calls become wide banded and low pitched. When 
fear is low, calls are low pitched and modulated, but when it is high, calls become 
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high pitched and flat. Figure 10.2 is a schematic representation of the motivation- 
structure (MS) rule proposed by Morton. It is possible to provide a proximate 
account of this rule. First, consider the horizontal axis. Since vocalization is pro-
duced by the airway including the trachea, it reflects body size. Larger animals 
produce lower-pitched and wide-banded voices than smaller animals. Larger ani-
mals are more dominant than smaller ones. Thus, lower-pitched and wide-banded 
voices might indicate dominance and aggression. Next, consider the vertical axis. 
Modulation requires muscle relaxation to produce. With an increase in tension, the 
vocal tract will shrink and pitch will be higher.

Although the MS rule might account for some of the common features of animal 
vocalizations, it has a limitation. Humans, when in tension, produce more modu-
lated voices than when they are relaxed (Aucouturier et al. 2016). Rats, at an initial 
stage of learning an operant discrimination task in which the rats were required to 
perform different behavior to different stimuli, produce more modulated calls than 
when the learning is advanced (Yuki and Okanoya 2014). In the case of humans, 
because of the complexity of the human larynx, tension may result in unstable vibra-
tion. In the case of rats, since they produce sounds in the ultrasonic range, their voice 
acoustics may be different from those animals that produce within audible ranges.

10.3  Emergence of Songs

Most land animals emit “calls” specific to behavioral contexts. Calls are monosyl-
labic, simple vocalizations. In addition to calls, some animals emit trains of various 
calls. Such vocalizations are often used in mating contexts. Because of the acoustic 
resemblance to human singing, these vocalizations are sometimes referred to as 

Anger

F
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r

Fig. 10.2 Schematic 
diagrams of the 
motivation-structure rule 
suggested by Morton. 
Modified from Morton 
(1977). Each diagram is a 
schematic sound 
spectrogram. Duration is 
represented horizontally 
and pitch is represented 
vertically. Slanted lines 
represent frequency 
modulation and boxes 
represents wide-banded 
noise. These diagrams are 
arranged horizontally 
based on the strength of 
anger and vertically based 
on that of fear. For more 
details, see the text
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songs. It has been an enigma how songs emerged in animals. Here I first provide 
hypotheses regarding the emergence of animal songs. I then provide an alternative 
hypothesis to account for the emergence of human songs.

10.3.1  Food-Begging and Isolation Calls

In rodents, when pups are out of the nest, they emit isolation calls that induce 
retrieval responses from the mother. In birds, when chicks are hungry, they emit 
food-begging calls to make parents bring food to them. When human babies 
need physiological or social care, they emit baby cries. These care-inducing 
signals are always in the form of repeated calls. This is true in rodents, birds, 
and humans (Wright and Leonard 2007). Repeated signals may increase the 
chance of being detected, but also may increase a risk of being habituated. 
Infant pigmy marmosets produce repeated vocalizations when seeking care 
from adult animals, but they do so by combining different calls (Elowson et al. 
1998). These call-repeating behaviors in young animals might be a preadapta-
tion of songs in adults. Because these behaviors could mimic infantile charac-
teristics, a tendency to produce randomly repeated calls may induce strong 
reaction from female listeners.

Supporting evidence for this infantile mimicry hypothesis comes from a neuro-
anatomical study in the songbird brain (Liu et al. 2009). Chicks of chipping spar-
rows produce variable sequences of food-begging calls. When an expression of an 
immediate early gene, c-fos, was examined in the brain of these chicks, the area 
corresponding to the adult RA (the song motor nucleus) showed strong activation. 
Partial lesions of the same area resulted in reduction of variability in food-begging 
calls. Results indicate that food-begging and adult songs may utilize the same neu-
ral resources. This finding supports the hypothesis that food-begging calls may be a 
preadaptation to songs in birds.

Another line of evidence includes neurophysiological studies with mamma-
lian isolation calls including human cries. In rats and squirrel monkeys, lesion-
ing the anterior cingulate cortex resulted in changes in acoustic structures of 
isolation calls. In human babies, crying induced activity in the same brain area 
(Newman 2007). In adult mice, lesioning the anterior cingulate cortex resulted 
in changes in temporal and acoustical structures in courtship songs (Ariaga, 
unpublished observation). On the other hand, a mutant mouse that lacked the 
formation of neocortical and hippocampal areas sung normal songs suggesting 
only a part of the cortex may be necessary for courtship songs (Hammerschmidt 
et al. 2015).

Taken together, the idea that isolation calls and food-begging calls might be pre-
cursors for adult mating songs are consistent with current data about neural mecha-
nisms for vocal productions. Further studies are necessary to relate isolation and 
food-begging calls and adult mating songs in birds and mammals.
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10.3.2  Singing Together to Repel Predators

While the infantile mimicry hypothesis may account for some aspects of the rela-
tionship between adult songs and infant calls, there are many questions to be 
answered. For example, why it is that among primates only human babies emit cries 
so often and so strongly. Several authors suggested that human babies became able 
to cry because predation pressure was suppressed and crying to obtain care became 
more adaptive than it was risky (Falk 2009; Nonaka et al. 2006). Tool making could 
be one of the factors that enabled us to prevent predation. However, tool making is 
a rather recent invention in hominid evolution to be useful to account for the origin 
of language.

There are radically new hypotheses to account for the emergence of singing pro-
posed by a comparative musicologist, Joseph Jordania. One of his hypotheses states 
that Homo sapiens started communal singing to repel predators by synchronized, 
loud vocalizations (Jordania 2009). Additionally, he thinks group singing had an 
effect of increasing production of enkephalin and oxytocin, preparing group mem-
bers for fighting. The hypothesis was based on the fact that group singing is more 
widespread than solo singing, and he therefore considered that the origin of human 
singing was group singing. The hypothesis explains why we are the only primate to 
sing and to have an extraordinary capacity to synchronize with external rhythm 
sources (Patel et  al. 2009), because synchronizing vocalizations enables louder 
sound production and higher anti-predation effects. This hypothesis allows enough 
time (millions of years) for the development of songs from which speech might 
have arisen.

10.3.3  Songs as Honest Signals

Sequential vocalizations, especially in birds, function as honest signals of the sing-
er’s vigor. Several experimental facts support this assertion. I shall list the costs 
associated with song-like vocalizations. Because of these costs, singing remains an 
honest signal. First, it is time consuming. While singing, the singer cannot engage 
in other behavior such as foraging, eating, and nursing. Second, singing requires 
neural resources. In songbirds, males dedicate a large brain space to store neural 
circuits required to learn and perform singing. Because of this cost, some species 
like canaries adaptively change the volume of song control nuclei so that it is at a 
maximum when they are in breeding season, but the nuclei shrink when the season 
ends (Nottebohm et al. 1986). Third, the act of singing involves metabolic costs. 
The average metabolic rate for singing is 1.05–1.07 times higher than for not sing-
ing, and it is 2.2–2.6 times the basal metabolic rate (Ward et al. 2003). Fourth, sing-
ing enables predators to spot the singer more easily. Chaffinches singing at a risky 
perch, when actually encountering a risk, will sing at a less risky perch (Krams 
2001). By singing at a risky perch, the male can demonstrate his vigor. Fifth, 
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singing has a cognitive cost and it might lead to predation risk. When scared by 
flashlights, male Bengalese finches sometimes stop singing (Seki et al. 2008). When 
singing stereotyped sequences, birds stopped less often than when singing variable 
sequences. Thus, crystallized, stereotyped songs are less amenable to attention 
shifting, and this might increase predation risk.

10.4  Signal Complexity

Once a song appeared in an animal’s vocal repertoire, the song might increase in com-
plexity to fulfill its function. There are several ways in which songs increase in com-
plexity. Here I use a case study of Bengalese finches, on which my colleagues and I 
had been working more than 25 years, to show these factors. The two factors are 
sexual selection and domestication. Bengalese finches are a domesticated form of 
wild white-rumped munias (Washio 1996). The process of domestication started in 
1764 when a feudal lord (Daimyo) of Kyushu, Japan, imported white-rumped munias 
from China. The birds were initially imported for their strong parental instinct, by 
which they can incubate and rear the eggs of other birds. The white- rumped munia is 
a brownish bird with a white patch on its back. About 130 years ago, a mutation 
appeared in its feather pigment and birds with brown and black patches on a white 
base appeared. This mutation was highly valued by aviculturists and the finch became 
a popular bird known as the Bengalese finch. Bengalese finches have been bred for 
their tameness, white color pattern, and reproductive behavior. Moreover, their songs 
became much more complex than their wild ancestors, although there has been no 
record of artificial selection for their song. I attribute the evolution of song complexity 
in Bengalese finches to the following two factors.

10.4.1  Sexual Selection

Evolution of song complexity in Bengalese finches may be related to female choice of 
song complexity in the domesticated environment. This consideration led us to exam-
ine female responses to song complexity. Two experiments were designed and con-
ducted using female Bengalese finches and munias. First, we tested female preference 
for song complexity by counting nesting materials carried by females when stimu-
lated with songs of varying complexity. In this study, not only female Bengalese 
finches but also female white-rumped munias preferred syntactically complex songs 
over simple ones (Okanoya 2004). In another choice experiment in female Bengalese 
finches, four out of eight birds approached toward the complex song, one to the simple 
song and three for both songs (Morisaka et  al. 2008). Song preference in female 
Bengalese finches varied individually, but the overall tendency detected in this experi-
ment could lead to the evolution of complex songs in male Bengalese finches as 
shown by a simple population dynamics model. We then examined the physical 
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correlates of song complexity in male Bengalese finches. We found the principal com-
ponent of body size correlated well with the song bout length (Soma et al. 2008) sug-
gesting that healthier males could produce longer songs that have more room for 
complexity. Because these finches were under domestication for over 250  years, 
female choice must have been indirect. That is, females were not actively selecting 
males for song complexity, but when paired with complex singers, females devoted 
more of their reproductive effort (Soma et al. 2009).

10.4.2  Domestication

Humans have domesticated many species for various purposes. Some of these ani-
mals show curious similarities with each other: loss of pigmentation on a part of the 
body surface, round face and weak biting force, and decreased aggressiveness asso-
ciated with decreased cortisol level. These changes are collectively called “domes-
tication syndrome,” and a recent theoretical analysis proposed these may be due to 
delayed migration of neural crest cells during embryogenesis (Wilkins et al. 2014). 
This hypothesis states that the adrenal medulla (that secrets hormones related with 
stress coping), pigmentation cells, and jawbones are all descended from neural crest 
cells produced during embryogenesis. By selecting tame individuals, humans may 
have been selecting individuals with slower migration of these neural crest cells.

Because Bengalese finches originated from white-rumped munias imported from 
China some 250 years ago, there should have been selection for tameness that secured 
survival during the course of long travel. Munias were initially used as foster parents 
for foreign birds, and this required further tameness and forbearance, and aggressive 
individuals would have been removed from the stock. Parenting in a small cage requires 
stress tolerance, and levels of stress hormones needed to decline. These requirements 
probably led to selection for the delayed migration of neural crest cells, which resulted 
in an overall white appearance and tameness in domesticated Bengalese finches.

To examine whether the neural crest hypothesis of domestication syndrome 
(Wilkins et  al. 2014) applies to Bengalese finches, we examined several socio- 
emotional factors in Bengalese finches and, when possible, compared them with 
white-rumped munias. Biting force was examined in both strains by holding the 
bird and challenging it with a stick equipped with a piezo-electric sensor (Suzuki 
et al., unpublished). Munias bit twice as often, and the biting force was twice as 
strong as for the Bengalese finches. This showed that Bengalese finches are less 
aggressive and their bill muscles are less developed. Fearfulness was examined by 
a tonic-immobility test (Suzuki et al. 2013). The bird was held on its back for 15 s 
and then released. The time to move and the time to fly away were measured. White- 
rumped munias took three times as long as Bengalese finches to fly away. Results 
indicated that Bengalese are less fearful than munias. Lastly, fecal corticosterone 
level was measured in both strains of birds. Bengalese showed corticosterone levels 
half that of munias, indicating lower stress levels in domesticated Bengalese finches 
(Suzuki et al. 2012).
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These results are consistent with the neural crest hypothesis and further explain 
some other data. For example, we found that in a free-flight cage, Bengalese chicks 
learned songs not only from their fathers but also from other males (Takahasi et al. 
2010). A similar experiment was conducted with munias, but they only learned 
from their fathers (Kagawa et al., unpublished data). This may, in part, be due to 
decreased fearfulness and increased tameness in Bengalese finches. Furthermore, 
the smaller neural structure in munias than in Bengalese might be explained by the 
decreased corticosterone level in Bengalese finches. Mineralo- and gluco-corticos-
terone receptors coexist in the HVC (the brain region necessary to learn song) of 
Bengalese finches. It is known in rodents that with a higher degree of corticoste-
rone level, these receptors function to suppress neural growth (Abdanipour et al. 
2015). Similar mechanisms might be functioning in the brains of Bengalese and 
munias, resulting in more developed neural tissues in Bengalese finches.

It is well accepted that hominoids “domesticated” themselves over millions of 
years (Wells et al. 2009), and the process of domestication included the selection of 
calm, sociable individuals to enable group living and strengthen collaborative activ-
ities. By protecting themselves from predators, hominoids could have spared more 
energy for sexual rituals (Miller 2000). Vocal plasticity might be a feature that is 
either sexually selected or that evolved through relaxation (Wells et al. 2009). Vocal 
plasticity prepared a behavioral vehicle on which thought could be organized. Like 
many domesticated animals, some of these traits might be related to the cells 
descended from the neural crest (Wilkins et al. 2014).

10.5  Emergence of Speech

Here my challenge is to place the emergence of human speech in a continuous evo-
lutionary line with the emergence of songs and evolution of song complexity in 
nonhuman animals. Earlier, I raised two hypotheses in relation to this: the infantile 
mimicry hypothesis and the predator repelling hypothesis. Both have pros and cons, 
but both could account for the emergence of song-like vocalizations in humans. 
However, it still remains puzzling that humans are the only primate to have learned 
songs. To demonstrate the continuum of development with other primates, I will 
first examine songlike behavior in nonhuman primate, and then, I will propose a 
hypothesis related to the emergence of speech out of songs.

10.5.1  Gibbon Songs and Gelada Lip-Smacking

Gibbons are one of the five ape groups including humans, chimpanzees, goril-
las, and orangutans. Gibbons, because they are not great apes, are the most 
distant from humans among apes. Gibbons do have song-like vocalizations 
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(Geissmann 2002) but they are not learned, as indicated by cross-fostering stud-
ies (Merker and Cox 1999). Nevertheless, gibbon songs are quite diverse (Clarke 
et al. 2006) and not only used in a mating context but also in many other social 
contexts (Inoue et  al. 2012). In Muller’s gibbons, male calls consist of two 
simple types: a frequency modulated “wa” call and a constant “o” call. 
Combinations of these calls and behavioral contexts were correlated, meaning 
that gibbons might exchange contextual information via the combination of 
calls.

The gelada is a species of primate with a rich vocal repertoire. They also 
make a facial expression with lip-smacking of 3–8 Hz used as an affiliative sig-
nal. On some occasions, their lip-smacking is presented with vocal sounds, 
making this behavior highly similar to human speech production (Bergman 
2013). Other primates including macaques also show lip-smacking, and this 
behavior might be one of the precursors to human speech (Ghazanfar et  al. 
2012).

Both of these behaviors, if combined with the bird-like ability of vocal learning, 
would provide a basis for the emergence of human speech. In the next section, I will 
advance a hypothesis based on the assumption that protohumans were singing and 
vocal-learning primates.

10.5.2  Mutual Segmentation Hypothesis

How might song-like behavior in some primate species be connected with speech in 
humans? We proposed a conceptual model for this process (Merker and Okanoya 
2007). In our model, each behavioral context is denoted by a particular song in a 
protohuman society. Consider the hypothesis that prior to language, protohumans 
developed singing behavior associated with several social contexts. If songs became 
a learned property as they are in some species of birds and whales, a phrase of syl-
lables may be shared by more than one song. Then, likewise, parts of behavioral 
contexts in which a song is sung may also be shared by more than one song. For 
example, a song sung when hunting (song H) and a song sung when dining (song D) 
might have shared the same phrase h&d. Furthermore, song H and song D shared 
the context of doing something together. After a while, by singing the shared phrase 
h&d, the singer could have specified the context of “let’s do that together.” By 
repeating this process, holistic songs might have been decomposed into specific 
phrases and these phrases might have become proto-words. I call this the mutual 
segmentation hypothesis of song phrases and song contexts (Merker and Okanoya 
2007; Okanoya and Merker 2007) (Fig. 10.3). Once the process of mutual segmen-
tation started and segmented short utterances became associated with segmented 
restricted contexts, rudimentary forms of speech communication could have started. 
After this, nonbiological, cultural processes could then regulate the emergence of 
syntactical structures.
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10.5.3  Neural Substrates of the Mutual Segmentation 
Hypothesis

For the above process to function, it is important to demonstrate that the faculty of 
segmentation is widespread and supported by a general neural mechanism among 
vertebrates. We showed this by observations of natural song learning in Bengalese 
finches (Takahasi et  al. 2010) and by electroencephalogram recording in human 
neonates (Kudo et al. 2011).

Eleven male and ten female adult Bengalese finches were kept in a large aviary 
with 11 pot-nests attached for breeding. Thirty-two male chicks were born and 
reared in that environment and the resulting songs were compared with those of 
adult males. Male chicks learned, on average, from two male tutors by segmenting 
parts of tutor songs and putting the segmented parts together to yield individually 
distinctive songs. Transition probabilities from one song note to another were 
among the cues for segmentation: birds segmented where the probability was low. 
Another cue was inter-note interval: birds segmented parts where inter-note inter-
vals were longer. Looking from the other side, birds were chunking song notes 
based on higher transition probabilities and shorter inter-note intervals. In adult 
Bengalese finches, lesioning the premotor area or the basal ganglia (Okanoya 2004) 
resulted in changes in song sequence, suggesting that these areas are involved in 
statistical segmentations.

Electroencephalograms were recorded from human neonates within 72  h of 
birth. We played tone sequences that were statistically organized so that four triplets 
each lasted 550 ms were played in random order without inter-triplet spaces. Event- 
related potentials (ERP) were obtained from the medial-frontally placed electrode 
(FCz). After exposed to the triplet-tone sequences repeatedly for 5 min, only the 
first sound of the triplet evoked a significantly strong positive response, suggesting 

Context H
(Hunting)

Context D
(Dining)

Song H ….acghjkdefkpmtkditmzxw….

Song D …. pswtrdefkzcxmpx….

defk

= Let’s do
something together

Fig. 10.3 Mutual segmentation of song phrases and behavioral contexts. When two songs had a 
common phrase and contexts under which songs were sung had a common context, song (part) 
phrase and (part) context are mutually segmented and associated. The segmented very short song 
phrase came to denote the segmented specific context
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that the neonates were segmenting the triplets based on transition probabilities. The 
same ERPs were recorded from adult participants and we were able to show the 
N400 associated with the first sound of the triplets again suggesting that participants 
were segmenting the stimulus stream based on transition probabilities (Abla et al. 
2008). Further studies of adult participants using functional magnetic resonance 
imaging suggested that the basal ganglia were activated during the initial phase of 
statistical learning, but in the later phase, the premotor areas were activated (Katahira 
et al. unpublished).

Results in birds, human adults, and newborns all suggest that the premotor area 
and the basal ganglia are involved in segmentation and chunking of sound sequences. 
Since these areas are common in the vertebrate brain, the faculty for sequence seg-
mentation/chunking must be also general in vertebrates. Thus, segmentation and 
chunking, which are basic faculties to produce sequential complexity, are shared by 
a wide range of animals. Based on this system, sexual selection of sequential signals 
in birds and perhaps in humans produced signal complexity on which thought could 
be implemented.

For mutual segmentation to occur, we need also to prepare contextual segmenta-
tion. We routinely segment behavioral contexts based on multiple environmental 
and internal cues and this would be a rudimentary form of semantics. A somewhat 
simpler example is spatial navigation. The idea that the hippocampus may function 
as a spatial map was first presented by O’Keefe and Dostrovsky (1971) with some 
experimental evidence. When a rat navigates a novel environment freely, a particu-
lar neuron in the hippocampus fires when the rat is exploiting a particular part of the 
environment. This finding was later expanded to include modeling research.

In general, it was shown that with Hebbian learning and lateral inhibition, a net-
work of suitably interconnected neurons begins to fire when a specific class of 
inputs is present. Such a network can establish attractor dynamics and several attrac-
tors can specify environmental locations. Not only that, since the hippocampus 
receives sensory, emotional, and reinforcement information from different brain 
areas, this structure is suitable for segmenting a multidimensional behavioral con-
text (Gluck and Myers 1993). In fact, an experiment by O’Keefe’s group showed 
that these cells not only respond to specific locations but also begin to behave as 
attractors for specific environmental shapes (Wills et  al. 2005). This is in good 
agreement with our current hypothesis that the hippocampus could function as a 
bottom-up categorizer for behavioral contexts in general. In common with many 
other learning networks, such a categorizing network will show the capacity for 
generalization (Ghirlanda and Enquist 2003), supplying the other essential prereq-
uisite for the type of historical structural transformation.

While the hippocampus functions as a bottom-up categorizer, top-down effects 
are probably governed by the prefrontal cortex. While the learning rate of the neo-
cortex is slow, the hippocampus learns rapidly based on concurrent, local, and time- 
limited information (O’Reilly and Rudy 2000). Thus, the hippocampus can segment 
contextual parameters quickly, and the result of segmentation is tested by statistical 
or rule-based prediction by the prefrontal cortex. The amygdala, another limbic 
structure, might also function in segmentation of emotional contexts (Fenker et al. 
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2005).This is similar to the case of string segmentation in which basal ganglia give 
rise to short-term statistics of ongoing stimuli; the prefrontal cortex is more likely to 
function at a slower rate with a longer time constant (Fig. 10.4).

10.6  Specificity of Linguistic Communication

As explained, I hypothesize proto-speech emerged by the process of mutual segmen-
tation of song string and behavioral contexts (Merker and Okanoya 2007; Okanoya 
and Merker 2007). After speech gained the combinatory property by which new 
expressions became possible, the speech signal could now point to non- existing or 
imaginary entities. This was the beginning of imagination. By freely combining con-
cepts that were not associated, humans came to develop their imagination and creative 
thinking. However, at the same time, this was the start of manipulative communica-
tion, because with language, anything could be expressed without grounding that with 
the trait of the speaker. This also made language a dishonest signal in the sense of 
signal honesty in evolutionary biology (Bradbury and Vehrencamp 2012). Nevertheless, 
humans continued using language once it was evolutionarily acquired. Why is this so?

10.6.1  Speech: Honest and Dishonest Components

One of the reasons why language, a dishonest signal, survived could be because 
language as expressed speech has multiple components. Speech is vocal behavior 
used in face-to-face contexts. This means that speech, in its original mode, is used 

(Pre-) frontal areas

Basal ganglia Hippocampus/
amygdala

String segmentation Context segmentation

Statistical/rule based prediction

Local/short-term prediction

Fig. 10.4 Neural substrate for mutual segmentation. For song string segmentation, the loop struc-
ture between the prefrontal cortex and the basal ganglia is functioning. For context segmentation, 
the loop structure between the prefrontal cortex and the hippocampus and amygdala are function-
ing. From the prefrontal cortex, statistical or rule-based prediction of what is coming next is pro-
vided, while from the basal ganglia and the limbic area local and short-term prediction is 
provided
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in real time, in proximity, and with visual information. Speech behavior includes 
emotional information such as prosody, facial expression, and bodily movement. 
This emotional information mostly consists of honest signals, because they cannot 
be manipulated intentionally (Zuckerman et al. 1979). At the same time, of course, 
the content of speech is editable information. In face-to-face communication, if the 
speech content contained false information intentionally, prosodic or facial emotion 
would convey that the content was not true. Honesty of speech content was thus 
guaranteed by honesty of speech behavior (Fig. 10.5). In this way, human speech 
was used and evolved as a useful tool to accumulate knowledge.

10.6.2  The Future of Human Communication

The above scenario might account for the evolution of speech up to the invention of 
telecommunication. As electrical devices for telecommunication advanced, the 
face-to-face mode of speech communication started to lose its position as the pri-
mary mode of communication (Fig. 10.6). In modern society, a great deal of work 
is done through telecommunication devices in which most of the information is text 
based. We examined how emotional content could be transmitted in telecommuni-
cation devices and found that the sense of emotion transmission is very low in text-
based communication (Arimoto and Okanoya 2015).

Although text-based communication is efficient in terms of time, cost, and accu-
racy of both parties, it lacks the signal honesty necessary for fruitful communica-
tion. Additionally, since devices develop much more quickly than one generation of 
humans, different generations are imprinted with different means of information 
transfer (Kelly 2016). This creates difficulties in developing mutual understanding 
between generations, and long-lasting traditions of respecting elders for their expe-
riences are no longer considered valid (i.e., not efficient). Most current social prob-
lems are rooted in these simple facts. Now is the time to consider how we should 
design future means of communication.

Speech behavior:
emotional information

prosody, face, movement

Speech content:
editable

information 

Honest signals
that guarantee
speech content

Cumulative culture

Fig. 10.5 Speech content is supported by the honesty of speech behavior. See text for details
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10.7  Conclusion

In this chapter, I reviewed the literature on the evolution of acoustic communication 
in animals. I developed a set of hypotheses to account for the emergence of human 
speech and language in line with the evolution of animal communication. I found 
that a discontinuity occurred when humans started to use devices for telecommuni-
cation, since these remove emotional information supporting the honesty of linguis-
tic content. I considered that this might change the way humans use language.
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Chapter 11
Integration Hypothesis: A Parallel Model 
of Language Development in Evolution

Shigeru Miyagawa

Abstract There are generally two views of how language emerged in evolution: 
emergent and gradual. The emergent view holds that language appeared relatively 
rapidly within the last 100,000 years, possibly due to some minor mutation. The 
gradualist view postulates stages of “protolanguage” that began as a simple system 
that progressively developed into ever-complex systems until language as we know 
it emerged. The original protolanguage may have been singing, as Darwin conjec-
tured, or lexical in nature as proposed by a number of linguists. Human language is 
enormously rich and complex, which makes it difficult to imagine that all the com-
ponents of it emerged somehow out of the blue in recent evolutionary time, yet there 
is no evidence for such a system earlier in evolution. The Integration Hypothesis 
holds that language is an integration of two independently occurring systems in 
nature that underlie communication. One system, exemplified by the alarm calls of 
primates, is the lexical system, which is composed of isolated units of utterance that 
typically have a specific referent, such as “leopard,” “snake,” and “eagle,” we see in 
the calls of vervet monkeys. The expression system, associated with birdsong, cre-
ates patterns without the use of lexical items. Each system has developed over a 
long span of time, millions and possibly hundreds of millions of years. At some 
point in recent evolutionary time, the two systems, L and E, integrated uniquely in 
humans to give rise to language, which gives the appearance of rapid emergence. 
I will speculate on how the integration may have been triggered.
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11.1  Introduction

Language is a defining trait of who we are as human beings. We use it constantly 
and in many ways, it is fundamental to our unique successes as a species. How did 
human language emerge in evolution? Our best estimation is that it appeared within 
the past 100,000 years, before our ancestors started to migrate out of Africa into the 
Eurasian continent. Because language doesn’t fossilize, we have no direct evidence 
for what precisely happened to give rise to language. One might wonder if it is even 
worth asking the question about language in evolution if we cannot come up with 
direct proof.

Indeed, back in 1866, the Linguistic Society of Paris banned all debate about 
evolution of language because of lack of empirical evidence. It isn’t suitable for 
serious study, they said. But we are in a very different world today, a world in which 
we know a great deal more about our brain and the brain of other animals, primate 
communication, birdsong, and, most importantly, human language, some or all of 
which will form a promising foundation for exploring the question of how language 
emerged in evolution.

The great amount of knowledge we have amassed over the past 150 years could 
help to solve many of the puzzles that form the mystery behind the emergence of 
language. But that is not the only reason why we should pursue this question. The 
emergence of language is one of the great mysteries of evolution and, some say, one 
of the hardest problems in science (Christiansen and Kirby 2003). This great mystery 
about language and the mind that produces it is all the more perplexing when we note 
there is an enormous gap between our closest relatives, primates like the chimpan-
zees and the bonobos, and humans in terms of our cognitive abilities. Our closest 
relatives don’t produce art, they don’t cook with fire, they don’t fight for ideals, and, 
of course, they don’t have language like we do. It is a trait unique to humans and not 
shared with other branches of the same monophyletic group (Tallerman and Gibson 
2012). Other members of the group do have modes of communication, but human 
language possesses richness and complexity far beyond anything else that we see in 
the animal kingdom. The mind that makes language possible is so much more power-
ful than what we see elsewhere in the animal world that Darwin himself commented, 
“the difference between the mind of the lowest man and that of the highest animal is 
immense” (Darwin 1871: 100). In a similar vein, Alfred Russel Wallace, a leading 
evolutionary thinker who was a contemporary of Darwin, noted that evolution should 
have endowed the humans with a brain a little better than that of an ape, yet what we 
ended up with is far more powerful than what a gradual evolutionary adaption would 
predict.

The problem of how language emerged in evolution is complex, just as complex 
as language itself. Not surprisingly, just as there is debate about every aspect of 
human language including its core function—is it primarily for internally represent-
ing thought, is it for communicating ideas and emotions externally, or is it for some 
other purpose?—there is debate about what evolutionary steps contributed to the 
development of human language. I will review some of the major proposals from 
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Darwin (1871) to more recent proposals by linguists, particularly by Bickerton 
(1990, 2000, 2014) and Jackendoff (1999, 2002), and an extension of it by Progovac 
(2010, 2015). I will argue that there are promising components to these proposals 
but also shortcomings. I will then present the Integration Hypothesis of language 
evolution (Miyagawa et al. 2013, 2014), which incorporates Darwin’s idea that lan-
guage began as song much like birdsong, and also the proposal by linguists that 
there was a phylogenetic precursor of language, commonly referred to as “protolan-
guage” (e.g., Hewes 1973). An important question that has been posed about lan-
guage is how quickly did it emerge? Was it gradual, traversing through possibly 
many stages of protolanguage before arriving at language as we know it today? This 
is the so-called gradualist view, and it has many prominent proponents (e.g., 
Bickerton 1990, 1995, 1998, 2000, 2014; Pinker and Bloom 1990; Newmeyer 1991, 
1998; Pinker 1994; Jackendoff 1999, 2002; Tallerman 2007; Hurford 2012; 
Progovac 2006, 2008, 2009, 2010, 2012, 2015; Progovac and Locke 2009). Or did 
the essence of today’s language form rapidly? This is the so-called emergent view 
(Berwick 1998; Hauser et al. 2002; Chomsky 2005, 2008, 2010, 2012, 2013, 2017; 
Berwick and Chomsky 2011; Di Sciullo 2011, 2013, 2014; Bolhuis et  al. 2014; 
Miyagawa et al. 2013, 2014; Nóbrega and Miyagawa 2015). The rapid-development 
hypothesis comes in two versions, the better known being that something happened, 
possibly a mutation, that led to a rapid emergence of language where nothing like it 
existed before (e.g., Berwick and Chomsky 2011). The other view is that language 
arose rapidly from integrating preadapted systems that existed independently in 
nature (Miyagawa et al. 2013, 2014). The latter is the Integration Hypothesis, which 
I will take up to show its advantages and also a shortcoming, a shortcoming shared 
with the gradualist view proposed by Bickerton, Jackendoff, and Progovac. I will 
speculate on a possible solution to the problem, which will allow us to utilize 
Darwin’s “song” idea and combine it with the proposals by linguists that are based 
on a sophisticated knowledge of human language.

11.2  Did Protolanguage Exist?

Homo sapiens emerged in Africa some 200,000 years ago, and their brain continued 
to evolve. It was perhaps some 60,000–100,000 years ago that a number of things 
appeared that demonstrate enhanced cognitive capability, including refined tools, 
carved and painted art, and sophisticated weapons. It isn’t clear whether language 
emerged concurrent with these other achievements of high-order cognitive capabil-
ity, but certainly language requires immense cognitive capability that is consistent 
with these other achievements of the Homo sapiens. Another piece of evidence for 
when language emerged is the discovery of the so-called ochres in the Blombos 
Caves in South Africa. Ochre is an iron-rich mineral, and more than 8000 pieces of 
ochre-like material have been found in the Blombos Caves, and they have been 
dated back to 75,000–100,000 years ago. Some, like this one, have engravings and 
incisions (Fig. 11.1).
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Though some have questioned it, Tattersall (2009) and others have argued that 
these patterns represent early abstract or symbolic depiction, possibly similar to 
language. It is certainly within the approximate time span when it is believed that 
human language arose.

Although there is disagreement on just about every aspect of human language, 
one point that would be difficult to deny is that it is an enormously complex system 
composed of a countless number of elements—sounds, words and subwords, syn-
tax, and meaning. Given this complexity, it would be natural to posit that human 
language must have developed gradually from an earlier, simpler protolanguage 
system. I will briefly review two proposals for protolanguage, the song protolan-
guage of Darwin (1859, 1871) and the lexical protolanguage of Bickerton, extended 
by Jackendoff. For other proposals, see Fitch (2010), who gives an excellent sum-
mary and critique of the major protolanguage proposals. For the development of 
cognition in Homo sapiens, see, for example, Mithen (2014).

11.2.1  Song Protolanguage

Darwin (1859, 1871) was the first to note that there may be a connection between 
birdsong and language; he described it as the “nearest analogy to language.” In the 
same way that humans have an instinct to speak, songbirds have an instinct to sing, 
and just as language is learned, so are birdsongs learned, in both cases the learning 
process opening up the possibility of variety, as in dialects in both human language 
and birdsong. In both language and birdsong, there is a stage of acquisition that 
precedes mastery; in humans this stage is infant babbling, and in juvenile birds, it is 
the singing of “subsongs.” On the last point of acquisition, recent studies show a 
surprising parallel between language and birdsong beyond simply sharing a premas-
tery stage. A birdsong, such as that of zebra finch, is composed of notes that are 
combined to form syllables and syllables combined to form motifs, which are then 
combined to form a complete song. Liu et al. (2004) identified two learning styles, 
the “serial repetition” strategy and the “motif” strategy. For a juvenile bird that 
adopts the serial repetition strategy, an approximation to one syllable of the model 
is repeated many times, and because the unit of repetition is small, each syllable is 
clearly articulated. In the motif strategy, the juvenile bird adopts a global imitation 
of its father’s song (only males sing), and because the unit of repetition is larger, the 
articulation is noisy and imprecise. The following spectrograms show the striking 

Fig. 11.1 Ochres from the 
Blombos Caves 
(Evolutionary Studies 
Institute University of the 
Witwatersrand)
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difference in these two strategies among two groups of 41-day-old zebra finch juve-
nile males (Fig. 11.2).

In the upper half, we see three spectrograms of juveniles that adopt the serial 
repetition strategy, with each syllable clearly sung. In the bottom half are spectro-
grams of juveniles with motif strategy; given the larger unit being sung, the overall 
song lacks the precision of the other strategy. Regardless of the strategy that a juve-
nile adopts, by the time it matures, it is able to sing the song perfectly. As it turns 
out, the two strategies for acquisition are also found in human language acquisition. 
O’Grady (2005) (see also Lipkind et al. 2013) points out that a human infant may 
adopt one of two styles of learning: the “analytic” style, which focuses on breaking 
speech into its smallest component parts to produce short, clearly articulated, one- 
word utterances in the early stages and the gestal style, in which the infant memo-
rizes and produces relatively large chunks of speech that are often poorly articulated 
that correspond to entire sequences of words in the adult language. Just as with 
songbirds, the human infant, regardless of the style of acquisition it adopts, ulti-
mately acquires the language perfectly.

11.2.2  Lexical Protolanguage

One idea that a number of linguists have suggested is that before human language 
became the full-fledged system that we are familiar with, it went through a simpler 
linguistic stage, what Fitch (2010) calls “lexical” protolanguage.1 According to 
Bickerton (1990, 2000, 2014), this earlier stage was composed typically of a simple 

1 “Lexical protolanguage” is called by some as “compositional protolanguage” (e.g., Tallerman and 
Gibson 2012).
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Fig. 11.2 Serial repetition and motif strategies of song learning (Liu et al. 2004)
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utterance that had no structure. One way to think about this, as Jackendoff (1999) 
suggests, is that protolanguage was today’s language minus syntax, a point also sug-
gested by Bickerton (1990). So, it is just made up of words. In other words, for lin-
guists such as Bickerton and Jackendoff, protolanguage was the capacity to use 
unstructured symbolic units. How did such a system arise, if, indeed, it did exist? 
Bickerton (2014) suggests that one possibility for the emergence of such a system of 
communication is to convey the location of a dead prey in scavenging. This was a 
time when our ancestors were hunter-gatherers. Why would our scavenging ances-
tors require such a system? It is surmised that this system allowed the hunter- 
gatherers to communicate the location of dead prey at a distance. To be successful in 
claiming the dead prey from competitors, these prehumans had to recruit members 
of their community in large number and communicate to these members the location 
of the prey and some idea of its size and the desirability of being able to claim it. This 
requires displacement, which is the ability to communicate about things that are not 
in the immediate vicinity of the speaker-hearer. Human language is adept at dis-
placement, so are the systems employed by honeybees and ants for similar resource-
locating purposes. The idea is that, in humans, protolanguage emerged to make 
displacement possible. This is an intriguing idea. Did language actually go through 
such a protolanguage stage? It is hard to say, of course, because it happened so long 
ago. We will return to both the song and lexical protolanguages later in the chapter.

11.3  Both Gradual and Rapid

The gradualist viewpoint based on protolanguage makes sense if one were only 
focused on language and how it may have evolved over time. Given the complexity 
of human language, it would be reasonable to assume that this complex system 
began as a simpler mechanism that over a span of evolutionary time came to take on 
the kind of complexity and richness we are familiar with. But there is a crucial point 
here: evolution is about living organisms, but language is not a living organism. 
From this perspective, languages may change, but they don’t evolve (Chomsky 
2017).2 But clearly something happened in evolution to give rise to language. Was 
it an event, or series of events, that took place gradually over a long span of evolu-
tionary time, or was it fairly rapid in nature? My suggestion is that it was both. I 
begin with the gradualist part of my idea, leaving the rapid part until the next 
section.

The time span I have in mind for the gradual development needed for the even-
tual emergence of language is much longer than the evolutionary time implied in the 
various models of protolanguage. In fact, it is millions of years and, in one case, 
hundreds of millions of years. It is our brain that provides the cognitive capacity to 
produce language, and the brain we have inherited has been growing ever larger 

2 Chomsky makes the same point earlier, in a 2012 interview: http://www.phenomenologyand-
mind.eu/wp-content/uploads/2012/12/16_Intervista-CHOMSKY.pdf
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long before Homo sapiens appeared in Africa 200,000 years ago. Homo habilis, 
which appeared on the scene some two million years ago, started to show an increase 
in brain size (Deacon 1997). Why is this? Some attribute the growth in brain size to 
eating habits. The two systems, or organs, that consume the most energy in our body 
are the digestive system and the brain. As our ancestors became adept at preparing 
food, including grinding it, and most importantly heating it with fire to soften it, less 
energy was needed for digestion, and the brain received the benefit of the excess 
energy and grew larger (Wrangham et al. 2000; Fonseca-Azevedo and Herculano- 
Houzel 2012).

The Homo sapiens brain is not just larger relative to the body size, but well devel-
oped in regions that contribute to higher-order cognitive functions such as the pre-
frontal cortex which is responsible for high-level cognitive activities.3 Language 
requires a number of special components in the brain and in our physiology for 
speech. Within the brain, two of several important centers for language are Broca’s 
area and Wernicke’s area. Both are located almost always on the left hemisphere. 
Broca’s area, located in the frontal lobe, supports speech production, while 
Wernicke’s area, in the superior temporal gyrus, supports speech perception. Both 
are needed for language. So the question is when did these regions of the brain 
develop? Did they develop around the time that language arose in evolution, 
100,000 years or so ago? There is evidence from study of skulls of Homo habilus 
and Homo erectus that these centers may have been around in the brains of our 
ancestors over a million years ago, long before language actually emerged (Tobias 
1998; Wynn 1998). In addition, there is evidence that homologues of these struc-
tures are present in some great ape brains today (Gannon et al. 1998; Cantalupo and 
Hopkins 2001) suggesting they may have developed over nine million years ago.

This idea that some of the key centers of the brain that support language have 
existed for several million years, maybe more, is part of a picture that is emerging 
recently about who we are. Although it was only recently in evolutionary time that we 
began to see evidence of high cognitive achievements, such as painted art, sophisti-
cated weapons, refined tools, and language, the brain circuits that make them possi-
ble apparently have been present much longer. In recent articles, it is pointed out that 
the human cortex, where higher-order cognitive computation is carried out, has simi-
lar cell types, patterns of wiring, and gene expression as other mammals (Calabrese 
and Woolley 2015; Harris 2015). Furthermore, the computations that these brain cir-
cuits make possible also occur in birds. It is as if there are only a limited number of 
brain microcircuit designs that nature came up with, and these circuits have been 
repurposed to make the higher-order cognitive achievements possible in humans.

Among the recent studies, one in particular has direct implication for Darwin’s 
song protolanguage in which he surmised that prehumans sang, and this ultimately 
led to language. Pfenning et al. (2014) look at vocal learning as reflected in regions 
of the brain of songbirds (zebra finch) and humans, and also birds that don’t sing 

3 Recent studies point more on expansion of the temporoparietal junction (e.g, Bruner and Iriki 
(2016)). Extending mind, visuospatial integration, and the evolution of the parietal lobes in the 
human genus. Quaternary International, 405, 98–110.
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(dove, quail), and a primate that doesn’t have language (macaque). Taking a compu-
tational approach, they screened gene expression databases from humans and vocal- 
learning birds as well as the nonvocal-learning birds and primate. Their study 
indicates molecularly analogous regions that are homologous for song and speech 
for vocal-learning birds and humans. They also demonstrate that nonvocal-learning 
birds and macaques do not share in any significant way these traits. The idea that 
humans and songbirds have homologous regions that are not found in non-singing 
birds and also in macaques raises an interesting question. Are these shared regions 
due to convergent evolution or to a common progenitor? Convergent evolutions are 
sometimes known to occur among unrelated living beings, as similar solutions may 
arise for similar problems (Gould 1976), as in the example of the emergence of the 
eye in unrelated organisms (Ogura et al. 2004; Fernald 2006). On the convergent 
evolution view, the shared regions are analogies of each other. The other possibility 
is that the regions with similar functions in vocal-learning birds and in humans 
descended from a common ancestor. Given that the ancestors of present-day birds 
and mammals split 300 million years ago (Benton 1990), this suggests that, on the 
common progenitor view, the genetic resources for singing in primates existed over 
300 million years ago. Darwin probably did not imagine that the song protolan-
guage stage lasted that long, and our ancestors may not have sung for all of that 
time, but just as we saw for Broca’s and Wernicke’s areas, what we see is that the 
genetic resources may have been present long before language emerged. On the 
convergent view, we are looking at a time depth of at least around nine million years 
if the existence of regions similar to the Broca’s and Wernicke’s areas in the brain of 
some great apes is an indication of the age of these regions. On the common progeni-
tor view, the brain centers for songbirds imply a much older evolutionary history.

But what does singing have to do with human language? While birds still sing 
today, we see on the primate side only four species that sing: titi monkeys, indris, tarsi-
ers, and gibbons. Of these four, gibbons are the only apes (Hylobatidae) and thus the 
most closely related to humans. Their songs have been studied for decades (Marshall 
and Marshall 1976; Haimoff 1984) but have only recently been compared to human 
language (Clarke et al. 2006). I will present a hypothesis for how language emerged in 
evolution that considers the system underlying singing to play a critical role, thus 
inheriting Darwin’s idea of a singing prehuman, and linking it to the regions of the 
brain for singing that may have existed for million years and perhaps for over 300 mil-
lion years.4

11.4  Basics of Human Language

According to the UNESCO report, Endangered Languages, there are approximately 
6000 languages in the world. Some may question this number as an underestima-
tion—for example, just in Papua New Guinea, we find 820 languages, and there are 

4 Samuels (2015) argues that songbirds have capacity to generate sound structure analogous to 
human language phonology.
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many other regions of the world that hold a large number of languages. The precise 
number is hard to pin down because sometimes it is difficult to distinguish between 
dialects and languages. However many languages there are, one thing is certain: 
every language has the function, as Darwin described it, to connect “definite sounds 
with definite ideas” (Darwin 1871: 54). How does language do this? In the linguis-
tics literature, the proposal is made that each sentence is composed of two layers of 
meaning, called “duality of semantics” (Chomsky 2005). We can use the following 
example to demonstrate this duality.

 Did You Eat Bread?

This sentence contains three content words, you, eat, and bread. These words may 
occur in a variety of contexts with a fixed meaning, such as I want you to eat bread, 
you shouldn’t eat bread, and you seem to eat bread everyday. This is the lexical 
layer, containing the meaning of individual words of a sentence. The sentence also 
contains the word did, a function word that has not just one, but two functions. By 
inflecting for tense, it indicates that the event represented in the sentence took place 
in the past, and by occurring at the head of the sentence, it signals that the sentence 
is interrogative in form. Tense and interrogative are two elements in the other layer 
of meaning, which I call the expression layer (Miyagawa 2010). The expression 
layer constitutes a chunk of the expression, typically a sentence, and its purpose is 
to give shape to the expression, such as interrogative, and any meaning that is asso-
ciated with the entire expression, such as tense. This is in sharp contrast to the lexi-
cal layer, in which the meaning is represented at strictly the local level of each 
individual word. The two layers of meaning differ in two other significant ways. The 
lexical layer is composed of content words, and an adult English speaker knows 
around 60,000 such words. In contrast, the expression layer is composed of function 
words, and these number in the single digits to less than 15 depending on the theory 
one adopts. Also, the words of the lexical layer connects to specific meaning, often, 
though not always, referring to an entity in the real word, such as table, school, and 
horse. The expression layer provides the shape of the utterance, and it commonly 
communicates the intention of the speaker, such as the intention to ask a question, 
make a statement, issue a command, and so forth (Austin 1962). The two layers of 
meaning are represented as follows for the earlier example.

11.4.1  Duality of Semantics (Chomsky 2005; Miyagawa 2010)

Expression structure
QUESTION

TENSE
Lexical structure

you  eat   bread  
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QUESTION indicates that the entire expression has the form of interrogative and 
represents the speaker’s intention to ask a question, while TENSE contributes to the 
overall expression by indicating the tense of the utterance. Each individual word in 
the lexical layer is represented in the lower structure.

In Miyagawa et al. (2013), I argued, based on the work of a number of linguists, 
that although the expression and lexical layers are intricately intertwined in human 
language, they can be viewed as separate components each with its own specific prop-
erties, as we saw. The two components are in fact so fundamentally different that it 
appears that they just happen to occur together in language, but they could just as well 
function as separate systems. In Miyagawa et al. (2013, 2014), I in fact propose that 
the two layers correspond to two distinct systems that occur independently in nature. 
I call it the Integration Hypothesis of language evolution because the two layers hap-
pened to get integrated uniquely in humans and gave rise to language as we know it 
today. By separating language into these two components, we are able to entertain a 
range of possibilities that are difficult to consider in the other proposals for language 
in evolution. Given the richness and complexity of human language, it is certainly 
challenging to imagine that it developed rapidly within the last 100,000 years, yet 
there is no evidence of language prior to that time, as far as we can see (e.g., Tattersall 
2016). How do we make sense of this enormously complex system that just “popped 
up” 100,000 years ago? By the Integration Hypothesis, the process of integration of 
the two independent systems occurred in recent evolutionary time. But the two sys-
tems themselves are older, much older, their progenitors being millions or, in one case, 
possibly hundreds of million years old. Below, I turn to the Integration Hypothesis.

11.5  Lexical and Expression Layers: Separate Systems 
in Nature

If the two layers of language, lexical and expression, have correlates in independent 
systems in nature, what are these systems? The calls of monkeys and apes are a 
natural candidate for the lexical system. There is a large body of literature on this 
topic (Seed and Tomasello 2010), an earlier work of which is on the Kenyan vervet 
monkeys (Seyfarth et al. 1980), which possess alarm calls for pythons, eagles, and 
leopards. Sticking to these simplest lexically based systems, what we see is an 
uttered object that correlates with a particular real-world state of affairs. An impor-
tant point about this system is that each uttered object is coextensive with a real- 
world state (“holistic” in the sense of Wray 1998). A simple, and possibly a 
simple-minded, way to view this system is that it is a collection of vocal gestures 
that have a specific referent in the real world (Seyfarth and Cheney 1986; Miyagawa 
et al. 2013). It is a “pure” L(exical) system in that each unit is an isolated entity with 
a definite “meaning.” The lexical protolanguage view points to this L system in our 
ancestors as forming the progenitors to language.5

5 Although I consider the L system to consist of independent vocal gestures, there are studies that 
suggest that primates can use multiple calls to construe novel meaning (Dessalles 2007; Arnold 
and Zuberbühler 2006; Quattara et al. 2009).
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Miyagawa et al. (2013, 2014) link the E(xpression) layer of human language to 
the system underlying birdsong.6 As Darwin first noted, there is a list of striking 
resemblances between birdsong and language, a list to which we can also add: a 
need for external input, sensitive developmental periods ending at sexual maturity, 
and hemispheric lateralization; and motor-auditory rehearsal systems (Bolhuis et al. 
2010). There is one striking difference: lexical items in the sense of human language 
are absent from every variety of birdsong that has been studied, so that a birdsong 
appears to be a phonological syntax without a lexicon (Marler 2000). Every bird-
song is a system that generates particular patterns, as in the case of the well-studied 
song of the zebra finch, which has a highly restricted set of “notes” that combine to 
form syllables, and syllables into motifs, and motifs into a complete song “bouts” 
(Berwick et al. 2011) (Fig. 11.3).

The zebra finch song is one of the simplest; other vocal-learning bird species 
possess more complex patterns with branches, loops, and repetitions (Berwick et al. 
2011) (Fig. 11.4).

A unique property of human language is that a regular grammar (type 3) is 
inadequate for modeling it (Chomsky 1956). But this is not the case for the two 
proposed antecedents of human language. The lexical systems that employ iso-
lated uttered units that correlate with real-world references, such as the alarm 
calls of vervet monkeys, are clearly couched in a simple regular grammar. The 
other layer, the expression layer, finds its antecedent in the kind of system under-
lying birdsong. Birdsongs have specific patterns, and these patterns can be com-
plex, as in the example of the Bengalese finch, which loops back to various 
positions in the song and leads to considerable variation (Fig. 11.4). Nevertheless, 
all known birdsongs can be described as a k-reversible finite-state automaton, a 
form of regular grammar (Berwick et al. 2011); for example, we do not see center 
embedding, which was an example Chomsky used to prove the inadequacy of 
regular grammar for describing human language. While suggestions have been 

6 See Okanoya (2002) for an earlier proposal that links birdsong syntax and human language.
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Fig. 11.3 The song of zebra finch (Berwick et al. 2011)
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made that certain bird species can acquire recursive syntactic structures reminis-
cent of human language either through conditioning (Gentner et  al. 2006) or 
spontaneously (Abe and Watanabe 2011), these results remain controversial 
(Beckers et al. 2012) and unconfirmed.

The Integration Hypothesis proposes that these two major systems in nature that 
underlie communication, L(exical) and E(xpression), integrated uniquely in humans 
to give rise to language. One challenge to the Integration Hypothesis is that, as 
noted above, contemporary languages are known to be based on a system more 
powerful than a regular grammar. As evidence for the Integration Hypothesis, in 
Miyagawa et al. (2013, 2014), we demonstrate that when we consider the two com-
ponents of contemporary languages separately, L and E, each component may be 
characterized by a regular grammar, thus reflecting their antecedents in nature. It is 
only when the two systems integrated that gave rise to a system more powerful than 
what we see elsewhere in the animal kingdom.

Let us begin with the L layer. A trait of L units is that they don’t combine directly, 
just as the discrete units of the vervet alarm calls do not combine to form new calls 
(Miyagawa et al. 2013).

To make these combinations possible, something from the E layer must inter-
vene: the D(eterminer) represented by apostrophe ‘s (John’s book), the copula 
that carries tense, an E layer phenomenon (book is long), and to, which helps to 
form the E layer of a clause (I want to eat pizza). Later, we will look at com-
pounds, which ostensibly pose a challenge to this view that L units do not directly 
combine (Fig. 11.5).

To see the regular-grammar status of the E layer of human language, let us begin 
with a unique feature of human language not seen in other systems in the animal 
world, the feature commonly called “labeling” (Chomsky 1995). Given a word, its 
lexical category (noun, verb, etc.) forms the “label” of the larger phrase that con-
tains it. For example, for the pair eat and bread, the verb eat labels the larger phrase, 
eat bread, as a V(erb), forming a verb phrase.

ab

ab

fg

ab

cde
0 1 2 3

Fig. 11.4 Bengalese finch (Okanoya 2004)

Fig. 11.5 Impossible Lexical Structures
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This property of labeling gives human language its unique ability to form hierar-
chical structures (Chomsky 1995, 2008; Hornstein 2009) and gives human syntactic 
structure the property of “discrete infinity” (Chomsky 2000) through recursively 
merging and labeling structures. However, as noted in Miyagawa et al. (2013), there 
is a severe limitation on the depth of the hierarchy when we isolate structures in the 
E layer. As we saw earlier, the E layer can contain tense; there is a second item, 
conventionally labeled “C(omplementizer)” that contains a range of expressive 
phrases such as Q(uestion), F(ocus), and so forth (Fig. 11.6).

C and T are the two most frequently cited labels within the E layer. Strikingly, 
these labels cannot occur as hierarchical structures of arbitrary depth; rather the 
CP-TP structure can only be one layer deep, a limitation consistent with the E layer 
being characterizable as a regular grammar (Fig. 11.7).

The limitation is that the E layer is restricted to a depth-one hierarchical struc-
ture, similar to the systems we see in the Bengalese finch and nightingale songs.7 
This suggests that the E layer of human language closely reflects the birdsong struc-
ture, a system of regular grammar. While there are theories of linguistics that posit 
multilayer within E (Rizzi 1997), there are alternatives that do not assume such a 
multilayer (e.g., Miyagawa 2010) (Fig. 11.8).8

7 Arsenijevic and Hinzen (2012) also notice this limitation in the E layer and attribute this limita-
tion to meaning. We believe that characterizing this limitation in terms of finite-state grammar 
captures the restriction, which we believe holds all kinds of E layers and not just the CP-TP struc-
ture, which is what Arsenijevic and Hinzen account for.
8 Tallerman (2016) criticizes the idea that the expressive layer of human language parallels the 
structure of birdsong. She points out that while the elements of birdsongs always occur in an 
ordered sequence, in human language elements may undergo permutations—movement as called 
in linguistics—that alter the ordering sequence of items. This criticism is based on a fundamental 
misunderstanding of the expressive layer. As noted in Miyagawa et al. (2013, 2014), an operation 
such as movement is only possible after the two layers, E and L, integrated. The point is quite 
simple: what is moved are words in phrases; hence L as well as E must be involved. Tallerman 
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11.6  Progenitors of Human Language

The previous proposals about how human language developed all have some “begin-
ning” that is a simpler stage of today’s language, and through a progression of 
stages, each more complex than the earlier one, we arrive at today’s human lan-
guage. For example, and as already mentioned, lexical protolanguage, proposed by 
linguists (e.g., Bickerton 1990, 2000, 2014; Jackendoff 1999, 2002), views human 
language as having undergone a sequence of stages, from a one-word stage to a 
more complex system of expression; in the case of Jackendoff, and more recently 
Progovac (Progovac and Locke 2009; Progovac 2012, 2015), this second stage is 
characterized by the combination of single words into compounds through a rudi-
mentary recursive n-ary operation that generates flat structures (Progovac and Locke 
2009; Progovac 2012, 2015). Once equipped with this protolanguage that can form 
a two-word sequence, a primate’s brain becomes ready at some point to create struc-
tures that ultimately lead to sentence formation. Why did syntax emerge? If it is the 
case that in protolanguage, any two words could be strung together, there would be 
no structure to define the relationship between the two words, so that there is a great 
deal of burden on the context to give meaning to the combination. For example, if 
one combines child and picture, as child-picture, we cannot tell if this means a pic-
ture drawn by a child, a picture that depicts a child, a picture for children, and so 
forth. One way to think about the reason why the protolanguage developed structure 
is to clearly mark the relationship between the combined items (Jackendoff 1999). 
This reduces burden on the brain to compute the meaning. From this, the system 
could have developed structures that define such relationships as modifier modified 
as in blue sky; verb complement, such as eat bread; and an agent of an act, such as 
horse rider. Linguists such as Jackendoff and Progovac point to the existence of 
certain compounds (daredevil) in contemporary languages as living fossils of an 
earlier, non-syntax stage of language.

incorrectly notes that movement is strictly handled by the E component. Rather, a nonfinite-state 
operation such as movement does not occur in E layer in isolation, but is the outcome of integration 
(Miyagawa et al. 2013, 2014).

Fig. 11.8 An Impossible E layer Structure CP

TP

TP

CPT

C

C

*

 

S. Miyagawa



239

Let us consider the lexical protolanguage proposal by looking at the most recent 
work on the topic—Progovac (2015). This work, by a scholar well versed in modern 
linguistic theory and with the major literature on evolution, has amassed together 
considerable data from contemporary languages to argue that from its initial one- 
word stage, language evolved through progressively complex stages. A unique fea-
ture of this work is that Progovac specifically argues that each of these stages reflects 
the syntactic structure postulated in the modern linguistic theory called minimalism 
(e.g., Chomsky 1995). Thus, from a one-word stage, language evolved into a two- 
word stage, and eventually it evolved to stages that progressively took on layers of 
functional structures, as in vP > TP > CP. Her interesting claim is that we find each 
of these stages as living fossils or in some related form in contemporary languages. 
Whether one agrees with her conclusion or not, the extensive data she presents is 
fascinating in and of themselves; I found particularly interesting the numerous 
“exocentric” compounds in Chap. 6 from Serbian and other languages. Independent 
of issues of language in evolution, these data, and other data in other chapters, pres-
ent a body of empirical material for carrying out research on topics such as com-
pounding and phrase structure. Progovac also presents the core of the recent 
linguistic theory (e.g., Chomsky 1995) in a way that is comprehensible to nonlin-
guists, which is a valuable service to the field.

There are some issues with her work. Progovac considers the emergence of lan-
guage as an evolutionary process, but as already noted, living entities evolve, and 
language is not a biological entity. It is telling that all the examples Progovac gives 
as examples of evolutionary change are biological in nature except language—lung-
fish, body hair, and the eye. So, if she is correct in her description of how language 
developed, one must wonder precisely what this development is telling us about the 
organism that produced each of these stages.

Furthermore, if we consider “one-word” and “two-word” systems, they are fun-
damentally different. In “one-word” systems, such as the vervet alarm calls and the 
emotional interjections in contemporary human languages (ouch, wow), the units 
do not combine with other units to form a new unit. This is because each unit of 
utterance is coextensive with the referent or the emotion it represents; since they 
don’t have any lexical category, these single units are better called “roots” (Nóbrega 
and Miyagawa 2015). It is simply not possible to combine the alarm calls such as 
leopard and eagle because each has an independent reference, and there is no sense 
in which one unit can combine with another unit to form a third unit with some 
other reference, unless these units undergo fundamental change. Same goes for 
human language interjections: there is no sense in which ouch and wow could com-
bine to give a third emotional interjection simply because each interjection is a fully 
independent and isolated unit of utterance that expresses a specific emotional state. 
In contemporary languages, combining words into compounds or sentences mini-
mally requires that each word (“root” to be more precise) be assigned a category 
(noun, verb, etc.), which automatically gives the word more structure than an 
unstructured “root” form of alarm calls or interjections; thus a word in a compound 
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is complex (see Di Sciullo 2011, 2013, 2014).9 As noted in Nóbrega and Miyagawa 
(2015), if one looks at compounds beyond those used as evidence for “living fos-
sils,” one finds structure that is just as complex as a full sentence, thereby question-
ing the idea that there was an unstructured two-word protolanguage stage. From this 
viewpoint, the four stages that Progovac suggests should be questioned (she refers 
to her proposal as a three-stage model, but I am including the “zero” stage as the 
first stage).

11.6.1  Four Stages of Language Evolution (Progovac 
2015: 15)

 (a) One-word stage
 (b) Paratactic stage: conjoin two words without creating hierarchy or headedness
 (c) Proto-coordination stage: emergence of “conjunction/linker” that provides 

“segmental glue to hold the utterance together” (p.  13), presumably making 
multiple-word utterances possible

 (d) Specific-functional category stage: “specific functional categories become 
available” (p. 13). “it is only at this stage that hierarchical structure, Move, and 
recursion become available.” (p. 14)

Based on what we have said, there are really only two crucial stages, the one- 
word stage, which is made up of isolated roots, and a stage that Progovac calls the 
“specific-functional category stage,” where “functional categories”—what I am 
calling the E system—become available. Once the E layer becomes associated with 
the isolated units of the L layer, combining the L units under Merge is possible, with 
labeling of the newly created structure. From this perspective, there would be no 
need to postulate the paratactic and proto-coordination stages. That also makes the 
picture simpler for creating multi-word expressions. Instead of having to postulate 
“proto-Merge” which presumably joined roots, and which arguably does not occur 
in contemporary languages (Di Sciullo 2013, 2014),10 we would simply need to 
postulate the same Merge that exits today that takes words associated with lexical 
category and other E properties.

Despite these issues, there are a number of points I agree with, including 
Progovac’s suggestion that the progenitors of human language may have been 
around millions of years ago. I will return to this point below.

Turning to Darwin, a crucial feature of his view of how language emerged is that 
he separates cognitive abilities from the initial emergence of language-like behav-
ior: “The mental powers in some early progenitor of man must have been more 
highly developed than in any existing ape, before even the most imperfect form of 

9 This is similar, and possibly the same, as the notion of “lexical envelop” that allows roots to merge 
with other “enveloped” units (Spelke 2003; Ott 2009; Boeckx 2011).
10 See Boeckx (2015) for an alternate view.
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speech could have come into use” (Darwin 1871: 57). The protolanguage Darwin 
conjectured is musical in nature, and involved singing with the intention, same as 
songbirds and gibbons, of courtship and territoriality. This eventually developed 
into a full-fledge language, according to him, through imitations aided by signs and 
gestures that became associated with definite meaning.11 Darwin goes on to add that 
the emergence of language aided in the further development of the mind, very much 
in the spirit of the German philosopher and linguist Wilhelm von Humboldt, whose 
work Darwin studied closely.

The idea that prehumans sang appears to be particularly plausible given the 
recent genetic finding that humans with their speech, and birds with their song, 
share regions that are homologous for speech and song (Pfenning 2014). Where 
Darwin’s conjecture becomes questionable is how could a musical system, which 
lacks lexical units, come to take on such units built into the song?

The Integration Hypothesis differs from all other hypotheses of language devel-
opment in that it does not postulate a singular “proto” system that developed pro-
gressively into ever-complex systems that ultimately ended up as language as we 
know it today. Any “proto” system runs into the kinds of problems I noted above. If 
one begins with a word (or more accurately, root, which has no structure), how does 
syntax develop out of it to make it possible to combine these words into two-word 
utterances and beyond to sentences? If one starts with a musical form of protolan-
guage, how do words get introduced into this system? What the Integration 
Hypothesis suggests is that the sources for words and syntax existed independently 
as the L system underlying alarm calls and similar modes of communication and the 
E system underlying birdsong (and possibly gibbon song). It is reasonable to assume 
that these two systems have been around for a long time, millions of years or even 
longer. At some point in recent evolutionary time, the two systems integrated 
uniquely in humans to give rise to a system that generates patterns as an E system 
and contain lexical items as an L system. Why this happened is not clear, but we 
could imagine some things that had to have happened to make this integration pos-
sible. As noted earlier, there is a fundamental difference between one-word and 
two-word systems. While a one-word utterance can be coextensive with the referent 
or an emotion, a two-word (or more) combination requires each word to be nonref-
erential—underspecified for meaning, in other words—so that the two can combine 
to form a novel utterance that has its own unique reference. This means that each 
word must have undergone some process of abstraction. Thus, in child-picture, 
child does not refer to a definite entity, but it is a kind of an entity that shares essen-
tial properties (human, youth, etc.). The same goes for picture. What could have 
shifted the isolated utterances of the L system into these abstract entities that can be 
combined into patterns furnished by the E system? It is not clear, but again, we can 
see what must have occurred: each item, as a process of abstraction, took on cate-
gory, such as noun, verb, and so forth. As a noun, for example, it no longer referred 
to a specific entity, but stood for a kind of an entity (bread). Furthermore, by taking 

11 See Jespersen (1922) for a different model of how song developed into language.
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on categorical identity, it is able to merge with another unit and, crucially, to label 
the newly formed unit (V label for {eat bread}).

What about the E system? Birdsong is a pure E system that generates finite-state 
patterns without any specific reference to entities in the real world. It is, as already 
noted, a phonological syntax without a lexicon (Marler 2000). Just as some change 
must have taken place to the L system, from its “one-word” units that are coextensive 
with the meaning they embody, the E system must have undergone some change to 
accommodate the members of the L system in order for integration to have taken 
place. What could that change be? One possibility is found in Darwin’s proposal of 
musical protolanguage. He conjectures that for the singing of prehumans to have 
transitioned to articulate language, they began to incorporate imitations of natural 
sounds that represented some entity, aided by gestures (Fitch 2010: 472), something 
also suggested by Farrar (1870) and Müller (1861). One way to think about this 
change is that the E system changed from a system of nonreferential patterns to one 
in which the patterns contained placeholders for items that refer to the real world. 
These placeholders are represented by things like imitation sounds, and imitation can 
represent an entity or an event. It then becomes natural to start inserting the members 
of the L system, which themselves have undergone change to be underspecified for 
meaning. If an underspecified root with the core meaning of dog is inserted into an 
“entity” (N) placeholder, it gets interpreted as DOG, but if it is inserted into the 
placeholder for an event (V), it is interpreted as HARASS.12 As these members of the 
L system began to combine within the E system, they start to build structure in the 
way that lexical protolanguage proponents such as Jackendoff have conjectured. One 
crucial difference is that the building blocks of the structure are furnished by the E 
system, which comes with a system to link nodes, hence a potential to build struc-
ture, as opposed to the proposal of the protolanguage proponents, who conjecture 
that the structure somehow arose directly from L combinations. For that to happen, 
something (structure) must emerge literally from nothing, something that isn’t out of 
the question in principle, but highly unlikely.

Once the integrated system achieves this state of having underspecified L units 
that can be inserted into the E system to take on category, we have the essence of the 
human language at work. The idea that human language emerged within the past 
100,000 years does not mean that all the pieces of language developed within this 
time frame. All the essential pieces have existed for millions of years and developed 
gradually over a long evolutionary time span, and what happened to give rise to lan-
guage was that these independently developed pieces integrated uniquely in humans 
to give rise to the kind of rich and complex system we know to be language. This 
gives the appearance of language having rapidly developed in recent evolutionary 
time, and while it is true that there is no evidence for language earlier in evolutionary 
history, we have ample evidence for the existence of L and E systems long before 
language emerged. It is the adventitious integration of these two highly developed, 
preadapted systems that gave rise to the remarkable system of human language.

12 Thanks to Vitor Nóbrega for these examples and the general line of thinking outlined.
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Among all the necessary conditions for integration, it appears that abstraction 
(or underspecification) of the L units is one crucial missing link. Other pieces were 
essentially there as independent systems: the units of L and the pattern-generating 
capacity of E. For the units of L to combine by tapping the pattern-generating E sys-
tem, the L units must undergo abstraction, possibly by being assigned a category such 
as noun and verb. It is not clear how this happened. One possibility, and I only men-
tion it as a conjecture, is the notion of displacement that Bickerton incorporates into 
his proposal of protolanguage. Note that displacement requires abstraction. A unit of 
L that refers, for example, to leopard, can do so if the referent is present in the physi-
cal proximity. For an organism to convey the existence of an entity in the absence of 
this entity, the organism must convey the idea of the entity. By necessity, this involves 
some ability to conceptualize the kind of the entity involved, hence abstraction, which 
is required for integration. Even if this turns out to be true, how this abstraction leads 
to the uttered unit becoming associated with a lexical category remains a mystery.

11.7  Concluding Remarks

Did language emerge rapidly or gradually? Given the rich and complex nature of 
language, it surely makes sense that the key components of language took a long 
evolutionary time to emerge. Yet, there is no evidence for such gradual develop-
ment, in which language first appeared, say, as a one-word system followed by a 
two-word system and so forth. The Integration Hypothesis suggests a parallel devel-
opment of independent systems in nature that underlie communication, the E and L 
systems, which allows us to capture the essence of both the emergent and gradualist 
views of language in evolution. Each system developed over a long span of time. At 
some point in recent evolutionary history, the two systems integrated uniquely in 
Homo sapiens to give rise to the kind of system we see today as language.

Acknowledgement I am grateful to Esther Clarke, Takashi Morita, Vitor Nóbrega, Kaz Okanoya, 
and Bridget Samuels for numerous suggestions on an earlier version of this chapter.

References

Abe K, Watanabe D (2011) Songbirds possess the spontaneous ability to discriminate syntactic 
rules. Nat Neurosci 14(8):1067–1074. doi:10.1038/nn.2869

Arnold K, Zuberbühler K (2006) Language evolution: semantic combinations in primate calls. 
Nature 441:303

Arsenijevic B, Hinzen W (2012) On the absence of X-within-X recursion in human grammar. 
Linguist Inq Summer 43(3):423–440

Austin JL (1962) How to do things with words. Harvard University Press, Cambridge
Beckers GJ, Bolhuis JJ, Okanoya K, Berwick RC (2012) Birdsong neurolinguistics: song-

bird context-free grammar claim is premature. Neuroreport 23:139–145. doi:10.1097/
WNR.0b013e32834f1765

11 Integration Hypothesis: A Parallel Model of Language Development in Evolution

http://dx.doi.org/10.1038/nn.2869
http://dx.doi.org/10.1097/WNR.0b013e32834f1765
http://dx.doi.org/10.1097/WNR.0b013e32834f1765


244

Benton MJ (1990) Phylogeny of the major tetrapod groups - morphological data and divergence 
dates. J Mol Evol 30:409–424

Berwick R (1998) Language evolution and the minimalist program: the origins of syntax. In: 
Hurford JR, Studdert-Kennedy M, Knight C (eds) Approaches to the evolution of language: 
social and cognitive bases. Cambridge University Press, Cambridge, pp 320–340

Berwick RC, Chomsky N (2011) The biolinguistic program: the current state of its development. 
In: The biolinguistic enterprise: new perspectives on the evolution and nature of human lan-
guage faculty. Oxford University Press, Oxford

Berwick RC, Okanoya K, Beckers GJL, Bolhuis JJ (2011) Songs to syntax: the linguistics of bird-
song. Trends Cogn Sci 15:113–121

Bickerton D (1990) Species and language. Chicago University Press, Chicago, IL
Bickerton D (1995) Language and human behavior. University College London Press, London
Bickerton D (1998) Catastrophic evolution: the case for a single step from protolanguage to 

full human language. In: Hurford JR, Kennedy MS, Knight C (eds) Approaches to the evo-
lution of language: social and cognitive bases. Cambridge University Press, Cambridge,  
pp 341–358

Bickerton D (2000) How protolanguage became language. In: Knight C, Studdert-Kennedy M, 
Hurford JR (eds) The evolutionary emergence of language: social function and the origins of 
linguistic form. Cambridge University Press, Cambridge, pp 264–284

Bickerton D (2014) More than nature needs: language, mind and evolution. Harvard University 
Press, Cambridge, MA

Boeckx C (2011) Some reflections on Darwin’s problem in the context of Cartesian biolinguistics. 
In: Di Sciullo A-M, Boeckx C (eds) The biolinguistic enterprise: new perspectives on the evo-
lution and nature of the human language faculty. OUP, Oxford, pp 42–64

Boeckx C (2015) Elementary syntactic structures—prospects of a feature-free syntax. Cambridge 
University Press, Cambridge

Bolhuis JJ, Okanoya K, Scharff C (2010) Twitter evolution: converging mechanisms in birdsong 
and human speech. Nat Rev Neurosci 11:747–759

Bolhuis JJ, Tattersall I, Chomsky N, Berwick RC (2014) How could language have evolved? PLoS 
Biol 12(8):e1001934. doi:10.1371/journal.pbio.1001934

Bruner E, Iriki A (2016) Extending mind, visuospatial integration, and the evolution of the parietal 
lobes in the human genus. Quat Int 405:98–110

Calabrese A, Woolley SM (2015) Coding principles of the canonical cortical microcircuit in the 
avian brain. Proc Natl Acad Sci U S A 112:3517–3522. doi:10.1073/pnas.1408545112

Cantalupo C, Hopkins WD (2001) Asymmetric Broca’s area in great apes. Nature 414(6863):505–
505. doi:10.1038/35107134.

Chomsky N (1956) Three models for the description of language. IRE Trans Inf Theory 2:113–124
Chomsky N (1995) The minimalist program. MIT Press, Cambridge, MA
Chomsky N (2000)  Minimalist inquiries: The framework. In: Martin  R,  Michaels D, Uriagereka J 

(eds), Step by step: Essays on minimalist syntax in honor to Howard Lasnik. MIT Press, 
Cambridge, MA, pp 89–155

Chomsky N (2005) Three factors in human language design. Linguist Inq 36:1–22
Chomsky N (2008) On phases. In: Freidin R, Otero C, Zubizarreta M-L (eds) Foundational issues 

in linguistic theory: essays in honor of Jean-Roger Vergnaud. MIT Press, Cambridge, MA, 
pp 133–166

Chomsky N (2010) Some simple evo-devo thesis: how true might them be for language? In: Larson 
RK, Deprez V, Yamakido H (eds) The evolution of human language: biolinguistic perspectives. 
Cambridge University Press, Cambridge, pp 45–62

Chomsky N (2012) The poverty of stimulus: unfinished business. Stud Chin Linguist 33–1:3–16
Chomsky N (2013) Problems of projection. Lingua 130-1:33–49
Chomsky N (2017) Language architecture and its import for evolution. Neurosci Biobehav Rev. 

doi: 10.1016/j.neubiorev.2017.01.053

S. Miyagawa

http://dx.doi.org/10.1371/journal.pbio.1001934
http://dx.doi.org/10.1073/pnas.1408545112
http://dx.doi.org/10.1038/35107134.
http://dx.doi.org/10.1016/j.neubiorev.2017.01.053


245

Christiansen MH, Kirby S (2003) Language evolution: consensus and controversies. Trends Cogn 
Sci 7:300–307

Clarke E, Reichard UH, Zuberbühler K (2006) The syntax and meaning in wild gibbon songs. 
PLoS One 1:e73. doi:10.1371/journal.pone.0000073

Darwin C (1859) On the origin of species. John Murray, London
Darwin C (1871) The descent of man, and selection in relation to sex. John Murray, London
Deacon TW (1997) The symbolic species. W. W. Norton, New York
Dessalles JL (2007) Why we talk: the evolutionary origins of language. Oxford University Press, 

Oxford
Di Sciullo A-M (2011) A biolinguistic approach to variation. In: Di Sciullo A-M, Boeckx C (eds) 

The biolinguistic enterprise: new perspectives on the evolution and nature of human language 
faculty. Oxford University Press, Oxford, pp 305–326

Di Sciullo A-M (2013) Exocentric compounds, language and proto-language. Lang Inf Soc 
20:1–26

Di Sciullo A-M (2014) Minimalism and I-morphology. In: Kosta P, Schurcks L, Radev-Bork 
T (eds) Minimalism and beyond: radicalizing the interfaces. John Benjamins, Amsterdam, 
pp 267–286

Farrar FW (1870) Philology & Darwinism. Nature 1:527–529
Fernald R (2006) Casting a genetic light on the evolution of eyes. Science 313:1914–1918. 

doi:10.1126/science.1127889
Fitch TW (2010) The evolution of language. Cambridge University Press, Cambridge
Fonseca-Azevedo K, Herculano-Houzel S (2012) Metabolic constraint imposes tradeoff between 

body size and number of brain neurons in human evolution. Proc Natl Acad Sci U S A 
109(45):18571–18576

Gannon PJ, Holloway RL, Broadfield DC, Braun AR (1998) Asymmetry of chimpanzee pla-
num temporale: humanlike pattern of Wernicke’s brain language area homolog. Science 
279(5348):220–222. doi:10.1126/science.279.5348.220

Gentner TQ, Fenn KM, Margoliash D, Nusbaum HC (2006) Recursive syntactic pattern learning 
by songbirds. Nature 440:1204–1207. doi:10.1038/nature04675

Gould SJ (1976) In defense of the analog: a commentary to N. Hotton. In: Masterson R, Hodos 
W, Jerison H (eds) Evolution, brain, & behavior: persistent problems. Wiley, New  York, 
pp 175–179

Haimoff EH (1984) Acoustic and organizational features of gibbon songs. In: Preuschoft H, 
Chivers DJ, Brockelman WY, Creel N (eds) The lesser Apes. Evolutionary and behavioural 
biology. Edinburgh University Press, Edinburgh, pp 333–353

Harris KD (2015) Cortical computation in mammals and birds. Proc Natl Acad Sci U S A 
112:3184–3185

Hauser MD, Chomsky N, Fitch WT (2002) The faculty of language: what is it, who has it, and how 
did it evolve? Science 298:1569–1579

Hewes GW (1973) Primate communication and the gestural origins of language. Curr Anthropol 
14:5

Hornstein N (2009) A theory of syntax. Cambridge University Press, Cambridge
Hurford JR (2012) The origins of grammar: language in the light of evolution II. Oxford University 

Press, Oxford
Jackendoff R (1999) Possible stages in the evolution of the language capacity. Trends Cogn Sci 

3:272–279. doi:10.1016/S1364-6613(99)01333-9
Jackendoff R (2002) Foundations of language: brain, meaning and evolution. Oxford University 

Press, Oxford
Jespersen O (1922) Language: its nature, development, and origin. George Allen and Unwin, 

London
Lipkind D, Marcus GF, Bemis DK, Sasahara K, Jacoby N, Takahasi M et  al (2013) Stepwise 

acquisition of vocal combinatorial capacity in songbirds and human infants. Nature 
498(7452):104–108

11 Integration Hypothesis: A Parallel Model of Language Development in Evolution

http://dx.doi.org/10.1371/journal.pone.0000073
http://dx.doi.org/10.1126/science.1127889
http://dx.doi.org/10.1126/science.279.5348.220
http://dx.doi.org/10.1038/nature04675
http://dx.doi.org/10.1016/S1364-6613(99)01333-9


246

Liu WL, Gardner TJ, Nottebohm F (2004) Juvenile zebra finches can use multiple strategies to learn 
the song. Proc Natl Acad Sci U S A 101(52):18177–18182. doi:10.1073/pnas.0408065101.

Marler P (2000) Origins of music and speech: insights from animals. In: Wallin NL, Merker B, 
Brown S (eds) The origins of music. MIT Press, Cambridge, MA, pp 31–48

Marshall JT, Marshall ER (1976) Gibbons and their territorial songs. Science 193:235–237
Mithen S (2014) The cognition of Homo neanderthalensis and H. sapiens: does the use of pigment 

necessarily imply symbolic thought? In: Akazawa T, Ogihara N, Tanabe HC, Terashima H (eds) 
The dynamics of learning in neanderthals and modern humans. Springer, London, pp 7–15

Miyagawa S (2010) Why agree? Why move?: unifying agreement-based and discourse- 
configurational languages. MIT Press, Cambridge, MA

Miyagawa S, Berwick RC, Okanoya K (2013) The emergence of hierarchical structure in human 
language. Front Psychol 4:71. Article 71

Miyagawa S, Ojima S, Berwick RC, Okanoya K (2014) The integration hypothesis of human lan-
guage evolution and the nature of contemporary languages. Front Psychol 5:564. doi:10.3389/
fpsyg.2014.00564

Müller FM (1861) The theoretical stage, and the origin of language. In: Lectures on the science of 
language. Longman, Green, Longman, and Roberts, London

Newmeyer FJ (1991) Functional explanation in linguistics and the origins of language. Lang 
Commun 11:3–28

Newmeyer FJ (1998) On the supposed ‘counterfunctionality’ of universal grammar: some evolu-
tionary implications. In: Hurford JR, Studdert-Kennedy M, Knight C (eds) Approaches to the 
evolution of language. Cambridge University Press, Cambridge, pp 305–319

Nóbrega V, Miyagawa S (2015) The precedence of syntax in the rapid emergence of human lan-
guage in evolution as defined by the integration hypothesis. Front Psychol 6:271

O’Grady W (2005) How children learn language. Cambridge University Press, Cambridge
Ogura A, Ikeo K, Gojobori T (2004) Comparative analysis of gene expression for convergent evo-

lution of camera eye between octopus and human. Genome Res 14:1555–1561. doi:10.1101/
gr.2268104

Okanoya K (2002) Sexual display as a syntactical vehicle: the evolution of syntax in birdsong and 
human language through sexual selection. In: Wray A (ed) The transition to language. Oxford 
University Press, Oxford, pp 46–63

Okanoya K (2004) Song syntax in Bengalese finches: proximate and ultimate analyses. Adv Study 
Behav 34:297–346

Ott D (2009) The evolution of i-language: lexicalization as the key evolutionary novelty. 
Biolinguistics 3(2):255–269

Pfenning AR, Hara E, Whitney O, Rivas MV, Wang R, Roulhac PR et  al (2014) Convergent 
transcriptional specializations in the brains of humans and song-learning birds. Science 346 
(6215):1256846. doi:10.1126/science.1256846

Pinker S (1994) The language instinct. Harper Collins, New York
Pinker S, Bloom P (1990) Natural language and natural selection. Behav Brain Sci 13:707–784
Progovac L (2006) Fossilized imperative in compounds and other expressions. Online proceedings 

of the inaugural meeting of the Slavic Linguistics Society. http://www.indiana.edu/~sls2006/
page6/page6.html

Progovac L (2008) What use is half a clause? In: Smith ADM, Smith K, Ferrer i Cancho R (eds) 
Evolution of language: proceedings of the 7th international EVOLANG conference. World 
Scientific, Hackensack, NJ, pp 259–266

Progovac L (2009) Layering of grammar: vestiges of evolutionary development of syntax in 
present- day languages. In: Sampsom G, Gil D, Trudgill P (eds) Language complexity as an 
evolving variable. Oxford University Press, Oxford, pp 203–212

Progovac L (2010) Syntax: its evolution and its representation in the brain. Biolinguistics 
4(2–3):1–22

Progovac L (2012) Compounds and commands in the evolution of human language. Theor Historia 
Sci 9:49–70

Progovac L (2015) Evolutionary syntax. Oxford University Press, Oxford

S. Miyagawa

http://dx.doi.org/10.1073/pnas.0408065101.
http://dx.doi.org/10.3389/fpsyg.2014.00564
http://dx.doi.org/10.3389/fpsyg.2014.00564
http://dx.doi.org/10.1101/gr.2268104
http://dx.doi.org/10.1101/gr.2268104
http://dx.doi.org/10.1126/science.1256846
http://www.indiana.edu/~sls2006/page6/page6.html
http://www.indiana.edu/~sls2006/page6/page6.html


247

Progovac L, Locke J (2009) The urge to merge: insult and the evolution of syntax. Biolinguistics 
3(2–3):337–354

Quattara K, Lemasson A, Züberbuhler K (2009) Campbell’s monkeys use affixation to alter call 
meaning. PLoS One 4(11):e7808

Rizzi L (1997) The fine structure of the left periphery. In: Haegeman L (ed) Elements of grammar: 
a handbook of generative syntax. Kluwer, Dordrecht

Samuels C (2015) Can a bird brain do phology? Front Psychol 6:1082. doi:10.3389/
fpsyg.2015.01082

Seed A, Tomasello M (2010) Primate cognition. Top Cogn Sci 2:407–419
Seyfarth RM, Cheney DL (1986) Vocal development in vervet monkeys. Anim Behav 34:1640–1658
Seyfarth RM, Cheney DL, Marler P (1980) Monkey responses to three different alarm calls: 

evidence of predator classification and semantic communication. Science 210:801–803. 
doi:10.1126/science.7433999

Spelke E (2003) What makes us smart? Core knowledge & natural language. In: Dedre Gentner D, 
Goldin–Meadow S (eds) Language in mind: advances in the study of language & thought. MIT 
Press, Cambridge, MA, pp 277–311

Tallerman M (2007) Did our ancestors speak a holistic protolanguage? Lingua 117:579–604
Tallerman M (2016) Against the emergent view of language evolution. Proceedings of EvoLang XI
Tallerman M, Gibson KR (2012) Introduction: the evolution of language. In: Tallerman M, Gibson 

KR (eds) The Oxford handbook of language evolution. Oxford University Press, Oxford, 
pp 1–35

Tattersall I (2009) Language and the origin of symbolic thought. In: De Beaune SA, Coolidge 
FL, Wynn TG (eds) Cognitive archaeology and human evolution. Cambridge University Press, 
New York, pp 109–116

Tattersall (2016) Language origins: an evolutionary framework. Topoi 35:1
Tobias PV (1998) Evidence for the early beginnings of spoken language. Camb Archaeol J 8:72–78
Wrangham RW, Jones JH, Laden G, Conklin-Brittain NL (2000) The raw and the stolen: cooking 

and the ecology of human origins. Curr Anthropol 40(5):567–594
Wynn T (1998) Did Homo erectus speak? Camb Archaeol J 8:78–81

11 Integration Hypothesis: A Parallel Model of Language Development in Evolution

http://dx.doi.org/10.3389/fpsyg.2015.01082
http://dx.doi.org/10.3389/fpsyg.2015.01082
http://dx.doi.org/10.1126/science.7433999


Part III
Evolution of Emotion



251© Springer Japan KK 2017 
S. Watanabe et al. (eds.), Evolution of the Brain, Cognition, and Emotion  
in Vertebrates, Brain Science, DOI 10.1007/978-4-431-56559-8_12

Chapter 12
Evolution of the Emotional Brain

Edmund T. Rolls

Abstract The brain systems and processing involved in emotion in vertebrates 
have evolved considerably. The way in which the primate orbitofrontal cortex has 
undergone great evolutionary development in primates and comes to overshadow 
the much evolutionarily older amygdala for many functions related to emotion is 
described. Indeed there may be no cortical area in rodents that is homologous to 
most of the primate including human orbitofrontal cortex. The primate including 
human orbitofrontal cortex (OFC) implements reward value. Value is not repre-
sented at earlier stages of processing in primates including humans. Invariant 
visual object recognition is used for many functions including memory formation, 
so perception is kept separate from emotion. In contrast, in rodents, value is repre-
sented even in the first taste relay in the brain, the nucleus of the solitary tract: 
there is no clear separation between perception and emotion. In rodents, even the 
taste pathways are connected differently, with subcortical connections bypassing 
the cortex (including orbitofrontal cortex) and making connections via a pontine 
taste area directly to the hypothalamus and amygdala. Goal value-directed choice 
is usual in primates and humans, whereas fixed action patterns, such as pecking in 
birds, are more common elsewhere. In humans, and perhaps some primates, syn-
tactic reasoning and thereby planning allows selfish gene-specified (emotion-
related) rewards to be rejected in favour of the long-term interests of the individual, 
the phenotype.
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12.1  Introduction

The brain systems and processing involved in emotion in vertebrates have evolved 
considerably. Some of the principles that I elucidate in this chapter include the fol-
lowing (Rolls 2014):

 1. The primate orbitofrontal cortex has undergone great evolutionary development 
in primates and comes to overshadow the much evolutionarily older amygdala 
for many functions related to emotion. Indeed there may be no cortical area in 
rodents that is homologous to most of the primates including human orbitofron-
tal cortex.

 2. The primate including human orbitofrontal cortex (OFC) implements reward 
value, as shown by devaluation experiments such as feeding to satiety.

 3. Value is not represented at earlier stages of processing in primates including 
humans. Invariant visual object recognition is used for many functions including 
memory formation, so perception is kept separate from emotion.

 4. In contrast, in rodents, value is represented even in the first taste relay in the 
brain, the nucleus of the solitary tract: there is no clear separation between per-
ception and emotion. In rodents, even the taste pathways are connected differ-
ently, with subcortical connections bypassing the cortex (including orbitofrontal 
cortex) and making connections via a pontine taste area directly to the hypo-
thalamus and amygdala.

 5. In primates and humans, the orbitofrontal cortex implements one-trial rule-based 
reversal learning, and this is important in rapidly updating social behaviour. This 
is rapid updating of value-based representations. Maintaining the current rule in 
short-term memory and using this to bias neurons in the orbitofrontal cortex may 
be one computation that granular prefrontal cortex facilitates. Rodents may not 
be able to perform this.

 6. The value representation in the primate and human orbitofrontal cortex is domain 
general, in that the amount and value of goods, and temporal discounting, oper-
ate transitively (as shown by trade-offs), providing a basis for economic decision- 
making. There is evidence that this is not the case in rodents.

 7. Goal-directed choice may be the best measure of value and emotion, for there are 
many partly separate neural circuits for different emotion-related responses, e.g. 
autonomic output, freezing, fixed action patterns, and unconditioned approach or 
withdrawal.

 8. Goal value-directed choice is usual in primates and humans, whereas fixed action 
patterns, such as pecking in birds, are more common elsewhere.

 9. In humans, and perhaps some primates, syntactic reasoning and thereby plan-
ning allows selfish gene-specified (emotion-related) rewards to be rejected in 
favour of the long-term interests of the individual, the phenotype.

These principles are now elucidated.
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12.2  An Anatomical and Functional Framework 
for Understanding the Neural Basis of Emotion

Emotions can be defined as states elicited by rewards and punishers, that is, by instru-
mental reinforcers, which are the goals for action (Rolls 2013, 2014, 2015b, 2016a). 
Motivational states can be defined as states in which an instrumental reinforcer is the 
goal for action (Rolls 2016b). The principle of operation is that genes can specify 
goals for actions that are in the selfish interests of the genes. By specifying the rewards 
(e.g. a sweet taste) and punishers (e.g. painful touch), the specification is simpler than 
trying to specify detailed behavioural responses to stimuli and allows much greater 
flexibility of the actions, which can be learned instead of prespecified by the genes. 
Emotions are states that can continue after the eliciting stimulus is no longer present, 
for example, when an expected reward is not obtained, and this is adaptive, for the 
state can influence ongoing goal directed behaviour, for example, to obtain a missing 
reward. The approach to emotions that I have described, as states elicited by (instru-
mental) rewards and punishers, relates emotions to goals and is therefore different 
from measuring emotion by respondents such as autonomic responses to uncondi-
tioned approach or flight. Indeed, a rich set of mechanisms are brought into play when 
rewards and punishers are delivered, and one must be very careful to distinguish the 
different types of mechanism involved, as set out in section 4.6.1 (pp. 159–165) of 
Emotion and Decision-Making Explained (Rolls 2014) and by Cardinal et al. (2002).

I now provide a framework for understanding some of the brain structures 
involved in emotion in primates including humans and at the same time contrast 
them with the structures that in terms of connectivity and function precede them and 
succeed them in the anatomical and functional hierarchy moving from left to right 
in Fig. 12.1 (Rolls 2014). This provides a framework within which to consider the 
evolution of these systems involved in emotion. In line with the definition of emo-
tion provided above, the interest is in the brain systems that compute and represent 
reward value and then provide this as an input to decision and action systems.

In Tier 1 of Fig. 12.1, information is processed to a level at which the neurons 
represent ‘what’ the stimulus is, independently of the reward or punishment value 
of the stimulus. Thus neurons in the primary taste cortex represent what the taste 
is, and its intensity, but not its reward value (Rolls 2014). In the inferior temporal 
visual cortex, the representation is of objects, invariantly with respect to the exact 
position on the retina, size, and even view. Forming invariant representations 
involves a great deal of cortical computation in the hierarchy of visual cortical 
areas from the primary visual cortex V1 to the inferior temporal visual cortex 
(Rolls 2012a, 2016a). The fundamental advantage of this separation of ‘what’ pro-
cessing in Tier 1 from reward value processing in Tier 2 is that any learning in Tier 
2 of the value of an object or face seen in one location on the retina, size, and view 
will generalize to other views, etc. In rodents, there is no such clear separation of 
‘what’ from ‘value’ representations. For example, in the taste system, satiety 
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influences taste processing at the first central synapse in the taste system (Rolls and 
Scott 2003), and this property makes the processing in rodents not only different 
from that in primates including humans but also much more difficult to analyse 
(Rolls 2014, 2015a).
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Fig. 12.1 Schematic diagram showing some of the gustatory, olfactory, visual, and somatosensory 
pathways to the orbitofrontal cortex, and some of the outputs of the orbitofrontal cortex, in pri-
mates. The secondary taste cortex and the secondary olfactory cortex are within the orbitofrontal 
cortex. V1—primary visual cortex. V4—visual cortical area V4. PreGen Cing—pregenual cingu-
late cortex. ‘Gate’ refers to the finding that inputs such as the taste, smell, and sight of food in some 
brain regions only produce effects when hunger is present (Rolls 2014). Tier 1: the column of brain 
regions including and below the inferior temporal visual cortex represents brain regions in which 
‘what’ stimulus is present is made explicit in the neuronal representation, but not its reward or affec-
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In Tier 2 of Fig. 12.1, there are brain mechanisms in the orbitofrontal cortex that 
are involved in computing the reward value of primary (unlearned) reinforcers, as 
shown by devaluation experiments in which, for example, a food is fed to satiety 
(Rolls et al. 1989; Critchley and Rolls 1996a; Kringelbach et al. 2003; Rolls and 
Grabenhorst 2008), and by neuroeconomics experiments which show that the 
amount and quality of each commodity is encoded by orbitofrontal cortex neurons 
(Padoa-Schioppa 2011; Padoa-Schioppa and Assad 2008; Grabenhorst and Rolls 
2011). The primary reinforcers include taste, touch (both pleasant touch and pain), 
and to some extent smell, and perhaps certain visual stimuli such as face expression. 
There is evidence that there is a representation of the (reward/punishment) value of 
many primary reinforcers in the orbitofrontal cortex, including taste, positive touch 
and pain, face expression, face beauty, and auditory consonance/dissonance. In neu-
roeconomics, these are termed ‘outcome value’ representations (Rolls 2014). 
Further evidence for value representations is that orbitofrontal cortex activations in 
humans to these stimuli are linearly related to the subjectively reported pleasantness 
of stimuli (medially) or to their unpleasantness (laterally) (Rolls 2014).

Brain regions in Tier 2 are also concerned with learning associations between 
previously neutral stimuli, such as the sight of objects or of individuals’ faces, with 
primary reinforcers. These brain regions include the amygdala and orbitofrontal 
cortex, with the orbitofrontal cortex being especially important in the rapid, one- 
trial learning and reversal of stimulus-reinforcer associations. In neuroeconomics, 
these are termed ‘expected value’ representations. Once the Tier 2 brain regions 
have determined whether the input is reinforcing, whether primary or secondary, the 
signal is passed directly to output regions of the brain, with no need to produce and 
then feedback peripheral body or autonomic responses to the brain.

In Tier 2 in the orbitofrontal cortex, the representation is of the value of stimuli, 
and actions are not represented. The value of very many different types of stimuli, 
events, or goals is represented separately at the neuronal level, providing the basis 
for choice between stimuli and the selection at later stages of processing of an 
appropriate action to obtain the chosen goal.

In Tier 3, the medial prefrontal cortex area 10/ventromedial prefrontal cortex is 
implicated in decision-making between stimuli, in which a selection or choice must 
be made, moving beyond a representation of value on a continuous scale towards a 
decision between goods based on their value (Rolls 2014; Grabenhorst et al. 2011; 
Rolls et al. 2008).

The Tier 2 brain regions in which the reinforcing, and hence emotional, value of 
stimuli is represented in primates include mainly the orbitofrontal cortex and amyg-
dala, which interface to three other main types of output system in Tier 3 (Figs. 12.1 
and 12.2):

In Tier 3, the first is the autonomic and endocrine system, for producing such 
changes as increased heart rate and release of adrenaline, which prepare the body 
for action. Structures receiving from the orbitofrontal cortex, amygdala, and ante-
rior cingulate cortex that provide a route for these autonomic effects include the 
hypothalamus and parts of the anterior insula close to the insular taste cortex (Rolls 
2014; Critchley and Harrison 2013).
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256

The second type of output is to brain systems concerned with performing actions 
unconsciously or implicitly, in order to obtain rewards or avoid punishers. One of 
these brain systems is the basal ganglia for habit (‘stimulus-response’) behaviour, in 
which the behaviour becomes no longer under the control of the goal as shown by 
devaluation procedures but is a stimulus-to-motor-response association, which are 
necessary strong emotional states (Rolls 2014). A second brain system is the ante-
rior cingulate cortex for goal-directed, action-outcome learning (Rolls 2014). (The 
‘outcome’ is the reward or punisher that is or is not obtained when the action is 
performed to obtain the goal.) The anterior cingulate cortex contains representations 
of reward and punisher value, and thus of outcome, which are essential for learning 
associations between actions and the outcomes that follow actions. The mid- 
cingulate area contains representations of actions.

The third type of output in humans and perhaps related animals is to a system 
capable of planning many steps ahead and, for example, deferring short-term rewards 
in order to execute a long-term plan. This system may use syntactic processing to 
perform the planning and is therefore part of a linguistic system which performs 
explicit (conscious) processing, as described more fully elsewhere (Rolls 2014).
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Fig. 12.2 Dual routes to the initiation of actions in response to rewarding and punishing stimuli. 
The inputs from different sensory systems to brain structures such as the orbitofrontal cortex and 
amygdala allow these brain structures to evaluate the reward- or punishment-related value of 
incoming stimuli, or of remembered stimuli. One type of route is via the language systems of the 
brain, which allow explicit (verbalizable) decisions involving multistep syntactic planning to be 
implemented. The other type of route may be implicit and includes the anterior cingulate cortex for 
action-outcome, goal-dependent learning and the striatum and rest of the basal ganglia for 
stimulus- response habits. The basal ganglia may be involved in selecting only one system for out-
put. Outputs for autonomic responses can also be produced using outputs from the orbitofrontal 
cortex and anterior cingulate cortex (some of which are routed via the anterior insular cortex) and 
amygdala
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12.3  Evolution of the Primate Orbitofrontal Cortex

Many of the brain systems that are involved in emotion have undergone consider-
able development in primates (e.g. monkeys and humans) (Rolls 2014), as summa-
rized next.

First, the temporal lobe has undergone great development in primates, and sev-
eral systems in the temporal lobe are either involved in emotion (e.g. the amygdala) 
or provide some of the main sensory inputs to brain systems involved in emotion 
and motivation. For example, the amygdala and the orbitofrontal cortex, key brain 
structures in emotion, both receive inputs from the highly developed primate tem-
poral lobe cortical areas, including those involved in invariant visual object recog-
nition and face identity and expression processing (Rolls 2000, 2011, 2012a, 
2014).

Second, the prefrontal cortex has undergone great development in primates, and 
one part of the prefrontal cortex, the orbitofrontal cortex, is very little developed in 
rodents yet is one of the major brain areas involved in emotion, motivation, and 
reward value processing including for taste, olfactory, and visual inputs in primates 
including humans. With this great development of the orbitofrontal cortex in pri-
mates, there may be division of functionality, with the primate taste insula not per-
forming taste-related hedonic functions (Rolls 2015c). Indeed, it has been argued 
(on the basis of cytoarchitecture, connections, and functions) that the granular pre-
frontal cortex is a primate innovation (Preuss 1995; Wise 2008; Passingham and 
Wise 2012; Rolls 2014, 2015c), and the implication of the argument is that any 
areas that might be termed orbitofrontal cortex in rats (Schoenbaum et al. 2009) are 
homologous only to the agranular parts of the primate orbitofrontal cortex, that is, 
to areas 13a, 14c, and the agranular insular areas Ia (Passingham and Wise 2012) 
(shaded mid grey in Fig. 12.3). Indeed, there may be no cortical area in rodents that 
is homologous to most of the primates’ including human orbitofrontal cortex (Preuss 
1995; Wise 2008; Passingham and Wise 2012; Rolls 2014, 2015c). It follows from 
that argument that for most areas of the orbitofrontal and medial prefrontal cortex in 
humans and macaques (those shaded light grey in Fig. 12.3), special consideration 
must be given to research in macaques and humans.

Third, even the taste system (which might have been supposed to be phylogeneti-
cally old and preserved) of primates and rodents may be different, with obligatory 
processing from the nucleus of the solitary tract via the thalamus to the cortex in 
primates, but a subcortical pathway in rodents via a pontine taste area to the amyg-
dala, and differences in where satiety influences taste-responsive neurons in pri-
mates and rodents (Norgren 1984; Rolls and Scott 2003; Small and Scott 2009; 
Rolls 2014, 2015a).

Fourth, with the great development of the orbitofrontal cortex in primates, the 
amygdala may become relatively less important in humans in emotion than in other 
vertebrates (Rolls 2014).
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2004, Elsevier Academic Press
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12.4  The Primate Including Human Orbitofrontal Cortex 
(OFC) Implements Reward Value

Let us start with the reward value of taste, which can be measured in devaluation 
experiments such as feeding to satiety, which decreases food reward value, and in 
humans the pleasantness of food, to zero. In the macaque orbitofrontal cortex 
throughout its mediolateral extent, almost all neurons show a decrease to zero of 
the response to taste, that is, the neurons do not alter from their spontaneous firing 
rate, after feeding to satiety (Rolls et al. 1989; Critchley and Rolls 1996a; Pritchard 
et al. 2008; Rolls 2015c). Similar effects are found for fat texture (Rolls et al. 1999; 
Verhagen et al. 2003). In the human orbitofrontal cortex, we found a large decrease 
in the BOLD signal to a complex food (tomato juice vs. chocolate) fed to satiety, 
but not in the insula (Kringelbach et al. 2003). Moreover, this was a sensory-spe-
cific decrease in the BOLD signal, a useful indication that this was a response 
related to real satiety, which is to a considerable extent sensory-specific, and not for 
every food (Rolls 2016d). Moreover, this sensory-specific decrease was related to 
the decrease in the subjective pleasantness of the food eaten to satiety. Further, we 
are looking for a brain region not just where there may be small changes to the 
response to a taste fed to satiety, but a region where the response decreases to zero, 
for this is what happens to the pleasantness of food after it is fed to satiety, with 
little effect on its intensity (Rolls et al. 1983; Rolls and Grabenhorst 2008; Rolls 
2014). A detailed analysis of the functions of different parts of the primate includ-
ing human anterior insula in taste and related functions is provided elsewhere 
(Rolls 2015a).

Odours are also represented in the macaque orbitofrontal cortex (Critchley and 
Rolls 1996b; Rolls et al. 1996b). It was shown that the majority of orbitofrontal 
olfactory neurons decrease their responses to the odour of the food with which the 
monkey was fed to satiety (Critchley and Rolls 1996a). The subjective pleasantness 
or reward or affective value of odour is represented in the orbitofrontal cortex, in 
that feeding humans to satiety decreases the activation found to the odour of that 
food, and this effect is relatively specific to the food eaten in the meal (Francis et al. 
1999; O’Doherty et al. 2000; cf. Morris and Dolan 2001). Further, the human medial 
orbitofrontal cortex has activation that is related to the subjective pleasantness of a 
set of odours, and a more lateral area has activation that is related to the degree of 
subjective unpleasantness of odours (Rolls et al. 2003). An fMRI investigation in 
humans showed that whereas in the orbitofrontal cortex the pleasantness vs. unpleas-
antness of odours is represented, this was not the case in primary olfactory cortical 
areas, where instead the activations reflected the intensity of the odours (Rolls et al. 
2003).
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There is a major visual input to many neurons in the orbitofrontal cortex, and 
what is represented by these neurons is in many cases the reinforcement associa-
tion of visual stimuli, i.e. their reward/punishment value. The visual input is from 
the ventral, temporal lobe, visual stream concerned with ‘what’ object is being seen 
(see Rolls 2000, 2012a, 2016a). Many neurons in these temporal cortex visual 
areas have responses to objects or faces that are invariant with respect to size, posi-
tion on the retina, and even view (Rolls 2000, 2007, 2008a, b, 2009, 2012a, 2016a), 
making these neurons ideal as an input to a system that may learn about the rein-
forcement association properties of objects and faces, for after a single learning 
trial, the learning then generalizes correctly to other views, etc. (see Rolls 2000, 
2008b, 2012a, 2014, 2016a). Using this object-related information, orbitofrontal 
cortex visual neurons frequently respond differentially to objects or images depend-
ing on their reward association (Thorpe et al. 1983; Rolls et al. 1996b). The pri-
mary reinforcer that has been used is taste, and correlates of visual to taste 
association learning have been demonstrated in the human orbitofrontal cortex 
with fMRI (O’Doherty et al. 2002). Many of these neurons show visual-taste rever-
sal in one or a very few trials. (In a visual discrimination task, they will reverse the 
stimulus to which they respond, from e.g. a triangle to a square, in one trial when 
the taste delivered for a behavioural response to that stimulus is reversed (Thorpe 
et al. 1983).) This reversal learning probably occurs in the orbitofrontal cortex, for 
it does not occur one synapse earlier in the visual inferior temporal cortex (Rolls 
et al. 1977), and it is in the orbitofrontal cortex that there is convergence of visual 
and taste pathways onto the same single neurons (Thorpe et al. 1983; Rolls and 
Baylis 1994; Rolls et  al. 1996b). Moreover the majority of orbitofrontal visual 
food-related neurons decrease their responses to the sight of the food with which 
the monkey was fed to satiety. Thus for these neurons, the expected reward value 
of the sight of food is what is represented in the orbitofrontal cortex (Critchley and 
Rolls 1996a).

Another type of visual information represented in the orbitofrontal cortex that is 
relevant to emotion is information about faces. There is a population of orbitofrontal 
cortex neurons that respond in many ways similarly to those in the temporal cortical 
visual areas (Rolls 1984, 1992, 1996, 2000, 2007; Rolls and Deco 2002). The orbi-
tofrontal cortex face-responsive neurons, first observed by Thorpe et al. (1983), then 
by Rolls et  al. (2006), tend to respond with longer latencies than temporal lobe 
neurons (140–200 ms typically, compared to 80–100 ms); also convey information 
about which face is being seen, by having different responses to different faces; and 
are typically rather harder to activate strongly than temporal cortical face-selective 
neurons, in that many of them respond much better to real faces than to two- 
dimensional images of faces on a video monitor (Rolls et al. 2006; Rolls 2011) (cf. 
Rolls and Baylis 1986). Some of the orbitofrontal cortex face-selective neurons are 
responsive to face expression, gesture, or movement (Rolls et al. 2006). The find-
ings are consistent with the likelihood that these neurons are activated via the inputs 
from the temporal cortical visual areas in which face-selective neurons are found 
(see Fig. 12.1). The significance of the neurons is likely to be related to the fact that 
faces convey information that is important in social reinforcement in at least two 
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ways that could be implemented by these neurons. The first is that some may encode 
face expression (Rolls et al. 2006) (cf. Hasselmo et al. 1989), which can indicate 
reinforcement. The second way is that they encode information about which indi-
vidual is present (Rolls et al. 2006), which by stimulus-reinforcement association 
learning is important in evaluating and utilizing learned reinforcing inputs in social 
situations, e.g. about the current reinforcement value as decoded by stimulus- 
reinforcement association, to a particular individual. Between them, these neurons 
represent whose face has a particular expression, and this is important in social situ-
ations. This system is likely to be a primate specialization, made possible by the 
great development of the temporal lobes, which compute invariant representations 
of faces, which make this functionality in the orbitofrontal cortex possible (Rolls 
2012a, 2016a).

This system has also been shown to be present in humans. For example, 
Kringelbach and Rolls (2003) showed that activation of a part of the human orbito-
frontal cortex occurs during a face discrimination reversal task. In the task, the faces 
of two different individuals are shown, and when the correct face is selected, the 
expression turns into a smile. (The expression turns to angry if the wrong face is 
selected.) After a period of correct performance, the contingencies reverse, and the 
other face must be selected to obtain a smile expression as a reinforcer. It was found 
that activation of a part of the orbitofrontal cortex occurred specifically in relation 
to the reversal, that is, when a formerly correct face was chosen, but an angry face 
expression was obtained. In a control task, it was shown that the activations were 
not related just to showing an angry face expression. Thus in humans, there is a part 
of the orbitofrontal cortex that responds selectively in relation to face expression 
specifically when it indicates that behaviour should change, and this activation is 
error-related (Kringelbach and Rolls 2003) and occurs when the error neurons in the 
orbitofrontal cortex become active (Thorpe et al. 1983).

Value is not represented at earlier stages of processing than the orbitofron-
tal cortex in primates including humans.

Rolls, Scott, and colleagues have shown that the primary taste cortex in the pri-
mate anterior insula and adjoining frontal operculum contains not only taste neu-
rons tuned to sweet, salt, bitter, sour (Scott et al. 1986a; Yaxley et al. 1990; Rolls and 
Scott 2003; Scott and Plata-Salaman 1999), and umami as exemplified by monoso-
dium glutamate (Baylis and Rolls 1991; Rolls et al. 1996a) but also other neurons 
that encode oral somatosensory stimuli including viscosity, fat texture, temperature, 
and capsaicin (Verhagen et al. 2004). None of the insular taste cortex neurons had 
responses to olfactory stimuli, and none could be shown to have responses to visual 
stimuli that were clearly not just related to mouth movements and the accompany-
ing somatosensory input (Verhagen et al. 2004), in contrast to the orbitofrontal cor-
tex where responses to olfactory and visual stimuli associated with food are common 
(Thorpe et al. 1983; Rolls et al. 1996b, c, 2010; Critchley and Rolls 1996a, b; Rolls 
2015c). Water can activate some neurons in cortical taste areas (Rolls et al. 1990; 
Yaxley et al. 1990), and this has also been found in the rodent insula (MacDonald 
et al. 2012). Whether this is by mouth feel relative to saliva, or by ionic content rela-
tive to saliva, or by some other mechanism, is not known.
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Neurons in the macaque primary taste cortex do not represent the reward value 
of taste, that is, the appetite for a food, in that their firing is not decreased to zero by 
feeding the taste to satiety (Yaxley et al. 1988; Rolls et al. 1988). This was con-
firmed in 17 separate experiments on neurons in the insular and frontal opercular 
primary taste cortex, using anatomical confirmation that these neurons were in the 
primary taste cortex by the use of X-ray localization and then histological recon-
struction. The neurons showed no reduction in their firing to the taste (typically 
glucose) after it had been fed to satiety (Yaxley et al. 1988; Rolls et al. 1988).

In macaques, neural processing peripheral to the primary taste cortex is consis-
tent with this, with taste responses found in the rostral part of the nucleus of the 
 solitary tract (Scott et al. 1986b) that are not influenced by feeding to satiety (Yaxley 
et al. 1985).

Consistently, in humans, BOLD activations in the insular taste cortical area were 
linearly related to the intensity but not the pleasantness of the tastes (Grabenhorst 
and Rolls 2008). The converse was found for the orbitofrontal cortex: the BOLD 
activations in the orbitofrontal cortex but not the anterior and mid-insular taste corti-
cal areas were linearly related to the pleasantness of the tastes (Grabenhorst and 
Rolls 2008).

For odour, there are similar findings, with activations in the pyriform cortex cor-
related with the intensity of odours and not their pleasantness, whereas in the orbi-
tofrontal cortex activations are correlated with the pleasantness of odours, but not 
with their intensity (Rolls et al. 2003).

Consistently, for visual stimuli, the reward value of objects including the sight of 
food are not represented in the inferior temporal visual cortex in that there is no 
effect of feeding to satiety, and reversal of reward value does not reverse neuronal 
responses in the inferior temporal visual cortex (Rolls et al. 1977).

In rodents, reward value is represented even in the first taste relay in the 
brain, and in the olfactory bulb; and there are direct subcortical pathways.

First, there are major anatomical differences in the neural processing of taste in 
rodents and primates (Rolls and Scott 2003; Small and Scott 2009; Scott and Small 
2009; Rolls 2014, 2015c). In primates, the rostral part of the nucleus of the solitary 
tract (NTS, the first central taste relay) projects to the taste thalamus and thus to the 
cortex (Figs. 12.1 and 12.4); whereas in rodents the majority of NTS taste neurons 
project to the pontine parabrachial nucleus (PbN), referred to as the rodent ‘pontine 
taste area’ (Small and Scott 2009; Cho et al. 2002) (Fig. 12.4). From the PbN, the 
rodent gustatory pathway bifurcates into two pathways: (1) a ventral ‘affective’ pro-
jection to the hypothalamus, central grey, ventral striatum, bed nucleus of the stria 
terminalis, and amygdala; and (2) a dorsal ‘sensory’ pathway, which first synapses 
in the thalamus and then the agranular and dysgranular insular gustatory cortex 
(Norgren and Leonard 1971; Norgren 1974, 1976, 1990) (Fig. 12.4). In primates 
(including humans) there is strong evidence to indicate that the PbN gustatory relay 
is absent (Small and Scott 2009).

Second, a functional difference of rodent taste processing from that of primates 
is that physical and chemical signals of satiety have been shown to reduce the taste 
responsiveness of neurons in the nucleus in the solitary tract, and the pontine taste 
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area, of the rat, with decreases in the order of 30% (Scott and Small 2009; Rolls and 
Scott 2003; Glenn and Erickson 1976; Giza and Scott 1983, 1987; Giza et al. 1993; 
Hajnal et al. 1999). (Given this evidence, as expected, neuronal responses in many 
areas of the rat brain including the insula and amygdala are decreased by satiety (de 
Araujo et  al. 2006).) The implication of this whole body of evidence is that in 
rodents, sensory (perceptual) and reward (hedonic) processing are not independent. 
In contrast, in primates, the reward value of tastants is represented in the orbitofron-
tal cortex in that the responses of orbitofrontal cortex taste neurons are modulated 
by hunger in just the same way as is the reward value or palatability of a taste, and 
this is not found in the taste insula (Rolls 2015c). Thus in the primary taste cortex 
of nonhuman primates (and at earlier stages of taste processing including the 
nucleus of the solitary tract (Yaxley et al. 1985)), the reward value of taste is not 
represented, and instead the identity and intensity of the taste are represented (Rolls 
2014). A perceptual correlate of this is that when humans feed to satiety, the inten-
sity of the flavour changes very little, whereas the pleasantness of the flavour 
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Fig. 12.4 Taste pathways in the macaque and rat. In the macaque, gustatory information reaches 
the nucleus of the solitary tract (NTS), which projects directly to the taste thalamus (ventral pos-
teromedial nucleus, pars parvocellularis, VPMpc) which then projects to the taste cortex in the 
anterior insula (insula). The insular taste cortex then projects to the orbitofrontal cortex and amyg-
dala. The orbitofrontal cortex projects taste information to the anterior cingulate cortex. Both the 
orbitofrontal cortex and the amygdala project to the hypothalamus (and to the ventral striatum). In 
macaques, feeding to normal self-induced satiety does not decrease the responses of taste neurons 
in the NTS or taste insula (and by inference not VPMpc) (see text). In the rat, in contrast, the NTS 
projects to a pontine taste area, the parabrachial nucleus (PbN). The PbN then has projections 
directly to a number of subcortical structures, including the hypothalamus, amygdala, and ventral 
striatum, thus bypassing thalamocortical processing. The PbN in the rat also projects to the taste 
thalamus (VPMpc), which projects to the rat taste insula. The taste insula in the rat then projects to 
an agranular orbitofrontal cortex (AgOFC), which probably corresponds to the most posterior part 
of the primate OFC, which is agranular. (In primates, most of the orbitofrontal cortex is granular 
cortex, and the rat may have no equivalent to this (Small and Scott 2009; Passingham and Wise 
2012; Rolls 2014; Wise 2008; Rolls 2015c.) In the rat, satiety signals such as gastric distension and 
satiety-related hormones decrease neuronal responses in the NTS (see text), and by inference 
therefore in the other brain areas with taste-related responses, as indicated in the figure
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decreases to zero (Rolls et al. 1983), showing that in humans perceptual representa-
tions of taste and olfaction are kept separate from hedonic representations. This is 
adaptive, in that we do not go blind to the sight, taste, and smell of food after eating 
it to satiety and can therefore still learn about where food is located in the environ-
ment even when we are not hungry (Rolls 2014). Moreover, and consistently, activa-
tions in the human insular primary taste cortex are related to the intensity and not to 
the pleasantness of taste (Grabenhorst et al. 2008; Grabenhorst and Rolls 2008).

The importance of cortical processing of taste in primates, first for identity and 
intensity in the primary taste cortex, and then for reward value in the orbitofrontal 
cortex, is that both types of representation need to be interfaced to visual and other 
processing that requires cortical computation. For example, it may have adaptive 
value to be able to represent exactly what taste is present and to link it by learning 
to the sight and location of the source of the taste, even when hunger is not present 
and reward is not being produced, so that the source of that taste can be found in 
future, when it may have reward value. More generally, when we see and taste a 
food (perhaps in a particular place) when hunger is not present and the food has no 
reward value, it is still important to be able to learn associations between these rep-
resentations, including for semantic memory. In line with cortical processing to 
dominate the processing of taste in primates, there is no modulation in primates of 
taste responsiveness at or before the primary taste cortex, and the pathways for taste 
are directly from the nucleus of the solitary tract in the brainstem to the taste thala-
mus and then to the taste cortex (Figs. 12.1 and 12.4) (Rolls 2014, 2015a).

12.5  Rapid, Rule-Based Reward Reversal Learning 
in Primates: Orbitofrontal Cortex vs. Amygdala

In primates and humans, the orbitofrontal cortex implements one-trial rule-based 
reversal learning, and this is important in rapidly updating social behaviour. This is 
rapid updating of value-based representations.

Visual-to-taste association learning and its reversal by neurons in the orbitofron-
tal cortex can take place in as little as one trial (Thorpe et  al. 1983; Rolls et  al. 
1996b; Deco and Rolls 2005; Rolls and Deco 2016). This is rule-based, in that if on 
one trial the expected reward is not obtained, on the very next trial a previously 
punished visual stimulus is shown, it will be chosen on the basis that the rule for 
which stimulus is associated with reward has changed. This has clear adaptive value 
in enabling particular foods with a good or bad taste to be learned and recognized 
quickly, important in foraging and in food selection for ingestion. The visual inputs 
reach the orbitofrontal cortex from the inferior temporal visual cortex, where neu-
rons respond to visual objects independently of their reward value (e.g. taste) as 
shown by satiety and reversal learning tests (Rolls et al. 1977; Rolls 2008b, 2012a). 
The visual-to-taste associations are thus learned in the orbitofrontal cortex (Rolls 
2014). These visual-taste neurons thus respond to expected value (Rolls 2014). 
Consistent evidence is available in humans, in that the lateral orbitofrontal cortex is 
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activated on reversal trials, when an error is detected (Kringelbach and Rolls 2003), 
consistent with the presence of error neurons in the primate orbitofrontal cortex 
(Thorpe et al. 1983; Rolls 2016a). Further, patients with damage to the orbitofrontal 
cortex are impaired on rapid stimulus-reward reversal learning (Hornak et al. 2004; 
Rolls et al. 1994). Maintaining the current rule in short-term memory and using this 
to bias neurons in the orbitofrontal cortex may be one computation that granular 
prefrontal cortex facilitates, because of its highly developed local recurrent collat-
eral system which can form an attractor network and hold the current rule in 
 short- term memory (Rolls 2016a; Rolls and Deco 2016). Rodents may not be able 
to perform one-trial rule-based stimulus-reward reversal.

The amygdala is a structure in the temporal lobe with somewhat similar connec-
tions to the orbitofrontal cortex (see Fig. 12.1). The amygdala has been present in 
evolution for much longer than the primate orbitofrontal cortex and appears to differ 
from the orbitofrontal cortex in that it cannot implement one-trial, rule-based, visual 
discrimination reversal when the taste or flavour associated with the visual stimulus 
is reversed (Rolls 2014). The primate amygdala contains neurons that respond to 
taste and oral texture (Sanghera et  al. 1979; Scott et  al. 1993; Kadohisa et  al. 
2005a, b). Some neurons respond to visual stimuli associated with reinforcers such 
as taste but do not reflect the reinforcing properties very specifically, do not rapidly 
learn and reverse visual-to-taste associations, and are much less affected by reward 
devaluation by feeding to satiety than are orbitofrontal cortex neurons (Sanghera 
et al. 1979; Yan and Scott 1996; Kadohisa et al. 2005a, b; Wilson and Rolls 2005; 
Rolls 2014). The primate orbitofrontal cortex appears to be much more closely 
involved in flexible (rapidly learned, and affected by reward devaluation) reward 
representations than in the primate amygdala (Rolls 2014), although both amygdala 
and orbitofrontal cortex lesions can impair the preference for an object on the first 
trial after devaluation by feeding to satiety of the food-related value of that object 
(Murray and Izquierdo 2007). In addition, in humans, amygdala lesions appear to 
have less profound effects on emotion and emotion-related learning than do orbito-
frontal cortex lesions (Rolls 2014).

12.6  Neuroeconomic Representation of Value in the Primate 
Including Human Orbitofrontal Cortex

The reward value representations in the primate orbitofrontal cortex of taste, olfac-
tory, and flavour stimuli are appropriate for economic decision-making in a number 
of ways (Rolls 2014, 2015c). First, the responses of orbitofrontal cortex neurons 
reflect the quality of the commodity or ‘good’ (e.g. the sight or taste of food) multi-
plied by the amount available (Padoa-Schioppa and Assad 2006; Padoa-Schioppa 
2011). In humans, activations in the orbitofrontal cortex reflect the ‘subjective 
value’ of foods (where ‘subjective value’ in economics refers strictly to what is 
chosen by a subject rather than to conscious subjective pleasantness (Rolls 2014, 
2015c)), assessed in a task in which the value is measured by choices between 
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different foods and different amounts of money (Plassmann et al. 2007). Moreover 
these neurons reflect the value of reward stimuli, and not actions made to obtain 
them (Rolls 2014; Thorpe et al. 1983; Rolls et al. 1990; Verhagen et al. 2003; Padoa- 
Schioppa and Assad 2006).

The value representation in the primate and human orbitofrontal cortex is domain 
general, in that the amount and value of goods, and temporal discounting, operate 
transitively (as shown by trade-offs), providing a basis for economic  decision- making 
(Padoa-Schioppa 2011; Rolls 2014). There is evidence that this is not the case in 
rodents (Padoa-Schioppa 2011; Rolls 2014).

Goal-directed choice may be the best measure of value and emotion, for 
there are many partly separate neural circuits for different emotion-related 
responses, e.g. autonomic output, freezing, fixed action patterns, and uncondi-
tioned approach or withdrawal. The functions of the amygdala.

Given the approach to emotions as states elicited by instrumental reinforcers, 
goal-directed value as a basis for action is a crucial system in emotion (Rolls 
2014). However, some of the brain structures implicated in emotion produce other 
outputs that are adaptive, even if not fundamental to emotion and goal-directed 
behaviour [section 4.6.1 (pp.  159–165) of Emotion and Decision-Making 
Explained (Rolls 2014), and Cardinal et  al. (2002)], though possibly of earlier 
evolutionary origin.

First, autonomic responses such as increased heart rate can be produced by 
brainstem pathways, the hypothalamus, amygdala, orbitofrontal cortex, and cingu-
late cortex (Figs.  12.1 and 12.2) (Critchley and Harrison 2013). Autonomic 
responses can become classically conditioned in structures such as the amygdala, as 
can freezing responses (LeDoux 2012; Phelps and LeDoux 2005), but of course 
these are conditioned reflexes, with no flexibility of response (Rolls 2014). Even 
approach to a food can become classically conditioned (Cardinal et al. 2002; Rolls 
2014).

Second, the striatum/basal ganglia route, evolutionarily old, which receives from 
the amygdala as well as the cortex, is involved in learning stimulus-response habits, 
which tend to be overlearned and are not under the direct control of the goal value 
(Figs. 12.1 and 12.2) (Rolls 2014).

In this context, it is interesting to consider the role of the amygdala in these types 
of response and in emotion. Neurons in the primate amygdala do not show rapid, 
one-trial reversal nor are their responses very consistently reduced to zero by deval-
uation produced, for example, by feeding to satiety (Sanghera et al. 1979; Rolls and 
Scott 2003; Rolls 2014). This is in contrast to the orbitofrontal cortex (Rolls 2014), 
though amygdala neurons may be more involved when aversive stimuli are used 
(Morrison et al. 2011). Lesions of the macaque amygdala do not impair stimulus- 
reward reversal learning, whereas lesions of the orbitofrontal cortex do (Murray and 
Izquierdo 2007). Lesions of the rodent amygdala impair many classically condi-
tioned responses such as autonomic responses and freezing (LeDoux 2012; Phelps 
and LeDoux 2005; Cardinal et al. 2002; Rolls 2014), and the importance of the rat 
amygdala, with its much less well-developed orbitofrontal cortex than primates, in 
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olfactory reversal learning, has been emphasized (Schoenbaum et al. 1999). Further, 
the changes in emotion in patients with amygdala lesions are much less marked than 
those in patients with orbitofrontal cortex damage, and special tests, analogous in 
some cases to those developed in rodent studies, are necessary to reveal deficits 
(Phelps and LeDoux 2005; Whalen and Phelps 2009). For example, patients with 
amygdala lesions are impaired at learning classically conditioned skin conductance 
responses when a blue square is associated with a shock and are also impaired in 
acquiring the same autonomic response to fear by verbally instructed learning or by 
observational learning. The human amygdala appears to be important mainly for 
some fear responses to some stimuli, such as whether an individual backs off in a 
social encounter (Feinstein et al. 2011).

Taken together, these findings provide evidence that in primates including 
humans the amygdala becomes overshadowed by the orbitofrontal cortex. The orbi-
tofrontal cortex has a much more important role in the computation of reward and 
punishment value, as measured by effects of devaluation and goal-directed one-trial 
rule-based learning and reversal, and thereby in emotion, which shows major 
changes after damage to the orbitofrontal cortex (Hornak et al. 1996, 2003, 2004,; 
Rolls et al. 1994; Rolls 2014). The computational bases are considered elsewhere of 
primate one-trial rule-based reversal (Deco and Rolls 2005), how non-reward neu-
ronal activity is computed in the orbitofrontal cortex (Rolls and Deco 2016), and 
how these process may be related to depression considered as involving emotions 
produced by non-reward (Rolls et al. 2016; Rolls 2016c). The computational bases 
for the importance of the orbitofrontal cortex in emotion are described in Cerebral 
Cortex: Principles of Operation (Rolls 2016a), which also considers more widely 
the ways in which the cerebral cortex has evolved.

Goal value-directed choice is usual in primates and humans, whereas fixed 
action patterns, such as pecking in birds, are more common elsewhere.

The computation of reward value, and then its use as the target for goal-directed 
learning under the control of the goal value, is a flexible way for genes to influence 
behaviour and appears to be at the heart of primate including human emotion. 
However, genes may also encode stimulus-response reflexes, and this is seen, for 
example, in the pecking of birds at grain-like objects (Rolls 2014; Brown and 
Jenkins 1968).

In humans, and perhaps some primates, syntactic reasoning and thereby 
planning allow selfish gene-specified (emotion-related) rewards to be rejected 
in favour of the long-term interests of the individual, the phenotype.

The evolutionary adaptive value of emotions is that different genes specify dif-
ferent goals in their own self-interest, and actions can then be learned and per-
formed by instrumental learning to obtain the goals. In addition, a rational thought 
system involved in multistep planning using syntax can allow gene-specified goals 
to be deferred or avoided in order to achieve longer-term types of goal that may be 
more advantageous to the individual than to the genes (Rolls 2012b, 2014). 
Decisions between these systems are likely to be taken by a probabilistic cortical 
attractor decision-making network (Rolls and Deco 2010; Rolls 2014).

12 Evolution of the Emotional Brain
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Chapter 13
Evolutionary Origin of Empathy 
and Inequality Aversion

Shigeru Watanabe and Yutaka Kosaki

Abstract An important function of emotion is to enable individuals to adapt to the 
environment through induction of physiological and behavioral responses directly 
toward, or in anticipation of, biologically significant events such as food and preda-
tors. Another important function is to provide a social signal for other individuals in 
the group. This emotional signal often induces the same emotional state in the 
observer, a process called emotional contagion, which serves as a surrogate for oth-
ers to learn through observation and provide cues to take actions in pro-social ways 
or, on occasions, in Machiavellian ways. Empathy, a term used to encompass these 
various social functions of emotion, is thus crucial for the survival of many species 
of animals including humans. In this chapter, we review literature concerning exper-
imental studies of empathy in the laboratory animals, mostly rodents, which could 
provide a clue to understand the evolutionary origin of empathy. We first review 
basic findings concerning emotional contagion and introduce recent studies that 
examined the importance of social comparison in automatic empathetic responses, 
which indicate that the nonstandard forms of empathy such as envy, schadenfreude, 
as well as inequity aversion, may exist in rodents. We then discuss the functional 
significance of empathy by reviewing literature on observational learning and help-
ing behavior. We then offer mechanistic analyses of empathy on the basis of the 
principles of associative learning. Finally, we discuss the evolutionary origin of 
social comparison.
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13.1  Introduction

For many species of animals, social communication among conspecifics is as critical 
for survival as individual learning and memory. In particular, the acquisition of 
information through perception of emotional state in other individuals has immedi-
ate relevance to survival. Many animals display emotional expressions including 
autonomic and somatic responses upon involvement in and in expectation of biologi-
cally significant events, such as predator detection and avoidance, procuring food, 
and attracting a mate. A primary function of these emotional responses is to allow 
animals to cope with and prepare for such events. On the other hand, among the 
spectrum of emotional expressions are those that are apparently less likely to pro-
mote adaptation in as direct a way as defensive/appetitive responses; these include 
facial expressions, vocalizations, and emission of pheromones. These overt emo-
tional expressions are thought to function as social signals for conspecifics. Although 
there is no agreed definition of emotion (Frigida 2007), empathy can be broadly 
defined as a phenomenon in which the detection of such an emotional expression 
provokes an emotional experience in the observer. Based on the evoked emotional 
state, animals may also be engaged in voluntary actions to affect the emotional state 
of others, which could be regarded as pro-social and sympathetic behavior.

This chapter reviews the major empirical findings concerning the expression of 
empathy in nonhuman animals—especially rodents—and offers mechanistic and 
functional analyses of this phenomenon. We first review basic findings concerning 
emotional contagion, which is a fundamental and automatic form of empathy and 
then introduce recent studies that have examined the importance of social compari-
son in empathetic responses. We then discuss the functional significance of basic 
empathy by reviewing the literature on social learning and voluntary empathetic 
behavior. We then offer analyses on behavioral mechanisms underlying basic empa-
thy on the basis of the principles of associative learning. Finally, we discuss the 
evolutionary origin of social comparison.

13.2  Emotional Contagion or State-Matching of Emotion: 
Automatic Positive and Negative Empathy

Many researchers agree that at the most fundamental level of empathy lies an auto-
matic contagion of emotional states between conspecifics (e.g., Preston and de Waal 
2002). Historically, it is a modern version of “affectum imitatio” by the seventeenth- 
century philosopher Spinoza. In this section, we briefly review basic findings on 
emotional or the state-matching form of basic empathy, in which the perception of 
other’s positive or negative emotional expression by an observer induces a similar 
emotional state in that observer.
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13.2.1  Negative Emotional Contagion

In one of the earliest studies of empathy in animals, Church (1959) demonstrated 
negative emotional contagion in rats. He showed that electric shocks applied to a 
demonstrator rat suppressed instrumental behavior (lever pressing to get food 
reward) in other rats that observed the conspecific being shocked, which was inter-
preted as evidence for a transfer of fear from the demonstrator to the observer. 
Importantly, the suppression was stronger if the observers themselves had previ-
ously experienced such a shock (i.e., a shared experience), and even stronger if the 
previous shock experience had been contingent upon shocks to the demonstrator, 
suggesting the involvement of associative learning mechanisms in emotional conta-
gions (see Sect. 13.4.1 for detailed analysis). Watanabe and Ono (1986) later repli-
cated the findings in pigeons. More recently, Langford et al. (2006) demonstrated 
negative emotional contagion in mice by measuring enhancement of pain reaction 
to noxious stimuli in mice that observed similar expressions of pain in the demon-
strators. Knapska et  al. (2006) observed increased fear reaction, measured in an 
acoustic startle paradigm, in mice that interacted with a cage mate that had been 
shocked immediately before a social interaction. Other more indirect demonstra-
tions of emotional contagion involve facilitation of subsequent fear conditioning 
upon observing fear in conspecifics as shown in monkeys (e.g., Mineka et al. 1984), 
rats (e.g., Bruchey et al. 2010), and mice (e.g., Jeon et al. 2010), which will be dis-
cussed further in Sect. 13.5.1.1.

13.2.2  Positive Emotional Contagion

In contrast to the numerous demonstrations of negative emotional contagion, it is 
less common to observe positive emotional contagion in animals. One such exam-
ple is the so-called social facilitation of the positively reinforcing effect of a drug 
(e.g., Watanabe 2011a), which will be discussed in Sect. 13.3.1. Apart from this 
social facilitation, one study showed both positive and negative emotional conta-
gion in pigs (Reimert et al. 2013). Other potential cases for positive empathy have 
been reported in studies demonstrating the social transmission of food preference 
(e.g., Galef and Wigmore 1983). The socially transmitted food preference, how-
ever, can be acquired even when the demonstrator is anesthetized (Galef and 
Wigmore 1983; Galef and Stein 1985), suggesting that the food preference can be 
acquired in the absence of positive emotion exhibited by the demonstrator. Galef 
et al. (1988) suggested that the smell of novel food together with carbon disulfides 
in the demonstrator’s breath suffices to establish the social transmission of food 
preference.
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13.3  Social Comparison and Empathy

As important as the emotional contagion might be in affecting an individual’s emo-
tional state, we also know that such an empathetic response is substantially modu-
lated by comparison of our own emotional states with those of others. For example, 
people suffering stress may feel less stress when they know that others experience 
the same stress. Also, people suffering stress may feel more stress when sur-
rounded by individuals who are not experiencing stress. Thus, the value of any 
event—positive or negative—can be modulated by social comparisons with refer-
ence to the states of others. In this section, we discuss how perception of social 
equality/inequality modulates emotional experiences in animals.

13.3.1  Social Equality

Social equality is a situation in which demonstrators and observers experience a 
similar emotion, and it facilitates both positive and negative emotions. In some 
cases, however, social equality can reduce negative emotion in an observer.

13.3.1.1  Social Facilitation by Equality in Negative Emotion

There are many examples of social facilitation of drug effects in humans. For exam-
ple, people tend to consume more alcoholic beverages when they are with other 
drinkers, and they often start smoking cigarettes if they have friends who smoke 
(Glynn 1989). Thus, social facilitation may require not only the presence of other 
individuals but also state-matching between them. For example, an adolescent rat 
will consume more ethanol following interactions with a social partner injected with 
ethanol than with a social partner injected with water (Hunt et al. 2001; Maldonado 
et al. 2008). However, Gauvin et al. (1994) found that the presence of a cage mate 
with or without alcohol consumption reduced the conditioned aversion to ethanol. 
To clarify whether the state-matching of a pharmacological effect influences the 
reinforcing properties of methamphetamine, Watanabe (2011a) examined condi-
tioned place preference in three groups of mice: One group was subjected to conven-
tional conditioned place preference training in the absence of other mice (single 
group), a second group was conditioned in the presence of cage mates who experi-
enced the same schedule of drug/saline injections (paired group), and the third group 
was conditioned in the presence of differentially treated cage mates (i.e., one mouse 
was injected with saline whereas the other was injected with methamphetamine—
control-paired group). The paired group demonstrated facilitation of conditioned 
place preference as compared with the single group, but the control- paired group did 
not. Thus, the social facilitation effect does not represent just the simple summation 
of drug and social rewards but rather critically depends on whether the two 
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individuals experience the matching emotional state. Functionally, it may be argued 
that social facilitation based on positive empathy can serve to strengthen bonding in 
social groups. In human societies, drinking, eating, and singing together (e.g., mili-
tary or college songs) are common practices aimed to facilitate social bonding.

13.3.1.2  Stress-Reducing Effects by Equality in Negative Emotion

Langford et al. (2006) reported that a pain response induced by injection of formalin 
into the hind leg of mice was enhanced when a cage mate was also injected with 
formalin, as already mentioned in Section x. It is interesting that the relative magni-
tude of the induced pain in the demonstrator and the observer influenced both the 
strength and direction of emotional contagion exhibited by the observer. When the 
observer was injected with a low dose of formalin (1%) and the cage mate was 
injected with a high dose of formalin (5%), the observer showed an augmented pain 
response, whereas when the observer was injected with a high dose of formalin and 
the cage mate was injected with a low dose, the pain response of the observer 
decreased. Social equality also has stress-reducing effects.

A variety of stressors have been reported to raise body temperature (stress- 
induced hyperthermia, SIH; for review, see Bouwknecht et al. 2007), including a 
novel cage (Houtepen et al. 2011), social threat (Pardon et al. 2004), social defeat 
(Keeney et al. 2001), and restraint (Thornhill et al. 1979). The infrared thermograph 
is a suitable tool to measure SIH in social contexts because it is completely nonin-
vasive and allows the assessment of several individuals simultaneously. Watanabe 
(2015) compared SIH in different social conditions using the thermograph. In the 
single-stress condition, the mouse was inserted into a restraint device (a holder for 
blood sampling) to induce SIH. In the equality condition, each of four animals in 
each cage was restrained individually at the same time, and the holders were placed 
in a radial arrangement facing the center of the home cage so that each animal could 
see all other animals. The social equality condition caused less SIH than the single 
condition, indicating that social equality reduced restraint stress.

Watanabe (2011b) employed a similar experimental design to study social modi-
fication of stress with two more indices, namely, corticosterone level and enhance-
ment of aversive memory (Roozendaa et al. 2009). Corticosterone level was lower 
after restraint stress was applied with restrained cage mates in comparison to single- 
stress condition, consistent with the thermograph results (Fig. 13.1b). Another index 
of stress is the enhancement of aversive memory. The retention of the step-down 
passive-avoidance learning was weaker in mice that had experienced restraint stress 
under the equality condition than those that experienced the stress alone, indicating 
that the mice in the equality condition suffered less stress (Fig. 13.1c).

The effect of social equality on negative emotion may depend on familiarity 
between animals. Langford et al. (2006) reported that the presence of a free mouse 
resulted in fewer displays of pain reactions by a mouse injected with acetic acid, but 
only if the free mouse was unfamiliar. Watanabe (2016b) examined whether famil-
iarity between animals affects the social equality induced by reduction of restraint 
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SIH.  The presence of similarly stressed but unfamiliar mice did not reduce SIH 
indicating that social equality can reduce stress only in the presence of familiar 
conspecific.

13.3.2  Social Inequality

The issue discussed in this section is whether and how such social inequality affects 
emotional experiences. One case of social inequality is when one person is happier 
than another, which can cause negative emotion in the latter. Envy, or reversed 
empathy, is a common emotion in humans (Smith 2013). Another case of inequality 
is schadenfreude, in which the misfortune of others causes positive emotion in the 
observer. Enjoying misfortune of others is considered by many to be a particularly 
human-unique emotion. In this section, we review studies in animals that tested 
whether envy and schadenfreude are indeed unique to humans.

13.3.2.1  Reversed Empathy or Disadvantageous Inequality Aversion

“Reversed empathy” is a non-state-matching form of empathy in which distress 
results from observing the fortune of others. It is generally considered to be non-
adaptive or less adaptive because it does not offer an obvious benefit for the 
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observer. One interesting example of reversed empathy is the stress-enhancing 
effect. Watanabe (2011b) examined the reversed empathy in a situation similar to 
that in which he studied the SIH-reducing effect of social equality. In this case, the 
subject mouse was restrained in the holder while four other cage mates freely 
moved around the holder. The SIH was higher in this inequality condition than in 
the single-stress condition, suggesting that the experimentally induced social 
inequality increased the stress (Fig.  13.2a). This conclusion was supported by 
results from two other measures. First, the level of corticosterone after the restraint 
was the highest in mice that experienced restraint with free-moving cage mates 
(Fig. 13.2b). Second, the memory-enhancing effect of restraint-induced stress was 
also higher in the social inequality condition than in the single-stress condition 
(Fig. 13.2). Therefore, all three indices of stress, namely, SIH, corticosterone level, 
and the memory- enhancing effect, consistently pointed to the idea that social 
inequality increased the restraint- induced stress, suggesting that the mice experi-
enced reversed empathy.

The social inequality condition can be considered a type of social threat because 
restrained subjects cannot fight back against or escape the free cage mates. Social 
defeat-induced stress increases not only corticosterone level (Koolhaas et al. 1997) 
and immune response (Kollack-Walker et al. 1997) but also body temperature in rats 
(Meerlo et al. 1997). In the social inequality condition described above, physical 
contact was possible but only at a limited level; the free mice often climbed on the 
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holder, but they could not bite the subject inside because the slit of the holder was 
so narrow. Thus it is unlikely that the increased stress in the social inequality condi-
tion was produced by social defeat.

To determine whether the actual movement of free mice is crucial for the stress- 
enhancing effect of free cage mates, Watanabe (2015) replicated the social inequal-
ity condition using anesthetized cage mates (i.e., the cage mates were not restrained 
but were immobile). In fact the anesthetized cage mates did not have a stress- 
enhancing effect, indicating that the movement of the free mice is the crucial factor 
for increasing the stress of restrained mice. Thus, the subjects could discriminate 
between immobile and freely moving cage mates.

Social inequality might also have more general aversive effects in nonhuman 
animals—a phenomenon called inequality aversion. Studies in nonhuman primates 
indicate that primates possess a sense of fairness in some extent. For example, capu-
chin monkeys refused to receive cucumbers when others obtained more valuable 
grapes (Brosnan and de Waal 2003). This behavior appears nonadaptive because 
receiving some food must be better than receiving no food, yet the aversive property 
of inequitable outcomes has been demonstrated in several nonhuman primates 
(Yamamoto and Takimoto 2012).

There is little evidence for inequality aversion in non-primate animals, but own-
ers of dogs believe that their dogs experience jealousy (Morris et al. 2008) and some 
sense of fairness (Salovey and Rodin 1989). Range et  al. (2012) trained dogs to 
“give the paw” and then extinguished this behavior. Dogs displayed faster extinction 
when given extinction training with another dog that was rewarded than when 
extinction-trained alone (Range et al. 2012). However, dogs preferred a trainer that 
over-rewarded other dogs for sitting on command to a trainer that provided fair 
rewards (Horowitz 2012), providing no evidence for inequality aversion. The dogs 
had no preference between an under-rewarding trainer and a fair trainer either, 
which again suggests no preference for the fair trainers. There have been several 
discussions about inequality aversion in nonhuman animals (Chen and Santos 2006; 
Sheskin et al. 2014).

Another type of inequality aversion is negative emotional response caused by 
less happier others. This aversion is called advantageous inequality. We, human, feel 
negative emotion in advantageous inequality situation but there is almost no report 
of the advantageous inequality aversion in animals. Even humans, the advantageous 
inequality is less aversive than the disadvantageous inequality. Ultimatum game and 
dictator game are experimental design often used for experiments of the inequality 
aversion in humans. In the ultimatum game, a proposer offers how split money 
between the proposer and the responder can reject the offer. If the responder rejects 
the offer, both the proposer and responder lose the money. In other words, the 
responder can punish the proposer. In the dictator game, the responder cannot refuse 
the offer. Typical proposers offer around 40% of money to responder in the 
 ultimatum game (Güth and Tietz 1990) whereas the proposers offer quite small 
amount to the responder in the dictator game (Forsythe et al. 1994). This suggests 
the advantageous inequality aversion exists but does not so well control human 
behavior.
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13.3.2.2  Schadenfreude

Schadenfreude, the mirror image of reversed empathy or envy, occurs when the 
failure or misfortune of demonstrators induces pleasure in the observer. This phe-
nomenon is apparently irrational, because misfortune of others does not provide any 
value except in competitive situations. Schadenfreude is commonly observed in 
human society, however, suggesting that it is unique to humans.

Watanabe (2012) examined whether mice exhibit schadenfreude. The subject 
mouse was placed in the central compartment of a three-compartment chamber, 
and two familiar stimulus mice were placed in the side compartments. One stimu-
lus mouse was injected with formalin at one paw just before being placed in the 
side compartment, whereas the other stimulus mouse did not receive an injection. 
The subject spent more time with the formalin-injected stimulus mouse. This pref-
erence for the distressed cage mate could represent schadenfreude-like emotion. 
Alternatively, this behavior may represent a predisposition to explore unusual states 
of familiar conspecifics. Yet another interpretation is that it reflects rescue behavior 
or pre-concern for others.

Virtually all human and nonhuman animal societies have stratified social classes 
or dominance hierarchies that are fundamental emergent properties of social groups 
(Ellis 1993). The adaptive basis of stratification is the intrinsic competition for lim-
ited resources such as food, water, territory, and mating opportunities. In human 
studies, subjects experienced schadenfreude when observing failure of a higher- 
status achiever (Feather 2008). Social status, or the dominant/subordinate relation, 
is known to play a crucial role in social preference in mice (Van Loo et al. 2001). 
Accordingly, Watanabe (2014) measured social rank among three mice using a 
competitive food retrieval test before replicating the social preference test. In the 
social preference test, the subordinate mice spent more time with a dominant cage 
mate that had received a formalin injection than with a non-injected mid-rank cage 
mate, but the preference was not evident when the dominant individual had not 
received an injection. The dominant mice themselves, in turn, did not display any 
preference for subordinate mice regardless of whether they were in pain. Moreover, 
the time spent by the subordinate mouse with the formalin-injected dominant mouse 
correlated negatively with the social dominance distance between them (Fig. 13.3).

The pain response of a slightly more dominant mate attracted the subordinate 
mice the most. This may reflect a greater chance for the subordinate to overturn the 
hierarchical positions, as the pain response of a higher-ranking animal would be 
perceived as indicating weakness (Fig.  13.3). Although there were no explicit 
attacks on the suffering demonstrators, the pain response may still have signaled the 
potential opportunity for an attack and thus led to the observed preference. These 
results suggest that the pain response of a dominant cage mate has a rewarding 
property for a subordinate; in other words, it is under these social conditions that a 
schadenfreude-like phenomenon could occur. As already discussed in Section xx, 
the presence of an unfamiliar male has an analgesic effect that reduces the pain 
response in male mice (Langford et al. 2006, 2010), which has the potential effect 
of concealing the appearance of weakness.
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Humans may also be more likely to feel schadenfreude when the demonstrator is 
of slightly higher social position (Smith 2013). Schadenfreude in humans, however, 
has one particular feature—namely, its expression is concealed at least in some 
cases. In many casual settings, it may be socially acceptable to explicitly enjoy the 
minor misfortune of close friends, but it is less acceptable to express joy for the 
misfortune of persons of higher position. Hiding the experience of schadenfreude is 
likely unique to humans, and hidden schadenfreude can be considered a social skill 
that has been developed to avoid conflict among humans. However, a kind of tacti-
cal deception has been observed in extra-pair copulation in primates (le Roux et al. 
2013). Dominant males punished individuals involved in extra-pair copulation, and 
the individuals suppressed vocalization during the extra-pair copulation. These 
observations suggest inhibition of emotion might be possible in animals.

13.3.3  Sense of Fairness

Several studies have suggested that human social intelligence involves a strong 
sense of fairness and that humans have a desire to punish others who act unfairly, 
even if there is a cost associated with the punishment (Fehr and Gachter 2002). In 
the ultimatum game, the responder rejects unequal offers by the proposer even if 
both of the players lose money by the rejection. The rejection is illogical behavior 
because small amount of money is better than nothing, but it functions as punish-
ment of unfair behavior of the proposer. Desire to punish the unfair behavior has 
been suggested to contribute to schadenfreude. Brain imaging studies have shown 
that observing pain responses in others activates brain areas involved in one’s own 
sensation of pain, but this empathetic response was not apparent when participants 
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observed the pain response of individuals who had played unfairly in a game before 
the scan (Singer et al. 2006). Furthermore, male participants showed activation of 
the nucleus accumbens, which is usually activated by reward, when they saw a pain 
response of the unfair player (Singer et al. 2006), suggesting that witnessing “just 
deserts” for an offender is rewarding.

It is likely that an aversion toward inequality and a sense of fairness has helped 
to sustain human societies and form the basic foundations for principles of social 
exchange, reciprocity, and law. A sense of unfairness could in principle emerge both 
when one is happier than others or when one is less happy than others, but humans 
appear to feel a much stronger sense of unfairness in the latter case than in the for-
mer. To test whether this is also the case for mice, Watanabe (unpublished data) 
measured SIH in a free mouse surrounded by restrained cage mates. In contrast to 
the robust SIH in the reversed empathy condition (Watanabe 2011b), the free mouse 
did not show SIH, indicating that the social inequality did not produce stress if the 
subject was happier than others. Our biased sensitivity for unfairness means that 
humans prefer everybody being unhappy to a mixture of happy and unhappy people. 
As described in section of reversed empathy, advantageous inequality is less aver-
sive than advantageous inequality. According to de Waal (2009), “We’re all for fair 
play so long as it helps us.”

13.4  Mechanisms of Empathy from an Associative Learning 
Perspective

13.4.1  Emotional Contagion Through Pavlovian Conditioning 
and a Role for Stimulus Generalization

We start our mechanistic descriptions of empathy with its most fundamental form, 
namely, emotional contagion, by focusing on some of the earliest demonstrations in 
rats (Church 1959) and pigeons (Watanabe and Ono 1986), which were briefly men-
tioned in Section x. Church (1959) presented an electric shock to a rat while another 
rat was lever pressing for food reinforcement in an adjacent compartment. The 
shock to the conspecific suppressed lever pressing in the observer, but only tran-
siently, so that repeated presentations of shocks resulted in progressively weaker 
suppression. If, however, the observer rats had previously been given separate train-
ing where a shock to the demonstrators predicted a contingent shock to the observ-
ers, the observers later showed a greater level of suppression in response to the 
shock to the demonstrator and for a longer period across sessions. Intriguingly, 
another group of observers, which previously received shocks but noncontingently 
to the shocks to the demonstrators, also exhibited suppression, but to a lesser degree 
than the group that received contingent shocks but more strongly than the other 
group that experienced no shock by themselves.
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13.4.1.1  Two Basic Learning Processes Underlying Emotional Contagion

Church (1959) offered a straightforward explanation of the emotional contagion: it is 
acquired through concurrent experience of another individual’s expression of an emo-
tional state (e.g., squeaking) and the subject’s own emotional state (e.g., pain). That 
is, emotional contagion is learned via Pavlovian conditioning. In this case, the dem-
onstrator’s emotional expression served as a conditioned stimulus (CS), signaling the 
pain to the observers, which constitutes an unconditioned stimulus (US). Repeated 
pairing of these events established an association between them and consequently 
induced in the observer a conditioned suppression of instrumental behavior—a 
typical conditioned response (CR) related to anticipation of noxious stimuli. Equally 
important is a process responsible for the conditioned suppression shown by the 
group that had prior experiences of shocks that were noncontingent upon shocks to 
the demonstrator. To explain the result, Church (1959) appealed to the notion of 
stimulus generalization and suggested that rats in this group initially formed an 
association between their own emotional reaction to the shock (squeaks; CSself) and 
the emotional state induced by the shock (pain; US), which then generalized to the 
demonstrator’s similar emotional expression (CSother) during the test stage to cause 
the pain-related state in the observers.

Figure 13.4 summarizes the two mechanisms described above. First, the animals 
acquire emotional contagion by directly forming an association between conspecif-
ics’ emotional expressions (CSother) and their own emotional states (US). Second, 
emotional contagion can also be acquired via an auto-association of their own emo-
tional expression (CSself) and emotional state (US), which generalizes to other indi-
viduals’ similar emotional expression (CSother).

13.4.2  Role of a Shared Experience, Familiarity, 
and Similarity Between Conspecifics

The stimulus generalization account offers a clear explanation for why a shared 
experience facilitates empathetic responses in many animals and in different experi-
mental settings (e.g., Bruchey et  al. 2010; Church 1959; Langford et  al. 2006; 
Watanabe and Ono 1986). Also, the associative account can explain why the degree 
of empathy depends on familiarity as well as genetic proximity between individuals 
(e.g., Ben-Ami Bartal et al. 2014; Jeon et al. 2010; Langford et al. 2006, 2010). 
Familiarity is a direct function of the amount of time conspecifics live together, and 
the longer they live together the greater the chance for one’s emotional expression 
to be directly associated with another’s emotional experience through joint experi-
ences of the same emotional events. Importantly, individuals may display slightly 
different emotional expressions to the same event. Therefore, emotional contagion 
acquired through interaction with one conspecific may be expressed to a lesser 
degree with an unfamiliar conspecific owing to generalization decrement.
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Moreover, emotional contagion through stimulus generalization would be criti-
cally modulated by the similarities in the physical (visual), olfactory, and acoustic 
features of emotional expressions between the observer and the demonstrator ani-
mals; the more similar the two individuals, the stronger the generalization and hence 
stronger emotional contagion. This may contribute to the relatively greater degree of 
emotional contagion between siblings (e.g., Jeon et al. 2010; Langford et al. 2010). 
It is also possible, by extension, to account for the apparently graded degrees of 
empathy we can feel for other species based on stimulus generalization; we tend to 
empathize at ease with physically similar animals—other primates and certain other 
mammalian species such as dogs and cats—and possibly vice versa (e.g., Joly-
Mascheroni et al. 2008)—whereas it is usually more difficult to empathize with phy-
logenetically more distant animals such as fish and reptiles, not to mention insects 
and other invertebrates. For example, monkeys pressed a bar to terminate electric 
shocks delivered to another monkey, but they did not exhibit the same behavior to an 
albino rat, suggesting potential limits on cross-species empathy (Mirsky et al. 1958). 
Finally, a recent human study of individuals with autism- spectrum disorder (ASD) 
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indicated that those with ASD had no difficulty in empathizing with a story character 
who exhibited ASD-typical cognitive characteristics, whereas their empathy was 
impaired when the character exhibited cognitive features of typically developing 
individuals (Komeda et al. 2015). This result suggests that generalization decrement 
might contribute to empathy impairment in people with ASD.

13.4.3  Empathy, Imitation, and the Mirror Neuron System

13.4.3.1  Behavioral and Neural Mechanisms of Motor Imitation

So far we have discussed that empathy, at least in its most fundamental form, can be 
acquired through associative learning. It should be mentioned that a very similar 
idea has been put forward by Heyes and colleagues to account for motor imitation 
(Catmur et al. 2009; Cook et al. 2010, 2012; Heyes 2001, 2010; Heyes and Ray 
2000). In their associative sequence learning (ASL) model (Heyes 2001; Heyes and 
Ray 2000), the sensory-motor correspondence of the observed and executed 
actions—a fundamental feature of motor imitations—is assumed to depend on asso-
ciative learning mechanisms. Specifically, the ASL model assumes two associative 
mechanisms by which the sensory-motor correspondence is acquired.

First, organisms can form an association between a sensory representation of 
another’s action (e.g., a sight of another individual’s grasping hand) and their own 
motor command for the same action. Second, organisms can also form an associa-
tion between the sensory representation of their own movement (e.g., a sight of 
one’s own hand grasping) and the motor command for that particular action (e.g., 
grasping). Then, just as discussed for emotional contagion, the self-formed sensory- 
motor association can generalize to the sight of another individual’s similar action, 
which then activates the motor command for the same action in the observer.

13.4.3.2  Neural Substrates of Empathy and Imitation

Imitation and emotional contagion, therefore, share a similar behavioral mecha-
nism. Does this imply that these phenomena are supported by the same neural sub-
strate? The ASL model assumes that the formation of sensory-motor association 
reflects the development of sensory-motor matching properties in the mirror neuron 
system (Heyes 2010). The mirror neurons were first discovered in area F5 of the 
ventral premotor area in macaques (Di Pellegrino et al. 1992; Gallese et al. 1996; 
Rizzolatti et al. 1996), where these neurons fired both when the monkey performed 
a certain action and upon seeing another individual performing the same action. 
Subsequently, neurons with similar properties were also found in the inferior pari-
etal lobe (IPL; Gallese et al. 2002; Fogassi et al. 2005). Human functional magnetic 
resonance imaging (fMRI) studies found similar activations that reflect sensory- 
motor matching in the inferior frontal gyrus (IFG; Kilner et al. 2009), considered 
homologous to the F5 in macaques, and in the IPL (Chong et al. 2008). Evidence 
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that the sensory-motor matching property of these mirror neurons is learned through 
experience comes from studies involving professional musicians and dancers and 
shows that the mirror-like neural activity is substantially modulated by prior experi-
ence of the same kind of action in the observer (Calvo-Merino et al. 2005; Haslinger 
et al. 2005). This is conceptually similar to the role of a shared experience in emo-
tional contagion discussed earlier.

The critical issue is whether the same neural circuit for the sensory-motor mirror 
neurons also mediates emotional contagion. The associative account of emotional 
contagion predicts that emotional mirror-like neuronal properties could emerge 
anywhere in the brain where there exist converging inputs from areas responsible 
for the perception of emotional expressions and emotional experiences. Several 
fMRI studies have demonstrated activations in the IFG, a key area for sensory- 
motor matching, when participants observed or voluntarily imitated emotional 
facial expressions of others (Carr et al. 2003; Dapretto et al. 2006). Although these 
studies did not ensure that the participants actually experienced the same emotional 
state as that indicated by the demonstrators, it seems plausible that imitating emo-
tional facial expression consequently affected subjects’ emotional experiences (e.g., 
Darwin 1872; Ekman et  al. 1983). This suggests a potential third mechanism of 
emotional contagion, that is, via automatic motor imitation.

Other studies demonstrated activations in the anterior cingulate cortex (ACC) 
and the anterior insular, both when participants experienced painful stimulations 
and when they observed pain-related facial expressions of others (Botvinick et al. 
2005), observed another person’s hand in a painful situation (Jackson et al. 2005), 
or even when they were instructed with an arbitrary cue that the painful stimulation 
is being inflicted upon their partner (Singer et al. 2004). Although these fMRI stud-
ies generally indicate that the neural substrates that partially overlap those for imita-
tion mediate the self-other correspondence in the emotional domain, i.e., empathy, 
it remains to be tested whether changes in the BOLD signal come from exactly the 
same neurons within the implicated areas. This would require a technique such as 
MRI adaptation method, as employed in the demonstrations of sensory-motor 
matching (Chong et al. 2008; Kilner et al. 2009).

13.4.4  Mechanisms of Reversed Empathy and Schadenfreude

Owing mainly to the paucity of empirical data, it remains unclear whether reversed 
empathy and schadenfreude are also elicited automatically just as in the state- 
matching emotional contagion or whether they are instead second-order forms of 
empathy that require processing of additional information regarding social context 
and even the predicted consequences of another’s emotional expressions. Although 
a study in mice mentioned earlier demonstrated social ranks to be an important fac-
tor in schadenfreude (Watanabe 2014), this does not necessarily imply that these 
forms of empathy are acquired by a mechanism different from that underlying the 
state-matching forms of empathy.
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Based on the associative account, it may be argued that these non-state-matching 
forms of empathy, i.e., envy and schadenfreude, are also acquired through the same 
associative mechanisms but critically reflect the non-matching nature of environ-
mental contingency between the emotional states of oneself and others. One par-
ticular situation in which such reversed contingency could exist is in the context of 
social competition. Animals living in a socially competitive environment may be 
consistently exposed to such a contingency in which injuries to higher-ranking indi-
viduals lead to a better social position of lower-ranking individuals, which should 
come with various rewards to the latter individuals. Thus, it may be predicted that 
animals exposed to a greater degree of such reversed social contingency would be 
more likely to display reversed empathy and schadenfreude. Indeed, schadenfreude- 
like behavior was displayed by mice of lower social ranks toward those of higher 
ranks, but not vice versa (Watanabe 2014). It will be possible in future studies to 
assess more directly the social competition hypothesis by manipulating the degree 
of reversed contingency between conspecifics.

It is worth noting that emotional contagion via the second process, i.e., through 
auto-association and stimulus generalization, should not work for reversed empathy 
and schadenfreude. This is for an obvious reason that within an individual a certain 
emotional expression is invariably linked to an experience of the same type of emo-
tion. This in turn suggests that the emergence of envy and schadenfreude should 
usually be counteracted by the generalization-based mechanism that facilitates 
state-matching between conspecifics. An implication of this argument is as follows: 
whether the perception of another’s emotional expression results in the state- 
matching or non-state-matching forms of empathy depends on the relative strength 
of the two processes—first on the strength of the direct process reflecting a given 
social contingency between emotional states of conspecifics and second on the 
strength of the generalization-based process that should facilitate state-matching 
between conspecifics. A reduction in the generalization process for any reason 
would favor the non-state-matching forms of empathy.

A straightforward prediction is that reversed empathy and schadenfreude would be 
stronger both when the conspecifics are physically more different and when they live 
in a socially competitive context, especially for a long time. Although the latter predic-
tion is supported by at least one study in mice (Watanabe 2014), it has not been tested 
whether similarity between conspecifics also modulates the degree of schadenfreude 
and reversed empathy. In the human social psychology literature, it has been suggested 
that schadenfreude is more likely to occur between different groups of people in a 
rivalry context, for example, between supporters of different football clubs and males 
and females in an imaginary context of business competition (Spears 2013), which is 
consistent with the similarity hypothesis. However, in these studies the physical differ-
ences (e.g., gender, shirt color) are confounded by the presence of social competition, 
and it is not clear whether the similarity itself affects the degree of schadenfreude.

Although these considerations generally suggest that reversed empathy and 
schadenfreude may be acquired through fundamentally similar mechanisms as 
those for the state-matching emotional contagion, it is possible that they reflect 
more complex mechanisms that, for instance, require a clear distinction of and com-
parison between the emotional states of self and others.
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13.4.5  Mechanisms of “Cognitive” Empathy

Thus far, this chapter has focused on so-called emotional or affective empathy. It is 
common practice to distinguish these forms of empathy from “cognitive” empathy, 
in which observers are said to understand the desires and intentions of other indi-
viduals (e.g., Baron-Cohen and Wheelwright 2004; Preston and de Waal 2002). It is 
also common to explain such “higher-order” empathy using cognitive rather than 
behavioral concepts such as mental state, belief, and desire. In this section, we 
briefly introduce the idea that cognitive empathy also could be explained in the 
framework of associative learning, in particular the learning theory that deals with 
goal-directed instrumental behavior of animals, which translates the notions of 
“belief” and “desire” into more objective, behaviorally observable terms.

One prominent example of cognitive empathy is the ability to understand other 
individuals’ belief and desire through observation of their behavior, an ability often 
referred to as “theory of mind” (Premack and Woodruff 1978). A prerequisite to 
such cognitive feat is the ability to perform an action, first hand, based on a belief 
about its causal relationship to its outcome as well as to perform based on a desire to 
obtain that outcome. These are the two criteria for goal-directed action; a voluntary 
action is considered to be goal-directed if it is performed based on the causal rela-
tionship, or contingency, between the action and its outcome (i.e., belief) as well 
as based on an expectation about the value of the outcome in the current motiva-
tional state (i.e., desire; see Dickinson 1985, for a review). Studies with labora-
tory animals have convincingly suggested that they are capable of such purposive, 
goal- directed action. For example, rats are sensitive to action-outcome contingency 
(e.g., Dickinson and Charnock 1985) as well as to the expected value of an out-
come associated with the action (e.g., Adams and Dickinson 1981; Balleine and 
Dickinson 1992).

Once an animal has acquired a goal-directed action based on a belief and a desire 
about its consequence, the associative knowledge may be later activated by observ-
ing a conspecific engaged in a similar action. For example, a rat trained to press a 
lever for food and pull a chain for water would readily learn to press the lever when 
hungry and pull the chain when thirsty. When this rat later observes a conspecific 
engaged in lever pressing, it may trigger the representation of contingency between 
lever pressing and the food outcome and the learned value of, or desire for, the food 
in the state of hunger. Thus, through a mechanism similar to that described for emo-
tional contagion, animals may come to represent a particular goal associated with 
that action (belief) and a desire for that goal upon seeing a known action performed 
by others.

Importantly, for such retrieval of belief and desire through observation of 
another’s action to be a full-fledged theory of mind, it is necessary for animals to 
distinguish between their own beliefs and desires and those of others based on 
self-other distinction (Frith and Frith 1999). In other words, belief and desire 
induced by the observation of another’s action should be attributed to the actor 
rather than to the observer. To date, it has proved difficult to demonstrate this type 
of fully developed cognitive empathy in nonhuman animals, even chimpanzees, by 
typically testing understanding of a false belief in other individuals (for a review, 
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see Call and Tomasello 2008). Maybe surprisingly, however, a recent study using 
Eurasian jays showed that male jays can change the type of food they offer to 
females by observing the females being pre-fed a particular type of food, suggest-
ing that the males can understand the current desire of females (Ostojić et  al. 
2013). Importantly, the observation of females being pre-fed a particular type of 
food did not affect males’ own preference for that type of food over another, sug-
gesting that these male birds distinguished their own desire from that of the 
female’s. It remains to be tested whether this is a specially adapted ability of these 
birds (thus reflecting a potential contingency between the quality of food sharing 
and partner choice in this species) or an ability that is shared by other species. 
Also, at present, it remains unclear exactly how such self-other distinction is made 
possible in terms of both behavioral and neural mechanisms (Mitchell 2009; Isoda 
and Noritake 2013).

13.5  Function of Empathy

13.5.1  Social Learning and Empathy

Animals living in groups are likely to experience common environmental contin-
gencies. For instance, the shadow of a flying owl would predict the risk of predation 
not only for an individual shrew but also for all shrews living nearby. Thus, the 
animals would benefit from conspecifics’ emotional expressions if they were able to 
use these signals for the purpose of preparing themselves for upcoming events. Such 
learning, of course, can be achieved using these social cues in the same way as other 
nonsocial cues, but the chance of survival would be much higher if the social cues 
were capable of automatically inducing the same emotional states in observers, 
which would exempt them from learning about potentially fatal consequences first 
hand. One major function of empathy, therefore, would be to facilitate such adaptive 
social learning.

13.5.1.1  Observational Fear Conditioning

The functional significance of empathy is highlighted by experimental studies 
showing the formation or modulation of fear-related learning through observation 
of fear in a demonstrator. In this paradigm, the subject is typically exposed to a 
demonstrator that expresses fear to a certain type of stimulus. Subsequently, the 
subjects come to show conditioned fear to that stimulus despite not experiencing 
the fearful event themselves. A classic example is a series of studies by Mineka 
and colleagues (e.g., Mineka et  al. 1984; Cook and Mineka 1989) in which 
laboratory- reared rhesus monkeys, initially non-fearful of a snake, acquired fear of 
snakes by observing wild-reared monkeys expressing intense fear of the snake. 
Recent studies in rodents showed similar results. Bruchey et al. (2010) initially 
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trained demonstrator rats on direct fear conditioning between a tone CS and an 
electric shock US. Then, an observer rat was paired with one of the demonstrators, 
while both animals were presented with the CS only. Despite not experiencing the 
CS-US contingency directly, the observer subsequently showed conditioned freez-
ing to the tone CS when tested alone. Rats in the control group, which had no 
opportunity to observe the fear expression of the demonstrators, did not express 
fear to the CS.

13.5.1.2  Roles of a Shared Experience and Familiarity in Observational 
Fear Conditioning

Kim et al. (2010) reported a similar result in rats and further demonstrated that this 
type of social fear learning was enhanced if the observers previously had an experi-
ence of being shocked. This result is consistent with the facilitation of emotional 
contagion by a shared experience (e.g., Church 1959; Watanabe and Ono 1986), 
thereby supporting the idea that this type of social conditioning is mediated by emo-
tional contagion. Jeon et al. (2010) also reported a similar result in mice. Importantly, 
the social fear conditioning was more efficient if the demonstrator was a familiar 
individual such as a sibling or a long-time mating partner. As social proximity and 
familiarity comprise another set of modulatory variables in emotional contagion 
(e.g., Langford et al. 2006; see Section x), the result of Jeon et al. (2010) constitutes 
further evidence that emotional contagion mediates social fear conditioning. Jeon 
et al. (2010) further demonstrated that inactivation of the ACC or the midline and 
intralaminar thalamic nuclei that project to the ACC resulted in impaired social fear 
conditioning, in agreement with human fMRI studies showing involvement of the 
ACC in emotional contagion of fear (e.g., Botvinick et al. 2005; Singer et al. 2004; 
see Sect. 13.3.2).

Overall, these studies suggest that demonstrators’ fear transfers to observers 
through emotional contagion and thereby serves as a proxy US for the observers to 
establish predictive learning about fearful events. Thus, once a certain emotional 
expression acquired the contagious property among conspecifics through learning 
(and possibly to some extent through evolution), the members of that group would 
no longer need to learn every stimulus-outcome contingency individually, and the 
merit of such function would be substantial when learning from scratch is too costly.

13.5.2  Voluntary Empathetic Behavior

Another important function of empathy, in particular emotional contagion, is to pro-
vide a motivational source to support animals’ voluntary behavior. In other words, 
detection of conspecifics’ emotional states through emotional contagion should act 
as a foundation on which appropriate instrumental behavior is performed.
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13.5.2.1  Reducing the Distress of Conspecifics

There are now several demonstrations that rats can perform a voluntary action to 
reduce the distress of a conspecific. In one of the earliest studies, Rice and Gainer 
(1962) trained a rat under a contingency where lever pressing could lower a hoisted 
conspecific that expressed signs of distress. They found that the subject lever pressed 
faster than control animals for which an object, rather than a conspecific, was sus-
pended. Giving electric shock to a conspecific yielded different results; Rice (1964) 
reported that rats often retreated to a corner of the chamber as if they tried to escape 
the distressed conspecific instead of pressing a lever to stop the shocks. Using a 
choice procedure, Aoyama and Okaichi (1994) demonstrated a similar aversion to a 
conspecific’s distress in rats. They trained rats to lever press for food, where one 
lever was associated with food while another was associated with food and delivery 
of electric shock to a conspecific in an adjacent compartment. The rats showed a 
significant preference for the lever associated with the food only. This result sup-
ports early research with monkeys in a similar setting (Wechkin et al. 1964).

Another example of voluntary empathetic behavior can be found in what is called 
helping or rescuing behavior in rats. Ben-Ami Bartal et al. (2011, 2014) demon-
strated that rats voluntarily opened a door of a restrainer to liberate a cage mate 
inside. The door opening was more frequent when a cage mate was trapped in the 
restrainer than when an object was inside the restrainer or when it was empty. 
Similarly, Sato et al. (2015) showed that rats opened a door to allow a cage mate to 
escape from water in an adjacent compartment. In studies done by Sato et al. (2015) 
as well as by Aoyama and Okaichi (1994), subject rats that had experienced being 
soaked in the water or shocked, i.e., those having a shared experience, showed a 
greater degree of empathetic behavior, suggesting the involvement of emotional 
contagion as a foundation for these instrumental behaviors.

13.5.2.2  Nature of Reinforcer in the Rescue Behavior

The door-opening behavior by rats in studies of both Ben-Ami Bartal et al. (2011, 
2014) and Sato et al. (2015) emerged gradually across many trials, indicating that 
the behavior was acquired through instrumental learning reinforced by the conse-
quence of that action. A critical issue is what exactly served as a reinforcer to sup-
port the acquisition of the rescue behavior.

Ben-Ami Bartal et al. (2011) stated that the rats could detect the distress of a 
cage mate trapped inside a restrainer and were thus motivated to free the conspecific 
to reduce the conspecific’s distress. They went further to argue that such rescue 
behavior can be considered to reflect pro-sociality and altruism in these animals (see 
also Sato et al. 2015). It is important to note, however, that instrumental motivation 
can take two forms. First, the behavior could occur if the reduction of the conspe-
cific’s distress was inherently rewarding or led to a positive emotional state in the 
helper rats, that is, a positive reinforcement process. Second, the distress of the 
conspecific could cause a similar distress—through emotional contagion—in the 
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helper rats that then opened the door for the purpose of reducing their own distress. 
Termination or omission of aversive events serves as a negative reinforcer to allow 
acquisition and maintenance of instrumental behavior (e.g., Sidman 1953; Thorndike 
1911). Because the subjects were confined in a small experimental arena, they did 
not have a chance to escape from the distressed conspecific, except by rescuing 
them. Thus, one way to directly test whether rescue behavior is controlled by posi-
tive or negative reinforcement would be to offer animals choices and see if they 
choose or avoid the opportunity to rescue the distressed conspecific. To our knowl-
edge, such a test has not been conducted.

There is also a third possibility that the helper rats simply sought a direct social 
contact with the trapped cage mate. In replicating the study of Ben-Ami Bartal et al. 
(2011), Silberberg et al. (2014) indeed showed that door-opening behavior was not 
acquired if the trapped rats were liberated to the other side of the divided compart-
ment so that the helper rat was unable to have direct contact with the freed cage 
mate. Notably, once the rescue behavior was acquired, it was maintained in the 
absence of direct social contact (Ben-Ami Bartal et al. 2011; Silberberg et al. 2014), 
possibly mediated by one of the other reinforcement processes mentioned above. In 
this regard, it is important that Sato et al. (2015) demonstrated that rats did not learn 
to open the door if a cage mate was present in an adjacent compartment but not in 
the water and therefore not distressed, which argues against the social contact 
account. One way to explain this set of findings would be to assume that the social 
contact with the distressed conspecific was necessary, at least initially, to establish 
the door-opening behavior. It seems plausible that the unusual state of a cage mate 
has informational value for the observer and therefore triggers innate exploratory 
behavior toward it. Then, through several repeated experiences, the helper animal 
may incidentally learn the contingency between the door opening and the reduced 
distress (of both the helper and the helped animal), which would further strengthen 
and maintain the behavior via negative reinforcement.

Whether there is anything more than novelty seeking and negative reinforcement 
with respect to empathetic behavior in animals remains to be tested, but until this 
issue is addressed, it seems more appropriate to refrain from referring to these 
behaviors as pro-social or altruistic—at least when discussing basic processes rather 
than the functional significance of such behavior. A similar view has been expressed 
by Vasconcelos et al. (2012).

13.6  Evolutionary Origin of Social Comparison

It is not necessary to feel negative emotions in response to the negative emotions of 
others, but the negative emotions of others may signal our own danger or aversive 
experience. Thus, the aversive property of others’ distress has adaptive value. We do 
not have to feel pleasure for the pleasure of others, but feeling pleasure together may 
improve social bonding within a group. Contagion mechanisms and the sharing of 
affective states may thus promote group cohesion and enhance fitness, survival, and 
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reproductive opportunities within social groups. The empathetic response of humans 
to the emotional displays of others has an evolutionary origin and is clearly biologi-
cally protective and adaptive (see Watanabe 2016a).

Our happiness and distress are determined not only by the absolute value of hap-
piness and distress but also by the relative values based on social comparison. As 
shown in Fig. 13.5, in the case of state-matching empathy, an observer has an upper 
limit for happiness—that is, the happiness of the demonstrator. Similarly, the dis-
tress of an observer has a limit, which coincides with that of the demonstrator. On 
the other hand, distress in non-state-matching empathy has no limit. Even a happy 
person in an ordinary standard could be unhappy in the presence of a happier indi-
vidual. Thus, relative status, rather than absolute status, determines our emotional 
experiences. The economist J.  M. Keynes (1931), for example, predicted that 
 capitalism would reach a stationary state as we acquired sufficient wealth with less 
labor because of technological innovation. He predicted the increment of GDP and 
decrement of work time. Contrary to this prediction, however, we in fact continue to 
work long or even longer hours as technological innovation has increased. According 
to economists, “need” has a stationary state but “wish” does not (Sidelsky and 
Sidelsky 2009). A wealthy person who earns plenty of money—even too much to be 
spent during his/her lifetime—may still want more money because any wealthy 
person could indeed be unhappy in the presence of a wealthier person. This funny 
emotion is a consequence of social comparison. The reversed empathy is such case.

On the other hand, a poor person can be happy in the presence of a poorer person. 
Kobayashi Issa, a famous poet of eighteenth-century Japan, made a haiku as 
follows:

“In cold autumn wind, a beggar compares himself with me.”

Issa was very poor and shabby looking, so that the beggar felt comfortable 
observing Issa’s appearance.

What is the biological basis for such irrational feelings induced by social com-
parison? The answer should lie in the process of sexual selection, an idea originally 
proposed by Darwin (1859, 1872) who tried to explain evolution of certain pheno-
types that are apparently not adaptive, such as the tail of male peacocks and antlers 
of deer. He assumed that females of many species have a sense of “beauty” and thus 
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a preference for beautiful males. This anthropomorphic explanation has been criti-
cized, and modern evolutionary biologists propose that females prefer some physi-
cal characters that signal health or “good genes.” A female’s choice of mating 
partner is based on comparisons among male competitors. To be chosen, therefore, 
males of nonhuman animal species, for instance, must have a larger body size, a 
greater repertoire of songs, a larger territory, display more complex dances, etc. 
Social rank is one such adaptive index. Savanna baboons show a positive correlation 
between male dominance rank and ability to monopolize females (Alberts et  al. 
2003). A recent genetic analysis revealed that Genghis Khan—probably the most 
politically powerful male in human history—was a highly (probably the highest) 
reproductively successful male (Nasidze et al. 2005). A male with resources enough 
to maintain his life and his possible family may not be able to attract a female when 
a male with more resources appears. Because choice by females is based on com-
parison, males always have pressure to be larger, smarter, wealthier, etc. In other 
words, the presence of relatively larger, smarter, or wealthier competitors induces 
an aversive feeling (reversed empathy). On the other hand, if females choose a male 
within a group, even a weak male may have a chance to attract a female in compari-
son with other weaker males in the group. Thus, the presence of weaker competitors 
leads to the possibility of attracting females and induces positive emotion. Of 
course, we must consider cultural evolution in addition to biological evolution in 
order to understand human behavior, but our strong tendency to consider social 
comparison should be based on sexual selection during evolution, and indeed it may 
explain many irrational social behaviors of humans.
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