Chapter 5
Behavior Understanding Based
on Intention-Gait Model

Yasushi Yagi, Ikuhisa Mitsugami, Satoshi Shioiri and Hitoshi Habe

Abstract Gait is known as one of biometrics, and there have been many studies on
gait authentication. In those studies, it is implicitly assumed that the gait of a certain
person is always constant. It is, however, untrue in reality; a person usually walks
differently according to their mood and physical/mental conditions, which we call
“inertial states.” Motivated by this fact, we organized the research project “Behavior
Understanding based on Intention-Gait Model”, which was supported by JST-CREST
from 2010 to 2017. The goal of this project was to map “gait”, in the broad sense of
the term, to inertial states such as attention, social factors, and cognitive ability. In
this chapter, we provide an overview of the three kinds of estimation technologies
considered in this project: attention, social factors, and cognitive ability.

Keywords Gait analysis + Eye-head coordination - Visual perception *+ Gaze esti-
mation *+ Group segmentation - Dual-task - Cognitive level estimation - Dementia
diagnosis - Huge data collection

5.1 Introduction

Walking is a behavior that is fundamental to our daily lives. Because gait (i.e.,
way of walking) is unique to each person, it is regarded as a biometric property
and can be applied to person authentication tasks. There have been many studies
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Fig. 5.1 Overview of JST-CREST “Behavior understanding based on Intention-Gait model”

on gait authentication [1-7], and they have revealed that gait is a very effective
cue for identifying a person using public gait datasets, such as the CASIA Gait
Database [8], the USF Human ID Gait Baseline Database [9], and the OU-ISIR
Gait Database [10]. All of these studies, however, implicitly assume that the gait
of a certain person is always constant, which is untrue in reality; a person usually
walks differently according to their mood and physical/mental conditions, which
we call “inertial states.” Motivated by this fact, we organized the research project
“Behavior Understanding based on Intention-Gait Model”, which was supported by
JST-CREST from 2010 to 2017. Note that in our previous research, “gait” simply
denotes a way of walking, while in this study, we extend this definition to include eye
and head motions and walking trajectory. The goal of this project was to map “gait”,
in the broad sense of the term, to inertial states such as attention, social factors,
and cognitive ability. In this chapter, we provide an overview of the three kinds
of estimation technologies considered in this project: attention, social factors, and
cognitive ability, as shown in Fig. 5.1. Note that in the project we have also developed
many fundamental methods for these estimation technologies; calibration of range
sensors [11, 12], 3-D reconstruction of human body [13, 14], detection of injured
people [15, 16], and gait analysis [12, 17, 18].

Attention is an inertial state that is known to be affected by the interests, feelings,
and intention of an individual. For instance, security agencies report that shoplifters
often show unique gazing behaviors. Thus, if one were to obtain and analyze gaze
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activity of people in shops, it may be possible to detect shoplifters. Similarly, cus-
tomers usually gaze at products that they are interested in. If this type of gaze infor-
mation were acquired, it might be possible to use it to effectively give customers
salient information about promotions and sales. Considering these examples, gaze
information has many potential applications. It is, however, usually impossible to
obtain gaze information in real environments because such data collection requires
the use of an eye tracker. Thus, itis necessary to consider other ways of collecting gaze
information. For this purpose, in this project, we examined the relationship between
gaze behavior and whole body behaviors, such as gait. We collected data from many
participant to facilitate the development of appropriate models. Section 5.2 describes
the details of our investigation.

Section 5.3 describes our approach to social interaction estimation. In the course
of daily activities, humans often form social groups, such as families and groups of
coworkers. When we are in such groups, our actions are strongly affected by and
have a large effect on other group members. Investigating social relationships is thus
an important way to understand and/or infer information about our daily activities.
This section is focused on explaining our proposed method for identifying social
groups by analyzing time-series range data.

Section 5.4 concerns cognitive ability estimation. According to a national inves-
tigation report, more than 4.4 million people in Japan present with dementia, which
is associated with obstacles in brain function that affect understanding, judgment,
and memory. An additional 37 thousand people nation-wide present with early-onset
dementia due to cerebral vascular disease. It is important to detect dementia in its
early stage and conduct treatments accordingly. To examine methods of detecting
early onset dementia, we adopted a “dual-task™ procedure, in which participants
simultaneously complete a physical task (e.g., walking, stepping, and dancing) and a
cognitive task (e.g., counting down numbers, telling words of a certain category). This
section describes a measurement systems that we have developed for this purpose,
and introduces some recent results.

5.2 Gaze Prediction from Body Movements

Gaze location is one of the most useful ways to glean information about people’s inter-
ests and can be used to estimate intentions, because gaze location is usually assumed
to be at the location of the attention focus, although these are not always consis-
tent with each other. To predict gaze location, a number of models using saliency
maps, which topographically represent the visual saliency of a given scene, have
been proposed [19, 20]. Saliency maps are based on the bottom-up architecture of
visual attention, which involves the hypothesis that the most salient locations in a
visual scene tend to attract attention. Visual saliency is calculated by integrating
the visual features of a scene, such as color, luminance, and orientation, often with
a considerable variety of visual functions, like retinal inhomogeneity [21] and the
canceling out of self-motion [22]. However, the accuracy of gaze prediction using
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visual saliency alone is limited because it is based on bottom-up factors such as
visual features, and does not account for the influence of top-down factors such as
the intention of the participant [23-25]. Models that account for top-down factors
undoubtedly provide better gaze prediction. Machine learning techniques are one of
the best ways to add information about possible gaze locations from empirical data,
and are effective when the task and scenes are known, making learning possible
beforehand. However, to improve the accuracy of gaze and attention prediction in
generalized conditions, other techniques may be required. Previously, a method was
proposed to predict gaze locations using head direction [26], following the purpose
of the project to link body movements and intention as described hereafter.

Coordinative movements of the eye and head have been shown experimentally,
by measuring eye and head movements during simple gaze shifts to targets present
in the periphery from the central fixation [27, 28]. These previous studies revealed
that eye-head movements are coordinated when gaze shifts are sufficiently large.
Although these results suggest the potential use of head direction in gaze estimation,
the conditions of these studies are far from natural conditions, where gaze predictions
are desired. Therefore, as a first step, we investigated the relationship between eye
and head movements when people are continuously shifting their gaze.

5.2.1 Eye-Head Coordination

We conducted three experiments to explore the relationship between the eye and
head movements under more natural conditions than single gaze shifts. The first
experiment used 360° surrounding display system and a visual search task [29], the
second experiment used natural scene pictures on a large display with more than
two hundred participants [26], and the third experiment used a movie in a wide field
of view display, which was 7,680 pixels wide by 4,320 pixels tall (8 K) [30]. In all
of the experiments, eye and head movements were measured while the participants
performed the required tasks (Figs.5.2 and 5.3).

In the first experiment [29], participants searched for a target across six dis-
plays, moving their eyes, head and body inside the space surrounded by the displays
(Fig.5.2). The search display consisted of one target, T, and seven distractors, Ls, on
one of the six displays, and eight Ls on the other displays. To search for the target,
the participant moved their body and head as well as their eyes to look at all the
displays. The eye and head movements were recorded during the period of visual
search. Figure 5.4 shows an example of the eye and head movements during visual
search. There is one head movement in the figure, and coordination between the eyes
and head can be seen. The eyes tend to shift in the direction of the head movement,
and therefore the gaze location is farther away from the front than the head direction.

The distribution of the eye orientations was analyzed for different head directions
to determine the relationship between the eye and head orientations. Figure 5.5 shows
the results of the analysis. Horizontal head orientation is binned and noted at the top
of each panel in Fig. 5.5a. The vertical axis shows the percentage of fixations, and the
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Fig. 5.2 The experiment was performed in a dark room using six 32-inch liquid crystal displays,
arranged in the shape of a regular hexagon. Eye-in-head movements were recorded by an eye tracker,
and head and body movements were recorded by an electromagnetic motion tracking system

Fig. 5.3 Target letter, T, and distractor letters, Ls, were presented randomly on a gray background
on one display, and only Ls were presented on the other five displays. Search frames were presented
after fixation display
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Fig. 5.4 An example of the eye and head movements. The blue line represents eye position, the
black line represents head position, the red line represents gaze location, and the green line represents
head velocity. The region between the two red dashed lines indicates the period of head movement,
which was identified based on the head velocity (see the green line)
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Fig. 5.5 a Distribution of eye direction during fixation plotted separately for different head orienta-
tions. The red line is the Gaussian function fitted to each set of data. b Peak eye directions estimated
from the Gaussian functions fitted to each participant and averaged over the seven participants.
Error bars indicate the standard error of the mean

horizontal axis shows the horizontal eye position relative to the head. To approximate
the distribution, we fitted a Gaussian function to each set of data. The red line in each
panel shows the function fitted to the average of all participants. Figure 5.5b shows the
peak estimated from the Gaussian functions for different head orientations. There is
a clear tendency for the eye to be directed in the same orientation as the head relative
to the body. That is, when the head was oriented left (or right), the eyes also tended
to orient to the left (or right) relative to the head.
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Fig. 5.6 Natural scenes used in the second experiment. Outside scenes (left) and inside scenes
(right) are used

In the second experiment [26], we investigated whether there was similar eye
and head coordination as that found in the first experiment while viewing natural
scenes presented on a 100-inch screen. A total of 30 natural scenes (six indoor and
24 outdoor) containing numerous objects (see Fig. 5.6) were prepared as stimuli and
projected onto a large screen. The size of each image was designed to be 57° x 44°
from a viewing distance of 125cm. The eye and head movements were recorded
during a 5s observation period. This experiment was conducted during an outreach
activity at the National Museum of Emerging Science and Innovation in Tokyo,
Japan, known as “Miraikan.” Study participants comprised 228 museum visitors.
All the participants had normal or corrected-to-normal vision.

Figure 5.7 shows the peak eye directions estimated from the Gaussian functions
fitted to pooled data. There is a similar tendency to that of the results of the first
experiment. The eyes tended to be directed in the same orientation as that of the head
relative to the body. The eyes also tended to be directed to the left (or right) relative
to the head when the head was orientated left (or right) when the participant was
looking at natural scenes as well. The experiment also showed that this tendency was
maintained for data pooled over more than 200 people.

It was also confirmed that there was similar eye and head coordination when the
participants were watching a movie on an 85-inch 8 K ultrahigh-definition television
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(UHDTYV) in the third experiment [30], where two viewing distances were used to
determine the effect of stimulus size on visual angle. The eye and head movements
were recorded during the movie, which was 15 min. The movie included scenes of
people performing activities such as walking in the streets, surfing, paragliding, and
playing football, and nature scenes such as the sun rising, a sea of clouds, flowers,
animals. The distribution of eye orientation was biased in the direction of head
orientation. When the head was oriented to the left/right, the eyes also tended to orient
to the left/right relative to the head. An important finding of the third experiment was
that the eye-head coordination in the vertical direction was similar to that in the
horizontal direction. In the first and second experiments, the vertical eye direction
was distributed around the orientation of the head without showing a bias toward the
direction of the head. Figure 5.8 shows the peak eye directions estimated from the
Gaussian functions fitted to pooled data as in the previous experiments. In addition to
the eye-head coordination in the horizontal direction, there was a similar tendency for
the vertical direction. The distribution of eye orientation was biased in the direction of
head orientation. When the head was oriented to the top/bottom, the eyes also tended
to orient to the top/bottom relative to the head. The reason why we found that the eye
orientation was biased toward the head orientation, even for the vertical direction
in this experiment, may be because of the image size. The vertical dimensions of
the stimuli were was 34, 44 and 53/90° (farther/closer viewing distance) for the first,
second and third experiments, respectively. It is not surprising that the head moves
more when there is a larger field of view. A question still remains as to why there
is no eye-head coordination for field sizes smaller than 44°. Although we have no
answer to this question, this is consistent with the finding from a single gaze shift that
there is little head movement for a small gaze shift. Thus, this eye-head coordination
may be unique to large gaze shifts.
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5.2.2 Eye-Head Coordination and Visual Perception

The finding that there is similar eye-head coordination in different conditions suggests
that head orientation is directly related to visual perception. Although the eyes do
not orient in the same direction as the head, the difference between the eye and head
orientation is smaller when the head moves, compared with the condition without
head movements; that is, head movement reduces the difference. Studies of single
gaze shifts have shown that the head tends to be immobile when the gaze shift is small:
an estimation of the range for the immobile head is less than about 30° on average.
To investigate the influence of head orientation on visual perception, Nakashima
and Shioiri conducted visual search experiments in the present project [31, 32].
They controlled the head orientation: the head was oriented 30° in one condition
(lateral viewing condition) and it was oriented straight ahead in the other (front
viewing condition). The eye location relative to the stimulus display was virtually
the same, and the visual system received identical retinal stimulation between the
two conditions. Even with the same retinal stimulation, there was a difference in
the reaction time to detect the target (the task was to respond to the orientation of
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Fig. 5.9 Experimental condition (/eft) and reaction time results. There are two conditions: the head
oriented to the visual stimulus in the front viewing condition, and the head oriented 30° from the
visual stimulus in the lateral viewing condition. The reaction time is the time to detect and respond
to the direction of the target T (left or right)

the target (left/right) as quickly as possible). A shorter reaction time was found in
the front viewing condition, compared with the lateral viewing condition. That is,
better performance was found when looking straight ahead (front viewing) than when
looking to the side (lateral viewing).

The coordination of the eye and head movements supports the possible facilitation
effect of visual processing via head orientation. It was found in the visual search
experiment with the 360° surrounding display that there were frequent multiple gaze
shifts during a single head movement [29], as shown in Fig. 5.4: the eye jumps twice
(two sequential saccadic eye movements) during a single head movement to shift the
gaze twice. If there were only one gaze shift in this case, the difference between the
eye and head orientations would be larger, which could impair the visual perception
(see Fig.5.9). The analysis of the eye-head coordination revealed that single head
movements with multiple saccades constituted as much as 57% of the total head
movements with saccades in the visual search experiment in a 360° field of view.
These results are different from those of studies using simple tasks, where eye-head
coordination was derived from a single head movement with one saccade [27, 28].
No multiple saccades are found in such conditions in general, except for corrective
saccades that are much smaller than a primary saccade. Multiple saccades may be
critical to the performance of relatively difficult tasks, such as a visual search with
sequential gaze shifts. Multiple saccades are one type of eye-head coordination that
makes the difference between the eye and head orientations smaller. This smaller
difference between the eye and head orientations possibly facilitates visual processing
if front viewing is better than lateral viewing [31, 32].
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The effect of eye-head coordination on visual perception is important for estimat-
ing intention based on gait as in the present project, or on action in general. To focus
on an object, the head tends to orient to the object as well as the eye and attention.
It is not only the eye, but the head and perhaps the body as well, that is the window
to the mind.

5.2.3 Gaze Prediction with Head Orientation

The eye-head coordination results suggest that head orientation can be used to predict
gaze location. The distribution of eye position varies systematically dependently on
head orientation (Figs.5.6, 5.7 and 5.8), and the reason that the head orients to the
object of interest is to facilitate visual processing (Fig.5.9). If head orientation can
be used to predict gaze location, it has an advantage in terms of the effect on field of
application. Usually gaze prediction systems work best for tasks, image types and
other conditions specific to the situation of interest. Machine learning techniques are
used to build an attention model with a certain bias toward a given task and image
type [24], but the model cannot be applied to other tasks and image types easily. The
eye-head coordination is general, and can be used without much restriction in terms
of tasks and images, although head orientation needs to be measured using a device
such as a monitoring camera.

Nakashima et al. proposed a method of gaze prediction using head orientation [26].
The basic idea of the model is to combine the head orientation effect and an attention
model of the saliency map, which describes how much an area of the image attracts
attention based on low-level visual features (bottom-up attention). The proposed
model uses the eye position distribution for a given head orientation to the weighted
value of saliency, using the knowledge of eye-head coordination experimentally
obtained. The distribution of eye position is estimated based on head orientation, and
used as the weighting function. In this study, we apply this model to an experiment
using natural scenes presented on a 100-inch screen with 228 museum visitors (the
second eye-head-coordination experiment).

Our model uses a saliency map [20], and modulates the map with head direction
using weighting functions (Fig.5.10b). To calculate the saliency map, visual input
is decomposed into a set of topographic feature maps, such as those for color and
orientation. The feature maps represent the spatial distribution of saliency of the
individual features. The information from the individual feature maps is integrated
into one map after normalization, and this is the saliency map. The saliency map
estimates the activity of the visual cortex, and it is assumed that an area with higher
cortical activity attracts attention and, thus, fixation. For each image, a saliency map
was calculated following Itti et al. [19].

Assuming that head orientation is given, our model estimates the eye position
distribution approximated by a Gaussian function for the head orientation. For this
purpose, the relationship between the head orientation and the peak of the eye position
distribution was modeled by a linear function as shown by the line in Fig. 5.6. Using
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Fig. 5.10 The concept of gaze prediction using head orientation. b shows the saliency map of the
input image a. ¢ shows weights of fixation probability estimated from head orientation. d shows
the gaze prediction map realized by multiplying the saliency map (b) and the weighting function
c¢. Reproduced, with permission, from [26]

the linear function, the peak of the eye distribution function was derived for the
head orientation. For the spatial spread of the weighting function, the model uses the
average of the space constant of Gaussian functions fitted to the experimental results
for different head directions. The weighting function was also a Gaussian function,
so the peak and the space constant determined the shape. The weighting function was
calculated from the head orientation measured experimentally (Fig.5.10c), at each
fixation location during the 5s of picture viewing. The saliency map was modulated
by the weighting function with multiplication for each fixation period to provide
the model output of gaze prediction, the prediction map (Fig. 5.10d). The prediction
map, therefore, changed with time alongside the head movements. The study used
three additional models for gaze prediction for comparison. The first was the original
saliency map; the second was our model but without eye-head coordination, which
used the head orientation as the peak of the weighting function; and the third was
weighted higher at the center of the stimulus scene, which models the tendency to
look at the center of the images (the center bias). The last two models used the same
spatial spread of the weighting function as the proposed model.

To evaluate model prediction, the study counted the number of fixations within
the area defined by the model as the most probable one to attend to, which was
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the area with a weighted saliency value (or gaze prediction values) larger than a
given threshold. If the prediction of the model is perfect, all the fixations should
be within the area, and the percentage of fixations inside the area to all fixations
should be 100%, with a lower percentage indicating a less accurate prediction. For
the evaluation, the study divided the data into two halves. The eye-head-coordination
data were obtained from one of the halves, which was then used for prediction of the
other half. The head orientation was used from each participant, and was independent
of the model. There was no overlap of participants and stimulus images between the
two data sets: one for prediction and the other for testing.

To obtain the general characteristics of the model prediction, we drew receiver
operating characteristics (ROC) curves for each model. For this purpose, the per-
centage of fixations inside the prediction area (hit rate) was calculated for different
levels for the prediction values (threshold level): from 10% to 90% with steps of
10%. The top 10% area was determined so that the area size was 10% of the whole
field and the gaze prediction values inside the area was larger than the levels outside.
The ROC curve is the hit rate as a function of the threshold level (Fig.5.11a). The
study obtained the area under the ROC curve (AUC) to compare accuracy levels
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for different models. A larger AUC indicates a better prediction, because the AUC
increases with more gaze fixations within higher saliency scores.

Figure5.11b compares the prediction accuracy among four different models.
Accuracy for the models with head direction information (either with or without
eye-head coordination) was higher than that of the other two, and the accuracy of
the center bias model was higher than that of the saliency map model. There was no
significant difference between the two methods that used head direction information.
This result indicates that the gaze bias from the head center based on head direction
has little effect on gaze prediction accuracy. This is not surprising, because the vari-
ance of the Gaussian function is much larger than the peak shift in relation to head
direction. Note that this does not imply that the eye-head coordination is completely
useless. Recent analysis using the data from watching a movie from an 85-inch 8K
UHDTYV (the third experiment) [30] shows that the prediction accuracy is higher
with eye-head coordination than without it. Although the result is still preliminary,
there may be larger effects of eye-head coordination for movies than for static scenes
(i.e., a higher slope in Fig. 5.8 than in Fig.5.7).

The proposed model clearly shows the importance of head orientation for estimat-
ing gaze locations. It is interesting to consider the relationship of fixation to center
bias. The center bias of gaze is usually consistent with the head orientation bias,
because the head directs the center of the stimulus in typical experiments to record
gaze shifts on stimuli. The studies of the present project showed the effect of head
orientation independently of the center of the stimulus, which suggests that the center
bias of the gaze may be a result of the head bias [29], at least partially. A central bias
to the display has been reported with success in a model of attention to predict gaze
location [33]. The prediction accuracy in our study showed that the model with head
orientation (and eye-head coordination) was better than the model with image-center
bias. Thus, head orientation likely plays a more important role in gaze estimation
compared with the center bias.

5.2.4 Towards Gaze Prediction with Gait Information

We have described so far that gaze can be predicted accurately using head orien-
tation. The goal of the present project is to build a system to predict gaze from
gait information. Following studies of eye-head coordination and its application to
gaze prediction, we investigated the relationship between gait information and gaze
location. To measure gaze information during walking, we conducted the following
experiments.

We constructed an immersive environment consisting of a treadmill and surround-
ing multiple screens and projectors as shown in Fig.5.12. Figure5.13 shows its
metric. Each participant walked on the treadmill while gazing at the target object
projected on the screens. The screens showed a corridor-like virtual space, which
flowed based on the treadmill speed to make the participant feel as if they were actu-
ally walking in that space. There was also a gaze target (50 cm diameter, green sphere,
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Fig. 5.12 Immersive
walking environment

Fig. 5.13 Dimension of the Dis D I ay Camera
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7.6° x 7.6° of visual angle from the participant). The target randomly appeared at
five positions as shown in Fig.5.14. Six cameras connected to a motion capture
system (Bonita 10, Vicon Motion Systems Ltd., UK) were located around the envi-
ronment. Using the motion capture system, we could obtain all body positions and
poses, including those of the head and chest.

Figure5.15 shows the relationship between the gaze and head directions and
between the gaze and chest directions during walking. The horizontal axes denote
the gaze directions and the vertical axes denote the head or chest directions. In these
graphs, the obtained data and the averages and standard deviations of all participants
are shown. The dotted lines denote robust regression results. From these graphs, we
find that the angles of the gaze, head and chest have linear relationships similar to
those under the non-walking condition discussed in Sect. 2.1, even under the walking
condition.


http://dx.doi.org/10.1007/978-4-431-56535-2_2
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Moreover, it was found that not only the head but also the arm and leg movements
are related to the gaze location. When the head was oriented to the left relative to the
body, the right arm appeared to move more, as did the left leg [34, 35]. These results
suggest that the arm and leg movements can be used to predict head orientation,
which in turn predicts gaze location.

5.3 Attention-Oriented Pedestrian Group Segmentation

In the course of daily life, we are often with others in social groups such as family
and coworkers. When we are in such groups, our actions are strongly affected by and
have a strong effect on other members. Therefore, investigating social relationships
is an important way to understand and/or infer our daily activities. In this section,
we propose a method for determining social groups by analyzing time-series range
data.

Many studies have been conducted on segmenting individuals into social groups.
Most of them use human trajectories for segmentation. Typically, some features
are computed from the trajectories and predetermined criteria or machine learning
techniques are applied to the feature values for segmenting groups. Needless to say,
additional features should be used if available.

Our idea is to extract a change of attention as a feature for group segmentation. As
an example of this idea, consider the situation of walking with friends. We often talk
with each other and make gestures for communication. During such interactions, our
attention is directed, through speech and/or body language, toward a target, that is,
the people with whom we are interacting. In contrast, two people who do not have a
social relationship usually do not interact in this way while walking, even if they are
in close proximity. This observation implies that we can discern whether two people
are interacting with each other by observing their attentional shifts as signaled with
speech and/or body language.

Our proposed method uses three types of information to determine whether two
people are in the same group. The first is the motion trajectory, which has been
commonly used in previous work. We also use chest orientation as a cue for human
attention. To obtain these data, we use range sensors placed at chest height. Finally,
we use video recording to detect gestures indicating that an interaction is occurring
between people. We believe that the combination of this information enables us to
detect social groups more accurately.

From the extracted features of motion trajectory, chest orientation, and video,
we build a classifier to determine social groups. The classifier is based on multiple
instance learning (MIL). When we are walking with a friend or colleague, we do not
interact with them all the time. This means that meaningful information for group
detection is embedded within only certain parts of the time-series data. To segment
social groups accurately, we must detect the meaningful information and ignore the
rest. MIL is used for efficiently detecting and focusing on the meaningful features.
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To examine the proposed method, we conducted experiments using a practical
data set, which was collected on a university campus. The experimental results show
that the proposed method outperforms the existing method.

In the following sections, we first introduce related work in Sect.5.3.1. We out-
line the proposed method in Sect.5.3.2. Finally, we present experimental results in
Sect.5.3.3.

5.3.1 Related Work

As previously discussed, the most straightforward and essential information for group
detection is a shared motion trajectory [36, 37]. However, additional information has
been investigated for more effective group detection. Human attention is one of the
most promising clues that reflects interaction among group members [38—40]. Our
work is inspired by Chamveha [39], who also used attentional cues; however, we
also use range sensors as input devices, videos for detecting interactions, and MIL
to add efficiency in group detection.

Laser range sensors are widely used for obtaining reliable data, even outdoors.
Scenarios for applying this work include pedestrian tracking [41]. It is relevant to
note here that, to the best of our knowledge, existing studies have employed range
sensors placed at leg height. This is because these studies have only considered the
“footprint” of pedestrians. As mentioned earlier, consideration of human attention
will enhance our understanding of human behavior. Our work aims to extend the
possibilities of range sensor-based human analysis.

5.3.2 Proposed Method

The main features of our proposed method are twofold: (1) using the MIL framework
for accurate and efficient group discovery, and (2) using video processing to detect
gestural actions that indicate interactions. We describe each feature in the following
section.

5.3.2.1 MIL Framework for Group Segmentation

In the latter part of the process, we pick two participants and classify whether or not
they are in the same group. This is a common approach used in various studies [39].

Even when we are walking with another individual or a group, we do not inter-
act with the other group member(s) all of the time. For example, each member of
a group is sometimes looking at different objects, and at that moment, no inter-
action is observed among them. Many conventional approaches such as that used
by Chamveha [39] employ a histogram of feature values. Histogram-based feature
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representation is commonly used because of its robustness. However, in our applica-
tion scenarios, the irrelevant behavior contained in histograms conceals the relevant
features.

MIL [42] can treat this type of ambiguity efficiently. A set of training data
(instances) is treated as a bag, and each bag has a label. If a bag contains at least
one positive instance, the bag becomes positive. If all of the contents of a bag are
negative, the bag becomes negative.

In our case, as shown in Fig.5.16, we divide time-series data D = {D,} into
several subsets of data with shorter time lengths D%, D = | J D®. Each subset is
an instance in a bag for MIL. The bag consists of instances extracted from a single
pair of walking participants. As mentioned earlier, even when two people are in the
same group, not all of the instances will be clues to their social connection. Hence, all
instances cannot be treated as positive examples, but at least one instance is positive.

We should note that the benefit of the MIL framework is in the training process.
It is quite difficult to manually detect relevant actions for group discovery from
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long time-series data that include irrelevant behaviors. MIL automatically finds the
relevant instance, i.e., actions, from a set of instances when the set is a positive bag.
This significantly reduces the cost of annotation.

We use the same feature values for classification as used by Chamveha [39]
because they have yielded reasonable results. Briefly stated, two types of features
are used: attention-based features and position-based features. Please see the original
paper for details.

5.3.2.2 Gesture Detection for Group Segmentation

Another important feature of the proposed method is the use of video images to detect
gestures indicating interactions between a pair of participants. As argued previously,
interactions between two people are a clue for determining social groups. Even when
the two people are not walking closely together, we can still observe whether the two
have a social relationship by observing their interactions.

In this paper, we use a simple processing method for detecting gestures such as
pointing and hand-waving. Human action recognition is an active research area in
the computer vision community and remains a challenging topic, especially in actual
application scenarios. Our goal is not to classify a video into multiple action classes.
If we can simply detect the occurrence of gestures, even without understanding what
the gestures are, this can be a sufficient cue to understanding how a certain kind
of interaction occurs between the two people. With this rationale, we use a simple
method for gesture detection.

Figure 5.17 depicts a feature for gesture detection. We compute an optical flow
for an observed video. When a person makes a gesture, its motion is larger than that
of a normal walking action. Both Fig.5.17a, b correspond to the optical flow for
gestures. We can see large flows for both cases. To measure the likelihood that this

Fig. 5.17 Gesture Detection (a) (b)
based on Optical Flow. Hue ] [
and saturation correspond to

the orientation and strength

of flows .
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flow contains a gesture, we compute the feature G = V,,4x/ Vipin, where V,,,, and
Vinin denote the maximum and minimum of the strength of the optical flow. When
G is large, the person is more likely to be making a gesture.

After computing the feature G, we simply concatenate it with information from
other features introduced in the previous section. Each obtained feature is classified
using the MIL framework.

5.3.3 Experiments

To confirm the basic effectiveness of the proposed method, we have carried out
experiments using real data captured in a university building and a shopping mall.

5.3.3.1 Data Acquisition in a University Building

As mentioned in the previous section, we used a set of laser range sensors placed at
chest height. A 2D range map captured by the range sensors can be integrated into a
single map in a unified coordinate system. In the integrated range map, we subtract
a background map from the obtained map and apply a conventional segmentation
method to the subtracted map. Each segment can be assumed to be a person. Next,
we fit an ellipse to the segmented map. The two axes of the ellipse are chosen so
that they correspond to the body size. The ellipse has some “thickness” to allow
for variations in body size. Finally, we connect the positions of the fitted ellipses to
those detected in the previous frame, and obtain the time-series positions of walking
people. We can assume that the shorter axis of the fitted ellipse indicates the chest
direction. Because we found that the axis direction was not stable in a single frame,
we applied temporal filtering to the direction for stabilization.

During data collection, various groups appear in the scene. One or more groups
are instructed to move from a start point to a goal point. In some cases, each person
in a group has a different start or goal point. Various kinds of instructions enable
us to obtain a variety of group actions; however, instructions are only relevant to
the start and goal positions. While walking between these two points, the people act
naturally, without any instructions.

5.3.3.2 ATC Dataset

To evaluate the proposed method in more realistic scenarios, we used a public data
set collected in a shopping mall. The dataset [43—45] hereafter ATC dataset, includes
the positions and chest directions of walking pedestrians in a shopping mall. These
data are collected using range sensors that are mounted so that walking people in
a wide area can be monitored. The ATC dataset also includes manually annotated
information about the group membership of the people. The dataset cannot be used
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for evaluating group detection using gesture because the data do not include visual
information taken by cameras. However, the data can be used for the MIL-based
group detection, which only requires trajectories and chest directions. Note that this
dataset was collected by the CREST project led by Dr. Takayuki Kanda. Further
details of the ATC dataset are described in Drazen [43].

5.3.3.3 Experiment 1—MIL Framework

First, we conducted an evaluation of the effect of the MIL framework described in
Sect.5.3.2.1. Table 5.1 summarizes the quantitative evaluation of the group segmen-
tation results when the whole data set is divided into subsets of time length L = 210,
where “w/o MIL” means that we did not divide the whole time-series data set. This
can be regarded as the result of [39]. The MIL framework yields better results in
terms of precision, recall, and F-measure.

To see the effect of the parameter L, we changed the parameter and evaluated
performance. The graph in Fig. 5.18 shows the performance changes. The horizontal
axis is the time length L. The dotted line shows the results when the whole data
set is not divided. According to the graph, the choice of L has a strong effect on
performance, so it should be determined for each individual scene.

Figure 5.19 shows typical examples of correctly and incorrectly classified samples.
(a), (b), and (c) are successfully detected group pairs. (d) and (e) are false-positive
samples, because the two participants are walking or standing close together but are

Table 5.1 Quantitative classification results for the MIL framework

Proposed (L = 210) (%) w/o MIL [39] (%)
Precision 87.2 85.7
Recall 95.6 90.3
F-measure 91.2 87.9

A A F
Racalae, & Ak bbb b A

F-measure

Accuracy (%]

# of frames for each example [frames] (Pedestrians data are captured at 40 fps.)

Fig.5.18 Group Classification Results (Relationship between frame length and classification accu-
racy)
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False Positive False Negative

Fig.5.19 Typical Classification Results Using Frame Division. a, b, and ¢ are successfully detected
group pairs even when they are not walking together all the time; d is an incorrectly detected pair
that is coincidentally walking closely; e also shows incorrectly detected pairs who are not in a group
but are standing closely; and f is an example of misdetection

not in the same group. (f) is a false-negative sample because the two participants are
in the same group but have no interaction.

Next, the MIL framework was tested using the ATC dataset. We choose 1090
pedestrians, including 68 group pairs. The data were collected between 10 am and
11 am on January 9th, 2013. Table 5.2 summarizes the quantitative evaluation as
in Table5.1. These results also demonstrate that the MIL framework yields better
results even under more realistic scenarios.

Figure 5.20 shows the relationship between time length L and accuracy, as in
Fig.5.18. Although performance varies as the time length changes, it is almost always
better than the results without the MIL framework. Figure 5.21 shows the trajectories
of a group pair. The pair was not classified as “in the same group” without the MIL
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Table 5.2 Quantitative classification results for the MIL framework (ATC dataset)

Proposed (L = 240) (%) w/o MIL [39] (%)
Precision 92.6 87.1
Recall 92.6 89.7
F-measure 92.6 88.4
ol / MIL (Proposed)
04 | A A A R st B el TR
F-measure  Recall—_/ | A | —@— F-measure
9 A Ad AA | AA A Y AA \ —ll— Precision
Py SR\ ey . AR AR s R
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Fig. 5.20 Group classification results of ATC dataset (Relationship between frame length and
classification accuracy)

Fig. 5.21 Typical
Classification results using
frame division (ATC dataset:
these two persons are
correctly classified as group
members)

/— Pedestrian A

Pedestrian B

""".Approach to each other 10 [m]

framework because the pair did not walk closely together. By applying the MIL
framework, the pair was classified correctly as a group. This is a typical benefit of
the proposed framework.

5.3.3.4 Experiment 2—Group Discovery Using Gesture Detection

When we take into account gesture detection described in Sect.5.3.2.2, we add a
scale factor C to the gesture likelihood G. We evaluated the performance at vari-
ous values of C. Table5.3 shows the results. Compared with no gesture detection,
the parameter C = 0.09 produces the best result. Although we have to choose the
parameter carefully, incorporating gesture detection has a positive effect on overall
performance.
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Table 5.3 Group classification results using gesture detection (Frame Length L = 100)

163

w/o gesture w/ gesture features
features
C =0.07 C =0.08 C =0.09 Cc=0.1
True-Positive | 96.7 94.6 94.6 95.6 924
False-Positive | 6.5 54 44 4.4 4.4
F-measure 0.952 0.946 0.951 0.957 0.940

| —

Fig. 5.23 Successfully suppressed false detection using gesture detection

Fig. 5.24 Misdetected group pair using gesture detection

Figures5.22, 5.23, and 5.24 show typical examples. Figure5.22 is an example
of a case in which gesture detection works well. This pair can only be classified
successfully using gesture detection. Figure 5.23 is also an example of a successful
result. In this case, the original method incorrectly detects a non-group pair as a group.
This is because the two participants walk very closely together. By incorporating
gesture detection, we can set an appropriate decision boundary for distance-related
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features. Finally, Fig.5.24 is an example of the negative effects of the proposed
method. Originally, the two participants are not detected as a group pair. However,
one of the two participants incidentally makes a gesture that does not correspond
to an interaction with the other participant. Gesture detection incorrectly detects the
gesture, and the two are classified as a group pair.

5.4 Dual-Task Analysis for Cognitive Level Estimation

As mentioned, more than 4.4 million people in Japan present with dementia, while
37 thousand present with early-onset dementia due to cerebral vascular disease.
Thus, dementia affects a large percentage of the population, and can threaten any
individual as they age. Moreover, as the symptoms of dementia worsen, they can cause
secondary damage, such as difficulties with interpersonal communication, co-morbid
mental disorders such as depression, and loss of confidence and motivation. It is thus
important to detect dementia in its early stage and treat individuals accordingly.
However, dementia can be difficult to diagnose because there are often no clear
symptoms in the early stages. In other words, by the time that symptoms are visible,
dementia has generally progressed to a certain degree. It is therefore important to
assess recognition function in our everyday lives.

Although cognitive ability can be assessed using interviews or questionnaires,
these are often quite time-consuming and can thus be challenging methods for exam-
ining large numbers of people. Thus, assessments that involve simply observing activ-
ities in daily life are preferable. Among these, the “dual-task” method (Fig.5.25) has
received attention because it has been useful in identifying the early stages of demen-
tia. Indeed, it has already been introduced in several elderly facilities and hospitals.
However, that the assessment is subjective, i.e. it is performed by a doctor or a clinical
psychologist, is problematic.

Considering the above situation, our goal was to develop a system that can be
used to objectively assess cognitive ability by observing dual-task performance via
sensors, such as cameras, range sensors, and microphones. We began by collecting
observations from a diverse group of people, ranging from young healthy individuals
to older adults with dementia. We extracted features that could be used to assess
cognitive abilities. This section describes the measurement systems that we developed
for this purpose and introduces some recent results obtained using our systems.

Fig. 5.25 Dual-task method
for assessment of cognitive COgﬂi.tiVC task

(“coun-down,” “word-frequency” etc.)

ability
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5.4.1 Data Collection in an Elderly Care Facility

5.4.1.1 System Overview

We sought to collect data from elderly people with dementia. To this end, we
designed a mobile measurement system that could be easily transported to elderly
care facilities. Figure5.26 shows the mobile system we constructed, which com-
prised a Microsoft Kinect and a laptop computer. An IC card reader was connected
to the system for management of participant data.

As shown in Fig. 5.27, for the data collection, we prepared a pathway and located
the measurement systems at its end points. Each participant was asked to perform
stepping and walking back and forth along the pathway, and to perform the step-
ping/walking while engaged in cognitive tasks (dual-task). There were two kinds of
cognitive tasks: a “count-down” task (reciting numbers from one hundred in descend-
ing order in a certain amount of time) and a “word-frequency” task (saying words
which begin with a certain letter), which are standard tasks in clinical settings. For
data analysis, we needed ground-truth score information about participant cognitive
abilities in addition to our observations. We adopted the Mini-Mental State Exami-
nation (MMSE), which is a standard metric often used in elderly facilities. It ranges
from O to 30; 30 means that a person has normal cognitive ability, and less than 23
signifies possible dementia.
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5.4.1.2 Results

We thoroughly investigated the relationships between the MMSE score and any
features extracted from the observation to search for features that would predict the
MMSE score. Among such features, we used the average number of “count-down”
numbers given in Fig.5.28 The figure shows a curve, indicated by a dotted line. For
MMSE scores ranging from 20 to 27, the number and the score are well correlated,
and this converges with a “count-down” score of about 60, where the MMSE score is
more than 27. Thus, the better the cognitive ability of a participant, the more numbers
he/she can tell in a certain period. However the number cannot be larger than about
60.

5.4.2 Huge Data Collection in Miraikan

Throughout the process of data collection in elderly care facilities, as described in
Sect.5.4.1, we found several features that predict MMSE score. Thus, it should be
possible to assess cognitive ability from the dual-task observation. On the other hand,
we also found that we needed an increasingly large number of participants to ensure
the reliability of the results. As we performed the data collection using identical
procedures, doubling or tripling the number of participants doubled or tripled the
length of the data collection period. Thus, the experiment was very time-consuming
and a large effort was required to obtain a large dataset.

To address this problem, we adopted a new experimental method: We designed
a fully automatic demonstration system (Figs.5.29 and 5.30) that could administer
the dual-task procedure and collect data and positioned the system in the National
Museum of Emerging Science and Innovation, known as “Miraikan”. Miraikan is
located in the Tokyo bay area and receives several thousands of visitors per day.
The demonstration period was approximately one year; from 15 July 2015 to 27
June 2016. With the help of Miraikan, the demonstration was optimized so that
participants could enjoy it as if it were a game. Figure 5.31 shows the statistics of
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Fig. 5.29 Demonstration system in Miraikan
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Fig. 5.30 Flow of demonstration

the participants. As a result, we collected data from more than 95,000 participants,
making it one of the largest datasets in the world."

1We also placed another system in Miraikan. It captures videos of a person walking from multiple
viewpoints. The video dataset obtained by the system is not for assessment of cognitive ability but
for gait authentication purpose, which is an most important research topic for us. This dataset is
also among the largest in the world.
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Fig. 5.31 Statistics of demonstration in Miraikan

5.5 Discussion and Future Work

The achievements in Sects. 5.2 and 5.3 have great potential to be applied in our daily
lives, especially in commercial facilities. By applying the models and knowledge in
Sect. 5.2 and extending them to more natural cases, it should be possible to estimate
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attention of each customer from his/her behaviors captured by security cameras,
which are located anywhere in such facilities nowadays. When it is realized, it might
be possible to detect shoplifters from his/her suspicious gaze behavior. It should be
also possible to find customers who are interested in a certain product and effectively
give them salient information about promotions and sales. Indeed, there have already
been several works that analyzed the relation between person’s intention or interest
and his/her gaze behavior motivated by the similar consideration to ours. They are,
however, still quite far from real applications, because in all those studies they need
eye-trackers, which is in fact an unsatisfied condition; customers and shoplifters will
never wear wearable eye-trackers, and a stationary eye-tracker usually has very lim-
ited view area so that it is impossible to measure gaze of a person walking freely
around the space. We can conclude, therefore, our techniques for gaze estimation
without eye-tracker have a really great impact for reaching the expected future. In
addition, the achievements in Sect.5.3 also take on an important role in the com-
mercial facility scenario. In the course of daily activities, humans often form social
groups, such as families and groups of coworkers. When we are in such groups, our
actions are strongly affected by and have a large effect on other group members. If we
can know how many groups there are in the space, which group each person belongs
to, what kind of group each of them is, which person in a group is taking initiative,
for example, it is helpful for a facility manager to analyze purchasing behaviors of
customers and offer commercial advertisement effectively.

The systems for cognitive level assessment and experiences in the elderly facili-
ties are also important achievements in this project. The design/process/stability of
the systems have been evaluated from several viewpoints; system developers (the
members in the project including the authors) who chose sensors and implemented
software, staffs in the elderly facilities who observe the elderly/dementia people
every day, and the elderly people who are in fact the participants of the systems.
Especially the long-term exhibition in Miraikan, whose details are mentioned in
Sect.5.4.2, was a meaningful opportunity for establishing a good system. Through
the one-year exhibition, the system was well brushed up and became stable, safe, and
interesting for the participants. Fortunately, the improved system was decided to be
installed in the elderly facilities for long-term (more than three years) data collection.
By the data collection, we will obtain another kind of data; long-term history of the
dual-task performance of a certain person combined with cognitive level assessed by
clinical psychotherapists. It is really interesting data because it would be possible to
model degradation of cognitive level, which is meaningful to realize “prediction” of
dementia.

5.6 Conclusion

Gaithas been regarded as one of biometrics and thus mainly studies for authentication
task. In that scenario it is implicitly assumed that the gait of a certain person is
always constant. It is, however, untrue in reality; a person usually walks differently
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according to their mood and physical/mental conditions. In our project “Behavior
Understanding based on Intention-Gait Model” supported by JST-CREST, therefore,
we focused on the variation of gait within a person, and have studied the relation
between the gait variation to the inertial states. This chapter introduced some of our
achievements related to three kinds of the inertial states; attention (gaze direction),
human relation (group segmentation), and cognitive level (assessment of dementia).
Though those about attention and human relation estimation are on still developing
stage, they indicate possibility of realizing skill of “reading minds.” Those about
cognitive level assessment are also important contribution for the coming “super-
aging society.” We would be happy if our achievements would contribute to make
our daily lives safer, more convenient, and more agreeable.
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