
Chapter 21
Mathematical Analysis and Numerical
Simulations for a Model of Atherosclerosis

Telma Silva, Jorge Tiago and Adélia Sequeira

Abstract Atherosclerosis is a chronic inflammatory disease that occurs mainly in
large and medium-sized elastic and muscular arteries. This pathology is essentially
caused by the high concentration of low-density-lipoprotein (LDL) in the blood.
It can lead to coronary heart disease and stroke, which are the cause of around
17.3 million deaths per year in the world. Mathematical modeling and numerical
simulations are important tools for a better understanding of atherosclerosis and
subsequent development of more effective treatment and prevention strategies. The
atherosclerosis inflammatory process can be described by a model consisting of
a system of three reaction-diffusion equations (representing the concentrations of
oxidized LDL, macrophages and cytokines inside the arterial wall) with non-linear
Neumann boundary conditions. In this work we prove the existence, uniqueness and
boundedness of global solutions, using the monotone iterative method. Numerical
simulations are performed in a rectangle representing the intima, to illustrate the
mathematical results and the atherosclerosis inflammatory process.

Keywords Atherosclerosis · Reaction-diffusion equations · Nonlinear boundary
conditions ·Upper and lower solutions ·Monotone sequences ·Existence-comparison
theorem

21.1 Introduction

Atherosclerosis is a systemic disease affecting the entire arterial tree, but lesions
involving the coronary, cerebral, and lower extremity circulations have the most clin-
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Fig. 21.1 Atherosclerosis schematics. The LDL penetrates the intima where it is oxidized. The
oxLDL in the intima leads to monocytes recruitment. The monocytes penetrate the intima and
differentiate into macrophages which phagocyte the ox-LDL leading to the formation of the foam
cell and consequently to the chronic inflammatory reaction inside the intima. After a while, smooth
muscle cells (SMCs) will migrate from media to intima creating a fibrous cap over the lipid deposit

ical significance for medical doctors. The pathogenesis of atherosclerosis involves a
complex series of events, similar to a chronic inflammatory process, with the forma-
tion of atherosclerotic plaque as consequence [1, 2].

The genesis of atherosclerosis is still not known, but many researchers believe
that the atherosclerosis starting point is the endothelial dysfunction, caused by
high plasma concentration of cholesterol, in particular, the low-density-lipoprotein,
(LDL), hyperglycemia, hypertension, infectious agents and/or smoking [1, 3]. High
LDL concentration changes the permeability of the endothelial layer leading to sub-
sequent deposition of lipids in the intima (the inner layer of the blood vessel) [4].

Intra intimal LDL undergoes oxidation (oxLDL) by oxidant mechanisms. Oxi-
dized LDL is considered as a dangerous agent, hence an inflammatory reaction is
launched: monocytes adhere to the endothelium, then they penetrate into the intima,
where they differentiate into active macrophages (Fig. 21.1).

Active macrophages recognize and absorb oxLDL in the intima by the phago-
cytosis process. The ingestion of large amounts of oxLDL transforms the fatty
macrophages into foam cells (lipid-laden cells) which in turn have to be removed
by the immune system. Hence, they set up a chronic inflammatory reaction (auto-
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amplification phenomenon) by secreting pro-inflammatory cytokines that promote
the recruitment of new monocytes and the production of new pro-inflammatory
cytokines.

The inflammation process involves the proliferation (growth or production of cells
by multiplication of their parts) and the migration of smooth muscle cells (SMCs) to
create a fibrous cap over the lipid deposit. This fibrous cap changes the geometry of
the vessel and consequently modifies the blood flow.

Although atherosclerosis is asymptomatic in the beginning, with time can lead to
cardiovascular diseases, such as coronary artery diseases, cerebrovascular diseases
or peripheral arterial diseases, which are responsible for around 17.3 million deaths
per year in the world [5]. Therefore, a deep understanding of this pathogenesis and
subsequent development of more effective treatment and prevention strategies are
essential. Mathematical modeling and numerical simulations are two powerful tools
which have a key role in this framework.

Mathematical modeling of the atherosclerosis processes leads to complex sys-
tems of flow, transport, chemical reactions, interactions of fluid and elastic struc-
tures, movement of cells, coagulation and growth processes and additional complex
dynamics of the vessel walls.

Partial differential equations have been used to model this complex process. As
an example found in the literature, we can cite [6], where the authors present a
model consisting of reaction-diffusion equations, describing how the concentration
of macrophages and cytokines in the intima (a vessel layer) leads to an inflam-
matory disease. A model leading to the atherosclerotic plaque formation and the
early atherosclerotic lesions was suggested in [7] and [8], respectively. Systems of
convection-reaction-diffusion equations were used to describe the transport and the
concentration of oxidized low densities lipoproteins (LDL), macrophages, foam cells
and the pro-inflammatory signal emission in the intima.Recently, amore complex and
realistic model was presented in [9]. The authors used reaction-diffusion equations
to describe the distribution of substance in the intima, such as LDL, high densities
lipoproteins (HDL), oxidized LDL, and free radicals, among others, and convection-
reaction-diffusion equations for each species of cells, such as macrophages, T cells
or foam cells.

Manyworks have been devoted to the understanding of the atherosclerosis process
through numerical simulations [7–12]. Nevertheless, concerning the mathematical
analysis there are still many open problems. In 2009, Khatib et. al. presented results
of existence of traveling waves for a system with two reaction-diffusion equations
in a strip with nonlinear boundary conditions [13] and in 2012, for the same model,
they proved the existence and uniqueness of global solutions in Hölder spaces, [6].
Results of existence, uniqueness and boundedness of global solutions, based on the
monotone sequences method, as well as the analysis of stability and the long time
behavior of the solutions for a system of three reaction-diffusion equations in 1D
with homogeneous Neumann boundary conditions was presented in [14].

The main contribution of the present paper consists in extending the results given
in [14] for the two-dimensional case. Based on the monotone sequences method,
we prove the existence, uniqueness and boundedness of global solutions for a sys-
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tem of three reaction-diffusion equations in 2D with non-linear Neumann boundary
conditions. In fact, this result can directly be applied to the 3D case, without any
additional restriction. The monotone iterative method consists in using an upper or
a lower solution as the initial iteration in a suitable iterative process, to obtain a
monotone sequence that converges to a solution of the problem [15].

To illustrate the mathematical results, we perform numerical simulations for the
concentration of oxLDL, macrophages and cytokines in a 2D geometry representing
the intima.

This paper is organized as follows. In Sect. 21.2, we present the description of a
2D atherosclerosis model imposing some mathematical assumptions. In Sect. 21.3
we describe the core results of this work. We start by introducing some notations
and rewriting the mathematical model as a parabolic problem with nonlinear bound-
ary conditions. These will be used to describe the monotone iterative method, that
appears thereafter. We then prove the existence, uniqueness and boundedness of
global solutions and we make some comments about the simplified model with lin-
ear boundary conditions. Finally, in Sect. 21.4, numerical results are presented to
illustrate the mathematical model.

21.2 Atherosclerosis Mathematical Modeling

Let the inner layer of the blood vessel (the intima) be defined as a two-dimensional
domain, Ω = (0, L) × (0, h), where L and h are respectively, the length and the
height of the intima. Let the boundary of Ω be denoted by, ∂Ω = Γin ∪ Γend ∪
Γmed ∪ Γout , where Γend represents the interface between the intima and the lumen
(the endothelium layer), Γmed is the interface between the intima and the media, Γin

and Γout are respectively the proximal and distal sections (see Fig. 21.2).

Fig. 21.2 A rectangular representation of the intima layer
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The atherosclerosis inflammatory process can be described by the following sys-
tem of three reaction-diffusion equations,

∂t Ox − doxΔOx = −βOx · M (21.1a)

∂t M − dMΔM = −βOx · M (21.1b)

∂t S − dSΔS = βOx · M − λS + γ
(
Ox − Oxth

)
(21.1c)

in Ω , for all t ∈ R
+, with the boundary conditions

∇Ox · n = τ (x)CLDL on Γend and ∇Ox · n = 0 on ∂Ω\Γend (21.1d)

∇M · n = g (S) on Γend and ∇M · n = 0 on ∂Ω\Γend (21.1e)

∇S · n = 0 on ∂Ω (21.1f)

for all t ∈ R
+, where n is the outward unit normal vector to ∂Ω , and with the initial

conditions

Ox (x, 0) = Ox0 (x) , M (x, 0) = M0 (x) , S (x, 0) = S0 (x) in Ω. (21.1g)

The functions Ox ,M and S are, respectively, the concentrations of oxidized LDL,
macrophages and inflammatory signal (a generic chemoattractant which gathers the
cytokines), which are continuously differentiable in t and twice continuously differ-
entiable in x .

The second term on the left-hand side of each reaction-diffusion equation of
system (21.1), represents the diffusion term, and dox , dM and dS are the diffusion
coefficients, which are positive constants. The first term on the right-hand side rep-
resents the ingestion of oxLDL by the macrophages. The parameter β is a positive
constant of proportionality.

The second term in the Eq. (21.1c) denotes the natural death of the cells and λ is
the degradation rate. The starting point of the signal emission is assumed to be a too
high oxidized LDL concentration in the intima. This is described by the third term
γ

(
Ox − Oxth

)
, where Oxth corresponds to a given oxLDL quantity and γ is the

activation rate. In order to have an inflammatory response Ox should be greater than
Oxth .

In the boundary conditions on Γend , we assume that LDL and monocytes enter the
tunica intima through the endothelial layer. The function τ in the boundary condition
(21.1d) is the permeability of the vessel wall, which depends on the wall shear stress
(WSS), the mechanical force imposed on the endothelium by the flowing blood. As
we know, lowWSS favors the penetration of both LDL and monocytes [2]. The per-
meability function τ is defined to be a smooth and nonnegative function of WSS.1

The parameterCLDL is a given LDL-cholesterol concentration, which is positive.We

1The wall shear stress function, WSS, is computed using the solution of the blood flow model (for
instance a generalized Navier-Stokes model).
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assume that the incoming monocytes immediately differentiate into macrophages
and the recruitment of new monocytes depends on a general pro-inflammatory sig-
nal which gathers both chemokines and cytokines. The boundary condition (21.1e)
considers that this signal acts through the function g, which is defined to impose a
limit in the macrophages recruitment. There are many ways to define the function g,
see for instance [6, 8, 15]. Here, for simplicity, we have, g (S) = S/ (1 + S) and

g(S) > 0 for S > 0, g(0) = 0, and g(S) → 1 as S → ∞.

The functions Ox0 (x), M0 (x) and S0 (x) defined in (21.1g) are smooth and
nonnegative functions satisfying the boundary conditions (21.1d)–(21.1f) at t = 0.

21.3 Existence, Uniqueness and Boundedness of Solutions

System (21.1) is coupled through the boundary conditions, as well as through
the differential equations themselves and, in this sense, the analysis becomes
more complex than the one performed in [14] for homogeneous Neumann bound-
ary conditions. Nevertheless, the monotone iterative method used to establish the
existence-comparison theorem in [14] can be extended to system (21.1), which is
a two-dimensional model with nonlinear boundary conditions. But in this case,
we should require the quasimonotone property of the boundary function G =
(G1,G2,G3) together with the quasimonotone property of the reaction function
Φ = (Φ1, Φ2, Φ3). For the 3D case, we can use the same argument as in 2D, without
any additional requirement.

The results in this section are based in the general theory of parabolic problems
presented in [15].

21.3.1 Notations

LetΩ be an open set inRd .We denote by ∂Ω the boundary ofΩ and byΩ its closure.
For each T > 0, let ΩT = Ω × (0, T ] be a domain in R

d+1, ∂ΩT = ∂Ω × (0, T ]
and ΩT the closure of ΩT .

We denote by C2,1(ΩT ) the space of all functions that are twice continuously
differentiable in x and once continuously differentiable in t , for all (x, t) in ΩT .

The product function space
(
Ck(Q)

)3
, where Q can be ΩT or ΩT is denoted

by C k(Q). For any vector function U = (U1,U2,U3) in C k(Q) the components
U1,U2,U3 are each one inCk(Q), which is the set of all continuous functions whose
partial derivatives up to the kth order are continuous in Q. When Q = ΩT we denote
by C 2,1(ΩT ) the product space whose components are in C2,1(ΩT ).
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21.3.2 Parabolic Problem with Nonlinear Boundary
Conditions

Let ΩT = Ω × (0, T ] and ∂ΩT = ∂Ω × (0, T ], for an arbitrary finite T > 0.
We define the concentrations

(C1,C2,C3) = (Ox, M, S) , (21.2)

the diffusion coefficients

(d1, d2, d3) = (dox , dM , dS) , (21.3)

the reaction functions

Φ1 = Φ2 = −βC1 · C2 and Φ3 = βOx · M − λS + γ
(
Ox − Oxth

)
(21.4)

and the boundary functions

G1 = τ(x)CLDLψ(x), G2 = g(C3)ψ(x) and G3 = 0 on ∂Ω, (21.5)

where ψ(x) is a bump function.2

With these notations, system (21.1) with the boundary conditions (21.1d)–(21.1f)
and the initial conditions (21.1g) can be rewritten, as follows

∂tCi − diΔCi = Φi in ΩT

∂nCi = Gi on ∂ΩT

Ci (x, 0) = Ci,0 (x) in Ω

(21.6)

for i = 1, 2, 3, where the functions
(
C1,0,C2,0,C3,0

) = (Ox0, M0, S0) and ∂nCi

denotes the outward normal derivative of Ci on ∂ΩT .
Let

C = (
Ci , [C]ai , [C]bi

)
(21.7)

be the split notation of the vector function C, where, [C]ai and [C]bi denote, respec-
tively, the ai and bi -components of the vector C. We rewrite the function Φi as

Φi (C) = Φi
(
Ci , [C]ai , [C]bi

)
, for i = 1, 2, 3, (21.8)

2Let K be an arbitrary compact set andU anopen subset ofΓend , taken as a very small neighbourhood
of K , containing K . There exists a bump functionψ(x)which is equal to 1 on K and falls off rapidly
to 0 outside of K , while still being smooth.
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and the function Gi as

Gi (C) = Gi
(·,Ci , [C]αi

, [C]ρi

)
, for i = 1, 2, 3, (21.9)

where ai , bi , αi and ρi are nonnegative integers with ai + bi = αi + ρi = 2.
Considering the split notations (21.7), (21.8) and (21.9), the reaction-diffusion

system (21.6) can be written as

∂tCi − diΔCi = Φi
(
Ci , [C]ai , [C]bi

)
in ΩT

∂nCi = Gi
(·,Ci , [C]αi

, [C]ρi

)
on ∂ΩT

Ci (x, 0) = Ci,0 (x) in Ω

(21.10)

for i = 1, 2, 3.

Since the initial conditions Ci,0 and the boundary functions Gi , for i = 1, 2, 3,
are nonnegative, and for all C1,C2,C3 � 0 we have

Φ1 (0,C2) = 0,

Φ2 (C1, 0,C3) = 0,

Φ3 (C1,C2, 0) = βC1 · C2 + γ
(
C1 − Cth

ox

)
� 0,

the nonnegativity of the solutions of (21.6) is preserved in time [15, 16].

21.3.3 Monotone Iterative Method

The monotone iterative method consists in using an upper or a lower solution as the
initial iteration in a suitable iterative process, in order to obtain a monotone sequence
which converges to a solution of the problem.

The definition of upper and lower solutions and the construction of monotone
sequences depend on the quasimonotone property of the reaction function Φ and the
boundary function G.

A function F = ( f1, f2, ..., fn) is said to possess the quasimonotone property
if for each i there exist nonnegative integers ai , bi with ai + bi = n − 1 such that
fi

(
Ci , [C]ai , [C]bi

)
is monotone nondecreasing in [C]ai and monotone nonincreas-

ing in [C]bi , (see [15]).

We need to see if Φ = (Φ1, Φ2, Φ3) and G = (G1,G2,G3) possess the quasi-
monotone property. Considering the reaction functions Φi , for i = 1, 2, 3, and for
all C � 0, we have

[C]a1 = 0 and [C]b1 = C2

[C]a2 = 0 and [C]b2 = C1

[C]a3 = (C1,C2) and [C]b3 = 0.
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Looking at the boundary functions Gi (with i = 1, 2, 3), since G1 is linear and
G3 = 0, we just need to take into account G2. Therefore, for all C � 0,

[C]α2
= C3 and [C]ρ2

= 0.

Hence, we conclude that Φ and G defined in (21.6), are quasimonotone in C, for
all C � 0.

Based on the quasimonotone property of Φ = (Φ1, Φ2, Φ3) and G =
(G1,G2,G3) we have the following definition of upper and lower solutions.

Definition 21.1 Two smooth functions C̃ = (
C̃1, C̃2, C̃3

)
, Ĉ = (

Ĉ1, Ĉ2, Ĉ3
)
in

C
(
ΩT

) ∩ C 2,1 (ΩT ) are called a pair of coupled upper and lower solutions of
(21.6) if C̃ � Ĉ and if they satisfy the inequalities

∂t C̃i − diΔC̃i � Φi

(
C̃i ,

[
C̃

]
ai

,
[
Ĉ

]
bi

)
in ΩT (21.11a)

∂t Ĉi − diΔĈi � Φi

(
Ĉi ,

[
Ĉ

]
ai

,
[
C̃

]
bi

)
in ΩT (21.11b)

∂nC̃i � Gi

(
·, C̃i ,

[
C̃

]
αi

,
[
Ĉ

]
ρi

)
on ∂ΩT (21.11c)

∂nĈi � Gi

(
·, Ĉi ,

[
Ĉ

]
αi

,
[
C̃

]
ρi

)
on ∂ΩT (21.11d)

C̃i (x, 0) � Ci,0 (x) � Ĉi (x, 0) in Ω (21.11e)

for i = 1, 2, 3.

The differential inequalities (21.11a) and (21.11b) can be written explicitly as

∂t C̃1 − d1ΔC̃1 � −βC̃1 · Ĉ2 (21.12a)

∂t C̃2 − d2ΔC̃2 � −βĈ1 · C̃2 (21.12b)

∂t C̃3 − d3ΔC̃3 � βC̃1 · C̃2 − λC̃3 + γ
(
C̃1 − Oxth

)
(21.12c)

∂t Ĉ1 − d1ΔĈ1 � −βĈ1 · C̃2 (21.12d)

∂t Ĉ2 − d2ΔĈ2 � −βC̃1 · Ĉ2 (21.12e)

∂t Ĉ3 − d3ΔĈ3 � βĈ1 · Ĉ2 − λĈ3 + γ
(
Ĉ1 − Oxth

)
(21.12f)

in ΩT and the boundary inequalities (21.11c) and (21.11d) as

∂nC̃1 � τ (x)CLDLψ(x) (21.13a)

∂nC̃2 � g
(
C̃3

)
ψ(x) (21.13b)

∂nC̃3 � 0 (21.13c)
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∂nĈ1 � τ (x)CLDLψ(x) (21.13d)

∂nĈ2 � g
(
Ĉ3

)
ψ(x) (21.13e)

∂nĈ3 � 0 (21.13f)

on ∂ΩT .
For a given pair of coupled upper and lower solutions C̃, Ĉ, the sector

〈
Ĉ, C̃

〉
is

defined by the functional interval

〈
Ĉ, C̃

〉 ≡ {
C ∈ C

(
ΩT

) : Ĉ � C � C̃
}

(21.14)

where the inequalities between vectors should be interpreted in the componentwise
sense.

The reaction function Φ and the boundary function G are continuous in ΩT ×〈
Ĉ, C̃

〉
and in ∂ΩT × 〈

Ĉ, C̃
〉
, respectively, and continuously differentiable in

(
R

+)3

with respect to C. Therefore, they satisfy the Lipschitz condition,

∣∣Φi (C) − Φi
(
C′)∣∣ � Ri

∣∣C − C′∣∣ , for C, C′ ∈ 〈
Ĉ, C̃

〉

∣∣Gi (·, C) − Gi
(·, C′)∣∣ � Ri

∣∣C − C′∣∣ , for C, C′ ∈ 〈
Ĉ, C̃

〉 (21.15)

where Ĉi � C ′
i � Ci � C̃i and the Lipschitz constant, Ri , are given by

Ri = sup

{∣∣
∣∣
∂Φi

∂Ci

∣∣
∣∣ : Ĉi � Ci � C̃i ,

}
, for i = 1, 2, 3. (21.16)

Consequently the one-sided Lipschitz conditions

Φi
(
Ci , [C]ai , [C]bi

) − Φi
(
C ′
i , [C]ai , [C]bi

)
� −Ri

(
Ci − C ′

i

)

Gi
(·,Ci , [C]αi

, [C]ρi

) − Gi
(·,C ′

i , [C]αi
, [C]ρi

)
� −Ri

(
Ci − C ′

i

) (21.17)

are also satisfied.

Below, we describe the construction of monotone sequences by an iterative
process, choosing as initial iterations

C
(0) = (

C̃1, C̃2, C̃3
)

and C(0) = (
Ĉ1, Ĉ2, Ĉ3

)
. (21.18)

The upper and lower sequences

{
C

(k)
}

=
{
C

(k)
1 ,C

(k)
2 ,C

(k)
3

}
and

{
C(k)

} =
{
C (k)

1 ,C (k)
2 ,C (k)

3

}
(21.19)
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are obtained through the following iterative process

∂tC
(k)
i − diΔC

(k)
i + RiC

(k)
i = RiC

(k−1)
i + Φi

(
C

(k−1)
i ,

[
C(k−1)

]

ai
,
[
C(k−1)

]

bi

)
in ΩT

(21.20a)

∂tC
(k)
i − diΔC(k)

i + RiC
(k)
i = RiC

(k−1)
i + Φi

(
C(k−1)
i ,

[
C(k−1)

]

ai
,
[
C(k−1)

]

bi

)
in ΩT

(21.20b)

and

∂nC
(k)
i + RiC

(k)
i = RiC

(k−1)
i + Gi

(
·,C (k−1)

i ,
[
C

(k−1)
]

αi

,
[
C(k−1)

]
ρi

)
on ∂ΩT

(21.21a)

∂nC
(k)
i + RiC

(k)
i = RiC

(k−1)
i + Gi

(
·,C (k−1)

i ,
[
C(k−1)

]
αi

,
[
C

(k−1)
]

ρi

)
on ∂ΩT

(21.21b)

with initial conditions

C
(k)
i (x, 0) = Ci,0 (x) = C (k)

i (x, 0) in Ω (21.22)

for k = 1, 2, ... and i = 1, 2, 3. Here, Ri (with i = 1, 2, 3) are the Lipschitz constants
defined in (21.16) and in this case they are given by

R1 = sup
Ĉ2�C2�C̃2

{βC2} ,

R2 = sup
Ĉ1�C1�C̃1

{βC1} ,

R3 = λ.

Since for each k, (21.20)–(21.22) are uncoupled scalar linear problems (which
have a unique solution in ΩT ) and by the properties of Φi and Gi , the sequences{

C
(k)

}
and

{
C(k)

}
are well defined (for the proof see [15] pp. 58, 493). The following

lemma gives the monotone property of these sequences.

Lemma 21.1 The upper and the lower sequences
{

C
(k)

}
,
{
C(k)

}
given by the iter-

ative process (21.20)–(21.22), with C
(0) = C̃ and C(0) = Ĉ, possess the monotone

property

Ĉ � C(k) � C(k+1) � C
(k+1) � C

(k) � C̃ in ΩT (21.23)

for every k.
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Proof Let U(0) = C
(0) − C

(1) = C̃ − C
(1)
. By the property of upper solutions

(21.11a) and (21.11c), and using the sequences (21.20), we have

∂tU
(0)
i − diΔU (0)

i + RiU
(0)
i = ∂t C̃i − diΔC̃i − Φi

(
C̃i ,

[
C̃

]
ai

,
[
Ĉ

]
bi

)
� 0 in ΩT

∂nŨ
(0)
i + RiU

(0)
i = ∂nC̃i − Gi

(
·, C̃i ,

[
C̃

]
αi

,
[
Ĉ

]
ρi

)
� 0 on ∂ΩT

for i = 1, 2, 3.
From the initial conditions (21.11e), we obtain

U (0)
i (x, 0) = C̃i (x, 0) − Ci,0 (x) � 0.

By the maximum principle [15, 16], U (0)
i � 0 or equivalently

C
(1) � C

(0)
.

Similarly, using the property of lower solutions (21.11b) and (21.11d), and by the
sequences (21.21), we have

C(1) � C(0).

Now, letU(1) = C
(1) − C(1), then, by the sequences (21.20)–(21.21), the one-sided

Lipschitz condition (21.17) and the monotone property of Φi and Gi , we have

∂tU
(1)
i − diΔU (1)

i + RiU
(1)
i = Ri

(
C

(0)
i − C (0)

i

)
+

+
[
Φi

(
C

(0)
i ,

[
C

(0)
]

ai
,
[
C(0)

]
bi

)
− Φi

(
C (0)

i ,
[
C(0)

]
ai

,
[
C

(0)
]

bi

)]
� 0 in ΩT

and

∂nU
(1)
i + RiU

(1)
i = Ri

(
C

(0)
i − C (0)

i

)
+

+
[
Gi

(
C

(0)
i ,

[
C

(0)
]

αi

,
[
C(0)

]
ρi

)
− Gi

(
C (0)

i ,
[
C(0)

]
αi

,
[
C

(0)
]

ρi

)]
� 0 on ∂ΩT

for i = 1, 2, 3.
It follows from the initial conditions U (1)

i (x, 0) = 0 that U (1)
i > 0 for each i =

1, 2, 3. This shows that

C(0) � C(1) � C
(1) � C

(0)
in ΩT . (21.24)

For a fixed k ∈ N, the function U (k+1)
i = C

(k)
i − C

(k+1)
i satisfies the relations
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∂tU
(k)
i − diΔU (k)

i + RiU
(k)
i = Ri

(
C

(k−1)
i − C

(k)
i

)
+

+
[
Φi

(
C

(k−1)
i ,

[
C

(k−1)
]

ai
,
[
C(k−1)

]

bi

)
− Φi

(
C

(k)
i ,

[
C

(k)
]

ai
,
[
C(k)

]

bi

)]
� 0 in ΩT

∂nU
(k)
i + RiU

(k)
i = Ri

(
C

(k−1)
i − C

(k)
i

)
+

+
[
Gi

(
C

(k−1)
i ,

[
C

(k−1)
]

αi
,
[
C(k−1)

]

ρi

)
− Gi

(
C

(k)
i ,

[
C

(k)
]

αi
,
[
C(k)

]

ρi

)]
� 0 on ∂ΩT

for i = 1, 2, 3. These relations and U (k)
i (x, 0) = 0 ensure that C

(k+1) � C
(k)
.

A similar argument yields C(k+1) � C(k) and C
(k+1) � C(k).

By induction, we prove that the sequence
{

C
(k)

}
is monotone nonincreasing and

{
C(k)

}
is monotone nondecreasing. And so, the monotone property

Ĉ � C(k) � C(k+1) � C
(k+1) � C

(k) � C̃ in ΩT

follows, for every k = 0, 1, 2, . . ..

21.3.4 Existence of Upper and Lower Solutions

The main condition for the existence of a unique solution to problem (21.6) is the
existence of a pair of coupled upper and lower solutions when the reaction function
Φi and the boundary function Gi are quasimonotone.

Since

Φ1
(
0, [0]ai , [C]bi

) = 0
Φ2

(
0, [0]ai , [C]bi

) = 0
Φ3

(
0, [0]ai , [C]bi

) = 0
(21.25)

the function Φi satisfies the additional condition

Φi
(
0, [0]ai , [C]bi

)
� 0 when [C]bi � 0, (21.26)

for i = 1, 2, 3, where [C] � 0 stands for C � 0.

Remark 21.1 The last equality in (21.25) becomes true due to the relation C1 �
Oxth , considered as an assumption in order to have an inflammatory process. So, if
C1 = 0 then Oxth also vanishes.
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SinceG1 is linear and nonnegative,G3 = 0 andG2
(
0, [0]ai , [C]bi

) = 0, each bound-
ary function Gi satisfies the condition

Gi
(·, 0, [0]αi

, [C]ρi

)
� 0 when [C]ρi

� 0 (21.27)

for i = 1, 2, 3.
From (21.26) and (21.27), we conclude that the trivial function C = 0 is a lower

solution.
Any positive function C̃ = (

C̃1, C̃2, C̃3
)
satisfying

∂t C̃i − diΔC̃i � Φi

(
C̃i ,

[
C̃

]
ai

, [0]bi
)

in ΩT

∂nC̃i � Gi

(
·, C̃i ,

[
C̃

]
αi

, [0]ρi

)
on ∂ΩT

C̃i (x, 0) � Ci,0 (x) in Ω

(21.28)

for i = 1, 2, 3, also satisfies the upper and lower inequalities (21.11). Therefore, the
requirement of an upper solution is reduced to

∂t C̃1 − d1ΔC̃1 � 0 in ΩT

∂t C̃2 − d2ΔC̃2 � 0 in ΩT

∂t C̃3 − d3ΔC̃3 � βC̃1 · C̃2 − λC̃3 + γ
(
C̃1 − Oxth

)
in ΩT

∂nC̃1 � τ (x)CLDLψ(x) on ∂ΩT

∂nC̃2 � g
(
C̃3

)
ψ(x) on ∂ΩT

∂nC̃3 � 0 on ∂ΩT

C̃i (x, 0) � Ci,0

in Ω for i = 1, 2, 3.

(21.29)

21.3.5 Existence-comparison Theorem

By the monotone property (21.23), the pointwise and componentwise limits

lim
k→∞ C

(k)
(x, t) = C (x, t) , lim

k→∞ C(k) (x, t) = C (x, t)

exist and satisfy the relation

Ĉ � C � C � C̃ in ΩT . (21.30)

Due to the quasimonotone property of Φi and Gi , the one-sided Lipschitz con-
dition (21.17), the Lipschitz condition (21.15) and the monotone property relation
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(21.23) we can conclude, by applying the existence-comparison theorem for par-

abolic problems proved in [15] (pp. 494), that the limits of
{

C
(k)

}
and

{
C(k)

}
coincide

and yield to a unique solution of problem (21.6).
These conclusions can be summarized in the following result.

Theorem 21.1 Let C̃ = (
C̃1, C̃2, C̃3

)
and Ĉ = (

Ĉ1, Ĉ2, Ĉ3
)
be a pair of nonnegative cou-

pled upper and lower solutions of (21.6) and let Φ = (Φ1, Φ2, Φ3) and G =
(G1,G2,G3) be quasimonotone functions satisfying the global Lipschitz condition
(21.15). Then, the upper and lower sequences

{
C

(k)
}
,
{
C(k)

}
given by (21.20)–(21.22),

converge monotonically to a unique solution C = (C1,C2, C3) with
(
Ĉ1, Ĉ2, Ĉ3

)
� (C1,C2, C3) �

(
C̃1, C̃2, C̃3

)
in ΩT . (21.31)

The existence-comparison theorem can directly be applied to the 3D case, impos-
ing similar conditions.

21.3.6 The Case of Linear Boundary Conditions

In the literature it has also been suggested to describe atherosclerosis using mathe-
matical models with linear boundary conditions [7, 11]. In the case of homogeneous
Neumann boundary conditions, suchmodels can be seen as simplified versions of the
parabolic problemwith nonlinear boundary conditions (21.6), presented in Sect. 21.2.

The mathematical model of the atherosclerosis inflammatory process, under
homogeneous Neumann boundary conditions, can be described as follows

∂tCi − diΔCi = Fi in ΩT

∂nCi = 0 on ∂ΩT

Ci (x, 0) = Ci,0 (x) in Ω

(21.32)

for i = 1, 2, 3, where the reaction functions (F1, F2, F3) are defined as

F1 (x,C1,C2) = −βC1 · C2 + τ (x)CLDL , (21.33a)

F2 (C1,C2,C3) = −βC1 · C2 + g (C3) , (21.33b)

F3 (C1,C2,C3) = βC1 · C2 − λC3 + γ
(
C1 − Oxth

)
, . (21.33c)

If the term τ(x)CLDL in the function F1 is defined only on the boundary Γ end
T =

Γend × (0, T ], we have

∂tC1 − d1ΔC1 = −βC1 · C2 in ΩT

∂nC1 = τ(x)CLDL on Γ end
T

∂nC1 = 0 on ∂ΩT \ Γ end
T

C1 (x, 0) = C1,0 (x) in Ω

(21.34)
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Problem (21.34) with C2 and C3 defined as in (21.32) leads to a 2D model, with
linear Neumann boundary conditions.

The existence, uniqueness and boundedness of global solutions of these problems
can be proved by the monotone iterative method following the same reasoning as
in the one dimensional case presented in [14], since the boundary conditions are
independent of Ci and the function F = (F1, F2, F3) is quasimonotone.

21.4 Numerical Simulations

Numerical simulations are an important tool to better understand the atherosclerosis
mechanism and to improve the mathematical models. In this section we present
numerical results concerning the concentrations of oxidized low density lipoproteins,
macrophages and signal path between cells inside the intima. To represent the intima,
we consider a rectangle (0, L) × (0, h), with length L = 0.5 cm and height h =
0.167 cm and the following physical and biological parameters, taken from [1]:

dox = dS = 102 × dM = 10−3 cm/s
λ = 10 s−1

β = 1 cm/ (g · s)
γ = 1 s−1

The model (21.1a)–(21.1g) presented in Sect. 21.2 assumes that atherosclerosis
starts with the penetration of LDL into the intima, through the endothelial cells,
where they are oxidized (oxLDL). Choosing a region of LDL penetration, Γ p

end , we
can define the permeability function τ as a smooth step function that is equal to one
in Γ

p
end and zero otherwise. We consider that CLDL = 0.1g/cm3 is a given quantity

of LDL that enters in the region where τ(x) = 1. Figure21.3 shows the evolution in
time of oxLDL concentration in the intima.

As we expected, in the region Γ
p
end , the concentration of Ox is higher and will

spread out in time across the domain.
The model also considers that if the concentration of oxLDL (Ox) exceeds a

threshold Oxth , an inflammatory reaction will set up promoting the recruitment of
monocytes, whichwill transform in activemacrophages (M) to phagocyte the danger-
ous product, oxLDL. In Fig. 21.4we can observe how themacrophages concentration
depends on the concentration of oxLDL. Moreover, we can also observe the effect
of diffusion over time.

The recruitment of monocytes depends on a general pro-inflammatory signal (S)
which acts through the function g. The time evolution of signal concentration in the
intima is presented in Fig. 21.5.



21 Mathematical Analysis and Numerical Simulations … 593

Fig. 21.3 The concentration of oxLDL in the intima for time values T = 1, 10, 50 and 100 s
(respectively, fist, second, third and last image starting from the top). Defining a region of LDL
penetration, Γ p

end , the concentration of Ox will spread out in time through all the domain

Fig. 21.4 The concentration of macrophages in the intima for time values T = 30, 50 and 100 s
(respectively, fist, second, and last image starting from the top). A high concentration of Ox in the
Γ

p
end leads to an high value of M in the same region

Comparing the results of Figs. 21.3 and 21.5 we can notice a strong relation
between the oxLDL and the signal near the endothelium, as well as the diffusion
effect over time in all the domain.
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Fig. 21.5 The concentration of cytokines in the intima for time value T = 30, 50 and 100 s (respec-
tively, fist, second and last image starting from the top). An elevated value of Ox in the Γ

p
end

contributes to high concentration of S in the same region

21.5 Conclusions

In this work, we presented the existence, uniqueness and boundedness of solutions
for an atherosclerosis mathematical model, which describes how the variations in
the concentration of oxLDL, macrophages and cytokines in the intima can lead to
an inflammatory disease.

The model consists of a system of three reaction-diffusion equations with non-
linear Neumann boundary conditions, defined in a two-dimensional domain, repre-
senting the intima.

Since the reaction and the boundary functions are quasimonotone, we could define
a pair of upper and lower solutions and use an iterative process to construct monotone
sequences. The smoothness of the reaction and boundary functions andmonotonicity
arguments have been used to prove the existence, uniqueness and boundedness of
global solutions in 2D. However, the existence-comparison theorem can directly be
applied to the 3D case, without any additional condition.

Numerical simulations have been performed to better understand the atheroscle-
rosis mechanism described by the model.
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