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Abstract

Understanding people’s activities and travel behaviors has gained attention in service

research field as well as in transportation research field. Recently, there are a lot of studies

utilizing GPS (Global Positioning System) trajectory data to analyze travel behaviors after

identifying each trip. Although transportation service level (e.g., travel time or waiting

time) and our travel behaviors would change due to weather and seasonal factors, there is no

research to evaluate an automated detection/identification model for GPS trajectory data. In

this study, we compare a trip frequency (trip purpose of shopping and health, which are

nonmandatory trips) and an accuracy of the detection/identification model by using long-

term person trip survey data, which is conducted for each 4 months in summer and winter in

Hakodate city, Japan. From the results, we confirm that a variation of car trip frequency is

small and a tendency of mode change from bicycle in summer to walking in winter is strong

due to snowy roadside condition. Moreover, random forest method as the detection/identi-

fication model has small effect to seasonal variations if multi-seasonal data is combined.
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1 Introduction

Understanding people’s activities and travel behaviors is

important not only in transportation planning but also in

service planning. Person trip (PT or household travel) survey

has been conducted as an official survey in Japan to observe

traffic volume and analyze travel behaviors in urban area.

However PT survey has several problems such as high

survey cost and low frequency of update. Currently, traffic

data getting from a traffic counter or a railway IC (integrated

circuit) card are available more easily due to information-

communication technology, and some studies tried to

analyze such “big data.” Mobile technologies for activity-

travel data collection is a remarkable example as an alternative

or a complementary of conventional travel survey method,

since it is easy to collect trajectories by using cell phone

equipped with GPS (Global Positioning System) device [1, 2].

In order to analyze travel behaviors from the massive

trajectory data, it is efficient to detect automatically a trip

information (i.e., to judge staying or moving and to identify

transportation mode by a machine learning method). For

analyst, bigger sampled and continuous trajectory data is a

desirable one. If data of travel behaviors can be collected for

a long time (e.g., during multi-season), transportation ser-

vice level (e.g., travel time) and our travel behaviors would

change due to weather and seasonal factors. However, there

is no study to evaluate the automated detection/identification

model for GPS trajectory data.
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This study aims to compare the trip frequency (trip pur-

pose of shopping and health, which are nonmandatory trips)

and the accuracy of the detection/identification model by

using a long-term GPS trajectory data, which is conducted

for each 4 months in summer and winter season in Hakodate

city, Japan.

2 Smartphone-Based Travel Survey

2.1 Study Area

We conducted travel survey at Hakodate city, Hokkaido,

Japan, shown in Fig. 1. Hakodate city is located in the south-

western part of Hokkaido and is a regional city with approxi-

mately 300,000 population. AlthoughHokkaido is famous as a

heavy snowfall area,Hakodate city is a relatively little snowfall

area, but it is not unusual to be less than below-zero 10�.
Because snowfall is also observed constantly, a road-surface

condition greatly changes, and it seems that individual travel

behaviors are greatly influenced by seasonal factors.

Hakodate city has a bus location system which can record

arrival and departure time. From this record we can calculate

a delay time from 350 million data. Figure 2 shows calcu-

lated delay time depending on the weather. Horizontal axis

represents which number bus stop they are from the first

station and vertical axis represents delay time, and it

becomes longer at further bus stops. The big difference is

not shown in the delay time on sunny day and rainy day, but

the delay time of snowy day becomes extremely longer.

Change of service level due to weather also affects individ-

ual traffic behavior in Hakodate city.

2.2 Probe Person Travel Survey (PP Survey)

Road traffic conditions in Hakodate city greatly changed in

winter season due to snowfall observed constantly every

year. Therefore it is necessary to conduct a long-time travel

survey for a comparison between the condition in summer

and winter. The comparison makes it possible to analyze

individual travel behaviors.

Nakashima et al. [3] conducted PP survey for each

4 months in summer (June–October, 2013) and winter

(December, 2012–February, 2013) in Hakodate city. This

survey collects data by having subjects carry a smartphone

whose GPS device was put on for a long term. And

smartphone application (android version) to reduce burden

on subjects is developed.

2.3 Smartphone Application for PP Survey

The smartphone application that Nakashima et al. developed

can get trip purpose, destination, transportation mode, and

trajectory data by carrying and operating a smartphone. The

outline is described as follows.

2.3.1 Input of a Plan
After having started the application, the subject inputs an

activity plan. Specifically, the trip purpose, destination, and

transportation mode are input. Table 1 shows selectable
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Table 1 Input item on application

Trip purpose Return home, commute, meal, shopping, recreation,

exercise, go to hospital, promenade, others

Destination Home, workplace, school, restaurant, supermarket,

amusement facilities, park, hospital, others

Transportation

mode

Walk, bicycle, car, taxi, bus, train, tram, airplane,

ship
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purpose, destination, and transportation mode by this

application.

2.3.2 Deriving of GPS Trajectory Data
After inputting plans, the application starts to derive the

positional information at about 30 s interval if user has

tapped an observation start button. In addition, to protect

the user’s privacy, a measurement of the positional informa-

tion comes to be stopped by tapping the end button.

2.4 Implementation of the Survey

PP survey was carried out using the smartphone application

described in Sect. 2.2. Nakashima et al. left the smartphone

which installed application in two subjects, a man in his 60s

and a woman in her 40s. Moreover, questionnaires that asked

the gender, age, presence of a driver’s license, and so on

were carried out at the time the survey started. Table 2 shows

the questionnaire results.

3 Data Preparation

3.1 Making Training Data

The final purpose of this research is to generate a trip

automatically by detecting, staying or moving, and

identifying transportation mode by utilizing GPS trajectory

data. Therefore it is necessary to make a training data input

into models such as random forest model. The making

procedures of training data are as follows:

1. Plot a movement trace on Google Earth based on the

coordinate derived from the PP survey (refer to Fig. 3).

2. Delete the data of a period staying at home.

3. If there are poor data (e.g., data with input omission and

that a trace is not recorded normally), the day including

the data is rejected.

4. Detect the origin, destination, and route to the destination

by following a trace by viewing.

5. Identify a transportation mode based on input data of the

subject, trace, and moving average speed.

6. Identify a trip purpose based on the input data of the

subject’s plan and the attribute of the destination.

We carried out a process of (1) to (6) on all the data for

each 8 months in summer and winter and made the “ground

truth” for training data. The number of sample data which

could be used for a basic analysis and model analysis finally

is 618 trips during 165 days for subject A and 470 trips

during 118 days for subject B.

3.2 Destination Distribution

Figures 4, 5, 6, and 7 show all destinations that subjects

visited during an investigation period and show the fre-

quency of visits.

Subject A particularly often visits to offices and fitness

club. There are several offices and visit frequency of each

Table 2 Questionnaire result

Gender Age Licensed driver Driving frequency

Subject A Man 60s ○ Sometimes per month

Subject B Woman 40s ○ Almost everyday

Fig. 3 Visualization of trajectory data
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office differs greatly. Subject B often visits to an office and

supermarkets. Contrary to subject A, subject B has

extremely steady life cycle because subject B goes to the

same office and seldom changes frequency of visit to the

office and supermarkets between summer and winter.

4 Basic Analysis

A basic analysis was done by using all training data. Specifi-

cally, we divide it into every season and weather and evalu-

ate what kind of impact those factors have on individual

travel behaviors by adding up the data about trip purpose

and mode.

4.1 Seasonal Impact Analysis

4.1.1 Subject A
Table 3 shows subject A’s count results of the number of the

trips according to the trip purpose. The trip purposes of

subject A can be classified in seven kinds of activity shown

in Table 3 mainly (others are excluded). The average number

of trips per day in summer is 3.87 and in winter is 3.59. It

means that summer is higher in a going-out rate.

It is one of the characteristics that a lot of “exercise”
activity is observed. Subject A goes to the fitness club

regularly, and all the destinations of the trip of “exercise”
were in the same fitness club. Generally, “exercise” activity
at fitness club is one of the leisure activities; thus, such

activity and physiological requisite activity (e.g., sleep,

meal) or obligatory activity (e.g., labor, studies) are incom-

patible. It is interesting that such activity was accomplished

at high frequency regardless of season. Moreover, the aver-

age number of the “commute” trips per day in winter became

about a half of that in summer. On the other hand, the

home
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work place 4

work place 2
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Fig. 5 Subject A’s destinations and frequency in winter
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Table 3 Total result of trip purpose in each season for subject A

Activity

Summer (average

number of trips

per day)

Winter (average

number of trips

per day)

Commute 108 (1.19) 48 (0.649)

Shopping 24 (0.264) 23 (0.311)

Meal 17 (0.187) 28 (0.378)

Exercise 46 (0.505) 40 (0.541)

Recreation 7 (0.0769) 9 (0.122)

Study 5 (0.0549) 0 (0)

Back home 138 (1.52) 100 (1.35)

Other 7 (0.0769) 18 (0.243)

Number of days 91 74

Number of trips 352 266

Average number

of trips per day

3.87 3.59
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average number of the “shopping,” “meal,” and “recreation”
trips per day in winter increased. It means that subject A

changed behaviors depending on the season.

Transportation mode is also evaluated. Figure 8 shows a

ratio of each transportation modes among all trips of subject

A. It is remarkable that trips on foot that accounted for 54.1 %

in winter decreased to 9.7 % in summer, and, on the contrary,

the trips by bicycle which was 0 % in winter increase to

43.5 % in summer. It means that transportation mode is con-

siderably influenced by the seasonal factors. In a heavy snow-

fall area like Hakodate city, those who move by bicycle in

summer have no choice but to convert on foot in winter

because there is snow in the edge of the road including side-

walk, and also road surface freezes up. In addition, subject A

used a bus and a tram equally during the winter, but the use of

the bus decreases, and the use of the tram increases during the

summer. Althoughwe expected that the use of a bus decreased

in winter because the delay time of the bus became very big on

a snowy day as shown in Fig. 2, the results were completely the

opposite. Subject A went to the office by tram, bus, or car

mainly. Although subject A often worked in the workplace

where it was easy to access by tram during summer, heworked

not only there but also in the workplace where it was easy to

access by bus during winter. Therefore he came to use tram

much in summer and also use a bus much in winter inevitably.

4.1.2 Subject B
Table 4 shows subject B’s count result of the number of the

trips according to the trip purpose, and Fig. 9 shows a ratio of

each transportation modes among all trips of subject

B. Table 4 shows the trip purposes of subject B can be

classified into five kinds of activity, and the average number

of trips per day in summer is 4.01 and in winter is 3.92. It

means that summer is higher in a going-out rate. Subject B

had very high shopping frequency, and she went shopping

more than once a day regardless of a season.

Contrary to subject A, subject B has consistent lifestyle

such as commuting, going shopping after work, and going

back home because commute trips are observed a lot and

offices are fixed as showed in Figs. 6 and 7. There are little

travel behavior differences between summer and winter as

shown in Table 4.

Figure 9 shows that subject B uses a car for most of her

travels, while subject A hardly changed transportation mode

depending on the season. Although Hakodate city has a lot of

snow and frozen roads, they are taken measures to meet

these situations. Accordingly, those who use cars wouldn’t
change transportation mode to another one because of road

change.

4.2 Weather Impact Analysis

Weather also affects travel behavior. This study focuses on

trips for exercise different from physiological requisite activ-

ity and obligatory activity by subject A who is relatively free.

The number of average trips decreases both in winter and

summer on the raining days (including snowing days) as

shown Table 5. Accordingly, precipitation affects individual

travel behavior.

Figures 10 and 11 represent days of weeks at horizontal

axis and number of trips at vertical axis, and they explain if

Fig. 8 Mode comparison between two seasons (subject A)

Table 4 Total result of trip purpose in each season for subject B

Activity

Summer (average

number of trip per day)

Winter (average

number of trip

per day)

Commute 66 (0.805) 34 (0.944)

Shopping 113 (1.38) 42 (1.17)

Meal 5 (0.0610) 4 (0.111)

Recreation 9 (0.110) 2 (0.0556)

Back home 113 (1.38) 52 (1.44)

Other 23 (0.280) 7 (0.194)

Number of days 82 36

Number of trips 329 141

Average number

of trips per day

4.01 3.92

Fig. 9 Mode comparison between two seasons (subject B)

Table 5 Comparison of the number of the average trips between rainy

day and others

No rain Rain

Summer The number of days 77 14

The average number of trip per day 3.91 3.64

Winter The number of days 44 30

The average number of trip per day 3.75 3.37
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there were trips for exercise and if there was precipitation

more than 0 mm/h or accumulated snow more than 10 cm.

They show that trips for exercise aren’t affected by weather

although it isn’t an obligatory activity because there are

many trips for exercise even if there was rain and snow.

5 Transportation Mode Identification

5.1 Aggregate Information of Trips

We analyze two persons’ GPS data in Hakodate, Hokkaido,

Japan, during the 8 months (including summer and winter).

Totally, there are 1,036 trips, 648 trips in summer and

388 trips in winter. The transportation modes utilized during

the 8 months include private car/taxi, bicycle, bus, street car,

and walk. Private car and taxi are combined due to their

similar features.

5.2 Attribute Selection

The attributes used for transportation mode identification

include variables related to temperature and trip and activity.

Table 6 shows the detailed information of attributes selected

for analysis. Temperature-related attributes are in bold.

5.3 Methodology

Random forest method is used to identify transportation

mode in a machine learning way. The advantage of random

Fig. 10 Weather impacts for activity in summer

Fig. 11 Weather impacts for activity in winter
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forests is that it not only provides the accuracy on training

set and test set, but also shows the importance of each

attribute.

Python and scikit-learn toolbox [4] are used as the plat-

form of random forests.

5.4 Scenarios and Results

5.4.1 Scenarios
In order to assess the necessity that training data set and testing

data set should select from the same season or not, four

scenarios are set. The details of scenarios present in Table 7.

Generally, there will be an accuracy decrease from training set

to test set when using the same machine learning method. In

order to demonstrate the accuracy difference that is caused by

transformation from training to testing or weather-related

variables, there are more than one test set in each scenario.

5.4.2 Results and Discussion
The accuracy of random forest on training set and test set in

each scenario is shown in Table 8.

Accuracy of identification in training set in each scenario

is very high, almost 100 %. However, if accuracy of test sets

is concerned, it varies sharply among sets. It is clear that

when data in single season, like scenarios 1 and 2, the

accuracy in test set of the other season will drop extremely;

however, the accuracy in the test set of the same season

drops not as sharply as the other season. It means that

using one season data for training and the other season for

predicting is not appropriate.

When using 70 % whole data for training in scenario

3, no matter the accuracy of test set of summer or winter,

the accuracy is very satisfying. But the accuracy of test set of

the other 30 % whole data is not close to the former two test

sets. Training set owning almost 70 % of the same data in

test sets 1 and 2 is probably the reason. It can be also proved

by the results in scenario 4 in which training set and test set

do not overlap each other. It demonstrates that using both

seasons as training data, no matter the test set is single

season data or mixed season data, the accuracy is almost

the same.

The importance of each attribute in each scenario is

shown in Table 9. It is clear that average speed during the

trip is the most important attribute for identifying transpor-

tation mode. Trip distance, time spent during the trip, and

average distance from trip end to home/workplace are other

important attributes. Regarding weather-related attributes,

they show a generally medium importance during the iden-

tification process.

Table 6 Attribute selected for analysis

ID Attribute name

Numeric/

descriptive

Values of

attribute

1 Temperature when trip starts Numeric In �C
2 Average temperature during the

trip
In �C

3 Snow accumulation when trip
starts

In cm

4 Average snow accumulation
during the trip

In cm

5 Precipitation when trip starts In mm

6 Average precipitation during
the trip

In mm

7 Activity duration time In seconds

8 Trip distance In meter

9 Time spent during the trip In seconds

10 Average speed during the trip In km/h

11 Distance from trip end to

workplace

In meter

12 Distance from trip end to home In meter

13 Weather when trip starts Descriptive 3 categoriesa

14 Period of activity starts 7 categoriesb

15 Period of activity ends 7 categoriesb

16 Weekday/weekend when

activity starts

2 categoriesc

17 Weekday/weekend when

activity ends

2 categoriesc

Note:
aThree categories of weather condition are rain, snow, and others. Rain

includes rain, drizzle, and thunder; snow includes snow and sleet;

others includes clear, sunny, cloud, and slightly cloud
bSeven categories of period are NP-b-MP nonpeak before morning

peak, MP(7–9) morning peak, NP-b-MP-NOON nonpeak between

morning peak and noon Noon, NP-b-NOON-EP nonpeak between

noon and evening peak; EP(17–19) evening peak, NP-a-EP nonpeak

after evening peak
cTwo categories of days are weekday from Monday to Friday and

weekend from Saturday to Sunday

Table 7 Scenario description

Scenario Training set Test sets

Scenario 1 70 % summer data set 1 Winter data set

2 30 % summer data set

Scenario 2 70 % winter data set 1 Summer data set

2 30 % winter data set

Scenario 3 70 % combined data set 1 Summer data set

2 Winter data set

3 30 % combined data set

Scenario 4 50 % combined data set 1 50 % combined data set

(summer part)

2 50 % combined data set

(winter part)

3 50 % combined data set

Table 8 Results of accuracy

Scenarios Training set Test set 1 Test set 2 Test set 3

Scenario 1 99.8 % 53.6 % 91.7 % –

Scenario 2 100.0 % 67.6 % 82.6 % –

Scenario 3 99.9 % 96.4 % 96.1 % 88.3 %

Scenario 4 100.0 % 88.9 % 86.6 % 88.0 %
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6 Conclusions

This study analyzes how season and weather affect individ-

ual travel behavior from probe person survey data in

Hakodate and tries to identify which transportation mode is

used by using random forest model. Moreover, combined

data between training data and test data is used for evalua-

tion of which combination shows highest accuracy. Knowl-

edge from this study is shown below:

• The change of the personal travel action caused by season

or weather was clarified.

• It was found that trips by bicycle, walk, and bus are

especially dependent on a road state change.

• Model which is overlapped in both data in summer and

winter showed highest accuracy in both estimations in

summer and winter when random forest model is used for

transportation mode distinction.

• In addition, average speed of the trip was the most impor-

tant as a characteristic to contribute to transportation

mode detection. Furthermore, weather condition such as

weather, temperature, and precipitation also contributed

to some extent.

Future works are shown as follows:

• We performed basic analysis and model analysis from the

GPS trajectory data of only two persons. It is useful to

increase samples from now and analyze in future.

• We identify only transportation mode by random forest

model, but should also detect moving/staying location

and trip purpose.

• We will build the mode choice model of the personal

level in the Hakodate urban area based on automatic

formed trip data.
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