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Preface

Structural genomics studies have advanced the development of standard protocols for
structural biology, leading to several automated experimental methods. As a result, it has
become much easier to determine the tertiary structure of proteins. Indeed, the number of
atomic coordinates of protein molecules in the Protein Data Bank (PDB) has been rapidly
increasing in the last decade, with the current total exceeding 110,000 coordinates. None-
theless, many difficult problems remain to be overcome in structural biology. For example,
the structure determination of large protein complexes and membrane proteins is still
difficult and often hard to accomplish using the simple standard protocols that are currently
available. In many cases, researchers require more complex protocols that are specific to the
protein complexes they are targeting. However, there are few textbooks focusing on these
technical challenges.

The purpose of this monograph is thus to provide information to address difficult
problems in structural biology and to assist in the development of a new protocol. This
book will present not only advanced protocols for structural biology but also their theoreti-
cal backgrounds, which are critical to making a new protocol. This book addresses five areas:
(1) protein expression and purification, (2) purification and crystallization of membrane
proteins, (3) crystallization and crystal engineering, (4) interaction analysis, and (5)
advanced methods for structural analyses. We hope these topics will support the many
challenges faced by readers in the field of structural biology.

We greatly appreciate the contributors of these chapters as well as our colleagues who
devoted their time and effort to make this book meaningful. We would also like to express
our special thanks to the publisher, Springer Japan, for their generous assistance and
expertise in producing this monograph.

Tsukuba, Japan Toshiya Senda
Sapporo, Japan Katsumi Maenaka
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Protein Expression



Chapter 1

Expression in Bacteria and Refolding

Hiroki Akiba and Kouhei Tsumoto

Abstract

Production of proteins by bacterial expression is common due to straightforwardness and inexpensiveness.
In this chapter, we focus on the expression system using Escherichia coli and refolding of inclusion bodies
formed with insoluble protein materials. In the first half, several steps required to produce soluble proteins
as much amount as possible, in E. coli, are described. Here, the choice of either vector or bacterial strains,
induction, extraction, fusion of solubilizing tags, and strategies to facilitate disulfide bond formation are
included. In the second half, strategies to get soluble proteins from inclusion bodies are described. Here,
the mechanism of protein refolding, the isolation of inclusion bodies, the choice of solubilizing materials,
the refolding step, and the effects of additives while refolding are included. The selection of various
strategies in these steps is discussed.

Keywords Recombinant protein, Escherichia coli, Chaperone, Solubilization, Protein tag, Inclusion
body, Denaturant, Detergent, Arginine

1 Introduction

Several bacterial expression systems are known to date, such as
Escherichia coli, Bacillus subtilis, and Bacillus megaterium (reviewed
in [1]). Here we focus on the methods for recombinant protein
production in E. coli, including protein refolding. Expression in E.
coli is one of the most straightforward and inexpensive strategies for
production of recombinant proteins. Many plasmid vectors and
competent cells of various strains optimized for high-level con-
trolled protein production are commercially available. The produc-
tion is reproducible and can be easily scaled up. Although
expression in E. coli is often the “first choice,” many considerations
should be taken into account for efficient production of soluble
recombinant proteins.

Proteins with low solubility or proteins not folded correctly
form inclusion bodies (insoluble aggregates) in bacterial cells. In
solution, proteins always exist in equilibrium between denatured,

Toshiya Senda and Katsumi Maenaka (eds.), Advanced Methods in Structural Biology, Springer Protocols Handbooks,
DOI 10.1007/978-4-431-56030-2_1, © Springer Japan 2016
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native, intermediate, and aggregated states (Fig. 1). The native
state is usually the most stable, but if the transition from the
intermediate to the native state (bold arrow) is not facilitated, the
reaction proceeds toward aggregation and inclusion bodies are
formed. In this case, genetic engineering or protein refolding
from inclusion bodies is required to shift the equilibrium toward
the native state for efficient production of soluble proteins.

Refolding is a common in vitro method to obtain natively
folded soluble proteins from inclusion bodies. Briefly, the inclusion
bodies are solubilized with a buffer containing a high concentration
of denaturant or detergent, and the denatured protein is folded by
decreasing the concentration of the solubilizing agents.

This chapter consists of two main sections: expression in
E. coli (Sect. 2) and refolding (Sect. 3). Both sections are intended
as a guide on how to maximize the yield of soluble protein
in the native state. In Sect. 2, we discuss expression strategies,
including the choice of vectors and E. coli strains, which are the
key steps for high-level production of soluble proteins. We also
discuss periplasmic expression and alternative strains for protein
production in the oxidative environment, because most therapeutic
proteins are extracellular in origin and require disulfide bond for-
mation in the oxidative environment. In Sect. 3, we summarize
various strategies for inclusion body solubilization and protein
refolding, and we discuss the effects of additives and other refolding
strategies.

Denatured state

Molecular chaperones, chemical agents

Native state

Folding intermediates

Ordered aggregates
(amyloid fibril)

Amorphous aggregates
(inclusion bodies)

Fig. 1 Protein folding and its regulation. Proteins in solution are in equilibrium
between denatured, intermediate, and native states. Folding intermediates are
prone to aggregation. Molecular chaperones in vivo and chemical agents in vitro
facilitate folding into the native state

4 Hiroki Akiba and Kouhei Tsumoto



2 Expression in E. coli

2.1 Expression

Strategies

Expression in E. coli includes four steps (Fig. 2): (1) the choice
and construction of the expression vector, (2) its transformation
into an appropriate E. coli strain, (3) induction of expression,
and (4) extraction of the recombinant protein from either the
medium or the lysate. Although the high-yield production
of many proteins can be achieved by using generic strategies, opti-
mization of each step may be necessary, especially for proteins from
other organisms [2].

2.1.1 The Choice of

the Expression Vector

This is one of the most important steps, which determines the
protein yield and fate. Several parameters are crucial for the out-
come, including (1) the origin of replication, (2) the promoter
system, and (3) signal sequences or tag fusion sequences.

1. The plasmid copy number per cell depends on the origin of
replication (ori) and may vary from low (2–15) to high (>15)
[3]. The ColE1 ori ensures high expression levels. One of the
most common plasmids with high copy number is pET; it has
the pBR322 ori (similar to the ColE1 ori). Low-copy-number
plasmids are used to reduce the expression during bacterial
growth, because overexpression imposes a metabolic burden
by using proliferation and survival resources. Growth inhibi-
tion may be particularly severe when the protein of interest is
toxic.

Vector construction

Choice of the origin of replication, 
promoter, signal & tag fusion sequences

E. coli strain selection tRNA supplementation, T7 RNAP expression

Bacterial growth

Codon optimization

Transformation Regulation of expression rate, oxidation

Induction Temperature control

Protein extraction Damage caused by cell lysis

Crucial considerations

Fig. 2 Experimental procedures and considerations for soluble protein produc-
tion in E. coli

Expression in Bacteria and Refolding 5



2. Inducible promoters allow the suppression of recombinant
protein production in the early log phase of bacterial growth.
Among inducible promoter cassettes in commercially available
vectors, the T7 promoter system is the most popular. In this
system, the mRNA for T7 RNA polymerase (T7 RNAP) is
transcribed from the lacUV5 promoter, which is activated by
isopropyl β-D-thiogalactopyranoside, or generally abbreviated
as IPTG [4], and the newly synthesized polymerase transcribes
the gene under the control of the T7 promoter. This double
regulation mechanism enables high levels of IPTG-induced
expression. Other inducible promoters directly control the
expression of genes of interest. The araBAD promoter is
induced by arabinose. In comparison with the T7 promoter,
the araBAD promoter allows dose-dependent expression upon
induction and lower background in the absence of induction
[3]. Some promoters can be activated by temperature changes.
Cold-shock promoters (such as cspA) are induced by cooling
below 15 �C and drive low-level expression [5].

3. Many vectors allow fusing a signal peptide or a tag sequence to
either the N- or the C-terminus of the recombinant protein. In
E. coli, N-terminal signal peptides of membrane proteins and
secreted proteins are required for translocation into the peri-
plasm (see Sect. 2.3). Peptide tags, such as polyhistidine (His-
tag) and GST (glutathione S-transferase), are usually fused to
the protein of interest for purification. Protein tags also
increase recombinant protein solubility and yield (see
Sect. 2.2).

Reduced protein levels may result from poor translation of
several codons that lack corresponding tRNAs in E. coli (referred
to as rare codons: see Table 1) [1]. In these cases, codon optimiza-
tion may be required for efficient production of recombinant
proteins.

2.1.2 The Choice of E.

coli Strain

Host cells are engineered to maximize the yield of recombinant
proteins [6]. Frequently used strains mentioned in this section are
summarized in Table 2. The choice of the strain depends on the
protein of interest and the vector. One of the most common strains
is BL21, which is deficient in two cytoplasmic proteases. Note that
hosts with the T7 RNA polymerase-encoding gene DE3, such as
BL21(DE3), must be used with the T7 promoter system [4].

tRNA-supplemented strains are effective for the production of
heterologous (e.g., mammalian) recombinant proteins without
codon optimization [7]. BL21-CodonPlus and Rosetta 2 are
BL21-derived strains designed for this purpose, with multiple sup-
plemented tRNA genes for rare codons (Table 1).

6 Hiroki Akiba and Kouhei Tsumoto



Regulation of protein yield is particularly important if the
protein of interest is toxic or if fast protein production does not
allow proper folding or translocation. BL21(DE3)pLysS and BL21
(DE3)pLysE strains encode T7 lysozyme, which inhibits T7 RNAP
and suppresses the expression of the gene of interest from the T7
promoter in the absence of induction [8]. The production of
potentially harmful recombinant proteins is prevented and thus
promotes efficient growth of the host before entering the log

Table 2
Summary of E. coli strains described in this chapter

E. coli strain Characteristics

BL21 Deficient in the lon and ompT protease genes

BL21-CodonPlus tRNA supplemented to BL21

Rosetta 2 tRNA supplemented to BL21

BL21(DE3)pLysS/E T7 RNAP inhibited by T7 lysozyme

C41, C43 BL21 derivatives for expression of membrane proteins

Lemo21(DE3) Dose-dependent control of T7 lysozyme production

Origami 2 K12-derived strain for disulfide bond formation in the cytoplasm

Origami B BL21-derived strain for disulfide bond formation in the cytoplasm

Rosetta-gami tRNA supplemented to Origami strains

SHuffle K12-derived strain for disulfide bond formation in the cytoplasm

Table 1
Rare codons in E. coli

Amino acid Codon E. coli K12 E. coli B BL21-CodonPlus Rosetta 2

Arg AGG 1.6 2.1 * *

Arg AGA 1.4 2.4 * *

Arg CGA 4.3 2.4

Arg CGG 4.1 5.0 *

Pro CCC 6.4 2.4 *(RP, RIPL) *

Leu CUA 5.3 3.0 *(RIL, RIPL) *

Ile AUA 3.7 5.0 *(RIL, RIPL) *

Gly GGA 9.2 8.2 *

Codon usage in E. coli strains is presented as frequencies per 1000 codons. BL21 and Rosetta 2 are derived from E. coli B
strain. *Codons recognized by supplemented tRNA in BL21-CodonPlus and Rosetta 2. BL21-CodonPlus includes three

strains: RIL (for AT-rich sequences), RP (for GC-rich sequences), and RIPL (for both). Codon usage data are from

http://www.kazusa.or.jp/codon/
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phase and eventually higher yield of recombinant protein. The C41
(DE3) and C43(DE3) strains, derived from BL21(DE3), are opti-
mized for production of membrane proteins [9]. Even after induc-
tion, these strains produce proteins slower than BL21(DE3), which
prevents cell lysis and increases protein yield [10]. In the recently
developed Lemo21(DE3) strain, protein production can be con-
trolled by the addition of rhamnose [10, 11]. This strain encodes
T7 lysozyme (LysY) under the control of the rhaBAD promoter.
Dose-dependent inhibition of T7 RNAP allows easy control and
optimization of production of target proteins. Lemo21(DE3) is
advantageous for production of toxic or membrane proteins and for
protein accumulation in the periplasm.

2.1.3 Induction Usually, expression is induced in the log phase of the bacterial
culture (O.D. 600 ¼ 0.4–0.6). Earlier induction may inhibit cell
division (and thus the number of cells able to produce the recom-
binant protein is not sufficient), whereas later induction may
decrease protein production because of the lack of resources. E.
coli is cultured at 25–37 �C. Higher temperatures may increase the
background expression; this is particularly undesirable if the protein
is toxic. Lowering the temperature may be beneficial, especially
after induction. A temperature below 30 �C allows sufficient time
for protein folding and prevents unfolding followed by heat-shock
protein-dependent proteolysis. Cultivation even below 10 �C may
result in high protein yield [12].

2.1.4 Recombinant

Protein Extraction

Secreted proteins with an affinity tag can be collected by affinity
chromatography or salting out with ammonium sulfate, whereas
proteins that are not secreted are collected upon cell disruption.
Sonication is one of the most popular methods to disrupt bacterial
cells; however, heat and air bubbles produced during sonication
may lead to protein damage, in particular for unstable and mem-
brane proteins. In such cases, French pressure cell press or other
more gentle methods (e.g., the use of detergents) may be useful.
Soluble proteins are prone to degradation by proteases; thus, the
use of protease inhibitors or EDTA (ethylenediaminetetraacetic
acid) is recommended to avoid proteolysis.

2.2 Increasing the

Yield of Soluble

Proteins

As discussed above, the choices of vectors, E. coli strains, and
cultivation temperature affect the yield of soluble proteins
(Fig. 2). For many difficult-to-express proteins, slower expression
results in higher yield. Oxidative conditions promote proper fold-
ing of disulfide-rich proteins (see below). Some engineering strate-
gies are possible.

Tag fusion (mainly N-terminal, but sometimes C-terminal)
often greatly increases the amount of soluble protein. GST, NusA
(N-utilizing substance A), MBP (maltose-binding protein), Trx

8 Hiroki Akiba and Kouhei Tsumoto



(thioredoxin), and SUMO (small ubiquitin-like modifier) are major
fusion tags used for this purpose. Many vectors designed for soluble
tag fusion are commercially available. Solubility has been studied
and screened with many tags [13–16]. Each fusion tag has advan-
tages and disadvantages, and the tag should be selected according
to the objectives [17]. The well-studied MBP and GST tags
enhance the solubility of many proteins and also enable subsequent
purification. For these two tags, GST tags are useful because the
affinity against the ligand (glutathione or GSH) is sufficiently
strong. However, the native property of GST to dimerize is some-
times problematic, and fused GST should be removed in case when
this perturbs the subsequent uses. The SUMO tag, a small N-
terminal tag, can be completely cleaved with SUMO proteases
[17] to restore the original N-terminus.

Co-overexpression with molecular chaperones (enzymes that
help appropriate protein folding) is another strategy to enhance the
solubility of the protein of interest [18, 19]. The DnaK-DnaJ-GrpE
chaperone system assists folding, whereas the GroEL-GroES sys-
tem refolds misfolded proteins in the presence of ATP (Fig. 3a).
Although the endogenous molecular chaperones function in bacte-
ria, the expression level induced by the T7 promoter often over-
whelms these enzymes. In such cases, chaperone overexpression
may overcome this problem. Multi-domain proteins (such as cyto-
solic kinases), produced in the cells containing overexpressed
DnaK-DnaJ-GrpE or GroEL-GroES, are soluble [18–20]. Vectors
for co-expression with chaperones and suitable BL21-derived
strains are commercially available.

2.3 Expression Under

Oxidative Conditions

Bacterial GSH and Trx systems maintain a reducing environment in
the bacterial cytoplasm [21], thus limiting the formation of disul-
fide bonds. Heterologous secreted proteins with intramolecular
disulfide bonds, such as antibodies or growth factors, often fail to
fold properly in the bacterial cytoplasm. Translocation of such
proteins into the periplasm is desirable for appropriate disulfide
bond formation. The periplasm, the region between bacterial
inner and outer membranes, contains molecular chaperones
(including disulfide bond isomerases DsbA and DsbC; Fig. 3b)
suitable for disulfide bond-rich proteins and provides oxidative
conditions advantageous for protein folding [21, 22]. In this
respect, the periplasm is similar to the endoplasmic reticulum of
the higher organisms.

Periplasmic translocation of recombinant proteins requires an
N-terminal signal peptide and is performed by several systems. The
most popular is the SecYEG machinery (Fig. 3b) [23]. The
length of signal peptides recognized by SecYEG varies from 5 to
40 amino acids. Such sequences contain positive charges at the N-
terminus, followed by a hydrophobic core and a less hydrophobic
C-terminal region. Apart from being hydrophobic, signal peptides
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Fig. 3 (a) Molecular chaperones for protein folding in bacteria. Trigger factor (TF) and the DnaK-DnaJ-GrpE
system facilitate folding of de novo synthesized proteins, whereas the GroEL-GroES system refolds partially
folded intermediates. (b) Translocation of synthesized proteins to the periplasm. Synthesized protein with an
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display little sequence similarity to each other. Signal peptides used
in recombinant proteins are derived from bacterial periplasmic or
membrane proteins or from proteins secreted into the medium, for
example, pelB, phoA, dsbA, and ompA [22]. A recent study suggests
that codon usage biased toward rare codons promotes periplasmic
accumulation [24]. The periplasm contains lower amounts of pro-
teases than the cytoplasm, and periplasmic proteins can be extracted
by osmotic shock, a mild method that damages the bacterial cell
wall and allows isolation of proteins of high purity.

Strains that enable accumulation of disulfide-rich proteins in
the cytoplasm are available [21, 22]. In Origami and its derivatives
(including tRNA-supplemented Rosetta-gami), thioredoxin reduc-
tase and glutathione reductase are mutated, resulting in a suppres-
sion of reducing agents in the cytoplasm [25]. This facilitates
disulfide bond formation in the cytoplasmic proteins. The SHuffle
strain additionally produces the disulfide bond isomerase DsbC in
the cytoplasm [26]. Thus, in the latter two strains, disulfide-rich
proteins can fold properly in the cytoplasm.

3 Refolding

3.1 Mechanism

of Refolding

Refolding is a method by which a properly folded protein is
obtained by solubilization and denaturation of an incorrectly
folded protein, followed by folding into the native or native-like
states (Fig. 1).

In many cases, the level of soluble protein is very low even
though the protein is produced at a high level. Many recombinant
proteins produced in bacteria do not fold correctly because of the
insufficient level of chaperones, too fast production, or the absence
of post-translational modifications [27], and these proteins form
insoluble, amorphous aggregates (inclusion bodies, Fig. 1). These
aggregates are different from ordered aggregates, or amyloid fibrils,
in that the aggregated state is energetically disfavored in nature. As
recombinant proteins are the main components of the inclusion
bodies and are free from cytoplasmic proteases, proteins with high
purity can be isolated from inclusion bodies. However, such pro-
teins need to be refolded.

Each protein folds into an energetically favored three-
dimensional structure, which is determined by its primary structure
(Anfinsen’s dogma) [28]. Proper folding gives �10 kcal/mol of
stability (marginal stability), gained by the formation of hydrogen

�

Fig. 3 (continued) N-terminal signal peptide is translocated by the transmembrane SecYEG system with the
help of SecB and SecA. After signal peptide cleavage, the protein is folded into the native state with the help of
periplasmic protein disulfide isomerases DsbA and DsbC, which facilitate correct disulfide bond formation with
the help of two membrane proteins, DsbB and DsbD
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bonds and salt bridges in the hydrophobic core inside the protein
molecule [29]. From the viewpoint of thermodynamics, marginal
stability is the product of a balance between the enthalpy change
upon non-covalent bond formation and the entropy change. This
energetically favored event can be artificially controlled through
solvents by choosing appropriate buffer for solubilization and
refolding [30–32].

Folding is the equilibrium between the native structure and
nonnative structure. This equilibrium depends strongly on the
characteristics of the intermediate state, and thus the optimal
refolding method for each protein is differed. Aggregation occurs
mainly because of the interaction between partly folded or dena-
tured protein molecules, and such interaction should be inter-
rupted during refolding [33].

The structure of protein molecules in the inclusion bodies and
the mechanism of inclusion body formation have been discussed in
detail [34–37]. These studies discovered that proteins in the inclu-
sion bodies are in equilibrium with those in the solution. Spectro-
scopic characteristics of the inclusion bodies of single-chain Fv
(scFv), green fluorescent protein (GFP), β2-microglobulin, and
hyperthermophilic proteins suggested that secondary structures
of α-helix-rich hyperthermophilic proteins contained high levels
of native-like structure, while the level was lower for the others
[35]. Therefore, the choice between complete denaturation and
maintaining the already existing secondary structure should be
considered during protein extraction.

3.2 Recovery from

Inclusion Bodies

The procedure includes three steps: (1) isolation of inclusion bod-
ies, (2) solubilization, and (3) protein refolding (Fig. 4).

Isolation of inclusion bodies
Lysis, centrifugation

Solubilization
Solubilization with denaturants, detergents
or reducing agents

Refolding

Removal of the solubilizing agent by dilution, 
dialysis or chromatography

Washing with buffer containing surfactants

Protein purification

Additives for increased yield

Reducing and oxidizing agents for disulfide 
bond formation

Fig. 4 Experimental procedures in refolding
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3.2.1 Isolation of

Inclusion Bodies

Inclusion bodies have high density and can be collected by relatively
slow centrifugation (e.g., 6000 � g, 30 min). When the recombi-
nant protein is mainly present in inclusion bodies and its solubility
is very low, contaminants can be removed by washing the inclusion
bodies with a surfactant (e.g., 1–4 % Triton-X 100), followed by
surfactant removal before solubilization. If the protein is present in
both soluble and insoluble fractions, the aggregates are relatively
loose and soluble protein can be extracted from the inclusion
bodies with L-arginine (vide infra).

3.2.2 Solubilization Protein aggregates can be solubilized by a denaturant or detergent.
Denaturants, or chaotropic agents, such as guanidine hydrochlo-
ride (GdnHCl) or urea, are most commonly used. These agents
interact with proteins in a concentration-dependent manner and
form hydrogen bonds and salt bridges, resulting in a disordered
structure. A high concentration of GdnHCl (6 M) or urea (8 M) is
necessary for complete denaturation, and prolonged incubation
(from several hours to overnight) is required for the solution to
become homogeneous. Affinity chromatography such as His-tag
purification can be subsequently performed even in the presence of
denaturants.

Detergents such as sodium dodecyl sulfate (SDS), cetyltri-
methylammonium bromide (CTAB), or sodium lauroyl sarcosinate
(sarkosyl) are used above their critical micelle concentrations for
protein solubilization, and the partially ordered structure of the
extracted proteins is preserved by their interaction with micelles.
The detergents may be difficult to remove completely, which is a
major drawback for full recovery of protein activity. Recently, a
detergent lauroyl-L-glutamate (C12-Glu) was found to be highly
efficient in solubilizing inclusion bodies and to be easily removed
from the protein after refolding by dilution [38]. Refolding was
achieved for various proteins, in particular those consisting of
multiple domains, by optimizing C12-Glu concentration, the dilu-
tion procedure, additives, and temperature.

Reducing agents such as 2-mercaptoethanol or dithiothreitol
would be used in this solubilizing step for cleaving incorrectly
formed disulfide bonds and may help folding into the native state
subsequently. Formation of disulfide bonds is necessary during
refolding.

We have reported that soluble proteins with native or native-
like structure could be extracted from insoluble fractions by using
arginine [39, 40]. Arginine is not a chaotropic agent and cannot
denature proteins, but it successfully extracts protein molecules
with native-like structures, particularly when the protein is present
in both soluble and insoluble fractions.

3.2.3 Refolding Refolding is achieved by removing denaturants or detergents from
the protein solution by dilution or dialysis. During the removal of
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these agents, equilibrium between correct folding and aggregation
should be controlled by choosing appropriate methodologies [40].

Dilution is the simplest and the most frequently applied meth-
odology. One of the four possible dilution strategies is used
(Fig. 5a–c). In the conventional dilution method, the denatured
protein is injected into the refolding buffer (Fig. 5a). In the
reverse dilution method, refolding buffer is added to the solution
of denatured protein. Dilution can also be performed by mixing
the two solutions in a constant rate with an automated mixer
(Fig. 5b). Time-dependent changes in denaturant or detergent
concentrations encountered by the protein in the final solution
are different in these methods (Fig. 5c). In the conventional dilu-
tion method (bold solid line), the concentration rapidly increases

Y

X(A) (B)
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Denatured protein Refolding buffer

(C) (D)

Time
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Fig. 5 Refolding strategies. (a) Conventional dilution. X, protein in a denaturant solution; Y, dilution buffer. In
reverse dilution, X would be dilution buffer and Y would be protein. Pulsed dilution is similar to the
conventional dilution except that protein is added in pulses with intervals. (b) Dilution with the use of a
mixer. (c) Changes in the denaturant concentration faced by the protein in the final solution in different dilution
methods. Bold solid line, conventional dilution; dashed line, reverse dilution; dot-and-dash line, dilution with a
mixer; thin solid line, pulsed dilution. (d) Reduction in the denaturant concentration by dialysis. Solid line,
stepwise dialysis; dashed line, single dialysis; dot-and-dash line, continuous dialysis. For details, see the main
text
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from zero to the final concentration, whereas reverse dilution
allows high concentration at first (dashed line). When a mixer is
used, the concentration remains constant (dot-and-dash line).
These differences affect the solubility and stability of the folding
intermediate. For example, conventional dilution is not recom-
mended if the low concentration of denaturant at the first contact
of the unfolded protein with the dilution buffer leads to instability.
In such cases, addition of a relatively low concentration of denatur-
ant (e.g., 0.5–1 M GdnHCl or 1–2 M urea) to the buffer may be
useful.

Pulsed dilution is a method in which multiple aliquots of the
protein in denaturant are diluted consecutively [32, 41]. A small
aliquot is first diluted with the refolding buffer. After allowing some
time for folding, the next aliquot is added and so on (Fig. 5a; thin
solid line in Fig. 5c). Pulsed addition of denaturant facilitates
aggregate solubilization in the final solution, since aggregates
with hydrophobic surface are more sensitive to denaturants than
natively folded proteins. Repetitive pulses of denaturant and dilu-
tion enable efficient refolding with high yield.

Dialysis is frequently used as well. Because of the relatively slow
solute exchange between the inside and outside of the dialysis bag,
the change in the environment around protein molecules is slow,
which facilitates refolding at intermediate denaturant concentra-
tions. Using diluted protein solution (�7.5 μM) is recommended.
Changes in denaturant concentration in different dialysis strategies
are presented in Fig. 5d. In the single dialysis method, a dialysis
bag with the denatured protein is placed into the final refolding
buffer (dashed line). In continuous dialysis, the denaturant concen-
tration outside the dialysis bag is continuously lowered using a
pump (dot-and-dash line). Stepwise dialysis starts from a high
concentration of denaturant in the refolding buffer, and the con-
centration is lowered in several steps, with stops at intermediate
denaturant concentrations (solid line).

In stepwise dialysis, timing of the addition of additives can be
controlled depending on the protein characteristics, in particular
the rate of folding and disulfide bond formation. As disulfide bonds
cannot form after, the native-like structure has been reached, disul-
fide bond formation should be controlled at the intermediate steps
[42]. A typical example of the effectiveness of stepwise dialysis is
refolding of scFv through appropriate control of additive concen-
trations in the intermediate state [43]. The inclusion bodies were
first denatured by 6MGdnHCl, followed by stepwise dialysis. After
the GdnHCl concentration reached 1 M, 0.4 M L-arginine and
1 mM glutathione disulfide (GSSG) were added. This procedure
yielded more than 80 % of folded protein [43]. This example
illustrates the importance of the control of aggregation and oxida-
tion during intermediate steps of refolding.
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The choice between dilution and dialysis, and the exact proce-
dure within each method, should aim at optimizing the denaturant
concentration for initiation of refolding and disulfide bond forma-
tion and maintaining the stability of intermediates. The optimized
ones are screened by several trials. When dialysis enables high yield
for proteins, it is indicated that their folding is slow and the inter-
mediate is relatively stable. When dilution is superior, the interme-
diate is unstable and the protein easily aggregates. The choice
between these methods, selection of the concentration of the dena-
tured protein, and the volume ratio of the protein to the refolding
buffer are important for successful refolding.

Refolding on a resin, or the stationary phase of chromatogra-
phy, is an alternative approach reported by many groups [44–49].
Denatured proteins are first captured on a resin (equilibrated with
either denaturant or refolding buffer). Immobilized metal affinity
chromatography, ion-exchange chromatography, hydrophobic
exchange chromatography, or size-exclusion chromatography can
be used for this purpose. Denaturants are removed by elution with
refolding buffer. Because each protein molecule is captured sepa-
rately, interactions between folding intermediates and denatured
proteins are minimized, and aggregation is therefore suppressed.
However, interaction of multiple molecules on the resin is not
always prevented and thus inhibits refolding. When steric hindrance
by the resin occurs or residues crucial for refolding are associated in
the interaction with the resin, a weaker interaction between the
resin and protein molecules may be beneficial, for example, chang-
ing pH or ionic strength in case of ion-exchange chromatography.

3.3 Small-Molecule

Additives

Small-molecule additives are used to stabilize the native structure,
destabilize misfolded proteins, and enhance the solubility of fold-
ing intermediates or denatured proteins. Additives are roughly
divided into two groups: folding enhancers and aggregation sup-
pressors (Fig. 6 and Table 3) [40]. Folding enhancers, such as
sugars, polyols, ammonium sulfate, glycine, and alanine, stabilize
the native structure of the protein without directly interacting with
it; however, they also enhance protein aggregation. Polyethylene
glycol (PEG), cyclodextrin, proline, and arginine form hydropho-
bic or polar interactions with proteins and suppress their aggrega-
tion but do not promote folding. Chaotropic agents such as
GdnHCl and urea can be used as additives at reduced concentra-
tions. Ionic liquids are also applied [50]. Mild detergents such as
lauryl maltoside (n-dodecyl-β-D-maltopyranoside) have been
reported to increase the yield of active proteins after refolding [51].

Among small-molecule additives, L-arginine is the most widely
used (Fig. 7). Similar to GdnHCl, arginine has a guanidinium
group, but instead of denaturing proteins, it enhances solubility
of folding intermediates [52]. Our research suggests that the
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Native
state

Molecular chaperones, resins etc.

Folding
intermediates

Denatured
state

Folding enhancerFolding enhancer

Aggregation suppressor

Ordered aggregates
(amyloid fibrils)

Amorphous aggregates
(inclusion bodies)

Fig. 6 Folding enhancers and aggregation suppressors. Folding enhancers
facilitate intra- and intermolecular interactions and thus promote both folding
into the native structure and aggregation. Aggregation suppressors only sup-
press aggregation and do not actively promote folding

Table 3
Classification of chemical agents affecting protein stability and protein–-
protein interactions

Classification Examples

Effect on
protein
stability

Effect on
protein–
protein
interactions

Folding
enhancers

Sugars (sucrose,
glucose, etc.)

Stabilization Enhancement

Ammonium sulfate

Polyols (glycerol,
sorbitol, etc.)

Glycine, alanine, serine

Aggregation
suppressors

Arginine, NDSBsa Neutral Reduction

Proline

Cyclodextrin, PEGb

Mild detergents

Denaturing
agents

Urea, GdnHClc Destabilization Reduction

Strong detergents

aNon-detergent sulfobetaines
bPolyethylene glycol
cGuanidine hydrochloride
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guanidinium group suppresses aggregation, whereas the α-amino
acid moiety enhances folding bymaintaining the appropriate hydra-
tion state (Fig. 7b). Cooperation of these two groups results in a
chaperone-like function that is different from the simple effect of
solvents and cosolutes [52]. Arginine is added at a relatively high
concentration. In our studies, arginine is used in 0.4 M. A similar
mechanism has been suggested for non-detergent zwitterionic

L-Arginine

NDSB-195 NDSB-256

Folding intermediates Native stateDenatured state

Preferential binding Preferential hydration

a

b

Fig. 7 Arginine and NDSBs. (a) Structure of L-arginine and NDSBs. (b) Arginine has two functional groups, the
guanidinium ion and the α-amino acid moiety. The two groups act cooperatively by different mechanisms
depending on the folding state of the protein. The guanidinium group preferentially binds to the denatured
protein (arrow on the left-hand side), whereas the α-amino acid moiety assists preferential hydration of the
protein in native(-like) states to enhance folding (arrow on the right-hand side). In the lower figure, white circle
represents a protein, red dashed line represents its hydration shell, blue dots represent water molecules, and
black dots represent arginine molecules
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sulfobetaines (NDSBs) [53], composed of a hydrophilic sulfobe-
taine moiety and a small hydrophobic group, such as phenyl or
ethyl. NDSBs are aggregation suppressors also used at high con-
centrations (ca. 0.5 M).

Other common additives are chelators and redox-controlling
agents. Chelators such as EDTA prevent peptide bond cleavage by
contaminating proteases and metal-catalyzed oxidation of sulfur
atoms in cysteine and methionine. Redox control using a pair of
reducing and oxidizing agents, such as GSH and GSSG, is crucial
for appropriate disulfide bond formation in cysteine-containing
proteins. pH and the GSH to GSSG ratio are the major factors
that control accurate disulfide bond formation. An excess of GSSG
over cysteine side chains and alkaline pH would lead to the forma-
tion of incorrect disulfide bonds. An excess of GSH over GSSG is
desirable (up to GSH:GSSG ¼ 10:1), with the GSH concentration
of 5–25 mM [54]. The optimal concentrations of GSH and GSSG
depend on the amount of the protein of interest.

3.4 Molecular

Chaperones and

Alternative Refolding

Strategies

Molecular chaperones (e.g., GroEL-GroES; see Fig. 3 [20]) help
proper folding and function as protein additives. Immobilized
enzymes are studied as alternatives [45, 55–58]. Protein proline
cis/trans isomerase, protein disulfide isomerases DsbA and DsbC,
and GroEL-GroES have been immobilized and used to aid on-
column refolding. However, enzymes are more expensive than
small molecules.

Artificial systems mimicking molecular chaperones have
received much attention. A denatured protein is first refolded in a
buffer containing detergents, so that aggregation is prevented and a
native-like structure is formed. Next, the detergents are removed
with cyclodextrin or polymers (such as PEG). This stepwise refold-
ing system mimics the function of folding chaperones in vivo [50,
51, 59, 60]. Nanogels and zeolites can be used as substitutes for
detergents [61, 62]. In another system, an insoluble protein was
extracted with reversed micelles and refolded in an organic solution
[63]. Further development of these new strategies would expand
the applicability of refolding to diverse proteins.

Recently, refolding under high hydrostatic pressure (HHP) has
been reported [64]. HHP (100–200 MPa) fosters high recovery of
native proteins from aggregates in many cases, even at high protein
concentrations. Under appropriate pressure, undesirable hydro-
phobic and electrostatic interactions are suppressed, so that mis-
folded intermediates are destabilized and native protein
conformation is favored. Cosolutes such as chaotropic agents
(GdnHCl, urea), arginine, and osmolytes (sugars and polyols) assist
effective refolding under HHP [65]. Further studies are needed to
overcome challenges, in particular application of HHP to refold
multi-domain proteins.
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3.5 Selection

of Strategies

There is no “golden standard” refolding strategy, and the best
choice depends on the characteristics of the protein, especially of
its folding intermediate. The folding rate is positively correlated
with the chain length and the contact order. Thus, proteins with a
β-sheet-based structure generally fold more slowly than α-helix-rich
proteins; the former are also more prone to aggregation during the
intermediate stage [66], which is characterized by the formation of
secondary structure, disulfide bonds, and macromolecular com-
plexes and which varies among proteins. In contrast, the early
stage of folding (collapse of a small part) and the late stage (packing
of the side chains) are similar in all proteins [67].

The use of L-arginine or NDSB as an additive and the use of
C12-Glu as a solubilizing agent enable robust screening for the
optimal refolding conditions. The efficiency of these agents may
stem from the mechanism of their action during refolding, in
particular their effects at the intermediate stage. Many tools are
available for selection of refolding methods [41], including an
open-access database of refolding strategies (http://refold.med.
monash.edu.au/) [68] and commercial high-throughput refolding
screening kits [69].

The effectiveness of novel refolding methods and reagents is
analyzed mainly by spectroscopic methods such as light scattering
[69, 70]. The analyses are conducted by refolding small spherical
proteins (such as lysozyme, carbonic anhydrase, citric acid synthase,
or luciferase) which are known to be refolded successfully in con-
ventional strategies. However, the newly developed methods are
not always applicable to other proteins, especially to large or multi-
domain proteins. Therefore, the refolding methods should be
selected carefully in each case.

4 Summary

Both expression in E. coli and refolding require careful selection of
strategies. The vector and the E. coli strain are key factors for
efficient expression of soluble recombinant proteins. More chal-
lenging proteins, for example, toxic and membrane proteins, as well
as drug targets and therapeutic proteins, are gaining much atten-
tion. Combining an appropriate vector and an engineered E. coli
strain that enables slow expression is effective in many cases. Strain
engineering is ongoing, and further studies will enable easy and
high-yield production of various proteins.

Refolding is crucial for obtaining functional proteins from
inclusion bodies produced in bacteria. Optimization of the refold-
ing strategy is often difficult because of the large number of para-
meters to be controlled. Recent development of additives such as
arginine and NDSB has facilitated this task. High-throughput
screening systems and a database helpful in selection of the first
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step in optimization are also available. Further studies on the agents
used in refolding and better understanding of the mechanisms
involved will lead to the development of novel and more efficient
agents and strategies for refolding.
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´
slund F, Holmgren A, Beckwith J

(1997) The role of the thioredoxin and glutar-
edoxin pathways in reducing protein disulfide
bonds in the Escherichia coli cytoplasm. J Biol
Chem 272:15661–15667

26. Bessette PH, Å
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Chapter 2

Expression of Proteins in Insect and Mammalian Cells

Shunsuke Kita, Katsumi Maenaka, and Takashi Tadokoro

Abstract

Producing recombinant proteins in native conformations and functions is one of the most important
aspects of structural biology. Because demand for tertiary structure information of mammalian proteins
such as membrane proteins and multi-subunit complexes has been increasing in the field of biological and
pharmaceutical sciences, target proteins for structural studies have shifted from prokaryote to mammalian
proteins. However, since mammalian proteins are often unstable and require posttranslational modifica-
tions, it is difficult to prepare sufficient amounts of functional proteins for structural studies using bacteria
expression system. Nowadays, insect and mammalian cell expression systems are widely used for over-
coming such problems. In this chapter, we explain the basic concepts of these expression systems and
provide examples of advanced new techniques including baculovirus-silkworm expression and HEK293
GnTI-cell expression to confer uniformed N-glycans suitable for structural studies.

Keywords Protein expression, Insect cells, Mammalian cells, Baculovirus, Silkworm, Constitutive
expression, Transient expression

1 Expression of Protein in Insect Cells

1.1 Introduction

1.1.1 Overview The production of mammalian proteins such as membrane proteins
and multi-subunit complexes is often difficult in bacterial expres-
sion systems, which do not exhibit mammalian posttranslational
modification. Thus, insect cell expression systems are widely used
because their machineries for translation, intracellular transport,
and posttranslational modification (such as glycosylation, phos-
phorylation, methylation, acylation, and acetylation) are similar to
those in mammalian cells. In addition, insect cells can often express
milligram amounts of proteins and are inexpensive compared with
mammalian cells [1]. Conversely, the posttranslational modifica-
tions provided by insect cells are similar to, but partially different
from, those in mammalian cells. Mammalian N-linked glycopro-
teins contain complex branched sugars, which are composed of
mannose, galactose, N-acetylglucosamine, and neuraminic acid.
In insect cells, N-linked glycosylation generally results in

Toshiya Senda and Katsumi Maenaka (eds.), Advanced Methods in Structural Biology, Springer Protocols Handbooks,
DOI 10.1007/978-4-431-56030-2_2, © Springer Japan 2016

25



oligosaccharides or high-mannose-type oligosaccharides. To intro-
duce mammalian-type glycosylation, customized cell lines known
as Mimic™ Sf9 cells (Invitrogen), which express mammalian gly-
cosyltransferases, are commercially available (see Sect. 1.1.2) [2].
Furthermore, the MultiBac system can be used for simultaneous
expression of large multi-subunit complexes (see Chap. 3). There-
fore, nowadays, mammalian proteins are expressed in insect cells for
structural analyses [3–5].

Insect cell expression systems are mainly divided into two sys-
tems, viral and nonviral. The viral system uses baculovirus, which
has strong infectivity against Lepidoptera (butterflies and moths).
The polyhedrin promoter of baculovirus strongly induces expres-
sion of downstream genes; thus, the polyhedrin promoter is mostly
used in baculovirus systems. At present, various insect cell expres-
sion systems are commercially available, such as Bac-to-Bac® (Invi-
trogen), BaculoDirect™ (Invitrogen), and flashBAC™ (OET).
The details of these kits are described in Sect. 1.1.3 [6–8].

The nonviral systems are subdivided into transient and consti-
tutive expression. For transient expression, the foreign gene is
introduced only into the host cells and is not integrated into the
host genome; thus, the expression does not proceed continuously.
In contrast, for constitutive expression, the foreign gene is
integrated into the genome so that the gene is replicated and main-
tained after cell division. Because the transient expression does not
need the preparation of a stable clone carrying the gene of interest,
it is suitable for rapid expression of the target gene. Although the
constitutive expression system requires a much longer time to select
a stable highly expressing clone, once the stable clone has been
established, the gene of interest is continuously obtained as long
as the stable clone survives. Among various constitutive expression
systems, the Drosophila expression system (Invitrogen) is a well-
known system. Details of this system are described in Sect. 1.1.3.4.

1.1.2 Cell Lines

and Virus Types

Sf9, Mimic Sf9, Sf21, SF+, and High Five cells are basic cell lines
used for recombinant protein production. Sf9, Mimic Sf9, Sf21,
and SF+ cells are derived from Spodoptera frugiperda. Sf9 cells are
the standard cell lines, but Sf21 cells usually show higher protein
production than do Sf9 cells. SF+ cells are suitable for suspension
cultures and are thus used for large-scale protein production.Mimic
Sf9 cells are a derivative of Sf9 cells that stably express mammalian
glycosyltransferases. Proteins produced in Mimic Sf9 cells contain
terminally sialylated N-glycans different from high-mannose-type
N-glycans modified in insect cells. High Five cells, derived from
Trichoplusia ni, are suited for secretion of recombinant proteins. S2
cells are derived fromDrosophila melanogaster and are used for both
transient and constitutive protein expressions [9].

Two baculoviruses, Autographa californica multiple nuclear
polyhedrosis virus (AcMNPV) and Bombyx mori nuclear
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polyhedrosis virus (BmNPV), are commonly used to infect the cell
lines. AcMNPV can infect Sf9, Mimic Sf9, Sf21, SF+, and High
Five cells, while BmNPV is used to infect Bm5 and BmN4 cells
derived from silkworms. Silkworms are an attractive protein-
producing factory because they have the ability to express abundant
amounts of silk proteins. Because BmNPV (and not AcMNPV)
directly infects the silkworm Bombyx mori, BmNPV expression in
larvae and pupae of silkworms is now used for large-scale produc-
tion of mammalian proteins [10–12].

1.1.3 Commercially

Available Kits

1.1.3.1 Bac-to-Bac

Expression System

The Bac-to-Bac expression system has an advantage in the produc-
tion of recombinant virus [6] because it does not require recombi-
nation in insect cells. The genome of recombinant virus can be
prepared using E. coli DH10Bac cells harboring both baculovirus
DNA called “bacmid” and helper plasmid coding transposase. In
the E. coli DH10Bac cells, a gene of interest is transferred from the
original transfer vector (known as pFastBac™ series (Invitrogen))
to bacmid by transposases. The successful transposition is verified
by the blue-white selection method. Inserting the mini-Tn7
sequence into the mini-attTn7 attachment site on the bacmid
disrupts the expression of the LacZα peptide. Thus, the colonies
containing the recombinant bacmid turn white, whereas the colo-
nies harboring the unaltered bacmid remain blue. The recombinant
bacmid and unaltered bacmid are further distinguished using the
PCR method (see Note 1). Once recombinant bacmid is trans-
fected into insect cells, recombinant viruses are generated in a
week. The type of virus used in this system is not limited only to
AcMNPV. E. coli cells harboring the DNA genome of BmNPV
were also established and used for silkworm expression. Another
unique aspect of the Bac-to-Bac system is the pFastBac™ Dual
plasmid harboring a p10 promoter in addition to the conventional
polyhedrin promoter, enabling co-expression. In summary, the
Bac-to-Bac system establishes a fast and simple method for produc-
ing recombinant virus and avoids the need to isolate the recombi-
nant virus from the parent, nonrecombinant virus. The simplified
schematic representation of this system is illustrated in Fig. 1.

1.1.3.2 BaculoDirect

Expression System

The BaculoDirect expression system introduces Gateway® Tech-
nology to facilitate direct transfer of the gene of interest into the
baculovirus genome by site-specific recombination of lambda
phage [7]. The protocol of the system is as follows: The Gateway®
entry clone containing the gene of interest is mixed with Baculo-
Direct linearized DNA. The gene of interest is transferred from the
entry clone to the virus DNA by the recombinase. The success of
the recombination can be confirmed by PCR. The resulting
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Fig. 1 Schematic representation of the Bac-to-Bac expression system. The flowchart for producing recombinant
AcMNPV is shown on the left and BmNPV is shown on the right. The pFastBac™ plasmid DNA is introduced into
DH10Bac host and BmDH10Bac host. The gene of interest is colored as cyan and the transposition sequences
(Tn7R and Tn7L) are colored as green. The recombinant bacmid DNA is extracted from the white colony and is
transfected into Sf9 cells and B. mori larvae (pupae), to generate the recombinant virus
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recombinant virus DNA is transfected into insect cells, usually Sf9
cells, and then the recombinant virus containing the gene of inter-
est is generated. The recombinant virus can be selectively isolated
by ganciclovir selection, using the following method, the nonre-
combinant virus expresses herpes simplex virus type 1 thymidine
kinase (HSV1 tk), which phosphorylates ganciclovir. In Sf9 cells
possessing nonrecombinant viruses, ganciclovir is phosphorylated
and incorporated into the DNA to inhibit gene replication. Hence,
recombinant virus can be selectively replicated after transfection
using a BaculoDirect system. The simplified schematic representa-
tion of this system is illustrated in Fig. 2.

1.1.3.3 flashBAC

Expression System

The flashBAC system is a simplified method to produce recombi-
nant baculovirus [8]. The advantage of this method is that the
recombination occurs by co-transfection of insect cells with the
baculovirus genome and the transfer vector containing the gene
of interest. The baculovirus genome used in the flashBAC system
lacks a part of an essential gene (ORF 1629) and contains a bacterial
artificial chromosome (BAC) at the polyhedron gene locus, repla-
cing the gene of interest and ORF 1629 downstream of the poly-
hedrin promoter of the transfer vector if the recombination is
successful. Because the deletion of ORF 1629 prevents virus repli-
cation in insect cells, the parent virus does not propagate, and the
recombinant virus can be obtained without plaque purification.
The other advantage of this system is that viruses lacking nonessen-
tial genes for replication are commercially available. The flashBAC
GOLD lacks chitinase A (chiA) and V-cathepsin (v-cath), which
contributes to the productivity and secretion efficiency of the target
protein. The flashBACULTRA lacks p10, p74, and p26 in addition
to chiA and v-cath. Deletion of these nonessential genes from
flashBAC improves secretion efficiency and protein yield [13, 14].
The simplified schematic representation of this system is illustrated
in Fig. 3.

1.1.3.4 Drosophila

Expression System

The Drosophila expression system uses Drosophila melanogaster
Schneider (S2) cells and combines the advantages of both the
mammalian and baculovirus systems [15, 19]. The S2 cells grow
rapidly (doubling time, 24 h) and reach high density (5.0 � 107

cells/mL) in a low-cost medium without serum and CO2. The
Drosophila expression system achieves expression of mg amount of
eukaryotic proteins with low cost. Although the proteins produced
in S2 cells do not contain exactly the same posttranslational mod-
ifications as mammalian proteins, their activity is often maintained
and sometimes higher than those in mammalian proteins. The
Drosophila expression system can be applied to transient and con-
stitutive expression. The transient expression is used for small-scale
and rapid production of a target gene. In transient expression, the
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Fig. 2 Schematic representation of the BaculoDirect expression system. The flowchart for producing
recombinant AcMNPV is shown. The gene of interest is introduced to BaculoDirect linear DNA using Gateway®
Technology. The resulting recombinant virus DNA is transfected into Sf9 cells and the recombinant virus is
generated. The gene of interest is cyan and the TK gene is orange
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Fig. 3 Schematic representation of the flashBAC expression system. The transfer
vector containing the gene of interest and flashBAC DNA are co-transfected into
Sf9 cells. In Sf9 cells, the gene of interest is introduced to flashBAC DNA by
homologous recombination, and the recombinant virus is generated from it
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target gene is transfected into S2 cells and is induced by copper
sulfate. Once the appropriate construction is determined, the stable
expression clone should be established for large-scale expression.
The establishment of the stable clone is achieved by co-transfection
of the expression vector harboring the gene of interest and the
selection vector harboring the antibiotic resistance gene, such as
hygromycin, blasticidin, and puromycin. Optimization of the ratio
of the expression and selection vectors leads to the establishment of
a clone harboring high-copy number of the gene of interest.

1.2 Materials In this and the next section, the materials and methods for the
production of a recombinant virus using the Bac-to-Bac system are
described in detail. Expression in insect cell lines using AcMNPVand
in silkworms using BmNPV is described for practical use. A simple
flowchart is illustrated in Fig. 1. Green fluorescent protein (GFP)
expression in B. mori larvae, pupae, and Sf9 cells is shown in Fig. 4.

1.2.1 Preparation of

Recombinant Bacmids

Escherichia coli strains: DH10Bac, BmDH10Bac (WT, CP�, CP�-
Chi�).

Transfer vectors: pFastBac™1, pFastBac™HT, pFastBac™Dual.

Antibiotics: 50 g/L kanamycin, 10 g/L tetracycline, 10 g/L gen-
tamicin, 50 g/L ampicillin.

Media: 2 � yeast extract tryptophan (2 � YT) media, Luria broth
(LB) media.

Chemicals: isopropyl β-D-thiogalactopyranoside (IPTG), X-gal.

1.2.2 Expression

in Insect Cells

Insect cell lines: Sf9, Sf21, High Five.

Media: Sf900 II SFM (Invitrogen), Fetal Bovine Serum
(HyClone), Express Five SFM.

Transfection reagents: X-tremeGENE HP Transfection Reagent
(Roche).

Flasks: Erlenmeyer flasks.

Safety cabinet: biological safety cabinet (Sanyo).

Shaker incubator: Bioshaker (Taitec).

1.2.3 Expression

in Silkworm

Silkworms: Bombyx mori (Kinshu � Showa race) (Ehime-Sanshu).

Feed: synthetic diet (Ehime-Sanshu).

Rearing cage: plastic Tupperware.

Transfection reagents: DMRIE-C (Invitrogen).

10 � phosphate-buffered saline (PBS): 1.37 M NaCl, 27 mM KCl,
100 mM Na2HPO4, 18 mM KH2PO4. Adjust the pH to 7.4
with HCl.
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Fig. 4 GFP expression in B. mori larvae, pupae, and Sf9 cells. B. mori larvae were infected by needlepoint
immersed in the BmNPV/GFP virus (a), by direct syringe injection of BmNPV bacmid/GFP DNA (b) and mock (c).
B. mori pupae were infected by needlepoint immersed in the BmNPV/GFP virus (d) and by direct injection of
BmNPV bacmid/GFP DNA using a pipette (e). The photographs of the larvae were taken at 96, 120, and 144 h
after infection using a UV illuminator in complete darkness. (f) Sf9 cells were transfected with GFP/pFastBac1
plasmid using X-Treme GENE. The photographs of the cells were taken at 24, 48, 72, 96, 120, and 144 h after
infection [10] (Reprinted from Ref. [10], with permission from Elsevier)
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1.3 Methods

1.3.1 Expression of

Proteins in Insect Cells

1.3.1.1 Preparation of

Recombinant Bacmids

1. Introduce 1–50 ng recombinant plasmid DNA into DH10Bac
chemically competent cells.

2. Heat the cells at 42 �C for 45 s. Incubate on ice for 2 min.

3. Add 1 mL room temperature LB medium.

4. Shake tubes at 37 �C for 1 h.

5. Add tetracycline (final concentration, 10 μg/mL) and shake
tubes at 37 �C for 12–15 h.

6. Add gentamicin (final concentration, 7 μg/mL) and shake
tubes at 37 �C for 2 h.

7. Prepare three tenfold serial dilutions of the transformed cells
(10�1, 10�2, 10�3) with LB medium, and plate them on LB
agar plates containing appropriate antibiotics and chemicals
(50 μg/mL kanamycin, 7 μg/mL gentamicin, 200 μM IPTG,
40 μg/mL X-gal).

8. Incubate the LB plates at 37 �C for 24 h.

9. Pick the white colonies using sterilized chips and re-streak them
on fresh LB agar plates. After re-streaking, dip the chips into a
tube containing PCR reaction mixture. The reaction mixture is
subjected to agarose gel electrophoresis (see Note 2).

10. Isolate the bacmids from the positive clones by using a com-
mercially available mini-prep kit (see Note 3).

1.3.1.2 Preparation

of Recombinant Virus

(Insect Cells)

1. Inoculate Sf9 cells in six wells and culture the cells until semi-
confluent.

2. Prepare bacmid reagents by mixing 2 μg bacmid with 100 μL
Sf900 II SFM.

3. Prepare transfection reagents by mixing 8 μL X-tremeGENE
with 100 μL Sf900 II SFM.

4. Mix bacmid reagents with transfection reagents.

5. Incubate bacmid and transfection mixture at room temperature
for 30 min.

6. Remove the culture medium from each well and add 800 μL
Sf900 II SFM.

7. Add 200 μL transfection reagent as droplets.

8. Incubate at 27 �C for 5 h.

9. Add 1 L Sf900 II SFM supplemented with 10 % fetal bovine
serum (FBS).

10. Incubate the plate at 27 �C for 5 days.
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11. Collect the supernatant in sterilized tubes.

12. Centrifuge the tubes for 5 min at 1000 � g to remove extra
cells.

13. Collect the supernatant and store at 4 �C until use (P1 virus).

1.3.1.3 Amplification

of Recombinant Virus

1. Inoculate Sf9 cells in six wells and culture the cells until semi-
confluent.

2. Remove the culture medium and add the P1 virus stock.

3. Incubate the plate at 27 �C for 5–7 days.

4. Collect the supernatant from the wells in sterilized tubes.

5. Centrifuge the tubes for 5 min at 1000 � g to remove extra
cells.

6. Collect the supernatant and store at 4 �C until use (P2 virus).

1.3.1.4 Expression

Check

1. Inoculate Sf9/Sf21/High Five cells in six wells and culture the
cells until semi-confluent.

2. Remove the culture medium and add the P2 virus stock.

3. Incubate the plate at 27 �C for 3–5 days.

4. Collect both the supernatant and the cells from the wells in the
same sterilized tubes.

5. Centrifuge the tubes for 5 min at 1000 � g and collect the
supernatant and cells separately.

6. Check for protein expression in the medium.

(a) Mix the supernatant with SDS-PAGE sample buffer.

(b) If the expression of the protein is low, the supernatant
should be concentrated using trichloroacetic acid (TCA).

7. Check for protein expression in the cell lysate.
(a) Add 100 μl appropriate buffer to the collected cell (e.g.,

50 mM HEPES-NaOH pH 7.5, 250 mM NaCl, 10 %
glycerol, 1 mM β-ME, 1 % NP40, 1 � protease inhibitor
cocktail).

(b) Vortex briefly and incubate at 4 �C for 10 min.

(c) Repeat step (b) for two times.

(d) Centrifuge the cells for 30 min at 20,000 � g at 4 �C.

(e) Collect both the supernatant (soluble fraction) and the
precipitant (insoluble fraction), and mix them with SDS-
PAGE sample buffer.

1.3.2 Expression

in Silkworm

1.3.2.1 Preparation of

Recombinant Bacmid Using

BmDH10Bac Cells

Same as the method described above (see Sect. 1.3.1.1).
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1.3.2.2 Injection of

Recombinant Bacmid into

Silkworm Bombyx mori

1. Mix 50 μL recombinant bacmid (20 ng/μL) with 3 μL
DMRIE-C (Invitrogen).

2. Incubate the bacmid mixture at room temperature for 45 min.

3. Inject 50 μl bacmid mixture on the first day of the fifth instar
larvae using a syringe with a 26-gauge needle and on the fourth
day of pupae using a pipette.

4. Cultivate the infected silkworm larvae and pupae at 25 �C for
5–7 days (see Note 4).

1.3.2.3 Collection of the

Hemolymph and Fat Body

from Infected Silkworm

Larvae and Pupae

Isolation of the Hemolymph

Fraction from Silkworms

1. Transfer the infected silkworm onto ice for 2 min to stop their
activities.

2. Make a small hole at the center of the larvae using a syringe
with a 26-gauge needle.

3. Isolate the hemolymph to tubes containing 50 μl 5 % (w/v)
sodium thiosulfate per one larva (see Note 5).

4. Centrifuge the tubes for 10 min at 20,000 � g at 4 �C.

5. Transfer the supernatant to new tubes and freeze them using
liquid nitrogen and store them at �80 �C until use.

Isolation of the Fat Body

Fraction from Silkworm

1. Collect the hemolymph fraction using the same method as
above (see section “Isolation of the hemolymph fraction from
silkworms”).

2. Secure the larvae onto the rubber plate using pins to prepare
them for dissection.

3. Slice the larvae down its back using scissors and pin the skin of
larvae onto the rubber plate.

4. Discard the internal organs and wash the skin using 1 � PBS
with 0.5 % (w/v) sodium thiosulfate.

5. Scrape off the fat bodies from the skin and collect them into
tubes containing 0.5 % (w/v) sodium thiosulfate.

6. Centrifuge the tubes for 10 min at 10,000 � g at 4 �C.

7. Discard the supernatant and freeze the fat bodies using liquid
nitrogen and store them at �80 �C until use.

2 Expression in Mammalian Cells

2.1 Introduction We have described the recombinant protein expression in bacteria
and in insect cells (Chaps. 1 and 2). At present, both of the
expression systems are generally more productive and less costly
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than mammalian cell systems. However, using these systems, we
sometimes face difficulties in producing recombinant proteins such
as secreted and/or membrane proteins, which require posttransla-
tional modifications and usually result in accumulation of inclusion
bodies. In these cases, mammalian cells would be another option to
consider, because mammalian cells can produce high molecular
weight proteins, membrane proteins, and posttranslationally mod-
ified proteins derived from eukaryotes. Here we provide guidance
for overexpression of recombinant proteins in mammalian cells.

One of the biggest advantages of using mammalian expression
systems is the appropriate posttranslational modifications including
glycosylation, disulfide formation, phosphorylation, and acetyla-
tion, which provide appropriate biological activities to the proteins
of interest—one of the main concerns for biological research and
medical use. Another advantage is that the proteins can be secreted
in the culture supernatant by adding a mammalian signal sequence
to the gene of interest. This approach ensures the quality of the
proteins because each export step checks whether they are properly
folded and modified. It is also helpful for reducing the number of
steps required for protein purification, because the culture super-
natants, which have relatively low contaminants, can be directly
applied to tag-based affinity chromatography. Finally, mammalian
expression systems are adopted to produce high molecular weight
proteins, which are often expressed in insoluble forms in different
systems such as E. coli.

Similar to the other expression systems, the selection of vectors
and host mammalian cell lines is important for producing recombi-
nant proteins. At present, several mammalian promoters are avail-
able; CMV (human cytomegalovirus), CAG (chicken β-actin
promoter coupled with CMV), SV40 (simian virus 40), human
EF-1α (elongation factor-1 α), and human UbC (human ubiquitin
C) are utilized for the constitutive expression, and tTA/Tet (a
tetracycline-controlled transactivator protein (tTA); the expression
of the transactivator can be regulated with the different concentra-
tions of tetracycline (Tc)), GLVP/TAXI (GAL4-PR-LBD) (GLVP
is a regulator controlled by the GAL4DNA binding, consisting of a
human progesterone receptor ligand-binding domain (PR-LBD)
fused to the yeast GAL4 DNA-binding domain), and GAL4-E1b
(consisting of the binding sites for the yeast GAL4 DNA-binding
domain followed by the adenovirus E1b promoter TATA box) are
utilized for inducible expression. Constitutive promoters are usu-
ally chosen for overproduction of recombinant proteins unless strict
control of its expression is necessary because of the toxicity to cell
growth. There are several cell lines commonly used for protein
expression, including COS7 (derived from monkey kidney tissue),
CHO (derived from Chinese hamster ovary), and HEK293
(derived from human embryonic kidney). The heterogeneity of
the posttranslational modification that occurred in mammalian
cells, especially glycosylation, sometimes affects the quality of the
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protein crystals. To overcome this problem, the glycosylation mod-
ified cell lines are also available, such as CHO Lec1� and HEK293S
GnTI�, both of which are unable to synthesize complex N-glycans
due to the deficiency in N-acetylglucosaminyltransferase I (GnTI)
[16, 17]. Recently, further modified cell lines, such as Expi293F™
cell line (Thermo Fisher), are available to achieve greater protein
yield. Usually, the expression level in mammalian cells is not high,
and the addition of affinity tags is necessary to resolve some issues in
protein preparation by increasing the yield, enhancing folding, and
reducing the number of purification steps. The affinity tag technol-
ogy is described in a later chapter (see Chap. 4).

Transfection of mammalian cells with plasmid vectors is quite
different from transformation of E. coli. In the case of E. coli, a
single-plasmid DNA enters into a single cell, and the number of
copies of the DNA increases as a result of the host cell enzymes. In
principle, each E. coli clone transformed with the same plasmid
vector is identical. In contrast, transfection with popular transfec-
tion reagents typically introduces multiple-plasmid DNAs into a
cell. Unlike typical plasmids for E. coli, plasmids for mammalian
cells do not replicate in host cells (unless they have a viral replication
origin). Among transfectants, a small percentage of cells, usually
less than 10 % or even lower, possess the gene of interest randomly
integrated into the host cell genome. The number of the integrated
genes and the locus (loci) of the integrated gene(s) differs between
individual cells. Therefore, each clone is not identical after selection
with drugs and varies significantly in protein productivity.

Protein expression in mammalian cells can be performed using
two procedures, transient and constitutive expression, as described
earlier for insect cell expression. For transient expression, the trans-
fection efficiency directly alters the yield. We usually harvest cells
expressing recombinant protein from a few days up to a week after
the transfection because the yield decreases after longer periods. To
overcome this problem, constitutive expression with stable cell lines
is required. To establish stable cell lines, transfection is carried out
in the same way for transient expression, and the cells are grown
without a selection drug for a few days. As a next step, cells were
cultured and selected in the presence of appropriate drugs. For this
purpose, the plasmid for transfection must contain a drug-resistant
gene. Within 1–7 days, most of the cells die in the presence of the
drug and floating cells may be visible. This is either because the cells
are not transfected or the drug-resistant gene is not integrated into
the host genomes. For drug selection, the medium containing the
drug should be changed to a fresh medium every 3–5 days until
certain cells survive and form a colony(ies). This drug selection
process usually takes a month or more to obtain a single colony.
These selected clones have potential for high productivity. Many
factors that determine the productivity, such as the genome loca-
tion and the number of genes integrated, are unpredictable. Thus,
it is recommended to select several clones. However, this would
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lead to consistent overproduction of the target protein once a stable
cell line is established.

Another choice of gene delivery into mammalian cells is viruses:
lentiviruses, adenoviruses, and insect viruses (baculoviruses). The
lentiviral vectors are derived from the human immunodeficiency
virus (HIV-1). The advantage of the lentiviral system is the capabil-
ity to mediate transduction and constitutive expression of the gene
of interest into dividing and nondividing cells. Thus, it is useful to
establish the stable cell lines. However, generation and transduc-
tion of the lentiviruses require biosafety level 3 (BSL3). The ade-
noviruses are also useful for the recombinant protein production
since it can be prepared at high titer. Moreover, the viruses are not
usually integrated into the host genome so that it is relatively safe
for the researchers.

Finally, we describe baculoviruses modified to be used in mam-
malian cells. The baculoviruses modified by engineering of a mam-
malian expression cassette for transgene expression in mammalian
cells are commonly referred to as BacMam viruses. There is concern
that mammalian viruses could be harmful to not only mammalian
cells but also the researchers themselves. Conversely, insect viruses
are much safer because of their inability to replicate in mammalian
cells. Various mammalian cell lines have been reported to be trans-
ducible with baculovirus [18]. The procedure for virus generation
and amplification is the same as those for the baculovirus insect cell
system (see Sect. 1).

Here we provide an example of transient protein expression in
mammalian cells using human signaling lymphocytic activation
molecule (hSLAM), a cellular receptor of measles virus that med-
iates important regulatory signals in immune cells [19]. Overpro-
duction and purification procedures were slightly modified from
the reported ones [19].

2.2 Materials

2.2.1 Transfection and

Cell Harvesting

Materials: PBS (phosphate-buffered saline), incomplete Dulbecco’s
Modified Eagle’s Medium (DMEM) “serum-free medium,” “complete
DMEM,” DMEM supplemented with 10 % fetal bovine serum (FBS).

Cells: HEK293T cells, grown in complete DMEM. HEK293T cells
contain the SV40 large Tantigen, which allows episomal replication of
transfected plasmids containing the SV40 origin of replication. This
allows amplification of transfected plasmids and extended temporal
expression of the desired gene products.

Plasmids: The pCA7-hSLAM plasmid, for the overproduction of
hSLAM protein extracellular domain [19]. The plasmid was con-
structed by ligating PCR-amplified fragments of the hSLAM extra-
cellular domain into the expression vector pCA7. This vector contains
the signal sequence derived from the pHLsec vector [20], which is
located upstream of the protein-coding sequence. Therefore, the
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hSLAM is expected to be secreted to the culture medium because of the
signal sequence.

Reagents: Polyethylenimine (PEI) max (Polysciences) is used for
transfection.

Equipment: Basic tissue culture facilities, e.g., tissue culture hood,
37 �C, 5 % CO2 tissue culture incubator, cell culture dish and/or
flask, centrifuge for harvesting cells, aspirator, 0.45-μm pore size filter
unit.

Buffers: 10 � wash buffer, 500 mM Na2HPO4, 1.5 M NaCl,
100 mM imidazole.

2.2.2 His-Tag

Purification

Colum: HisTrap™ FF 5 mL (GE Healthcare)

Buffers:Wash buffer (1 � wash buffer), 50 mM Na2HPO4, 150 mM
NaCl, 10 mM imidazole. Elution buffer, 50 mMNaH2PO4, 150 mM
NaCl, 500 mM imidazole.

Make sure that all buffers for column purification are degassed
before use.

Equipment: Peristaltic pump, stand to hold a column, SDS-PAGE,
Western blot apparatus, and power supplies.

2.3 Methods

2.3.1 Transfection Transfection is carried out using PEI-mediated gene delivery strat-
egy (Fig. 5). PEI is a synthetic polycation that can bind tightly to
DNA. Thus, PEI forms a stable complex with the plasmid DNA,
which enters the nucleus via endocytosis without significant cellular

DNA

Polyethyleneimine  
(PEI)

DNA-PEI complex

Endocytosis

Release of DNA

Endosome

Nucleus

Fig. 5 PEI-mediated transfection
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obstacles. The typical protocol for PEI-mediated transfection is
described below and should be optimized depending on the pur-
pose (see Notes 6, 7, 8, and 9).

1. Seed the HEK293T cells in DMEM supplemented with 10 %
FBS, L-glutamine, and nonessential amino acids 1 day before
transfection. Grow the cells in a 15-cm dish until they were
approximately 80 % confluent.

2. Add 1 mL each of DMEM without serum into two tubes. Add
50 μg plasmid encoding the hSLAM extracellular domain
(Fig. 6a) to one tube containing medium and PEI Max with
twice the amount of the plasmid (100 μg in this case) to

Signal  peptide hSLAM extracellular domain 6xHis

CAG 
promoter Cloning site

pCA7

b cM     1      2       3      4   
250 
150 
100 
75 

50 

37 

25 

20 

15 

1      2       3      4   
250 
150 
100 
75 

50 

37 

25 

20 

15 

CBB WB: anti-His

a

Fig. 6 Expression of the hSLAM in mammalian cells. (a) The map of the hSLAM expression plasmid, pCA7-
hSLAM. (b) SDS-PAGE of the protein of interest. M Protein size marker, 1 culture supernatant, 2 flow-through
fraction, 3 wash fraction, 4 elution fraction. (c) Western blot probed with anti-His antibody. The loaded
samples are identical to (b)

Expression of Proteins in Insect and Mammalian Cells 41



another tube. The amount of medium and DNA described
above is for one 15-cm dish. Mix thoroughly by tapping tubes.

3. Combine DNA mixture and PEI Max mixture in an appropri-
ate tube, and mix well.

4. Incubate for 15 min at room temperature. Discard the medium
and replace it with fresh DMEMmedium containing 2 % (v/v)
FBS. DMEM containing 2 % FBS is prepared by mixing com-
plete DMEM containing 10 % FBS and serum-free DMEM.

5. Add the plasmid DNA-PEI Max mixture to the cells. After
adding the reagent mixture, mix well by swirling gently.

6. Incubate overnight in 5 % CO2 incubator, and change the
medium to complete DMEM the next day.

7. Incubate in 5 % CO2 incubator for a further 3–5 days. The
protein of interest is secreted to the medium via signal
sequencing.

2.3.2 Harvesting

of Secreted Protein

Containing the Culture

Supernatant

1. Harvest the culture supernatant.

2. Add 10� wash buffer, about 1/10 volume of the supernatant,
and incubate overnight at 4 �C.

3. Centrifuge at 5000 � g for 10 min.

4. Filter the medium using a 0.45-μm pore size filter. The filtra-
tion is performed by aspirator if the total volume is more than
100 mL or using a syringe with an attached filter for smaller
volumes.

2.3.3 His-Tag

Purification

Purify the protein of interest from the culture supernatant using
His-tag affinity chromatography. The details of affinity chromatog-
raphy are described in Chap. 4.

1. Centrifuge the cultured medium at 5000 � g for 10 min to
remove cell debris.

2. Filter the harvested supernatant with a 0.45-μm membrane
filter.

3. Attach a HisTrap™ FF column to a peristaltic pump and equil-
ibrate it with wash buffer (more than three times the column
volume).

4. Inject the culture supernatant into the column, and collect the
liquid fraction.

5. After injection, equilibrate the column with wash buffer (more
than five times the column volume). Collect the wash fraction.

6. Elute the protein using the elution buffer (one to five column
volume). Pool the fractions containing the protein.
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7. Analyze the protein samples using SDS-PAGE with Coomassie
Brilliant Blue (CBB) staining and Western blotting (Fig. 6b, c)
(see Note 10). Further purification steps should be considered
if good quality is required for structural studies including X-ray
crystallography.

3 Notes

1. Recombinant bacmid DNA is extracted from the white colonies
and is further analyzed by PCR using M13 Forward (�40) and
M13 Reverse primers. As these primers are complementary to
either end of the transposition site, the success of the transpo-
sition is verified by PCR analysis.

2. PCR is performed using GoTaq® Master Mix (Promega). The
length of the amplified DNA from a positive clone becomes
2300 base pairs (bp) plus the length of the target gene. The
length of amplified DNA from a negative clone becomes
300 bp.

3. Bacmid DNA is sometimes damaged by freezing and thawing.
Bacmid DNA should be stored at 4 �C.

4. The silkworm is cultivated in the incubator at 25 �C. A beaker
containing water should be placed on the top shelf of the
incubator to maintain an appropriate humidity in the incuba-
tor. Feed the synthetic diet twice a day.

5. The collected hemolymph immediately turns black without
sodium thiosulfate. 1-phenyl-2-thiourea could be used as a
substitute for sodium thiosulfate.

6. We would suggest that the optimization of the transfection
condition at a small scale using a 24- or 6-well plate is better
initially. Several factors can be considered: the amount of plas-
mid DNA, the ratio of DNA-PEI, the incubation time of the
DNA-PEI mixture, the medium (serum percentage) and host
cells, and the cultivation time after transfection (see Fig. 7).

7. Other transfection reagents, such as FuGENE HD (Promega),
can be used instead of polyethylenimine (PEI) when the trans-
fection efficiency is low.

8. It is advisable to select the plasmid containing a drug-resistant
gene if drug selection and/or establishment of stable cell lines is
important. G418, also known under the trade name Geneticin,
is often used for this purpose. The drug is inactivated by the
neomycin phosphotransferase encoded in NeoR or KanR, orig-
inally isolated from a bacterial transposon, Tn5. To be resistant
to G418, the gene must be expressed by the appropriate pro-
moter and have the appropriate expression for the host cells.
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9. If the secretion of the protein is not sufficient, the signal
peptide sequence for secretion can be replaced with another
signal peptide. While we provided an example using the
pHLsec signal sequence (MGILPSPGMPALLSLVSLLSVLL-
MGCVAE), other signal sequences are commercially available
vectors, such as pDISPLAY (Invitrogen) or pSecTag2
(Invitrogen).

10. It is strongly recommended, especially for a preliminary experi-
ment, to keep aliquots utilized at various stages of expression
and purification. If there is a problem in the yield or/and purity
of the target protein, the aliquoted samples should be analyzed,
for example, the cell pellets and cell debris in step 1, Sect. 2.3.2,
and the flow-through fraction in step 4, Sect. 2.3.3.

1 g DNA DNA:PEI
1:2

2 g DNA DNA:PEI 
1:3

Bright field

GFP

1 g DNA 1 g DNA

2 g DNA 2 g DNA

Before transfection 24 h 48 h

Mammalian 
promoter eGFP

μ

μ

μ

μ

μ μ

Fig. 7 Example of the optimization of transfection condition. HEK293T cells were transfected with the plasmid
encoding mammalian promoter and eGFP as a reporter. Images used to examine the amount of DNA and DNA-
PEI ratio are shown
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Chapter 3

Application of MultiBac System to Large Complexes

Shuya Fukai

Abstract

Multisubunit protein complexes regulate numerous biologically important processes. Elucidation of their
functional mechanisms based on their three-dimensional structures allows us to understand biological
events at the molecular level. Crystallography and electron microscopy are powerful tools for analyzing the
structures of biological macromolecules. However, both techniques require large-scale preparation of pure
and structurally homogenous samples, which is usually challenging for large multisubunit complexes,
particularly from eukaryotes. In this chapter, we describe the principles and methods of producing multi-
subunit complexes in insect cells using the MultiBac system.

Keywords Multisubunit protein complexes, Baculovirus, Insect cell expression, MultiBac system

1 Introduction

Multisubunit protein complexes play critical roles in numerous
cellular processes, such as gene regulation, protein degradation,
and intracellular signaling. Some complexes are abundant in cells
and can be obtained from natural sources for use in biochemical and
biophysical experiments. However, expressions of many others are
spatiotemporally restricted, particularly in eukaryotes; therefore,
overproduction of the recombinant complexes is often required for
biochemical and biophysical analyses. Multisubunit protein com-
plexes can be prepared in two different ways: recombinant subunits
are either produced separately in cells and reconstituted in vitro, or
coexpressed and reconstituted in cells. The first approach is effective
when individual subunits themselves are stable and soluble in cells.
Otherwise, the latter, the coexpression approach, is the only method
of obtaining sufficient amounts of protein complexes for analyses.
Unfortunately, most protein complexes in eukaryotes have subunits
that are unstable and/or insoluble in isolation.

Techniques for recombinant protein production in the bacteria
Escherichia coli can be rapidly and easily carried out. Several coexpres-
sion systems using E. coli have been developed. Insertion of several
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genes of interests with their upstream ribosome binding sites (i.e., the
Shine-Dalgarno sequence) between one promoter in the 50-end and
one terminator in the 30-end enables polycistronic expression of
proteins. Furthermore, cotransformation with two or three expres-
sion plasmids carrying different antibiotic resistance markers can be
used for the coexpression. However, many eukaryotic protein com-
plexes have subunits that are difficult to produce in E. coli, possibly
owing to problems on transcription, translation, folding, and/or
posttranslational modifications (e.g., phosphorylation and glycosyla-
tion), resulting in the failure of efficient production in E. coli.

An excellent solution to this difficult protein production in E.
coli is the use of a baculovirus expression system, which employs an
engineered baculovirus genome derived from the Autographa cali-
fornica nuclear polyhedrosis virus (AcNPV) and appropriate trans-
fer vectors (Fig. 1). Polyhedrin and p10 are products from the

Fig. 1 Schematic drawing of MultiBac baculovirus-insect cell expression system
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AcNPV genome and highly accumulated in the late stage of infec-
tion [1]. Their transcription promoters allow overproduction of
proteins in insect cells. Genes of interest are first inserted between
one of these strong transcription promoters (polyhedrin or p10
promoter) and a polyadenylation signal (SV40 or HSVtk polyade-
nylation signal) in the transfer vector and then integrated into the
engineered AcNPV genome. The engineered AcNPV genome con-
taining genes of interest is transfected to cells of the caterpillar
Spodoptera frugiperda Sf9 or Sf21 cell line. The transfected Sf cells
produce viruses that can infect insect cells to overexpress genes of
interest. Suspension culture of the transfected Sf cells in shaker
flasks is convenient and effective for large-scale protein production.

The genes of interest can be integrated to the engineered
AcNPV genome in either insect cells or E. coli through the transfer
vector. In the first case, both the linearized AcNPV genome con-
taining a lethal deletion and the transfer vector are cotransfected
into insect cells, and recombination occurs between the engineered
AcNPV genome and the transfer vector. Because the transfer vector
can rescue the lethal deletion of the engineered AcNPV genome,
viruses that are generated from the genome fused with the transfer
vector propagate. However, practically, this strategy might generate
nonrecombinant viruses, which could apparently decrease virus
titer (infection efficiency) and gene expression level. In such a
case, a virus species with higher titer should be isolated from a
single plaque by a plaque assay, which may require additional time
and effort. This step can be bypassed when genes of interest are
integrated to the engineered AcNPV genome in E. coli cells, apply-
ing the transposing reaction of the Tn7 transposon [2].

The Tn7 transposon is a relatively large DNA segment (14 kb)
from the Tn7 phage, which can be integrated into a specific posi-
tion called the Tn7 attachment site (attTn7) in the E. coli genome
with high frequency. Tn7 transposon encodes a Tn7 transposase
complex, which catalyzes the insertion of DNA elements contain-
ing the specific sequences Tn7L and Tn7R into the attTn7 site of
another DNA molecule. As the transfer vector containing Tn7L
and Tn7R is introduced to specific E. coli strains with a copy of the
engineered AcNPV genome containing attTn7 and a helper plas-
mid encoding the Tn7 transposase complex, the transfer vector is
transposed to the attTn7 site of the engineered AcNPV genome in
the E. coli cells. Because the attTn7 site in the engineered AcNPV
genome is located in the middle of lacZα, positive clones (i.e., E.
coli cells containing the transposed AcNPV genome) are easily
selected by standard blue-white selection in the presence of X-Gal
and IPTG. The integrated AcNPV genome can then be isolated
from the positive clones by a standard alkaline lysis protocol and
used for the subsequent transfection to S. frugiperda cells.

In the baculovirus-insect cell system, coinfection by several
viruses is one of two options for multigene expression: viruses
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expressing each subunit of the complex are first prepared and then
simultaneously applied to infect S. frugiperda cells for coexpression
of the appropriate subunit combination. However, this strategy can
only be used under specific conditions because it is difficult to
achieve a uniform expression of individual subunits owing to the
differences in virus titer and gene expression level. Differences in
the expression level among individual subunits may result in the
failure of homogeneous complex formation. Another versatile
option is multigene incorporation to a single AcNPV genome to
generate a single species of virus that can produce multisubunit
proteins. The MultiBac expression system was designed and devel-
oped for this purpose by Berger and colleagues [3–5].

Multigene incorporation to a single AcNPV genome requires a
transfer vector containing a set of genes of interest. The MultiBac
system enables two distinct methods for easier construction of the
transfer vector for this purpose: one is the use of a multiplication
module (Fig. 2) and the other is recombinase-mediated vector
fusion (Fig. 3).

Transfer vectors for the “first- and second-generation (old)”
MultiBac systems (i.e., pKL, pFL, pUCDM, pSPL, pFBDM, and
pKDM) [3, 5] (Fig. 2a) have two multicloning sites, flanked by the
restriction sites PmeI and AvrII. In addition, between these two
multicloning sites, there is the multiplication module M to be
digested by the restriction enzymes BstZ17I and SpeI, which gen-
erate cohesive ends compatible with those generated from PmeI
and AvrII, respectively. Therefore, a multigene expression cassette
withdrawn from one transfer vector by PmeI-AvrII digestion can
easily be incorporated into the BstZ17I-SpeI-digested multiplica-
tion module M in another transfer vector (Fig. 3a). Iteration of
the incorporation using the multiplication module can multiply
expression cassettes in the transfer vector. Similarly, in the “third-
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Fig. 2 Transfer vectors for MultiBac system. (a) Old set of transfer vectors. (b) New set of transfer vectors

50 Shuya Fukai



generation (new)” MultiBac system [4] (http://www.epigenesys.
eu/images/stories/protocols/pdf/20120313121202_p54.pdf),
transfer vectors (i.e., pACEBac1, pACEBac2, pIDC, pIDK, and
pIDS) (Fig. 2b) have one multicloning site flanked by a homing
endonuclease site (I-CeuI for pACEBac1 and pACEBac2 or PI-
SceI for pIDC, pIDK, and pIDS) and a compatible BstXI site,
which enable iterative incorporation of expression cassettes to the
transfer vector, generating a multigene transfer vector (Fig. 3b).

Multiplication of an expression cassette using the multiplica-
tion module should enable the incorporation of unlimited numbers
of genes to the transfer vector in principle. However, practically,
iterative incorporation of the expression cassette generates DNA
plasmids that are too large to handle. To address this issue, for the
MultiBac system, an additional concept is applied; that is, a number
of transfer vectors can be fused by recombination to generate a
multigene transfer vector that contains larger numbers of genes
(Fig. 4).

Transfer vectors used for the MultiBac system are classified into
two groups: “acceptors” and “donors” (Fig. 2). Both acceptors and
donors have a short imperfect inverted repeat (LoxP) for the
recombination reaction catalyzed by Cre recombinase [6]. Only
acceptors contain Tn7L and Tn7R for integration to the engi-
neered AcNPV genome. Acceptors have a ColE1 DNA replication
origin and can propagate in standard E. coli cloning strains, whereas
donors have an R6KγDNA replication origin and require a pir gene
product for their propagation. Therefore, donors can be retained in
pir-negative E. coli strains only when they are fused with acceptors.
Propagation of donors in pir-negative E. coli strains indicates that
the donors are appropriately fused with acceptors. This is an impor-
tant feature because E. coli cells can retain two or more independent
(i.e., unfused) plasmids with distinct antibiotic markers simulta-
neously in the presence of the antibiotics. One acceptor can be
fused with one or two donors by in vitro Cre recombinase reaction

MPmeI

PmeI, AvrII
digestion

BstZ17I, SpeI
digestion

AvrII

Ligation

MPmeI AvrII

MPmeI AvrII

M PmeI AvrII
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Fig. 3 Concept of multiplication module. The expression cassette can be excised from one vector by restriction
digestion and transferred to another transfer vector. (a) Multiplication for old set of transfer vectors. (b)
Multiplication for new set of transfer vectors
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in one step, followed by transformation of standard pir-negative E.
coli strains with the resultant multigene transfer vector in the
presence of the appropriate combination of antibiotics. In the
new MultiBac system, the Cre-mediated fusion with three donors
can be practically performed in two steps.

The MultiBac system also applies new technologies for the
engineered AcNPV genome, where genes encoding viral protease
and apoptotic activities are deleted to avoid protein degradation
and delay lysis of the infected insect cells. Furthermore, in addition
to the attTn7 site, the MultiBac AcNPV genome contains the LoxP
site, which is useful for additional functionalities. For example,
when a yellow fluorescence protein (YFP) gene is integrated to
the LoxP site of the MultiBac AcNPV genome, the produced YFP
provides information about protein production and virus perfor-
mance through its fluorescence almost in real time. This YFP-
integrated MultiBac AcNPV genome (EMBacY) is included in the
new MultiBac system kit.

Many of the recent structural studies of biologically important
eukaryotic multisubunit complexes utilize the MultiBac expression
system for their production [7–9] (Fig. 4). All of such complexes
were challenging targets of structural studies because of their large
size and/or complicated subunit composition.

The anaphase-promoting complex (APC/C) is a cell cycle
regulator and composed of 13 subunits with a total molecular
weight of ~1.1 MDa. The gene assembly encoding the complete
APC/C was inserted into two MultiBac baculoviruses, one encod-
ing eight subunits and the other five. Coinfection by two viruses
enables the production of the entire 1.1 MDa APC/C complex.
The purified complex was subjected to electron microscopy analy-
sis, revealing the complicated subunit architecture of this huge
complex [9] (Fig. 5).
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Fig. 4 Concept of recombination-mediated multiplication of expression modules. Cre-mediated recombination
allows fusion of two to four transfer vectors. (a) Cre-mediated fusion for old set of transfer vectors. (b) Cre-
mediated fusion for new set of transfer vectors
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The transcription mediator controls transcription through its
interactions with RNA polymerase and transcriptional activators.
Themediator consists of 25 or more subunits with a total molecular
weight of ~1.2MDa. The headmodule of the yeast mediator (seven
subunits, Mw 223 kDa) was produced using the MultiBac system
and subjected to cryo-EM analysis and X-ray crystallography,
revealing the architecture and dynamics at the atomic level [8].

A general transcription factor, TFIID, binds gene promoters
and regulates the initiation event of transcription. TFIID is com-
posed of the TATA-box-binding protein (TBP) and 13 TBP-
associated factors (TAFs) with a total molecular weight of over
1 MDa. The TFIID core complex (five subunits, Mw 650 kDa)
was produced using theMultiBac system and subjected to cryo-EM
analysis, revealing its subunit stoichiometry and architecture [7].
For the production of this TFIID core complex, an additional
technology was applied for the uniform expression of the individual
subunits. Coexpression of the TFIID core subunits by the original
MultiBac system showed imbalanced production of the individual
subunits, which hampered the purification of the complexes. This
imbalanced expression problem was solved by a polyprotein strat-
egy, where a number of proteins are encoded in one large open
reading frame (ORF) and generated by proteolysis with a highly
specific protease in a manner similar to protein production by RNA
viruses such as the coronavirus. The TAF-encoding genes are con-
catenated into a single ORF, spaced by cleavage sites for a protease
NIa from the tobacco etch virus (TEV). The TEV protease gene
precedes the TAF genes in the ORF. A cyan fluorescent protein
(CFP) gene is also inserted in the 30 end of the ORF for checking
the expression of all conjoined proteins.

These structural studies of large protein complexes including
those with molecular weights of over 1 MDa demonstrate that the

Mediator head module (PDB 3RJ1)

APC/C (EMD-1844) TFIID core complex (EMD-2230)

Fig. 5 Three-dimensional structures of large multisubunit complexes analyzed
using MultiBac expression system. For APC/C, two subcomplexes (named TPR5
and SC8) were also analyzed besides the entire APC/C
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MultiBac system is a powerful tool for the overproduction of
challenging multisubunit protein complexes. Higher-resolution
analysis of complex structures requires more homogeneous samples
in terms of size, composition, and posttranslational modification
and conformation, which typically require the removal of specific
subunits and/or modification of the individual subunits by site-
directed mutations and/or trimming regions that are predicted or
experimentally shown to be flexible or disordered. The modular
concept of the MultiBac system is highly compatible with this
optimization process. It has been announced that the MultiBac
system is still under development and that new technologies are
planned to be included. This powerful tool for the production of
multiprotein complexes will further accelerate the study of the
structural biology of challenging targets to elucidate more complex
biological processes.

2 Materials

2.1 Bacteria Work Escherichia coli strains: DH10Bac, DH10MultiBac, a standard pir-
negative strain (e.g., DH5α), *PirHC, *PirLC (see Note 1)

Transfer vectors: pKL, pFL, pUCDM, pSPL (old set), pACEBac1,
pACEBac2, pIDC, pIDK, pIDS (new set)

Antibiotics (1000�): 50 g/L kanamycin, 10 g/L tetracycline,
10 g/L gentamicin, 50 g/L ampicillin, 30 g/L
chloramphenicol

Enzymes: Cre recombinase (NEB), high-fidelity DNA polymerase
(Toyobo KOD plus neo), in-fusion cloning kit (Clontech)

Medium: Luria broth (LB) medium (Nacalai Tesque)

Equipment: Shaker incubator (temperature controlled at 37 �C;
INNOVA 44R, TAITEC BR-23FPlMR), electroporator
(BioRad MicroPulser), toothpick

Chemicals: X-Gal (5-bromo-4-chloro-3-indolyl-β-D-galactopyra-
noside), IPTG

2.2 Insect Cell Work Insect cell lines: Sf9, Sf21

Antibiotics (200�): Penicillin-streptomycin mixed solution (Naca-
lai Tesque)

Medium: Sf-900II SFM serum-free medium (Invitrogen), fetal
bovine serum (Gibco)

Transfection reagent: X-Treme GENE HP transfection reagent
(Roche)

Flasks: Erlenmeyer flasks (125, 250, 500, 1000, 2000 mL;
Corning)
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Biological safety hood with UV illumination

Six-well (35-mm-diameter) tissue culture plates (Falcon)

Shaker incubator (temperature controlled at 27 �C; TAITEC
GlBR200)

3 Methods

3.1 Cloning of Genes

of Interest for

Construction of

MultiBac Transfer

Vectors

The old set of MultiBac plasmids contains two multicloning
regions, whereas the new set contains a single multicloning region.
Conventional cloning methods using restriction enzymes and
ligases are applicable. However, sequence- and ligation-
independent cloning (SLIC) methods [10] are highly convenient
for large DNA insertions, which typically have multiple restriction
sites. Therefore, we use SLIC for the construction of MultiBac
transfer vectors. In-fusion cloning kits (Clonetech) are commer-
cially available. The Clonetech website (https://www.takara-bio.
co.jp/infusion_primer/) is highly convenient for the design of
PCR primers for SLIC.

1. Linearize 3–5 μg of vectors (for ten or less SLIC reactions) by
either PCR or restriction enzyme digestion and purify them by
agarose gel electrophoresis (see Note 2).

2. Set up SLIC reaction (10 μL for each), as shown in Table 1.

3. Incubate the reaction mixture at 50 �C for 15–20 min and stop
the reaction by placing the mixture on ice.

4. Transform chemically competent E. coli cells with 1 μL of the
reaction. Typical E. coli cloning strains (e.g., DH5α) are avail-
able for vectors harboring the ColE1 or pBR322 replication
origin (i.e., pFL, pKL, pACEBac1, and pACEBac2), whereas a
special strain (PirHC or PirLC) is required for vectors harbor-
ing the pir replication origin (i.e., pUCDM, pSPL, pIDC,
pIDK, and pIDS) (see Table 2).

5. Plate the transformed cells on LB agar plates containing the
appropriate antibiotics for selection (see Table 2) and incubate
them at 37 �C for 12–15 h.

Table 1
SLIC reaction 5 X reaction mix

(enzyme included)
2 μL

PCR-amplified insert ~50 ng

Linearized vector ~50 ng

Pure water to 10 μL
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6. Select positive colonies by PCR analysis. A premixed PCR
solution (e.g., Promega GoTaq Master Mix) is convenient for
this purpose. Each colony is picked with a sterilized toothpick,
and the toothpick is briefly dipped into a tube containing a
PCR reaction mix. The reaction products are separated by
agarose gel electrophoresis. We use the 50 and 30 primers
derived from the insert and vector sequences, respectively, to
confirm that the insert is integrated into the vector. Typically,
four to eight colonies are sufficient to obtain two or more
positive clones.

7. Isolate vectors from positive clones using a commercially avail-
able mini-prep kit (e.g., Promega Wizard Plus SV Minipreps
DNA Purification System) and verify the nucleotide sequences
of the insert by DNA sequencing. Promoter and terminator
regions should also be verified when vectors are linearized by
PCR in Step 1.

8. Store the verified vectors at �20 �C until use.

3.2 Multiplication of

Expression Cassettes

Multigenes can be assembled in a single vector by using a multipli-
cation module (Fig. 3). Genes inserted into the old vectors (i.e.,
pKL, pFL, pUCDM, and pSPL) can be excised as a cassette by
restriction enzyme digestion with PmeI andAvrII. This cassette can
be transferred to another vector digested with BstZ17I and SpeI.
Similarly, genes inserted into the new vectors (i.e., pACEBac1,
pACEBac2, pIDC, pIDK, and pIDS) can be excised by BstXI
digestion and either I-CeuI or PI-SceI digestion and transferred to
another vector digested with BstXI within either of the donor
vectors or acceptor vectors.

1. Prepare the cassette and linearized vector by restriction enzyme
digestion of 2–3 μg of vectors containing gene(s) of interest
and purify them by agarose gel electrophoresis before ligation
(see Note 3).

Table 2
Antibiotics and host strains of transfer vectors for selection

Vectors Antibiotics Host strains

pFL Ampicillin, gentamicin Standard

pKL Kanamycin, gentamicin Standard

pACEBac1, pACEBac2 Gentamicin Standard

pUCDM, pIDC Chloramphenicol PirHC, PirLC

pSPL, pIDS Spectinomycin PirHC, PirLC

pIDK Kanamycin PirHC, PirLC
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2. Set up the ligation reaction with the purified cassette and
linearized vector.

3. Transform the appropriate E. coli strains with 1 μL of the
ligated reaction product. The efficiency of transformation may
decrease if the ligated vector is longer than 10 kb. Therefore,
we use electrocompetent cells for longer vectors, instead of
chemically competent cells. For electroporation, we use a
MicroPulser (BioRad) with the conditions preset for E. coli.

4. Select positive clones as in Step 3.1.6, except that the 50 and 30

primers derived from the insert are used for colony PCR analy-
sis because the upstream and downstream sequences are the
same in the cassettes.

5. Isolate the vector from the positive clone using a commercially
available mini-prep kit (e.g., Promega Wizard Plus SV Mini-
preps DNA Purification System) and store it at �20 �C until
use.

3.3 Cre-mediated

Fusion

Cre-mediated fusion is also available for generating multigene
transfer vectors. In both the new and old systems, it is guaranteed
that one acceptor vector can be fused with one or two donor
vectors. Furthermore, fusion between one acceptor and three
donors is possible in the new system.

1. Set up the Cre reaction (10 μL for each), as shown in Table 3,
and incubate the reaction mixture at 37 �C for 30 min to 1 h
(see Note 4). Optionally, the reaction can be stopped by heat-
ing at 65 �C for 5 min. To avoid the integration of more than
one acceptor, the amount of the acceptor vector should be
lower than those of the donor vectors.

2. Transform the pir-negative E. coli strain (e.g., DH5α) with
1 μL of the Cre reaction mixture. Cre fusion generates longer
vectors, particularly in the old system. Therefore, we use elec-
trocompetent cells for transformation with the Cre-fused
vectors.

3. Select positive clones as in Step 3.1.6.

Table 3
Cre reaction 10 X Cre reaction buffer

(NEB)
1 μL

Acceptor vector ~400 ng

Donor vector(s) ~500 ng
each

Cre recombinase (NEB) 1 μL

Pure water to 10 μL
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4. Isolate the vector from the positive clones using a commercially
available mini-prep kit (e.g., Promega Wizard Plus SV Mini-
preps DNA Purification System).

5. Confirm that all genes are present in the vector by PCR analysis
after the vector isolation (see Note 5) and store the vector at
�20 �C until use.

3.4 Preparation of

Multigene-Integrated

Engineered AcNPV

Genome

Multigene transfer vectors constructed in Steps 3.2 and/or 3.3 are
integrated into the engineered AcNPV genome retained in special
E. coli strains such as DH10Bac and DH10MultiBac (see Note 6).
DH10MultiBac is deficient in protease and chitinase to reduce
proteolysis and extend cell viability. For the transformation, we
use electrocompetent cells (see Note 7).

1. Prepare electrocompetent DH10Bac or DH10MultiBac cells
that retain the engineered AcNPV genome and helper plasmid.

(a) Inoculate 0.5 L of LB medium containing 50 mg/L
kanamycin and 10 mg/L tetracycline in a 2 L flask with
5 mL of a fresh overnight culture in the same medium.
Prepare 1 L of sterilized deionized water and 5 mL of
sterilized 10 % glycerol and keep them in a refrigerator or
a cold room.

(b) Grow cells at 37 �C with shaking to OD600 of 0.5–0.8.

(c) Chill the flask on ice for 15–30 min. Keep the cells as
close to 0 �C as possible in the steps below.

(d) Centrifuge the culture in a cold rotor at 4000 � g for
15 min.

(e) Remove as much of the supernatant as possible. Do not
be concerned about the loss of a few cells while removing
the supernatant.

(f) Gently suspend the obtained cell pellet in 500 mL of the
cold sterilized deionized water from Step (a).

(g) Centrifuge the suspension as in Step (d) and remove the
supernatant as in Step (e).

(h) Repeat Steps (f) and (g).

(i) Gently suspend the obtained cell pellet in 10 mL of the
cold sterilized 10 % glycerol from Step (a).

(j) Repeat Step (g).

(k) Gently suspend the cell pellet in 2 mL of the cold ster-
ilized 10 % glycerol from Step (a).

(l) Flash-freeze this suspension in 50–200 μL aliquots in
liquid N2 and store them at �80 �C until use.

2. Mix 1 μL of 100–500 ng/μL multigene transfer plasmid with
50 μL of electrocompetent cells and incubate it on ice for
5 min.
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3. Transfer the cells to an electroporation cuvette and electropo-
rate them using the appropriate electroporation equipment
(e.g., MicroPulsor, BioRad).

4. Suspend the cells with 500 μL of LB medium (or richer
medium such as SOC) in the cuvette and transfer them to a
1.5 mL tube.

5. Incubate the cells at 37 �C with shaking for 6 h.

6. Transfer 10 μL of the culture to 1 mL of LB medium in a new
tube. Then, 10 μL of the diluted culture is transferred to 90 μL
of LB medium in another new tube.

7. Streak 100 μL of these two diluted cultures on LB plates con-
taining 50 mg/L kanamycin, 7 mg/L gentamicin, 10 mg/L
tetracycline, X-Gal (or an equivalent indicator), and IPTG. We
supply 50 μL of 2 % X-Gal and 25 μL of 0.2 M IPTG for each
antibiotic-containing plate just before streaking the cells. The
culture dilution is important for optimal colony separation.

8. After the incubation at 37 �C for 2 days, larger white colonies
appear if the genes in the transfer plasmid are successfully
integrated to the engineered AcNPV genome in E. coli cells.
Restreaking on a fresh plate is recommended to confirm the
white phenotype.

9. Pick a white colony for each construct and inoculate it to 5 mL
of LBmedium supplemented with 50 mg/L kanamycin, 7 mg/
L gentamicin, and 10 mg/L tetracycline in a culture tube.

10. Incubate the culture with shaking at 37 �C for 15–17 h.

11. Collect the cells by centrifugation and suspend them in 300 μL
of Solution 1 (15 mM Tris-Cl, pH 8.0, 10 mM EDTA,
100 mg/L RNase A, see Note 8).

12. Add 300 μL of Solution 2 (0.2 NNaOH, 1 % SDS, see Note 8)
and gently mix the solution by inverting the tube upside down
several times, followed by incubation at room temperature for
5 min.

13. Slowly add 300 μL of Solution 3 (3 M potassium acetate, pH
5.5, see Note 8) and gently mix the solution by inverting the
tube upside down several times, followed by incubation on ice
for 5 min. A thick white precipitate of E. coli proteins and
genomic DNA appears.

14. Clear the solution by centrifugation at 14,000 � g for 10 min.
During the centrifugation, label another fresh 2 mL tube and
add 0.8 mL of 2-propanol to it.

15. Carefully transfer the supernatant to the 2 mL tube containing
2-propanol to avoid contamination of the white precipitate as
much as possible and mix it gently by inverting the tube upside
down a few times.

Application of MultiBac System to Large Complexes 59



16. Place the tube on ice for 10 min and centrifuge it at 14,000� g
for 10 min at room temperature. The multigene-integrated
bacmid is precipitated as a translucent pellet in this step.

17. Remove the supernatant and add 500 μL of 70 % ethanol.

18. Centrifuge the tube at 14,000 � g for 5 min at 4 �C or room
temperature .

19. Remove the supernatant as much as possible and air-dry the
pellet (the integrated AcNPV genome) in a sterile hood to
avoid contamination of microorganisms in the transfected cells.

20. Store the dried pellet at �20 �C until use (Note 9).

3.5 Initial Virus

Preparation (P1)

The following steps should be performed in a sterile hood to avoid
contamination of insect cell culture:

1. Add 30 μL of sterile pure water to the tube containing the
isolated AcNPV genome pellet.

2. Dissolve the pellet by gently tapping the tube and incubate the
tube at room temperature for 5–10 min to completely dissolve
the pellet.

3. Add 200 μL of an antibiotic-free insect cell medium (e.g.,
Grace’s insect cell medium) to the tube containing the bacmid
solution (Tube A).

4. Add 100 μL of an antibiotic-free insect cell medium to another
fresh tube (Tube B).

5. Add 8 μL of the transfection reagent, X-Treme GENE HP
(Roche), to Tube B.

6. Transfer the mixture containing the transfection reagent in
Tube B to Tube A containing the isolated AcNPV genome,
followed by incubation at room temperature for 15–30 min.

7. During the incubation, seed 0.5–1.0 million cells to each well
of a 6-well tissue culture plate (see Note 10) and add a supple-
mented insect cell medium [containing antibiotics and/or 4 %
fetal bovine serum (FBS)]) with a final volume of 3 mL for each
well (Fig. 6).

8. Add one-half of the mixture containing the isolated AcNPV
genome and transfection reagent dropwise to each well.

9. Incubate the plate at 27 �C for 60–72 h.

10. Collect the supernatant from the wells and transfer it to sterile
15 mL tubes (P1 virus).

11. Store the P1 virus at 4 �C (or �80 �C after flash-freezing
in liquid N2 for long-term storage) protected from light
(see Note 11).
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DH10Bac-derived
samples

DH10MultiBac-derived 
samples

Uninfected Sf9 cells
Medium only

Sf9 cells (~1.0 million cells/mL)

Six-well plate for P1 virus preparation

a

b

Fig. 6 Sf9 cells and P1 virus preparation. (a) Sf9 cells at a density of ~1.0 million/mL. (b) Six-well plate for P1
virus preparation

Application of MultiBac System to Large Complexes 61



3.6 Virus

Amplification (P2) and

Expression Check

1. Prepare 9 mL of cell culture (containing 4 % FBS and antibio-
tics) at a density of 0.5–1.0 million cells/mL in 125 or 250 mL
Erlenmeyer flasks (see Note 12). For virus amplification, we use
flasks whose volumes are 10- to 25-fold larger than the culture
volume.

2. Inoculate 1 mL of the P1 virus to a 9 mL cell culture for
infection.

3. Culture the infected cells at 27 �C for 60–72 h with shaking.
We recommend the monitoring of cell growth every 12–24 h.
We suggest that cell density should be lower than 1.5 million
cells/mL to avoid insufficient aeration. When the density is
over 1.5 million cells/mL, dilute the culture to a density of
0.5–1.0 million cells/mL, keeping the culture volume at 1/
10–1/25 of the vessel.

4. Centrifuge the culture for 5 min at 2000 � g and collect the
supernatant (P2 virus). The cell pellet after the centrifugation is
used in Step 6.

5. Store the P2 virus at 4 �C (or �80 �C after flash-freezing in
liquid N2 for long-term storage) protected from light (see
Note 13).

6. Check the protein expression using the cell pellet collected by
centrifugation (see Note 14).
(a) Suspend the cell pellet in 300 μL of an appropriate buffer

for tag-affinity beads (e.g., 50 mM Tris-Cl, pH 8.0,
containing 150 mM NaCl and 20 mM imidazole for
Ni-chelating beads) and transfer it to a 1.5 mL tube.

(b) Disrupt the cells by sonication (e.g., Branson Sonifier
450A equipped with a microtip) for 15 s on ice. Take
5 μL as the whole extract for SDS-PAGE analysis (Sam-
ple A).

(c) Centrifuge the disrupted cell suspension at 20,000 � g
for 15 min at 4 �C. During the centrifugation, pre-
equilibrate 15 μL of affinity beads with a sonication
buffer in a fresh 1.5 mL tube, following the manufac-
turer’s instruction.

(d) Take 5 μL of the supernatant as the soluble extract
(Sample B) and pick a very small amount of the resulting
pellet with a micropipette tip as the insoluble extract
(Sample C) for SDS-PAGE analysis.

(e) Transfer the remaining supernatant to the fresh 1.5 mL
tube containing pre-equilibrated affinity beads.

(f) Incubate the sample for 0.5–1 h at 4 �C.

(g) Centrifuge the sample at 500 � g for 3 min and remove
the supernatant.
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(h) Wash the beads with 500–1000 μL of a sonication buffer
(or a more stringent buffer of choice) three times by
iteration of buffer addition, centrifugation, and buffer
removal. Take 5 μL of each wash solution as the wash
samples (Samples D–F) for SDS-PAGE analysis.

(i) Add 20 μL of an SDS-PAGE loading buffer as the pur-
ified sample (Sample G) for SDS-PAGE analysis.

(j) Analyze Samples A–G by SDS-PAGE with standard Coo-
massie brilliant blue and/or immunostaining.

3.7 Large-Scale

Protein Production

For large-scale protein production, we use 2 L Erlenmeyer flasks
containing 400–500 mL of cell culture (see Note 15). For example,
two flasks are used for 0.8–1 L cell culture. The number of flasks
depends on the expression level of your target protein. We use a
fresh virus preparation propagated from the stock P2 or P3 virus for
large-scale protein production.

1. Inoculate 250 μL of the stock P2 or P3 virus to 25 mL of cell
culture (containing antibiotics and 4 % FBS) for infection at a
density of 0.5–1 million cells/mL in 0.5 L flask to obtain fresh
virus preparations for large-scale expression.

2. Culture the infected cells at 27 �C for 60–72 h.

3. Seed cells to 400–500mLmedia containing antibiotics and 4 %
FBS at a final density of 0.3 million cells/mL for each flask
1 day after Step 1.

4. Add 25 mL of the infected cell culture (from Steps 1–2) to a
fresh 400–500mL cell culture at a density of one to twomillion
cells/mL for each flask (from Step 3).

5. Culture the infected cells from Step 4 at 27 �C for 60–72 h (see
Note 16).

6. Collect the cells by centrifugation at 2000 � g.

7. Flash-freeze the cells in liquid N2 and store them at �80 �C
until use.

4 Notes

1. PirHC and PirLC are strains required for preparation of donor
plasmids (i.e., pIDC, pIDK, pIDS, pUCDM, pSPL). These
two strains contain the pir gene in their genomes and can
propagate plasmids that have pir replication origins. LC and
HC mean low copy and high copy, respectively. PirLC strains
are used when inserted genes make the propagation of donor
plasmids difficult in PirHC.

2. We favor restriction enzyme digestion for the linearization of
vectors for SLIC in order to avoid PCR-associated mutations.
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3. The uncut original circular vector sometimes migrates similarly
to the cassette and cannot be removed by gel extraction. To
avoid this problem, we recommend using vectors with two
different antibiotic resistance makers for the cassette-mediated
multiplication (e.g., the cassette from pUCDM is transferred to
pFL).

4. Although we never tried fusion with more than two donors, an
online manual for the new system describes in detail the proto-
col for fusion with more than two donors. Following such a
protocol, the Cre reaction is performed at 30 �C for 1–2 h with
~500 ng of each donor and ~400 ng of one acceptor (http://
www.epigenesys.eu/images/stories/protocols/pdf/20120313
121202_p54.pdf).

5. According to the online manual (http://www.epigenesys.eu/
images/stories/protocols/pdf/20120313121202_p54.pdf),
restriction analysis using appropriate restriction enzymes is
highly recommended for confirming the presence of all genes
in the vector.

6. We try both DH10Bac and DH10MultiBac and compare
them.

7. Protocols for chemically competent cells are described in the
online manual for the new system (http://www.epigenesys.eu/
images/stories/protocols/pdf/20120313121202_p54.pdf).

8. Solutions 1, 2, and 3 are our own preparations, but solutions
from commercially available plasmid mini-prep kits can be used
for the bacmid isolation.

9. We quickly move to Step 3.5 after isolating the integrated
AcNPV genome.

10. A 35mm culture dish is available for this purpose. However, we
recommend a 6-well plate because media in the culture dish
seem to evaporate much faster than those in the 6-well plate.

11. We quickly move to Step 3.6 after preparing P1 virus.

12. We reuse plastic Erlenmeyer flasks supplied by Corning after
autoclaving.

13. Baculoviruses can be stored in liquid N2 in the form of
baculovirus-infected insect cells (BIICs), which is widely
adopted in many laboratories [11] (http://www.epigenesys.eu/
images/stories/protocols/pdf/20120313121202_p54.pdf).
This BIIC storage is recommended in terms of space saving in
refrigerators and almost no loss of titer. Some viruses lose their
transfection activity within a month or less when stored in the
form of a virus solution at 4 �C, while others retain the activity
for more than a 2–3 years.
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14. Protein expression level may depend on incubation time. You
can determine when cells stop proliferation after infection and
analyze time-dependent changes in expression level by sam-
pling one million cells every 12 or 24 h after the proliferation
arrest.

15. For protein production, High Five cells (derived from the
caterpillar Trichoplusia ni) may be more suitable than Sf cells
in some cases.

16. Optionally, 1 day after infection, the infected cells are cultured
at 20 �C for 72 h. This change in culture temperature increases
the expression level and/or protein solubility in some cases.
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Chapter 4

Purification Using Affinity Tag Technology

Atsushi Furukawa, Katsumi Maenaka, and Takao Nomura

Abstract

Affinity tag technology is a prerequisite for high and rapid purification of recombinant proteins in structural
studies because of specific interactions of tags. Widely used tags are polyhistidine tags specific to metal-
chelating ligands and glutathione S-transferase tag for glutathione-immobilized ligands. Furthermore, tags
binding to antibodies, such as FLAG, Fc, and HA, are also popular for protein preparation and, in addition,
are utilized for biological and biochemical analyses, e.g., western blotting, immunoprecipitation, immuno-
fluorescence assay, and flow cytometry. Some tags improve the solubility of proteins. In this chapter, we
introduce the features of these representative tags and show several practical examples.

Keywords Affinity purification, Affinity tags, Solubility enhancement, Biologics

1 Introduction

Recombinant DNA technology is essential for large-scale protein
preparation in structural studies. In the early days, purification of
recombinant proteins was performed using traditional ion-
exchange chromatography and gel filtration. However, the intro-
duction of the hexa-histidine tag used for immobilized metal
affinity chromatography (IMAC) dramatically changed the strategy
for purification, because this tag confers easy and rapid purification
in good yields and with high purity. Nowadays, many tags are
commercially available and have additional advantages such as the
improvement of the characteristics of the target proteins (Table 1).
A schematic image of affinity purification methods are shown in
Fig. 1. In this chapter, we describe the basic concepts of represen-
tative tags and detail the procedures for purification using some
tags.

Toshiya Senda and Katsumi Maenaka (eds.), Advanced Methods in Structural Biology, Springer Protocols Handbooks,
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2 Polyhistidine Tag

IMAC, introduced by Porath et al., is one of the most powerful
methods for protein purification [36]. IMAC is based on the coor-
dination interaction between transition metal ions immobilized on
a resin and cationic amino acids in proteins. Transition metal ions,
such as Cu2þ, Co2þ, Ni2þ, Zn2þ, and Fe3þ, are immobilized on an
agarose, sepharose, or silica gel resin through spacer ligands, such as
N,N,N0-tris-(carboxymethyl)-ethylenediamine, nitrilotriacetic acid
(NTA), and iminodiacetic acid (IDA). Ni ions and NTA chelator
are the most commonly used. The main amino acid interacting with
metal ions is histidine. The imidazole ring in histidine serves as an
electron donor and can form a coordination bond with a transition
metal ion immobilized on the resin. Using genetic engineering, the
polyhistidine tag can be added to the target protein to enable
strong and specific binding to transition metal ions. The side-
chain imidazole ring of the histidine residues interacting with the
metal ions can be replaced with imidazole during the elution. The
first use of the polyhistidine tag was developed by Hochuli et al.
[16]. Terpe investigated the effect of the tag length, ranging from
two to ten residues, and demonstrated that the hexahistidine tag

Table 1
General tags that are widely used for expression and purification of
proteins. In the “sequence” column, the terms “protein” and “compound”
indicate a tag that is relatively huge and chemical modification of a
specific sequence, respectively

Purification methods Tag Residues Sequence

By tag-ligand affinity His 6 HHHHHH

GST 262 Protein

MBP 375 Protein

Biotin Compound

Strep-Tag 8 WSHPQFEK

By antibody FLAG 8 DYKDDDDK

Myc 11 EQKLISEEDL

Fc ca. 250 Protein

1D4 9 TETSQVAPA

HA 9 YPYDVPDYA

GFP 238 Protein

None SUMO 75–100 Protein
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containing six consecutive histidines is the most effective tag to
purify proteins [43]. While some proteins contain consecutive his-
tidine residues and these proteins can bind with IMAC resins, they
can generally be washed out by buffers with a low concentration of
imidazole. After the washing procedure, the target protein can be
purified in high purity by eluting with a buffer solution containing a
high concentration of imidazole (typically 500 mM of imidazole)
[43].

Expression 
vector 

Gene of interest and tag

promoter
Transfection/ 
transformation

E.coli
Yeast
insect cells
mammalian cells

Proteins expressed in cells

Proteins secreted to media

Anti-tag antibody 
conjugated beads 

tag
Target 
protein

Tag binding compounds
conjugated beads 

tag
Target 
protein

Wash Wash

Elution by 
・addition of tag peptide

・low pH

Elution by 
addition of small compounds

tag
Target 
proteintag

Target 
protein

contaminants contaminants

Fig. 1 Schematic image of the process from expression to purification of proteins
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2.1 Materials and

Methods

2.1.1 Buffers Lysis buffer 50 mM Tris·HCl, pH 8.0, 150 mM NaCl (0.02 %
Triton-�100, 5–10 % glycerol); not below pH 4.0

Wash buffer 50 mM Tris·HCl, pH 8.0, 100 mM NaCl, 10 mM
imidazole (~500 mM NaCl)

Elution buffer 50 mM Tris pH 8.0, 100 mM NaCl, 250–500 mM
imidazole

2.1.2 Methods When the protein of interest is in an insoluble form in the lysis
solution, a denaturant such as guanidinium chloride or urea can be
utilized to solubilize the proteins from the pellet. Adding the
IMAC resin to the lysis solution, the mixture is incubated with
gentle shaking at 4 �C for 1 h. The supernatant and the resin
precipitate are separated by centrifugation or filtration. The
IMAC resin is washed a few times using the wash buffer containing
the low concentration of imidazole (e.g., 10 mM), which is useful
for the removal of nonspecifically bound proteins (but it is also
important to note that in some cases, His-tagged proteins are
removed even at a low concentration of imidazole). Adding the
elution buffer containing 250 mM imidazole or more, IMAC resin
is incubated with gentle shaking at 4 �C for 1 h. The target protein
is eluted in the supernatant.

3 Glutathione S-Transferase Tag

Glutathione S-transferase (GST) is a major member of detoxifica-
tion enzymes [4]. GSTs are composed of three superfamilies: cyto-
solic, mitochondrial, and microsomal GST proteins. These GSTs
are also classified in terms of cytosolic and membrane-bound iso-
enzymes. There are five types of cytosolic enzymes, including alpha,
mu, pi, sigma, and theta isoforms. The microsomal GST isoforms,
delta, kappa, omega, and zeta isoenzymes, and the mitochondrial
superfamily are membrane bound. In the cellular signaling path-
ways, these GST proteins inhibit some kinases such as those of the
MAPK cascade, which regulates cell proliferation and death [2, 24].
Furthermore, GSTs can interact with glutathione (GSH) strongly
and regulate the oxidation/reduction environment in the cell.
GSH comprises three amino acids, Glu, Cys, and Gly. This peptide
plays an important role to protect cells from reactive oxygen species
such as peroxides and free radicals. The interaction between GST
and GSH is strong with the dissociation constant (Kd) at a nano-
molar level. Thus, using this high recognition ability, the GST
tag can be applied to GSH-based affinity chromatography.
The GST tag can be fused with the protein of interest either at
the N- or C-terminal. The GST tag sometimes exhibits the
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increment of stability and solubility of target proteins. Fusion with
GST can facilitate the proper folding of the target proteins because
GST is rapidly folded right after translation. After the lysis of the
host cells expressing the GST fusion proteins, the lysate is added to
the GSH resin, which is generally composed of agarose or sephar-
ose. GST-tagged proteins are immobilized on resins through the
interaction of the GST tag with GSH. Notably, the GST tag can
bind GSH at above pH 7, and thus, the buffer for the GST purifi-
cation is normally prepared at pH 8 or above. After washing the
resin to remove nonspecific proteins, the GST-tagged protein can
be purely eluted from the GSH resin by adding an excess of GSH.

3.1 Materials

and Methods

3.1.1 Buffers Lysis buffer 50 mM Tris pH 7.5, 150 mM NaCl, 0.02 % Triton
X-100

Wash buffer 50 mM Tris pH 8.0, 100 mM NaCl (~500 mM
NaCl)

Elution buffer 50 mM Tris pH 8.0, 100 mM NaCl, 20 mM reduced
glutathione (make fresh every time)

3.1.2 Methods 1. Lysis of E. coli cells by the ultrasonic sonicator or a French press
with the lysis buffer. Centrifuge the lysate at 20,000� g at 4 �C
for 10 min.

2. Filtrate the supernatant using a 0.22-μM pore size filter unit.

3. Wash the GSH resin with the wash buffer. Add 10 resin bed
volumes of the wash buffer and centrifuge the mixture until the
resin collects at the bottom. Remove and discard the superna-
tant. Wash the resin at least two more times with the wash
buffer.

4. Transfer the lysate to the tube that contains the GSH resin.
Incubate at 4 �C for 30–60 min with agitation.

5. Centrifuge and wash the resin three times with the wash buffer.

6. Add the elution buffer to the GSH resin. Incubate at 4 �C for
30 min and collect the supernatant. If desired, the elution can
be repeated multiple times.

4 Maltose-Binding Protein

Maltose-binding protein (MBP) is another popular protein tag,
similar to the abovementioned GST tag and polyhistidine tag.
MBP is composed of 388 amino acids (42 kDa) and works in the
E. coli maltose/maltodextrin system, which regulates the uptake
and catabolism of maltodextrin. This protein tag binds with the
“maltose,” as its name suggests, and, furthermore, can bind a few
similar sugar groups, such as trehalose and amylose [7, 33]. Almost
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all of the marketed resins are conjugated with amylose. Maltose is a
reduced disaccharide that consists of two α-glucose monomers
joined by the α-1,4 glycosidic bond, and amylose is its polymer.
In other words, MBP recognizes the maltose part of amylose.
Maltose has a higher affinity toward MBP than amylose; therefore,
maltose can be used as an elution compound by the competition of
the interaction between the amylose and MBP. Similar to the GST
tag, the MBP tag can induce the increment of the solubility and
stability in some cases. As a common vector system, the pMAL
vector can be purchased fromNew England Biolabs. In this system,
the MBP tag is located at the N-terminal side of the target protein
via a specific proteinase cleavage site.

5 Avidin/Biotin System

Avidin is a glycoprotein, approximately 70 kDa, first found in the
white of a chicken egg. The physiological functions of the avidin
protein in the egg have not been clarified. Biotin is one of the B-
group vitamins and is also known as vitamin H. In 1976, the
avidin–biotin interaction was first reported as a powerful tool in
biological science [14, 18]. The interaction is extremely strong
among noncovalent bonds, Kd ¼ 10�15 M; this affinity exhibits a
much higher value than antigen–antibody reactions [12]. Because
avidin is a tetrameric protein and its monomer can bind one biotin,
avidin can bind up to four biotins. Other biotin-binding proteins
such as streptavidin and neutravidin also have the ability to interact
with four biotin molecules. Streptavidin is derived from the bacteria
Streptomyces and thus does not require the sugar modification.
Neutravidin does not have any sugar chains, either. These proteins
do not interact with sugar-binding proteins such as lectins. Com-
bined with their neutral isoelectric point (pI), these proteins show
less nonspecific interactions compared to the avidin protein and are
suitable as an experimental tool. The interaction between avidin
and biotin is very rapid and nearly irreversible, so it can be used for
enzyme-linked immunosorbent assay (ELISA), immunocytochem-
istry, pull-down assays, and protein immobilization. Recently, this
interaction was modified and used extensively as a purification
system. It has become possible to use this interaction reversibly by
using desthiobiotin [15] and Strep-tag® composed of octapeptides
[40, 41]. Because these molecules or peptides have weaker affinities
against the avidin, biotin can be used as an additive for elution from
these avidin-related proteins.
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6 FLAG Tag

The FLAG tag consists of eight hydrophilic amino acids
(DYKDDDDK, from the N-terminus to the C-terminus) [9].
The developmental history of FLAG tag is rather unique. Some
other tags (e.g., myc and HA discussed below) are part of native
proteins and a monoclonal antibody was first isolated against the
proteins, then the epitope was characterized. In contrast, the FLAG
epitope was artificially designed first, and then monoclonal antibo-
dies were prepared. So far, monoclonal anti-FLAG antibodies, such
as M1, M2, and M5, have been developed and are commercially
available (i.e., Sigma-Aldrich). It is known that the aromatic amino
acid (tyrosine) of the FLAG tag is the major factor in tag–antibody
interactions [19], but each commercially available antibody has a
different epitope and affinity to the FLAG tag (Table 2). For
instance, if the α-amino group of the first amino acid of FLAG
tag is freely accessible, the M1 antibody binds with three to four
orders of magnitude higher affinity [37]. Combining the use of the

Table 2
The affinities of monoclonal antibodies (M1, M2, and M5) with different fusion positions of the FLAG
tag to the protein are shown

ND indicates not detected. “þþ” “þ” “weak” “�” indicate the binding affinity from strong to weak, and none
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FLAG tag with other tags leads to more efficient purification meth-
ods [25].

Elution of FLAG-tagged proteins from anti-FLAG antibody
can be performed by two different methods. One is a low-pH
elution method similar to other antibody-based purification sys-
tems. The other is elution by addition of 2–5 mMEDTA, which is a
mild elution procedure for many proteins. Furthermore, another
advantage is that the tag itself is cleaved by an enterokinase without
any insertion of additional amino acids because the sequence of
FLAG is recognized by the enzyme (Table 3). A weak point of the
system is that the monoclonal antibody matrix for purification is
not so stable as others, e.g., Ni2þ–NTA or streptavidin beads [43].

7 Myc Tag

The myc tag, EQKLISEEDL sequence, is a short tag derived from
the c-myc gene. Myc (c-Myc) is one of the transcription factors,
which regulates the cell cycle. The myc gene has been extensively
studied as an oncogene because the mutations in myc are found in

Table 3
Enzymes generally used for tag removal

Protease names and digestion site
Representative available
company Protease capture

Thrombin GE, Merck Millipore, Benzamidine–agarose

LVPRqGS SIGMA, Roche

Factor Xa GE, New England Biolabs, Benzamidine–agarose

I(D/E)GRq Roche

Enterokinase New England Biolabs, Trypsin inhibitor–agarose

DDDDKq Merck Millipore, Roche

TEV protease Promega, Nacalai, SIGMA Ni-NTA (6 His recombinant
TEV)

ENLYFQqG

PreScission GE GSTrap for GST fusion enzyme

LDVLFQqGP

HRV 3C Protease Takara, Merck Millipore,
Pierce

Ni-NTA (6 His recombinant
enzyme)

LEVLFQqGP

SUMO Protease Life Technologies, LifeSensors Ni-NTA (6 His recombinant
enzyme)

Recognize the tertiary structure of
SUMO
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many cancer cells. A monoclonal antibody, 9E10, which was raised
against the myc peptide in mice, is available from the noncommer-
cial Developmental Studies Hybridoma Bank [10, 20]. The agarose
gels or beads covalently linked with anti-myc tag antibody are also
commercially available from suppliers. The expression of myc fusion
proteins in several expression hosts, such as bacteria, yeasts, insect
cells, and mammalian cells, has also been successful. Purified c-myc-
tagged proteins have been crystallized [32]. The myc tag can be
fused to either the C-terminus or the N-terminus of a target
protein. It should be noted to avoid fusing the tag directly behind
the signal peptide of a secretory protein because it interferes with
correct intercellular trafficking.

8 Fc Tag

Fc fusion is also highly used for the expression and purification of
proteins. The immunoglobulin Fc domain is a 25 kDa protein with
a sugar modification for structural stability. Sugar modification
does not generally occur in prokaryotes: therefore, the expression
of Fc fusion proteins is normally performed in eukaryotic cells.
However, recent biotechnological developments have allowed us
to express Fc fusion proteins in E. coli by introducing Campylobac-
ter jejuni glycosylation machinery into E. coli and subsequent
enzymatic transglycosylation [27, 42]. Although the Fc regions
are originally located at the C-terminus of immunoglobulin, the
Fc tag can link to either the N-terminus or the C-terminus of target
proteins. Fc-tagged proteins can be utilized for pharmacological
purposes (Table 4) [6, 38]. The most important feature of the Fc
tag fusion is its ability to increase the protein half-life in the plasma,
extending the efficacy of drugs. This phenomenon is mainly
thought to be because of the following reasons: (1) Fc-tagged
proteins interact with the salvage neonatal Fc receptor (FcRn)
[39], and (2) larger molecules have slower renal clearance [23].
The attached Fc domain also enables the fused protein to interact
with Fc receptors (FcRs) expressed in immune cells, which is par-
ticularly important for their antibody-dependent cellular cytotoxic-
ity (ADCC) in oncological therapies and in the application for
vaccines [28, 34]. In addition, in regard to their biophysical fea-
tures, the Fc domain folds independently and can improve the
solubility and stability of the fused proteins both in vitro and
in vivo. Furthermore, the Fc region provides easy and cost-effective
purification by using protein G/A affinity chromatography [5].
Protein G and protein A are cell-surface proteins from Streptococcus
and Staphylococcus species, respectively. They have different binding
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affinities depending on the kind of immunoglobulins (Table 5).
Cleavage of the Fc domain from the Fc-tagged protein is performed
by papain. This enzyme specifically cleaves the hinge region
between the target protein and the Fc domain. Recently, for better
stability of the cleaved protein, a 3C protease cleavage site was
introduced into the hinge region because this enzyme has high
specificity and a low optimal reaction temperature [3].

Table 4
Fc fusion proteins used as drugs

Drug name Description Indication
Expression
system

Approved
year Company

Belatacept Modified CTLA-4
fused to the Fc
of human IgG1

Organ rejection Mammalian
and COS
cells

2011 Bristol-Myers
Squibb

Aflibercept Second Ig domain
of VEGFR1 and
third domain of
VEGFR2 fused
to the Fc of
human IgG1

Age-related
macular
degeneration

CHO cells 2011 Regeneron
Pharmaceuticals

Rilonacept IL-1R fused to the
Fc of human
IgG1

Cryopyrin-associated
periodic
syndromes

CHO cells 2008 Regeneron
Pharmaceuticals

Romiplostim Thrombopoietin-
binding peptides
fused to the Fc
of human IgG1

Thrombocytopenia
in chronic immune
thrombocytopenic
purpura patients

E. coli 2008 Amgen/Pfizer

Abatacept Mutated CTLA-4
fused to the Fc
of human IgG1

Rheumatoid
arthritis

Mammalian
cells

2005 Bristol-Myers
Squibb

Alefacept LFA-3 fused to the
Fc of human
IgG1

Psoriasis and
transplant
rejection

CHO cells 2003 Astellas Pharma

Etanercept Human p75 TNF
receptor fused
to the Fc of
human IgG1

Rheumatoid
arthritis

CHO cells 1998 Amgen/Pfizer
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9 SUMO Tag

Small ubiquitin-like modifier (SUMO) tag is a recently developed
tag that accelerates the solubility of the target protein. In Saccharo-
myces cerevisiae, the posttranslational modification of SUMO,
Smt3, provides proteins with wide biological function, such as
nuclear–cytosolic transport, transcriptional regulation, and apopto
sis [13]. In contrast to ubiquitin, which is a “tag” for degradation,
the SUMO tag often extends the lifetime of the proteins. When the

Table 5
The affinities of various kinds of immunoglobulins from several species with protein G or A

Immunoglobulins Affinity for protein A Affinity for protein G

Human IgG1 þþþþ þþþþ
Human IgG2 þþþþ þþþþ
Human IgG3 � þþþþ
Human IgG4 þþþþ þþþþ
Human IgM � �
Human IgA1 � �
Human IgA2 þ �
Human IgD � �
Human IgE � �
Mouse IgG1 þ þþþþ
Mouse IgG2a þþþþ þþþþ
Mouse IgG2b þþþ þþþ
Mouse IgG3 þþ þþþ
Mouse IgM � �
Mouse IgA � �
Mouse IgE � �
Rat IgG1 � þ
Rat IgG2a � þþþþ
Rat IgG2b � þþ
Rat IgG2c þ þþ
Bovine IgG1 � þþþ
Bovine IgG2 þþþ þþþ
Bovine IgA � �

The number of “þ” reflects the affinity strength. “�” indicates slight affinity

“�” indicates no binding affinity
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SUMO tag is used as an N-terminal fusion protein in prokaryotic
expression, SUMO promotes folding and structural stability, which
leads to enhanced functional production compared to untagged
protein [30, 31]. Furthermore, the SUMO tag itself has a unique
advantage that a SUMO-specific protease (S. cerevisiae UlpI) can
digest a Gly–Gly motif of the tag. Thus, the SUMO tag is widely
available in both prokaryotic and eukaryotic expression systems.
Recently, an engineered SUMO-based tag, SUMOstar, has been
established to enhance protein expression in eukaryotic cells
because the SUMOstar sequence could not be recognized by the
endogenous SUMO protease [22, 26, 35]. Instead of the conven-
tional SUMO protease, this SUMOstar tag could be cleaved by
engineered SUMOstar protease. Because of the recent usefulness of
the SUMO tag for protein crystals, this tag will become more
important and common in the future [1, 21, 29].

10 Other Tags

Hemagglutinin is well known as a surface protein in the human
influenza virus and is involved in the adhesion to host cells. The HA
tag consists of 9 amino acids, YPYDVPDYA, from the N-terminus
to C-terminus, corresponding to the 98–106 amino acid residues in
HA. HA monoclonal antibodies (and HA-antibody conjugated
agarose) for purification are commercially available.

The GFP tag is widely used to investigate the subcellular locali-
zation of a target protein by fluorescence microscopy and the
expression of exogenous proteins by FACS or Western blotting.
The expression and purification of GFP-tagged recombinant pro-
teins are not common owing to the problem of cost and the
amount of protein expression. Recently, it has been reported that
the GFP tag has been used for optimization of the expression and
purification of a eukaryotic membrane protein [8].

The 1D4 epitope is nine amino acids (TETSQVAPA) derived
from the intracellular C-terminus domain of bovine rhodopsin [17,
44]. Combining this epitope and the high-affinity 1D4monoclonal
antibody has established useful tools in antibody-based purifica-
tion, localization studies, and Western blot analysis of 1D4-tagged
proteins [11, 45]. Additionally, the 1D4 enrichment strategy offers
a highly specific, non-denaturing method for purifying membrane
proteins with yields and purities sufficient enough to use for struc-
tural characterization and functional proteomics applications [45].

11 Tag Digestion

Because tags described above have various characteristics, these
might affect the physicochemical properties of the target protein
fused with these tags. For example, the polyhistidine tag is
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composed of several consecutive histidine residues and thus confers
a high positive charge to the fusion proteins. Conversely, huge tags
such as GST and MBP might inhibit the enzyme activities of fusion
proteins through their steric hindrance. In these cases, tags can be a
useful tool for purification by avoiding undesired enzymatic func-
tion, but it is better to remove the tags for functional assays.
Generally, there is a linker composed of some amino acids between
a tag and a target protein, wherein the digestion sequences of some
proteases are inserted into the linker site. The linker can be used for
higher purification by removing tagged proteins from the resin by
specific proteases. Typical proteases are 3C protease, thrombin,
Factor Xa, and enterokinase (Table 3).

11.1 Removal

of Tags

An example of the removal of a tag with an enterokinase site is
shown below.

1. Dilute enterokinase in the storage buffer to prepare 0.01, 0.04,
0.1, 0.4, and 1 U/μl enterokinase solution.

2. Mix the following materials in a tube. The total volume should
be adjusted to 50 μl by the addition of an appropriate amount
of water.

10� reaction buffer 5 μl

Target protein 20 μg

Diluted enterokinase 5 μl

H2O X μl

Total volume 50 μl

3. Incubate the tube at room temperature (e.g., 25 �C).

4. Take a 10 μl aliquot after 2, 9, and 24 h of incubation. Each
aliquot is mixed with 10 μl 2� SDS-PAGE sample/loading
buffer for SDS-PAGE analysis.

5. Check the result of the tag cleavage by SDS-PAGE and decide
suitable reaction conditions (time and the protease
concentration).

6. Apply suitable reaction condition to a large amount of the
tagged protein.

7. Purify the cleaved protein by chromatography, such as gel
filtration chromatography.
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Chapter 5

Cell-Free Protein Production for Structural Biology

Takaho Terada, Seisuke Kusano, Takayoshi Matsuda, Mikako Shirouzu,
and Shigeyuki Yokoyama

Abstract

Cell-free protein synthesis using E. coli cell extracts has successfully been applied to protein sample
preparation for structure determination by X-ray crystallization and NMR spectroscopy. The standard
reaction solution for E. coli cell-free protein synthesis by coupled transcription-translation contains the
S30 extract of E. coli cells, T7 RNA polymerase, and the DNA template (either plasmid or PCR-amplified
linear DNA). Milligram quantities of proteins can be synthesized by the dialysis mode of the cell-free
reaction in several hours. The E. coli cell-free protein synthesis method is suitable for the production of
mammalian proteins, heteromultimeric protein complexes, and integral membrane proteins and features
numerous advantages over the recombinant protein expression methods with bacterial and eukaryotic host
cells. We present examples of structure determinations of mammalian and bacterial heteromultimeric
protein complexes prepared by the cell-free production method.

Keywords Cell-free protein synthesis, Escherichia coli, Protein complexes, Structure determination

1 Introduction

Proteins are synthesized in cells by translation of their messenger
RNAs (mRNAs), which are transcribed from the encoding genes.
Large-scale protein synthesis can be performed not only by the
recombinant DNA methods using host cells, such as Escherichia
coli, yeast, insect, and mammalian cells, but also by the cell-free
or in vitro protein synthesis methods. Cell-free protein synthesis
can be accomplished with cell extracts prepared from a variety
of organisms, including E. coli [1–10], wheat germ [11–13],
insects [14–16], and humans [17, 18]. The cell extracts contain
the ribosomes, transfer RNAs (tRNAs), various translation factors,
and downstream factors, such as molecular chaperones. As for
mRNA, cell-free translation may be performed by either using
separately prepared mRNA or coupling translation with transcrip-
tion from the template DNA (“coupled transcription-translation”)
by T7 or SP6 RNA polymerase [1, 2]. The reaction solution for
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cell-free protein synthesis contains the cell extract, the template
DNA for coupled transcription-translation or the pre-prepared
mRNA, the low-molecular-mass substrates such as amino acids,
the ATP regeneration system, and other components (Fig. 1).
The cell-free synthesis reaction in a tube (the batch mode) con-
tinues for about one hour (Fig. 1a). To produce larger amounts of
proteins, the reaction solution is dialyzed against the external solu-
tion containing the low-molecular-mass substrates (the dialysis
mode) (Fig. 1b) [3, 4, 8–10, 19]. In this dialysis mode, the synthe-
sis reaction continues for several hours, as the reaction solution is
replenished with the low-molecular-mass substrates through the
dialysis membrane, while the low-molecular-mass by-products are
removed by dialysis (Fig. 1b) [3, 4, 8–10, 19].

The cell-free protein synthesis method has a number of advan-
tages over conventional recombinant expression methods with host
cells. For example, physiologically toxic proteins can be synthesized
well by the cell-free method. The cell-free protein synthesis method
actually has a much longer history than that of the host-vector
recombinant protein expression, mainly for small-scale synthesis.
However, drastic improvements of the cell-free protein synthesis
method over the past decade have expanded its use for large-scale
protein preparation [8–10, 20–24]. In fact, target proteins are
frequently produced at levels of about 1 mg per ml cell-free reaction
solution [25, 26]. In the case of the E. coli cell-free method, 1 ml of
reaction mixture corresponds roughly to 50 ml of E. coli cell
culture. This high yield of the cell-free protein synthesis method

Fig. 1 Schematic illustration of the cell-free protein synthesis reaction modes. (a) The batch mode and (b) the
dialysis mode
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makes it cost-effective, and cell-free protein synthesis systems for
large-scale protein production are now commercially available. The
DNA template for mg quantity protein production by coupled
transcription-translation with an E. coli cell extract can be either a
pre-prepared plasmid or a PCR-amplified linear DNA template,
encoding the protein [27]. This “cloning-free” nature enhances
the efficiency of the cell-free method. For example, it only takes a
few hours to perform the steps from PCR to cell-free protein
synthesis [22–24, 27, 28]. Thus, the cell-free protein synthesis
method has become one of the standard methods for protein
sample preparation.

For structural biology, the cell-free synthesis method used to be
regarded as the “salvage” method, which was only tried when other
methods were unsuccessful. In contrast, the cell-free method is now
considered as the “first-line” method for structural biology, which
should be tried before other methods because of its various advan-
tages over recombinant DNA methods using live host cells. First of
all, large amounts of highly purified, homogeneous proteins are
characteristically needed for structural biology analyses by X-ray
crystallography and nuclear magnetic resonance (NMR) spectros-
copy. In this regard, the cell-free protein synthesis method using
the E. coli cell extract is much more suitable for mammalian protein
production, in terms of both quality and quantity, than the host
cell-based recombinant expression methods and cell-free synthesis
methods using eukaryotic cell extracts. For example, E. coli cells
may be engineered at the genome level, to tag a nuclease for
removal from the cell extract [29]. Therefore, the E. coli cell-free
method is by far the most frequently chosen for structural biology.

Naturally, the cell-free protein synthesis system is “open” with
respect to the addition or subtraction of components. Many para-
meters, such as the reaction temperature, the incubation time, and
the substrate and template concentrations, can be optimized easily.
Intra- and intermolecular disulfide bonds may be formed by
controlling the redox status of the reaction solution. Molecular
chaperones may be added to the reaction solution, in order to
facilitate proper folding. The cell-free protein synthesis method is
suitable for the production of protein complexes consisting of two
or more different components or subunits [30]. First, the compo-
nents can be co-expressed simply by including their templates in
stoichiometric amounts in the reaction solution, which is more
strictly controllable than the cell-based recombinant methods.
Moreover, a larger number of components may be co-expressed
by the cell-free methods than by the recombinant cell-based meth-
ods. Otherwise, protein complexes may be reconstituted in a step-
wise manner; for example, one or more components may be
synthesized in the presence of a subcomplex consisting of the
others [30]. Proteins can also be synthesized in complex with
ligand(s), such as a low-molecular-mass cofactor, zinc ion [31],
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substrate, inhibitor, peptide fragment of the binding partner pro-
tein, and nucleic acids [30]. The formation of such complexes
frequently improves the qualities of the products with respect to
proper folding, as compared with the synthesis of the proteins by
themselves. Furthermore, the cell-free synthesis of membrane pro-
teins is particularly more advantageous than the recombinant cell-
based methods, as described in Chap. 7.

For structural biology, the flexibility of the cell-free method in
terms of nonstandard amino acids is very useful. For the multiwave-
length anomalous diffraction (MAD) method in protein crystallog-
raphy, the methionine residues in the protein may be almost
completely replaced with selenomethionine, simply by using the
same cell extract and selenomethionine in place of methionine in
the reaction and external solutions [20, 23, 24, 32], while the
recombinant expression method uses a methionine auxotrophic
mutant strain of E. coli. Stable isotope (SI) labeling of proteins
with nitrogen-15 (15N), carbon-13 (13C), and/or deuterium
(2H) for NMR measurements can easily be performed by cell-free
protein synthesis [5, 7–9, 21–24, 28, 31]. Uniform SI labeling of
proteins may be accomplished by using a mixture of uniformly
labeled amino acids [8]. In addition, a variety of selective labeling
techniques have been developed, using the advantages of the cell-
free synthesis method [5, 7, 8, 33, 34]. For instance, unnatural
amino acids may be incorporated site specifically into proteins by
the cell-free method, using an engineered pair of a tRNA, specific to
a special codon such as the UAG “stop” codon, and an aminoacyl-
tRNA synthetase, specific to the unnatural amino acid [35–38].
The engineered pair of tRNA and pyrrolysyl-tRNA synthetase from
Methanosarcina mazei was used, along with an extract of the E. coli
RFzero strain [39], which lacks the gene-encoding release factor 1
recognizing the UAG and UAA stop codons, to introduce an
epigenetic modification, acetyl-lysine, at four sites in the human
histone H4 N-terminal tail [38].

Table 1 summarizes the structures of proteins produced by our
group, using the cell-free method with the E. coli cell extract,
deposited in the Protein Data Bank (PDB) as of June 22, 2015.
The organisms range from human and mouse to viruses and bacte-
ria. The number of NMR structures is much larger than that of the
X-ray crystallographic structures, because most of the NMR struc-
tures were determined for human and mouse functional domains in
the framework of the Japanese structural genomics project, “The
Protein 3000 Project,” from 2002 to 2007 [40–42]. We have
deposited about 100 crystallographic structures of human and
mouse proteins in the PDB, and eight of them are heteromulti-
meric protein complexes. For the human and mouse proteins with
crystal structures determined with cell-free-produced samples, the
average molecular masses are about 40 kDa. Therefore, the cell-free
synthesis method is applicable for much larger proteins than the
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functional domains analyzed by NMR spectroscopy (12 kDa).
Table 2 summarizes the structures of proteins produced by the
cell-free method using wheat germ extract, from The Center for
Eukaryotic Structural Genomics (USA), deposited in the PDB as of
January 13, 2015. We expect that the E. coli cell-free protein
synthesis method will be used more extensively in the future,
particularly for difficult proteins, such as mammalian proteins,
protein complexes, and membrane proteins.

Table 1
The numbers of PDB-deposited structures of proteins produced by E. coli
cell-free protein synthesis method in our group (Deposited from Apr. 2001
to Dec. 2014)

Source organism X-ray NMR

Vertebrate

Homo sapiens 74 1029

Mus musculus 30 261

Rattus rattus 1

Invertebrate 1 4

Yeast 2

Plant 1 33

Bacteria 17 3

Virus 5

Total 128 1333

Table 2
The numbers of PDB-deposited structures of proteins produced by the
wheat germ cell-free synthesis method (Available from http://www.
uwstructuralgenomics.org/structures.htm, accessed on Jun. 22, 2015)

Source organism X-ray NMR

Vertebrate

Homo sapiens 1 5

Mus musculus 1

Danio rerio 2

Plant 3 9

Bacteria 1

Total 5 17
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2 Cell-Free Protein Production Methods for Structural Biology

2.1 Workflow of

Cell-Free Protein

Production

The overall workflow of cell-free protein production is shown in
Fig. 2. The preliminary experiment is performed through small-
scale reactions to optimize various conditions. Using these opti-
mized conditions, the reaction scale can be increased to the large-
scale protein production. Selenomethionine and stable isotope-
labeled amino acids may be used to label the product for X-ray
crystallography and NMR spectroscopy, respectively.

2.2 Template DNA for

Cell-Free Coupled

Transcription-

Translation

The template DNA for cell-free coupled transcription-translation in
the E. coli extract contains the coding region of the target protein
and the flanking sequences for transcription, translation, and puri-
fication. A typical template DNA is shown in Fig. 3. The flanking
sequences may be provided by the plasmid vector or PCR primer
(s). The two-step PCRmethod [27] is useful to efficiently construct
the designed template DNA and particularly for the preparation of
a large number of constructs for comparison. The tag is selected by
considering not only the ease of purification but also the folding
and/or solubility, from a variety of tags, such as 6�histidine (6His),

DNA Template

Preliminary Experiment
Small-scale dialysis-mode cell-free synthesis

Sample Preparation
Large-scale dialysis-mode cell-free synthesis

Selenomethionine incorporation for X-ray crystallography

Stable-isotope labeling for NMR spectroscopy

Purification

Structure Determination

X-ray crystallography

NMR

Fig. 2 Workflow of the cell-free protein production
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streptavidin-binding peptide (SBP), glutathione-S-transferase
(GST), maltose-binding protein (MBP), and small ubiquitin-
related modifier (SUMO). The template DNA, in the form of
either plasmid DNA or PCR-amplified linear DNA, may be used
in the cell-free reaction. The use of a linear template DNA signifi-
cantly shortens the total duration of the experiment, and a higher
protein yield is generally obtained with the use of plasmid DNA. In
the latter case, the plasmid DNA must be well purified with a
commercially available kit (Qiagen, Promega, etc.).

2.3 E. coli Cell-Free

Protein Synthesis

System

The S30 fraction (the supernatant fraction obtained after cell dis-
ruption and centrifugation at 30,000 � g) of E. coli cells is used as
the cell extract for cell-free protein synthesis. We usually use the S30
extract of E. coli strain BL21 CodonPlus-RIL (Agilent Technolo-
gies), containing extra copies of the genes encoding minor tRNAs
[10, 43]. Various kits for cell-free protein synthesis with E. coli cell
extracts are commercially available, and those suitable for structural
biology sample preparation should be chosen. For structural biol-
ogy purposes, the cell-free protein expression kit “Musaibo-Kun”
(Taiyo Nippon Sanso, Japan), “iPE Kit” (Sigma-Aldrich, USA),
and the Remarkable Yield Translation System (RYTS) Kit (Protein
Express, Japan) are useful and based on the method by Kigawa et al.
[9]. The RTS 100 E. coliHYKit (Biotechrabbit GmbH, Germany),
the EasyXpress Protein Synthesis Kit (QIAGEN, The Netherlands),
and the S30 T7 High-Yield System (Promega, USA) are also suit-
able. Some products are optimized for special purposes, such as the
use of a linear template DNA and disulfide bond formation. To
facilitate proper folding, we prepare the S30 extract from E. coli
BL21 cells expressing a set of E. coli chaperones (DnaK/DnaJ/
GrpE and/or GroEL/GroES) in addition to the minor tRNAs for
rare codons, such as AGA/AGG, AUA, and CUA. Notably, non-
natural amino acids can be incorporated into proteins in response to
UAG codons much more efficiently by using the S30 extract of the
E. coli RFzero strain, which lacks the release factor 1 gene [35, 36].
The detailed protocols for E. coli cell extract preparation have been
published [9, 10, 29].

Protease cleavage-site sequence 

T7 Promoter RBS Tag Coding Sequence T7 TerminatorTag
5’ 3’

Fig. 3 Typical design of the template DNA for coupled transcription-translation in E. coli cell-free protein
synthesis. The sequence encoding the target protein (coding sequence) and the preceding RBS (ribosome-
binding site) for translation are flanked on the 50 and 30 sides by the T7 Promoter and T7 Terminator
sequences, respectively. The N- and/or C-terminal tag sequence (usually including a protease cleavage site
sequence) may be introduced not only for detection and purification but also for increasing folding and/or
solubility
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2.4 Cell-Free Protein

Synthesis Reaction

Solution

The reaction solution for E. coli cell-free coupled transcription-
translation contains the E. coli S30 extract, the DNA template,
the T7 RNA polymerase, and the substrates for transcription and
translation. The components of the standard reaction solution are
listed in Table 3. The order of the components in Table 3 roughly
corresponds to that used to set up the reaction solution. For
transcription, T7 RNA polymerase, prepared as reported in [44],
is used. For translation, the S30 extract is prepared in 10 mM Tris-
acetate buffer (pH 8.2), containing 60 mM potassium acetate,
16 mM magnesium acetate, and 1 mM DTT, and used at a final
concentration of 30 % (v/v) in the reaction solution. The S30
extract contains the endogenous tRNAs from E. coli cells, but is
supplemented with E. coliMRE600-derived tRNA (Roche Applied
Science, 109550). The low-molecular-mass component mixture
solution, low-molecular-weight creatine phosphate tyrosine
(LMCPY), contains 160 mM HEPES-KOH buffer (pH 7.5),
4.13 mM L-tyrosine, 534 mM potassium L-glutamate, 5 mM
DTT, 3.47 mM ATP, 2.40 mM GTP, 2.40 mM CTP, 2.40 mM
UTP, 0.217 mM folic acid, 1.78 mM cAMP, 74 mM ammonium
acetate, and 214 mM creatine phosphate. The other amino acids
besides L-tyrosine, which is included in LMCPY, are provided as
“A.A.(-Y)”, containing 10 mM DTT and 20 mM each of the 19
amino acids, as shown in Table 3.

As DTT is used in the standard reaction solution, protein
synthesis is fundamentally performed under reducing conditions,
whereas the use of DTT-free LMCPY is recommended for the
production of disulfide bond-forming proteins, such as secreted

Table 3
Standard composition of the E. coli cell-free protein synthesis reaction
solution

Reagent Stock conc Final conc

LMCP(Y) 37.33 % (v/v)

NaN3 5 % (w/v) 0.05 % (w/v)

Mg(OAc)2 1.6 M 9.28 mM

A.A.(-Y) 20 mM 1.5 mM each

tRNA 17.5 mg/ml 0.175 mg/ml

Creatine kinase 3.75 mg/ml 0.25 mg/ml

S30 extract 30 % (v/v)

T7 RNA polymerase 10 mg/ml 66.7 μ g/ml

Other factors

Milli-Q water To the desired volume
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proteins and membrane proteins, as described in the next section
(Sect. 2.5). The optimal magnesium concentration depends to
some extent on the target proteins, and it should therefore be
optimized for each target protein, in the range of 5–20 mM. For
ATP regeneration, creatine kinase and its substrate, creatine phos-
phate, are used. The optimal DNA template concentration for
coupled transcription-translation should be determined by a pre-
liminary small-scale cell-free experiment.

2.5 Protein Folding Metal Ligation, Ligand Binding, and Complex Formation: For Zn-
binding proteins, an appropriate concentration (usually around
50 μM) of ZnCl2 or ZnSO4 should be added [30, 31]. Ligand-
binding proteins are synthesized in the presence of the ligand
(cofactor, substrate, inhibitor, etc.) in the reaction solution, since
the ligand is expected to help the protein fold properly. For protein
complex formation, two or more DNA templates are simulta-
neously used. The ratio of these templates should be adjusted
prior to the large-scale cell-free production [30].

Molecular Chaperones: To facilitate correct folding, appropriate
molecular chaperones [45] are prepared separately, and their mix-
ture is added to the cell-free reaction. Otherwise, the S30 extract for
the correct folding of the target protein(s) and protein complex(es)
should be added. Among the E. coli chaperones [45], DnaK/
DnaJ/GrpE and GroEL/GroES may function in the early and
late stages, respectively, of chaperone-assisted protein folding.
Therefore, single and/or dual uses of the two sets of chaperones
in the cell-free protein synthesis are usually tested for precipitating
or aggregating proteins.

Disulfide Bonds: For disulfide bond-containing proteins, cell-free
synthesis is performed under more oxidative redox conditions
than the standard conditions. The ratio between reduced glutathi-
one (GSH) and oxidized glutathione (GSSG) may be optimized, by
testing ratios between 1:9 and 9:1. A disulfide isomerase [46], such
as E. coliDsbC, is usually added to facilitate proper protein folding.
E. coli Skp [47, 48] may be used as a chaperone in addition to
DsbC.

Reaction Temperature: For proper protein folding, the incubation
temperature may be selected according to the efficiency of folding
in the range of 15–37 �C, while the standard temperature is about
25 �C.

2.6 Amino Acid

Labeling for Structure

Determination

Selenomethionine Incorporation for X-ray Crystallography: Seleno-
methionine-substituted proteins for MAD phasing can be obtained
by cell-free protein synthesis, in which the L-methionine in the
reaction and external solutions is simply replaced by L-
selenomethionine. The amino acid mixture lacking L-methionine
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and the 20 mM selenomethionine solution with 10 mM DTT are
prepared separately and used in place of the standard amino acid
mixture. Selenocysteines may be used instead of selenomethionine
in the reaction solution and incorporated in place of cysteine in the
protein for the MADmethod. Iodine-/bromine-substituted amino
acids such as tyrosine can be incorporated into specified site(s) of
the protein, by using the “expanded genetic code system,” and may
also be used for MAD phasing [49].

Stable Isotope Labeling for NMR Spectroscopy: The production of stable
isotope (SI)-labeled protein samples for multinuclear NMR spec-
troscopy is performed by replacing the amino acid(s) to be labeled
in the cell-free reaction solution with SI-labeled ones. The mixture
solution containing 10 mMDTT and 20 mM each of the SI-labeled
amino acids should be used. Uniform SI labeling of proteins is
accomplished with mixtures of the 20 amino acids uniformly
labeled with 15N, 13C, and/or 2H. Amino acid-selective SI labeling
with respect to one or several kinds of amino acids can be performed
more easily by the cell-free method than by the conventional
recombinant method, because the SI scrambling between amino
acids is minimized in the cell-free reaction. The cell-free protein
synthesis method is quite useful for the stereo-array isotope labeling
(SAIL) method [50]. We developed a cell-free system that utilizes
potassium D-glutamate in place of L-glutamate, for efficient SI
labeling [21, 34].

2.7 Reaction Modes

of Cell-Free Protein

Synthesis

The Batch and Dialysis Modes: The cell-free coupled transcription-
translation may be performed in either the batch or dialysis mode
(Fig. 1). The batch mode of cell-free protein synthesis is the sim-
plest: the reaction is performed by incubating the reaction solution
in a container, such as a test tube. In the reaction solution, the low-
molecular-mass substrates for coupled transcription-translation and
ATP regeneration become exhausted and by-products accumulate.
Thus, the batch reaction reaches a plateau in a few hours. In order
to achieve higher yields, the dialysis-mode cell-free synthesis reac-
tion is performed by placing the reaction solution in a compartment
with a dialysis membrane, such as a dialysis bag, and incubating it
with the external solution, containing the same low-molecular-mass
components as those in the reaction solution. In this mode, the
substrates and the by-products are continuously provided and
removed, respectively, by the external solution through the dialysis
membrane. In the standard conditions, the molecular weight cutoff
of the dialysis membrane is 10–15 kDa, and the ratio of the volume
of the external solution to that of the reaction solution is equal to or
greater than 10. Therefore, the protein synthesis reaction continues
much longer in the dialysis mode than in the batch mode. The
synthesis yield at 25–30 �C may reach 1–5 mg/ml reaction in
3–4 h. In practice, we usually stop the reaction at 3–4 h to avoid
denaturation of the products, although it may continue longer. For
synthesis at 15 �C, the reaction may be continued up to overnight.
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For large-scale structural biology sample preparation, the cell-
free synthesis reaction is performed in the dialysis mode, usually
with a 1–10ml reaction solution, while difficult targets such as large
complexes and membrane proteins may be synthesized with a 30ml
or larger reaction solution. We recommend optimizing the con-
struct and the conditions of the cell-free synthesis reaction, by
performing small-scale reactions (5–30 μl) prior to the large-scale
synthesis. For example, multiple PCR-amplified linear template
DNAs encoding protein constructs with different terminal dele-
tions may be generated and tested, with no cloning steps, by small-
scale cell-free synthesis in multi-well plates, in either the batch or
dialysis mode. Typically, multiple dialysis-mode cell-free reactions
are performed in 96-well plates equipped with a dialysis membrane,
and the volumes of the reaction solutions are 5 μl per well. The
optimal construct/conditions are selected with respect to the yield,
the solubility, etc., toward the larger-scale cell-free production, as
described above, for structure determination.

2.8 Purification of

Synthesized Proteins

After the large-scale protein synthesis reaction, the product is pur-
ified by affinity chromatography, incubated with the specific prote-
ase to cleave the affinity tag, and then purified again with the affinity
column to remove the affinity-tag peptides. When the protease is
fused with the same affinity tag without the cleavage site, the
affinity-tagged protease can be removed together with the
affinity-tag peptides in one step. The resultant fraction is subjected
to further ion-exchange chromatography and gel-filtration chro-
matography for X-ray analysis.

3 Examples of Heteromultimeric Complexes Produced by the Cell-Free Method
for Structure Determination

The cell-free protein synthesis method is highly advantageous for
the production of heteromultimeric complexes consisting of two or
more different component proteins [30]. Here, we describe several
examples of cell-free heteromultimeric proteins produced for struc-
tural biology.

3.1 DOCK2lELMO1 DOCK2 (dedicator of cytokinesis 2), which is specifically expressed
in hematopoietic cells, activates the small GTP-binding protein Rac
and thereby plays a critical role in cellular signaling events. The
formation of a complex between DOCK2 and ELMO1 (engulf-
ment and cell motility 1) is required for DOCK2-mediated Rac
signaling. In 2012, we identified the regions of DOCK2 and
ELMO1 required for their association and determined the complex
structure by the following experimental strategies [51].
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First, the N-terminal SH3 domain of human DOCK2 was
found to bind to the C-terminal Pro-rich sequence of human
ELMO1. Therefore, 87 differently designed DNA fragments
encoding the human DOCK2 SH3 domain, with a human
ELMO1 Pro-rich sequence peptide fused to its N- or C-terminus
(Fig. 4a), were generated by PCR. The fragments were cloned into
the pCR2.1 vector (Invitrogen) as fusions with an N-terminal
histidine tag (a modified HAT tag) and a tobacco etch virus
(TEV) protease cleavage site. Among these constructs, one fusion
construct including an ELMO1 peptide (residues 697–722) fused
to the N-terminus of the DOCK2 SH3 domain (residues 8–70)
(designated as the DOCK2 SH3-ELMO1 peptide fusion protein)
was selected as a suitable construct for NMR analysis, after checking

Fig. 4 Structures of the interactive regions of DOCK2 and ELMO1. (a) The domain organizations of DOCK2 and
ELMO1. The red and blue bars indicate the DOCK2 and ELMO1 regions included in the fusion construct for
NMR. The orange and green bars indicate the regions co-expressed for crystallization. (b) The NMR structure
of the DOCK2 SH3-ELMOl peptide fusion protein (PDB ID: 2RQR) (ribbon representation). The DOCK2 SH3
domain and the ELMO1 peptide are colored red and blue, respectively. (c) The crystal structure of the DOCK2
(1–177)lELMOl(532–727) complex (PDB ID: 3A98) (ribbon representation). The DOCK2(1–177) and ELMOl
(532–727) proteins are colored orange and green, respectively
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the productivity and solubility of the constructs by the small-scale
dialysis-mode of cell-free protein synthesis.

For NMR structure determination, the 13C/15N-labeled
DOCK2-ELMO1 peptide fusion protein was prepared by the
large-scale dialysis-mode cell-free method. The solution structure
determined by NMR (Fig. 4b, PDB ID: 2RQR) confirmed that the
C-terminal Pro-rich region, especially P714-x-x-P717, of ELMO1
interacts with the SH3 domain of DOCK2, and prompted us to
investigate the more detailed interactions between DOCK2 and
ELMO1 by X-ray crystallography.

To identify the precise interacting regions of DOCK2 and
ELMO1, a variety of N-terminal fragments of DOCK2 (residues
1–160, 1–177, 1–190, 9–160, 9–177, 9–190, 21–160, 21–177,
and 21–190) and C-terminal fragments of ELMO1 (residues
532–717, 541–717, 550–717, 532–727, 541–727, and
550–727), with the N-terminal histidine tag (a modified HAT
tag) sequence and the TEV cleavage site sequence, were generated
by the two-step PCR method [27]. Using these PCR products as
the templates for the small-scale dialysis-mode cell-free synthesis
reactions, co- and separate protein expression studies were con-
ducted. Among the above fragments, the DOCK2(1–177) frag-
ment, consisting of the SH3 domain and the flanking region, and
the ELMO1(532–727) fragment, consisting of the PH domain and
the Pro-rich sequence, were selected as suitable fragments for crys-
tallographic analyses and separately cloned into the pCR2.1 vector.
By co-expression of the DOCK2(1–177) and ELMO1(532–727)
fragments by the large-scale dialysis-mode cell-free synthesis
method, the DOCK2(1–177)lELMO1(532–727) complex pro-
tein was obtained in a soluble, selenomethionine-labeled form,
whereas the DOCK2(1–177) fragment alone precipitated during
the cell-free synthesis. The DOCK2(1–177)lELMO1(532–727)
complex protein, purified by histidine-tag affinity chromatography,
histidine-tag cleavage with TEV protease, ion-exchange chroma-
tography, and gel-filtration chromatography, was crystallized and
the structure was determined at 2.1-Å resolution, as shown in
Fig. 4c (PDB ID: 3A98, Structure Weight: 89,622.52). The
complex structure revealed the structural basis for the mutual relief
of DOCK2 and ELMO1 from their autoinhibited forms.

3.2 Rab27BlSlac2-a Rab27A is required for actin-based melanosome transport in mam-
malian skin melanocytes. Rab27A (221 residues) and its isoform
Rab27B (218 residues) bind to several effectors in common,
including their specific effector, Slac2-a/melanophilin (590
residues).

We chose a C-terminally truncated form of the GTPase-
deficient mutant Rab27B(Q78L) (residues 1–201; designated sim-
ply as Rab27B(1–201) hereafter) and the minimum effector region
of Slac2-a that specifically binds to the GTP-bound form of Rab27
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(residues 1–146; designated as Slac2-a(1–146)) and produced their
complex, Rab27BlSlac2-a, by the E. coli cell-free production
method. First, two PCR-amplified DNA fragments encoding the
proteins were independently cloned into the pCR2.1 vector (Invi-
trogen), as fusions with an N-terminal histidine tag (a modified
HAT tag) and TEV protease cleavage site. The selenomethionine-
labeled Rab27BlSlac2-a complex was obtained in a soluble form by
the cell-free co-expression synthesis method, with 50 μM ZnCl2
present in the reaction solution. The Rab27BlSlac2-a complex was
stable and monomeric with 1:1 stoichiometry, as determined by gel
filtration. The purified Rab27BlSlac2-a complex was crystallized
and the structure was determined at 3.0-Å resolution, as shown
in Fig. 5 (PDB ID: 2ZET, Structure Weight: 83,464.15). The
crystal structure revealed the residues involved in the specific
Rab27BlSlac2-a interaction [52].

3.3 V-ATPase By using cell-free synthesized protein complex samples, high-
quality structures of the Enterococcus hirae V1-ATPase A3B3 [53],
DF [54, 55], and A3B3DF [53–55] complexes were determined by
X-ray crystallography.

The PCR-amplified DNA fragments encoding the E. hirae V1-
ATPase subunits A, B, D, and F (Eh-A, -B, -D, -F) were indepen-
dently subcloned into the pCR2.1 vector (Invitrogen). These sub-
unit proteins could only be expressed in the soluble forms by co-
expression, and they formed the stoichiometric complexes by the
cell-free protein synthesis method. To form the stable subcomplex
and whole complex, the optimum concentrations of the plasmid

Rab27B

Slac2-a
Zn

Zn

Mg

GTP

Fig. 5 Crystal structure of the Rab27BlSlac2-a complex. Ribbon representation
of the Rab27BlSlac2-a complex structure (PDB ID: 2ZET). Rab27B is colored red,
orange, and yellow. Slac2-a is colored cyan. Zn2+, GTP, and Mg2+ are
represented by spheres
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DNA templates were determined by small-scale cell-free
expression.

To promote X-ray crystallographic analyses, the
selenomethionine-substituted Eh-A3B3 [53] and Eh-DF [54, 55]
proteins were synthesized by the large-scale dialysis-mode E. coli
cell-free method. The Eh-A3B3DF complex (Fig. 5.6, PDB ID:
3VR4, Structure Weight: 399,405.1) [53] was reconstituted from
the Eh-A3B3 [53] and Eh-DF [54, 55] subcomplexes.

Using 27 mL of the cell-free reaction solution, more than
15 mg of the purified complex proteins were produced [54, 55].

3.4 Complexes of

Disulfide-Bonded

Proteins

Disulfide bond formation is required for the correct folding and
structural stabilization of secreted and membrane proteins [56].
Cells have protein-folding catalysts to ensure that the correct pairs
of cysteine residues interact during the folding process [57]. These
enzymatic systems are located in the endoplasmic reticulum (ER) of
eukaryotes and the periplasm of Gram-negative bacteria [58]. In
bacteria, electron transfer occurs through cascades of disulfide

Fig. 6 Crystal structure of the E. hirae V-ATPase A3B3DF complex. Ribbon representation of the E. hirae
V-ATPase A3B3DF complex (PDB ID: 3VR4)
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bond formation/reduction between a series of proteins (DsbA,
DsbB, DsbC, and DsbD) [46]. However, the overproduction of
disulfide-bonded proteins by E. coli cells tends to result in precipi-
tation, aggregation, or inclusion body formation, thus requiring
protein solubilization and refolding.

We applied the cell-free synthesis method to the large-scale
preparation of a variety of heterodimeric complexes of disulfide-
bonded proteins and determined their crystal structures, including
the complexes such as (1) the extracellular domains (ECDs) of the
calcitonin receptor-like receptor (CLR) and the receptor activity-
modifying protein 2 (RAMP2) [the adrenomedullin 1 (AM1)
receptor] [59] and (2) the secreted homodimeric interleukin-5
(IL-5) and the IL-5 receptor α-subunit (IL-5RA) ECDs [60].
Human CLR (residues 23–136, including three pairs of Cys resi-
dues forming disulfide bonds) and human RAMP2 (residues
56–139, including two pairs of Cys residues forming disulfide
bonds) were cloned into the TA vector pCR2.1TOPO (Life Tech-
nologies). The CLR and RAMP2 ECDs were produced as fusions
with an N-terminal histidine tag and a TEV cleavage site. The
selenomethionine-labeled proteins were synthesized by the E. coli
cell-free method, using the large-scale dialysis mode [9, 22]. The
CLR and RAMP2 ECDs both precipitated during synthesis. The
precipitated proteins were denatured with 50 mM Tris-HCl buffer
(pH 8.3), containing 8 M guanidine hydrochloride and 20 mM
DTT, and were refolded together (co-refolded) by rapid dilution
into 50 mM Tris-HCl buffer (pH 8.3), containing 1 M arginine
hydrochloride, 5 mM reduced glutathione, and 0.5 mM oxidized
glutathione. The co-refolded CLRlRAMP2 ECD complex was
successfully purified to homogeneity by chromatography, after the
affinity tags were enzymatically removed by TEV protease. The
disulfide bonds were properly formed during the co-refolding pro-
cess. By a similar method, human IL-5 (residues 23–134, including
two pairs of Cys residues for disulfide bonding per subunit) and
human IL-5RA (residues 21–335, including three pairs of Cys
residues for disulfide bonding) were synthesized and co-refolded.
The co-refolded IL-5lIL-5RA ECD complex was also successfully
purified [60].

For larger proteins and more difficult complexes with numer-
ous disulfide bonds, co-translational disulfide bonding is necessary.
The openness of the cell-free system offers direct and flexible
control of the reaction environment to promote proper disulfide-
bond formation. Several groups have developed cell-free synthesis
methods for disulfide-bonded proteins, based on crude extracts
from E. coli, wheat germ, or insect cells [9, 22, 61–65]. To facilitate
disulfide-bond formation, glutathione buffer is used to control the
relatively oxidative environment. Usually, glutathione buffer is
composed of 0–5 mM oxidized glutathione (glutathione-S-S-glu-
tathione, GSSG) or a mixture of various ratios of oxidized
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glutathione (GSSG) and reduced glutathione (GSH). In addition,
incorrectly formed disulfide bonds are reshuffled by the addition of
0.2–0.8 mg/ml disulfide isomerase, DsbC, or another protein
disulfide isomerase (PDI). To favor disulfide bond formation, the
reducing agent should be removed to maintain the oxidizing con-
ditions. In fact, by the cell-free co-expression method, the above-
mentioned CLRlRAMP2 ECD complex can be produced in the
disulfide-bonded and soluble form without refolding (the final
yield is 0.3 mg purified complex protein/ml reaction solution).

The cell-free synthesis method enables the efficient synthesis of
antibody fragments by co-expression of the heavy chain (Hc) and
light chain (Lc) genes encoding the Fv or Fab fragment. Several
hundred micrograms of functional anti-human IL-23 single-chain
Fv and anti-human IL-13α1R Fab fragment were produced from a
1 ml batch reaction [66, 67]. Intact mouse IgG1 against human
creatine kinase was successfully produced, although the productiv-
ity was relatively low (0.5 μg/ml reaction) even with the dialysis-
mode cell-free system [68]. Structural analyses require milligram
quantities of protein samples. The batch-mode cell-free synthesis
method is unable to produce sufficient amounts for this purpose.
For large-scale disulfide-bonded protein production, the dialysis-
mode cell-free synthesis method has been improved. For example,
3.3 mg/ml of human lysozyme-C was obtained from 1 ml reaction
solution in 6 h [69]. This method can be applied to produce
antibody fragments, including Fv, scFv, and Fab, for structural
analysis.

Acknowledgments

We thank Mr. K. Ake, Ms. T. Imada, andMs. T. Nakayama for their
assistance in the manuscript preparation. This work was supported
by the RIKEN Structural Genomics/Proteomics Initiative (RSGI),
the National Project on Protein Structural and Functional Analyses,
the Targeted Proteins Research Program, and the Platform for
Drug Discovery, Informatics, and Structural Life Science, of the
Ministry of Education, Culture, Sports, Science and Technology
(MEXT) of Japan (to S.Y.).

References

1. Zubay G (1973) In vitro synthesis of protein in
microbial systems. Annu Rev Genet 7:267–287

2. Pratt JM (1984) Coupled transcription-
translation in prokaryotic cell-free system. In:
Hames BD, Higgins SJ (eds) Transcription
and translation. IRL Press, Washington, DC,
pp 179–209

3. Spirin AS, Baranov VI, Ryabova LA et al
(1988) A continuous cell-free translation

system capable of producing polypeptides in
high yield. Science 242:1162–1164

4. Kigawa T, Yokoyama S (1991) A continuous
cell-free protein synthesis system for coupled
transcription-translation. J Biochem
110:166–168

5. Kigawa T, Muto Y, Yokoyama S (1995) Cell-
free synthesis and amino acid-selective stable

Cell-Free Protein Production for Structural Biology 99



isotope labeling of proteins for NMR analysis. J
Biomol NMR 6:129–134

6. Kim DM, Kigawa T, Choi C-Y et al (1996) A
highly efficient cell-free protein synthesis sys-
tem from Escherichia coli. Eur J Biochem
239:881–886

7. Yabuki T, Kigawa T, Dohmae N et al (1998)
Dual amino acid-selective and site-directed
stable-isotope labeling of the human c-Ha-
Ras protein by cell-free synthesis. J Biomol
NMR 11:295–306

8. Kigawa T, Yabuki T, Yoshida Y et al (1999)
Cell-free production and stable-isotope label-
ing of milligram quantities of proteins. FEBS
Lett 442:15–19

9. Kigawa T, Yabuki T, Matsuda N et al (2004)
Preparation of Escherichia coli cell extract for
highly productive cell-free protein expression. J
Struct Funct Genomics 5:63–68

10. Kigawa T (2010) Cell-free protein preparation
through prokaryotic transcription-translation
methods. Methods Mol Biol 607:1–10

11. Madin K, Sawasaki T, Ogasawara T et al (2000)
A highly efficient and robust cell-free protein
synthesis system prepared from wheat
embryos: plants apparently contain a suicide
system directed at ribosomes. Proc Natl Acad
Sci U S A 97:559–564

12. Takai K, Endo Y (2010) The cell-free protein
synthesis system from wheat germ. Methods
Mol Biol 607:23–30

13. Takai K, Sawasaki T, Endo Y (2010) Practical
cell-free protein synthesis system using purified
wheat embryos. Nat Protoc 5(2):227–238

14. Tarui H, Imanishi S, Hara T (2000) A novel
cell-free translation/glycosylation system
prepared from insect cells. J Biosci Bioeng
90:508–514

15. Wakiyama M, Kaitsu Y, Yokoyama S (2006)
Cell-free translation system from Drosophila
S2 cells that recapitulates RNAi. Biochem Bio-
phys Res Commun 343:1067–1071

16. Suzuki T, Ezure T, Ito M et al (2009) An insect
cell-free system for recombinant protein
expression using cDNA resources. Methods
Mol Biol 577:97–108

17. Mikami S, Masutani M, Sonenberg N et al
(2006) An efficient mammalian cell-free trans-
lation system supplemented with translation
factors. Protein Expr Purif 46:348–357

18. Mikami S, Kobayashi T, Masutani M et al
(2008) A human cell-derived in vitro coupled
transcription/translation system optimized for
production of recombinant proteins. Protein
Expr Purif 62:190–198

19. Kim DM, Choi CH (1996) A semicontinuous
prokaryotic coupled transcription/translation

system using a dialysis membrane. Biotechnol
Prog 12:645–649

20. Kigawa T, Yamaguchi-Nunokawa E, Kodama K
et al (2002) Selenomethionine incorporation
into a protein by cell-free synthesis. J Struct
Funct Genomics 2:29–35

21. Matsuda T, Koshiba S, Tochio N et al (2007)
Improving cell-free protein synthesis for stable-
isotope labeling. J Biomol NMR 37:225–229

22. Kigawa T, Matsuda T, Yabuki T, et al (2008)
Bacterial cell-free system for highly efficient
protein synthesis. In: Spirin AS, Swartz JR
(eds) Cell-free protein synthesis. Wiley-VCH,
pp 83–97

23. Kigawa T, Inoue M, Aoki M, et al (2008) The
use of the Escherichia coli cell-free protein syn-
thesis for structural biology and structural pro-
teomics. In: Spirin AS, Swartz JR (eds) Cell-
free protein synthesis. Wiley-VCH, pp 99–109

24. Kigawa T (2010) Cell-free protein production
system with the E. coli crude extract for deter-
mination of protein folds. Methods Mol Biol
607:101–111

25. Jackson AM, Boutell J, Cooley N et al (2003)
Cell-free protein synthesis for proteomics. Brief
Funct Genomic Proteomic 2:308–319

26. Carlson ED, Gan R, Hodgman CE et al (2012)
Cell-free protein synthesis: applications come
of age. Biothechnol Adv 30:1185–1194

27. Yabuki T, Motoda Y, Hanada K et al (2007) A
robust two-step PCR method of template
DNA production for high-throughput cell-
free protein synthesis. J Struct Funct Genomics
8:173–191

28. Aoki M, Matsuda T, Tomo Y et al (2009)
Automated system for high-throughput pro-
tein production using the dialysis cell-free
method. Protein Expr Purif 68:128–136

29. Seki E, Matsuda N, Yokoyama S et al (2008)
Cell-free protein synthesis system from Escher-
ichia coli cells cultured at decreased tempera-
tures improves productivity by decreasing
DNA template degradation. Anal Biochem
377:156–161

30. Terada T, Murata T, Shirouzu M et al (2014)
Cell-free expression of protein complexes for
structural biology. Methods Mol Biol
1091:151–159

31. Matsuda T, Kigawa T, Koshiba S et al (2006)
Cell-free synthesis of zinc-binding proteins. J
Struct Funct Genomics 7:93–100

32. Wada T, Shirouzu M, Terada T et al (2003)
Structure of a conserved CoA-binding protein
synthesized by a cell-free system. Acta Crystal-
logr D Biol Crystallogr 59:1213–1218

33. Yokoyama J, Matsuda T, Koshiba S et al (2010)
An economical method for producing stable-

100 Takaho Terada et al.



isotope labeled proteins by the E. coli cell-free
system. J Biomol NMR 48(4):193–201

34. Yokoyama J, Matsuda T, Koshiba S et al (2011)
A practical method for cell-free protein synthe-
sis to avoid stable isotope scrambling and dilu-
tion. Anal Biochem 411(2):223–229

35. Hirao I, Ohtsuki T, Fujiwara T et al (2002) An
unnatural base pair for incorporating amino
acid analogs into proteins. Nat Biotechnol
20:177–182

36. Kiga D, Sakamoto K, Kodama K et al (2002)
An engineered Escherichia coli tyrosyl-tRNA
synthetase for site-specific incorporation of an
unnatural amino acid into proteins in eukary-
otic translation and its application in a wheat
germ cell-free system. Proc Natl Acad Sci U S A
99:9715–9720

37. Kodama K, Fukuzawa S, Nakayama H et al
(2006) Regioselective carbon-carbon bond
formation in proteins with palladium catalysis;
new protein chemistry by organometallic
chemistry. Chembiochem 7:134–139

38. Mukai T, Yanagisawa T, Ohtake K et al (2011)
Genetic-code evolution for protein synthesis
with non-natural amino acids. Biochem Bio-
phys Res Commun 411:757–761

39. Mukai T, Hayashi A, Iraha F et al (2010)
Codon reassignment in the Escherichia coli
genetic code. Nucleic Acids Res
38:8188–8195

40. Yokoyama S, Hirota H, Kigawa T et al (2000)
Structural genomics project in Japan. Nat
Struct Biol 7(Suppl):943–945

41. Yokoyama S (2003) Protein expression systems
for structural genomics and proteomics. Curr
Opin Chem Biol 7:39–43

42. Yokoyama S, Terwilliger TC, Kuramitsu S et al
(2007) RIKEN aids international structural
genomics efforts. Nature 445:21

43. URL: http://www.genomics.agilent.com/arti
cle.jsp?pageId¼484

44. Davanloo P, Rosenberg AH, Dunn JJ et al
(1984) Cloning and expression of the gene
for bacteriophage T7 RNA polymerase. Proc
Natl Acad Sci U S A 81:2035–2039

45. Thomas JG, Ayling A, Baneyx F (1997) Molec-
ular chaperones, folding catalysts, and the
recovery of active recombinant proteins from
E. coli. To fold or to refold. Appl Biochem
Biotechnol 66:197–238

46. Kadokura H, Katzen F, Beckwith J (2003)
Protein disulfide bond formation in prokar-
yotes. Annu Rev Biochem 72:111–135

47. Muller M, Koch HG, Beck K et al (2001)
Protein traffic in bacteria: multiple routes
from the ribosome to and across the mem-
brane. Prog Nucleic Acid Res Mol Biol
66:107–157

48. Weski J, EhrmannM (2012) Genetic analysis of
15 protein folding factors and proteases of the
Escherichia coli cell envelope. J Bacteriol
194:3225–3233

49. Sakamoto K, Murayama K, Oki K et al (2009)
Genetic encoding of 3-iodo-L-tyrosine in
Escherichia coli for single-wavelength anoma-
lous dispersion phasing in protein crystallogra-
phy. Structure 17:335–344

50. Kainosho M, Torizawa T, Iwashita Y et al
(2006) Optimal isotope labelling for NMR
protein structure determinations. Nature
440:52–57

51. Hanawa-Suetsugu K, Kukimoto-Niino M,
Mishima-Tsumagari C et al (2012) Structural
basis for mutual relief of the Rac guanine nucle-
otide exchange factor DOCK2 and its partner
ELMO1 from their autoinhibited forms. Proc
Natl Acad Sci U S A 109:3305–3310

52. Kukimoto-Niino M, Sakamoto A, Kanno E
et al (2008) Structural basis for the exclusive
specificity of Slac2-a/melanophilin for the
Rab27 GTPases. Structure 16:1478–1490

53. Arai S, Saijo S, Suzuki K et al (2013) Rotation
mechanism of Enterococcus hirae V1-ATPase
based on asymmetric crystal structures. Nature
493:703–707

54. Arai S, Yamato I, Shiokawa A et al (2009)
Reconstitution in vitro of the catalytic portion
(NtpA3-B3-D-G complex) of Enterococcus
hirae V-type Na+-ATPase. Biochem Biophys
Res Commun 390:698–702

55. Saijo S, Arai S, Hossain KM et al (2011) Crystal
structure of the central axis DF complex of the
prokaryotic V-ATPase. Proc Natl Acad Sci U S
A 108:19955–19960

56. Creighton TE (1988) Toward a better under-
standing of protein folding pathways. Proc
Natl Acad Sci U S A 85:5082–5086

57. Paget MS, Buttner MJ (2003) Thiol-based reg-
ulatory switches. Annu Rev Genet 37:91–121

58. Sevier CS, Kaiser CA (2002) Formation and
transfer of disulphide bonds in living cells.
Nat Rev Mol Cell Biol 3:836–847

59. Kusano S, Kukimoto-Niino M, Hino N et al
(2012) Structural basis for extracellular inter-
actions between calcitonin receptor-like recep-
tor and receptor activity-modifying protein
2 for adrenomedullin-specific binding. Protein
Sci 21:199–210

60. Kusano S, Kukimoto-Niino M, Hino N et al
(2012) Structural basis of interleukin-5 dimer
recognition by its α receptor. Protein Sci
21:850–864

61. Goerke AR, Swartz JR (2008) Development of
cell-free protein synthesis platforms for disul-
fide bonded proteins. Biotechnol Bioeng
99:351–367

Cell-Free Protein Production for Structural Biology 101

http://www.genomics.agilent.com/article.jsp?pageId=484
http://www.genomics.agilent.com/article.jsp?pageId=484
http://www.genomics.agilent.com/article.jsp?pageId=484


62. Michel E, W€uthrich K (2012) Cell-free expres-
sion of disulfide-containing eukaryotic proteins
for structural biology. FEBS J 279:3176–3184

63. Kawasaki T, Gouda MD, Sawasaki T et al
(2003) Efficient synthesis of a disulfide-
containing protein through a batch cell-free
system from wheat germ. Eur J Biochem
270:4780–4786

64. Ezure T, Suzuki T, Shikata M et al (2007)
Expression of proteins containing disulfide
bonds in an insect cell-free system and confir-
mation of their arrangements by MALDI-TOF
MS. Proteomics 7:4424–4434

65. Stech M, Merk H, Schenk JA et al (2012)
Production of functional antibody fragments
in a vesicle-based eukaryotic cell-free transla-
tion system. J Biotechnol 164:220–231

66. Yin G, Garces ED, Yang J, et al (2012) Agly-
cosylated antibodies and antibody fragments
produced in a scalable in vitro transcription-
translation system. MAbs 4(2)

67. Matsuda T, Furumoto S, Higuchi K et al
(2012) Rapid biochemical synthesis of 11C-
labeled single chain variable fragment antibody
for immuno-PET by cell-free protein synthesis.
Bioorg Med Chem 20(22):6579–6582

68. Frey S, Haslbeck M, Hainzl O et al (2008)
Synthesis and characterization of a functional
intact IgG in a prokaryotic cell-free expression
system. Biol Chem 389:37–45

69. Matsuda T, Watanabe S, Kigawa T (2013) Cell-
free synthesis system suitable for disulfide-
containing proteins. Biochem Biophys Res
Commun 431:296–301

102 Takaho Terada et al.



Part II

Purification and Crystallization of Membrane Proteins



Chapter 6

Overview of Membrane Protein Purification
and Crystallization

Tatsuro Shimamura

Abstract

The three-dimensional structures of proteins provide important information for elucidation of the mechan-
isms and functions of the proteins. However, membrane proteins are difficult to crystallize and available
structural information on membrane proteins is very limited. The difficulty is mainly due to the hydropho-
bic nature and the instability of membrane proteins, which increase some parameters in their purification
and crystallization procedures. Recently, some new techniques such as the antibody technique and the
lipidic cubic phase crystallization technique were applied to the production of high-quality crystals of
membrane proteins. In this chapter, the protocols for the purification of the membrane protein and the
lipidic cubic phase crystallization technique are described.

Keywords Membrane protein, Lipidic cubic phase, Crystallization, Detergent, In meso, Antibody

1 Introduction

Approximately 30 % of proteins encoded in the human genome are
membrane proteins [1, 2]. They are involved in a variety of essential
biological functions such as signal transduction, solute transport,
and energy conversion. Despite their essential roles, membrane
proteins are known to be difficult to crystallize compared with
soluble proteins. Actually, of nearly 120,000 entries in the Protein
Data Bank (PDB) [3], only around 610 structures are of unique
integral membrane proteins [4]. The difficulty is mainly due to the
hydrophobic nature and the instability of membrane proteins,
which increase some parameters in the purification and crystalliza-
tion procedures of membrane proteins [5, 6].

Membrane proteins are embedded within the lipid bilayer and
very insoluble. The first step of the purification process is thus to
solubilize the membrane protein from the membrane using deter-
gent. Detergent molecules are amphiphilic with a polar head and a
hydrophobic tail. At lower concentrations, the detergent molecules
exist as monomers in aqueous solution. At the critical micelle
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concentration (CMC), the detergent molecules begin to self-
associate and form micelles [7]. When added to the membrane,
the detergent molecules disrupt the membrane structure and cover
the hydrophobic surface of the membrane protein, generating
water-soluble protein-detergent micelles (Fig. 1). Nonionic sugar
detergents such as maltosides and glucosides are most often used
for membrane protein purification and crystallization (Table 1).
The recently developed maltose neopentyl glycol (MNG) amphi-
philes have shown effectively to stabilize several membrane proteins
compared with conventional detergents, leading to successful crys-
tallization [8–11]. Using these mild detergents, the membrane
proteins are extracted from the membrane in their native confor-
mation. Generally the concentration of the detergent required for
the solubilization of membrane proteins is much higher than the
CMC. For example, n-dodecyl-β-D-maltoside (DDM), one of the
most popular sugar detergents whose CMC is ~0.0087 % (Table 1)
in water, is used for solubilization at a concentration of 0.5–1 %.
The concentration of the detergent can be decreased to two to
three times higher than the CMC at later steps in the purification
procedure. The detergent used for solubilization does not need to
be the same as the detergent in the later steps of the purification and
crystallization; it can be exchanged for another detergent during
purification.

Except for solubilization, the purification procedures for mem-
brane proteins are essentially the same as those for soluble proteins.
Immobilized metal affinity chromatography (IMAC) is an efficient
and high-speed method for the purification of membrane proteins
[12, 13]. Cleavage of the affinity tag from the protein increases the
likelihood of crystallization. The presence of detergent molecules
may decrease the efficiency of proteolysis by blocking the access of
the protease to the cleavage site or by inhibiting the protease

micelle

membrane protein

detergent

lipid

Fig. 1 Solubilization of membrane proteins
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Table 1
Common detergents

Mr CMCa

Nonionic

Glucosides or maltosides

n-Octyl-β-D-glucoside 292.4 18–20 mM (0.53 %)

n-Nonyl-β-D-glucoside 306.4 6.5 mM (0.20 %)

n-Decyl-β-D-glucoside 320.4 2.2 mM (0.0070 %)

n-Nonyl-β-D-maltoside 468.5 6 mM (0.28 %)

n-Decyl-β-D-maltoside 482.6 1.8 mM (0.087 %)

n-Undecyl-β-D-maltoside 496.6 0.59 mM (0.029 %)

n-Dodecyl-β-D-maltoside 510.6 0.17 mM (0.0087 %)

n-Tridecyl-β-D-maltoside 524.6 0.033 mM (0.0017 %)

n-Octyl-β-D-thioglucoside 308.4 9.0 mM (0.28 %)

n-Nonyl-β-D-thioglucoside 322.4 2.9 mM (0.093 %)

n-Octyl-β-D-thiomaltoside 470.6 8.5 mM (0.4 %)

n-Nonyl-β-D-thiomaltoside 484.6 3.2 mM (0.15 %)

n-Decyl-β-D-thiomaltoside 498.6 0.9 mM (0.045 %)

n-Undecyl-β-D-thiomaltoside 512.7 0.21 mM (0.011 %)

n-Dodecyl-β-D-thiomaltoside 526.6 0.05 mM (0.0026 %)

CYGLU-4 318.4 1.8 mM (0.058 %)

CYMAL-5 494.5 2.4 mM (0.12 %)

CYMAL-6 508.5 0.56 mM (0.028 %)

CYMAL-7 522.5 0.19 % (0.0099 %)

Octyl glucose neopentyl glycol 569.7 1.02 mM (0.058 %)

Decyl maltose neopentyl glycol 949.1 0.036 mM (0.0034 %)

Lauryl maltose neopentyl glycol 1005.2 0.01 mM (0.001 %)

Polyoxyethylene glycols

C8E4 306.5 8 mM (0.25 %)

C10E5 378.6 0.81 mM (0.031 %)

C10E6 423.0 0.9 mM (0.038 %)

C12E8 538.8 0.09 mM (0.0048 %)

C12E9 583.0 0.05 mM (0.003 %)

Triton X-100 avg. 647 0.23 mM (0.015 %)

(continued)
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activity [14]. These can be sometimes avoided by increasing the
amount of protease, or by changing the location of the tag, or by
inserting few hydrophilic amino acid residues between the protein
and the tag to expose the cleavage site to the protease. Other
chromatographic techniques such as size-exclusion chromatogra-
phy and ion-exchange chromatography are also available. It should
be remembered that the membrane proteins are covered by deter-
gent molecules, which expands the hydrodynamic radius of the
protein. Moreover, the membrane protein-detergent micelles
tend to interact strongly with the chromatography matrix, lowering
the column efficiency. The purity should be as high as possible but
overpurification sometimes loses structural components such as
subunits of membrane protein complexes or lipids [15]. Homoge-
neity of the purified protein can be assessed using size-exclusion
chromatography. Monodispersity is a critical prerequisite for suc-
cessful crystallization.

Once sufficient amounts (at least ~0.5 mg) of the membrane
protein have been obtained with high purity and monodispersity,
one can try to crystallize the protein. Membrane protein three-
dimensional (3D) crystals are classified into two types, type I and
type II (Fig. 2) [5, 6]. Type I crystals are built by stacks of two-
dimensional (2D) crystals. The crystals formed in a lipidic cubic
phase (LCP) belong to type I. Type II crystals are obtained using
the standard crystallization methods routinely applied to soluble
proteins, and most membrane crystals belong to this type. In type
II crystals, only the hydrophilic surfaces of the membrane protein
can be involved in the rigid crystal contacts. Therefore, the mem-
brane proteins with small hydrophilic surfaces are especially difficult
to crystallize. Moreover, the detergent molecules covering the
hydrophobic surfaces need space in the crystal lattice, meaning
that the crystals have a very high solvent content (65–80 %) and
diffract poorly. These issues can be overcome in several ways [5, 6].
Firstly, the shorter alkyl chain detergents generally form smaller
micelles, producing more surface area for the crystal contacts. It is
recommended to solubilize the membrane protein using a longer
chain detergent and exchange it for a shorter chain detergent. This
is because the shorter chain detergent generally has a larger CMC

Table 1
(continued)

Mr CMCa

Zwitterionic detergents

CHAPS 614.9 8 mM (0.49 %)

LDAO 229.4 1–2 mM (0.023 %)

aCMC values were from the Affymetrix Anatrace Products catalog [46]
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and is required at a higher concentration for solubilization,
although the longer chain detergent with very low CMC is difficult
to replace completely with the shorter chain detergent. In the case
of the crystallographic study of Mhp1, a hydantoin transporter,
DDM was used for solubilization and exchanged for n-nonyl-β-
D-maltoside at the Ni-affinity chromatography step by washing
extensively with buffer containing the detergent, which was essen-
tial for the successful crystallization of Mhp1 [16–18]. However, it
should be noted that membrane proteins are less stable when
covered by a shorter chain detergent. The use of the thermostabi-
lized mutant is sometimes effective to overcome the instability as
was shown in the structural study of the turkey β1 adrenergic
receptor [19]. The second way to reduce the micelle size is the
addition of small amphiphilic molecules. For example, the addition
of 5 % 1,2,3-heptanetriol has shown to reduce the number ofN,N-
Dimethyldodecylamine N-oxide (LDAO) associated with the reac-
tion center from Rhodopseudomonas viridis [20]. The third way is
to expand the hydrophilic surface by the specific binding of a
soluble protein. As the soluble protein, antibody (Fv fragment,
Fab fragment, nanobody), DARPin (designed ankyrin repeat pro-
tein) [21] and monobody (fibronectin type III domain) [22] have
been used so far for crystallization. The antibody technique was
first applied to crystallographic studies of cytochrome c oxidase
(Fig. 3a, b) [23–25] and has been successfully used for the structure
determination of several membrane proteins such as the cyto-
chrome bc1 complex [26], the KcsA potassium channel [27],

M embrane protein

Type I

Type II

Hydrophilic surface

Hydrophobic surface

Detergent
or 

Lipid

Fig. 2 Basic types of membrane protein 3D crystals
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and adenosine A2a receptor [28]. In the case of adenosine A2a

receptor, the Fab fragment recognizes the 3D structure of the
receptor and contributes not only to the expansion of the hydro-
philic area but also to the stabilization of the inactive conformation.
Nanobody is a small single chain antibody of a llama and was used
for structure determinations of the active conformation of G
protein-coupled receptors [9, 29, 30].

Crystallization in lipidic mesophase (also known as LCP crys-
tallization or in meso crystallization) has been successfully used to
determine the high-resolution structures of membrane proteins
since it was first applied to the crystallization of bacteriorhodopsin
[31]. The first step of the technique is to reconstitute the purified
membrane protein in the lipid bilayer prepared by mixing aqueous
buffer with lipids such as monoolein under appropriate conditions.
Addition of salts and precipitants may produce tiny crystals in LCP.
The LCP technique has several advantages compared with the
crystallization technique in detergent micelles. First, the membrane
protein is more stable in a more native-like environment [32].
Second, the crystals in LCP belong to type I and crystal contacts
are established by the hydrophobic surface as well as the hydrophilic
surface of the protein, resulting in lower solvent content and higher
crystal quality [33]. However, the LCP technique has some dis-
advantages. The crystals in LCP are generally very tiny and difficult
to detect. Moreover, the curved nature of the lipid membrane and
the specific microstructure sets a limit to the size of membrane
proteins to be crystallized [34]. This obstacle can be overcome by
the use of specific precipitants, such as nonvolatile alcohols, small
PEGs, etc., that swell and transform LCP to a sponge phase
[34–36] or special lipids that enlarge the size of the water channel
in LCP [9].

Fv fragment
a b

Fig. 3 Fv fragment essential for the crystallization of cytochrome c oxidase. (a) Structure of cytochrome c
oxidase-Fv complex. Cytochrome c oxidase is shown in blue and Fv fragment cyan. (b) Crystal packing of
cytochrome c oxidase-Fv complex
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Here, protocols for the membrane protein purification and the
LCP crystallization techniques are presented. These are essentially
the same methods used for the crystallographic study of human
histamine H1 receptor [37, 38]. Other textbooks [5, 6], papers
[39, 40], a web site [41], movies [42, 43], and manufacturer’s
manuals [44–46] also provide very useful information about these
techniques.

2 Materials

1. Glass beads (0.5 mm diameter).

2. n-Dodecyl-β-D-maltoside (DDM).

3. Breaking buffer: 50 mM HEPES pH7.5, 120 mM NaCl, 5 %
glycerol, 2 mM EDTA, and one tablet of protein inhibitor
cocktail/50 ml.

4. Lysis buffer: 10 mM HEPES pH7.5, 10 mM MgCl2, 20 mM
KCl, and one tablet of protein inhibitor cocktail/50 ml.

5. High salt buffer: 10 mM HEPES pH7.5, 10 mM MgCl2,
20 mM KCl, 1 M NaCl, and one tablet of protein inhibitor
cocktail/50 ml.

6. Membrane buffer: 50 mM HEPES pH7.5, 120 mM NaCl,
20 % glycerol, and one tablet of protein inhibitor cocktail/
50 ml.

7. Iodoacetamide.

8. Solubilization buffer: 50 mM HEPES pH7.5, 500 mM NaCl,
20 % glycerol, 1 % DDM, and one tablet of protein inhibitor
cocktail/50 ml.

9. Imidazole.

10. Talon resin.

11. Talon wash buffer 1: 50 mM HEPES pH7.5, 500 mM NaCl,
10 % glycerol, 0.025 % DDM, 20 mM imidazole, 10 mM
MgCl2, 8 mM ATP, and one tablet of protein inhibitor cock-
tail/50 ml.

12. Talon wash buffer 2: 50 mM HEPES pH7.5, 500 mM NaCl,
10 % glycerol, 0.025 % DDM, 20 mM imidazole, and one
tablet of protein inhibitor cocktail/50ml.

13. Talon elution buffer: 50 mM HEPES pH7.5, 500 mM NaCl,
10 % glycerol, 0.025 % DDM, 200 mM imidazole, and one
tablet of protein inhibitor cocktail/50ml.

14. PD10 desalting column.

15. Ni-sepharose resin.
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16. Ni-elute buffer: 20 mM HEPES pH7.5, 500 mM NaCl, 10 %
glycerol, 0.025 % DDM, 400 mM imidazole, and one tablet of
protein inhibitor cocktail/50 ml.

17. Reverse IMAC buffer: 50 mMHEPES pH7.5, 500 mM NaCl,
10 % glycerol, 0.025 % DDM, and one tablet of protein inhibi-
tor cocktail/100 ml.

18. Ni-sepharose high-performance resin.

19. BCA protein assay kit.

20. Monoolein.

21. Crystallization screens.

22. 100 μl Hamilton gas-tight syringe.

23. Coupler.

3 Methods

3.1 Membrane

Preparation from

Pichia pastoris

(see Note 1)

1. Harvest cells by centrifuging at 5000 g for 5 min at 4 �C.

2. Discard the supernatant.

3. Resuspend the cells in cold water. A paintbrush is helpful when
resuspending the cells.

4. Harvest cells by centrifuging at 5000 g for 5 min at 4 �C.

5. Resuspend 20–25 g of cell pellets in 100 ml of the breaking
buffer.

6. Take a 10 μl sample of the resuspension to check the cell
disruption and store at 4 �C.

7. Transfer the resuspension to a 2 L flask.

8. Add 150 g of glass beads to the flask.

9. Place the flask on an incubator shaker and disrupt the cells by
shaking at 350 rpm at 4 �C for ~2 h.

10. Take a 10 μl sample of the homogenate and check the cell
disruption by comparing it with the sample from step 6 using
a microscope. More than 90 % of cells should be disrupted.

11. Transfer the homogenate to clean centrifuge tubes chilled on
ice.

12. Remove intact cells and particles by centrifugation at 2000 g for
20 min at 4 �C.

13. Transfer the supernatant to clean ultracentrifugation tubes
chilled on ice.

14. Balance the tubes and ultracentrifuge the supernatant at
100,000 g for 30 min at 4 �C.

15. Discard the supernatant.
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16. Resuspend the pellets in 100 ml of lysis buffer.

17. Transfer the suspension to ultracentrifugation tubes.

18. Ultracentrifuge the suspension at 100,000 g for 30 min at
4 �C.

19. Discard the supernatant.

20. Resuspend the pellets in 100 ml of the high salt buffer.

21. Transfer the suspension to ultracentrifugation tubes.

22. Ultracentrifuge the suspension at 100,000 g for 30min at 4 �C.

23. Discard the supernatant.

24. Repeat steps 20–23. The resultant membrane pellets are used
for the purification.

3.2 Solubilization of

the Membrane Protein

1. Resuspend ~10 g of the membrane pellets in 25 ml of the
membrane buffer.

2. Transfer the resuspension to a clean chilled dounce
homogenizer.

3. Add iodoacetamide (10 mg/ml).

4. Dounce ~40 times on ice.

5. Transfer the resuspension to a clean chilled beaker.

6. Keep the beaker on ice for 30 min.

7. Pour 50 ml of the solubilization buffer into the membrane
suspension and stir gently at 4 �C for ~2 h (See Note 2).

8. Transfer the solubilization mixture to ultracentrifugation
tubes.

9. Ultracentrifuge the solubilization mixture at 100,000 g for
30 min at 4 �C to remove the unsolubilized material.

10. Pool the supernatant in a clean chilled beaker.

3.3 First Affinity

Purification Using

Talon Resin [45]

1. Add imidazole (final 5 mM) and NaCl (final 800 mM) in the
supernatant from step 10 in 3.2.

2. Add 10 ml of Talon resin equilibrated with the Talon wash
buffer 1.

3. Agitate the mixture with a magnetic stir bar at 4 �C for 3–12 h.

4. Collect the Talon resin in a 50 ml Falcon tube by repeating
centrifugation at 800 g and discarding the supernatant at 4 �C.

5. Wash the Talon resin with 10 bed volumes of the Talon wash
buffer 1. Add the Talon wash buffer 1 in the Falcon tubes and
agitate gently on a rotary shaker at 4 �C.

6. Centrifuge at 800 g for 5 min at 4 �C.

7. Discard the supernatant.
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8. Repeat steps 6–8 with 10 bed volumes of the Talon wash buffer
1.

9. Wash the resin with the Talon wash buffer 2. Repeat steps 6–8
with 5 bed volumes of the Talon wash buffer 2.

10. Add 30ml of the Talon wash buffer 2 in the tube and resuspend
by vortexing.

11. Load the resin into a 20 ml gravity-flow column with the
bottom outlet capped.

12. Remove the bottom cap and allow the buffer to drain. Save
flow-through for SDS-PAGE analysis.

13. Elute the His-tagged protein by loading 10 ml of the Talon
elution buffer on the resin in the column.

14. Collect the eluate in a 15 ml disposable tube.

15. Repeat steps 14–15 ten times.

16. Analyze the fractions by SDS-PAGE.

17. Pool the fractions containing the His-tagged protein.

18. Concentrate to 2.5 ml with a 100 kDa molecular weight cutoff
concentrator.

3.4 Remove

Imidazole Using

PD10 Column

1. Take off the top cap of the PD10 column and remove the
storage solution.

2. Cut the sealed end of the column.

3. Equilibrate the column with ~30ml of the Talon wash buffer 2.

4. Apply the 2.5 ml of the concentrated sample to the column.

5. Let the sample enter the packed bed completely and discard the
flow-through.

6. Place a 15 ml tube under the column for sample collection.

7. Load the 3.5 ml of the Talon wash buffer 2 to the column.

8. Collect the eluate.

3.5 Second Affinity

Purification Using

Ni-Sepharose Resin

[44]

1. Equilibrate 4 ml of Ni-NTA resin with ~20 ml of the Talon
wash buffer 2.

2. Add 4 ml of the Ni-NTA resin to the eluate from step 8 in 3.4.

3. Gently agitate on a rotary shaker at 4 �C for 2–12 h.

4. Transfer the mixture to a 20 ml disposable column.

5. Wash the resin by applying 45 ml of the Talon wash buffer 2.

6. Elute the His-tagged protein by with 24 ml of the Ni-elute
buffer.

7. Collect the eluate and analyze the fractions by SDS-PAGE.

8. Pool the fractions containing the His-tagged protein.
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9. Concentrate to 2.5 ml with a 100 kDa molecular weight cutoff
concentrator.

3.6 Remove

Imidazole Using

PD10 Column

1. Take off the top cap of the PD10 column and remove the
storage solution.

2. Cut the sealed end of the column.

3. Equilibrate the column with ~30 ml of the reverse IMAC
buffer.

4. Apply the 2.5 ml of the concentrated sample to the column.

5. Let the sample enter the packed bed completely and discard the
flow-through.

6. Place a 15 ml tube under the column for sample collection.

7. Load the 3.5 ml of the reverse IMAC buffer to the column.

8. Collect the eluate.

9. To cleave off the GFP-His-tag of the protein, add appropriate
amount of His-tagged TEV protease to the eluate and incubate
overnight at 4 �C.

3.7 Reverse IMAC

(Immobilized-Metal

Affinity

Chromatography)

1. Equilibrate 0.6 ml of the Ni-sepharose high-performance resin
with 6 ml of the reverse IMAC buffer.

2. Pour 0.6 ml of the Ni-sepharose high-performance resin into a
10 ml column.

3. Apply the protein mixture from step 9 in 3.6 on the column.

4. Collect the flow-through fraction (see Note 3).

5. Apply 8 ml of the reverse IMAC buffer to the column.

6. Collect the flow-through and add to the fraction from step 4.

7. Determine the protein concentration using a BCA protein
assay kit following the manufacturer’s instructions.

8. Concentrate the purified protein to ~30 mg/ml with a
100 kDa molecular weight cutoff concentrator.

9. Check the purity and monodispersity of the purified sample by
SDS-PAGE and size-exclusion chromatography (See Note 4).

3.8 Lipidic Cubic

Phase Formation

[40–43]

1. Take out monoolein from the freezer and melt it using a heat-
ing block at ~40 �C. It takes ~10 min.

2. Remove needles, Teflon ferrules, and plungers from the two
100 μl Hamilton gas-tight syringes (Fig. 4a).

3. Centrifuge the purified membrane protein solution in a 1.5 ml
tube at 20,400 g for ~10 min at 4 �C to remove aggregates and
collect the supernatant.

4. Check the volume of the supernatant at step 3.
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5. Calculate the required amount of monoolein. The volume of
monoolein needs to be ~150 % of the protein solution volume
to form the cubic phase (see Note 5).

6. Using a 20 μl or 100 μl pipette and the appropriate disposable
tip, put the required amount of melted monoolein into one
Hamilton gas-tight syringe from the bottom end (Fig. 4a).

7. Insert a plunger from the bottom end of the syringe. The
Teflon part of the plunger will contact with the monoolein.

Fig. 4 Apparatus for LCP crystallization. (a) Two syringes, two plungers, two teflon ferrules, a coupler, a needle
and a nut. (b) A cover glass and a 96 well crystallization plate
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8. Hold the syringe vertically and push the plunger till monoolein
reaches the top end of the syringe. This manipulation will
remove air bubbles from the lipid.

9. Using a 20 μl or 100 μl pipette and the appropriate disposable
tip, put the membrane protein solution into the other Hamil-
ton gas-tight syringe from the bottom end. Be careful not to
trap air bubbles, although air bubbles appear easily because the
protein solution contains detergents.

10. Insert a plunger from the bottom of the syringe. The Teflon
part of the plunger will contact with protein solution.

11. Hold the syringe vertically and push the plunger until the
protein solution reaches the top end of the syringe. If air
bubbles are trapped in the solution, remove them by moving
the plunger up and down. If this fails, collect the protein
solution from the syringe and centrifuge it to remove air bub-
bles and start again from step 9.

12. Place the Teflon ferrules in the syringes.

13. Connect two syringes by a coupler (Fig. 5a, b).

14. Push slowly the plunger of the syringe that stores the protein
solution and transfer all the protein solution into the other

monooleinsample

a

b

c

d

e

needle

nut

syringesyringe

coupler

Fig. 5 Outline of the LCP formation. (a) Connect two syringes using a coupler.
(b) One syringe has sample solution and the other has monoolein. (c) When
mixed, the mixture is clouded. (d) Homogeneous cubic phase. (e) The syringe
with a needle ready for crystallization
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syringe through the coupler. This will form a partly clouded
mixture (Fig. 5c). Steps 14–16 should be performed at 20 �C.

15. Slowly push the plunger of the syringe that stores the protein
solution and monoolein, and transfer them into the other
syringe through the coupler.

16. Repeat moving the plungers back and force more than 100
times till the mixture forms a transparent homogeneous cubic
phase (Fig. 5d) (See Note 6).

3.9 Crystallization

[40–43]

1. Transfer the mixture to one of the two syringes.

2. Disconnect the coupler with the empty syringe from the
syringe but keep the Teflon ferrule.

3. Set a needle at the top end of the syringe (Fig. 5e).

4. Place the syringe in the syringe holder of a LCP robot (Fig. 6).

5. Put the 96-well crystallization plate (Fig. 4b) and the 96-well
plate containing precipitant solutions in their proper positions
on the robot (Fig. 6) (See Note 7).

6. Start the robot. Control the humidity using a humidifier. The
volumes of the mesophase and the precipitant solution should
be set at 30–50 nl and ~800 nl, respectively.

7. When the robot finishes dispensing, place a cover glass on the
crystallization plate (Fig. 4b).

8. Keep the plate in a 20 �C incubator.

9. Check all wells in the plate regularly under a microscope. Use
crossed-polarizers as well as normal light. Typically crystals
appear in a week, although it may range from a few hours to
2 months (Fig. 7).

Syringe holder

96 well crystallization plate

96 well plate with precipitant solution 

Fig. 6 LCP crystallization robot
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4 Notes

1. Sonication does not work for the disruption of yeast cells
because the cell wall of yeast is harder than bacteria.

2. If an inhibitor, a substrate, or a ligand of the target protein is
available, it is advisable to add that compound in the buffers
used in the purification steps because the compound will stabi-
lize the protein in a certain conformation and increase the
possibility of crystallization.

3. After the TEV protease digestion, the target protein has no
His-tag and comes to the flow-through fraction.

4. Purity is less important for the LCP method because LCP can
act as a size filter and remove large-size contaminants and
protein aggregates [34, 47].

5. For example, if the volume of the membrane protein solution is
20 μl, the volume of monoolein should be 30 μl. Note that
monoolein has a density of 0.942 g/ml at 20 �C [48].

6. The recommended rate of mixing is ~1 stroke per second or
slower. Faster mixing can raise the temperature of the mixture
due to frictional heating which destabilizes the protein.

7. Homemade screens are used. Typically, precipitant solutions
contain 30 ~40 % low-molecular-weight PEG (PEG200,
PEG300, PEG400, PEG600, PEG500MME, PEG500DME
etc.), salts, and buffer at pH 6–8. Note that monoolein is
unstable at lower or higher pH.

Fig. 7 Crystals of a membrane protein in LCP. Crystals were observed using normal light (a) or cross
polarizers (b)
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Chapter 7

Cell-Free Synthesis of Membrane Proteins

Tomomi Kimura-Someya, Toshiaki Hosaka, Takehiro Shinoda,
Kazumi Shimono, Mikako Shirouzu, and Shigeyuki Yokoyama

Abstract

Among the various membrane protein synthesis methods available today, the cell-free protein synthesis
method is a relatively new tool. Recent technological advances in the lipid and detergent conditions for the
cell-free synthesis of membrane proteins have enabled the robust production of various membrane proteins
for structural biology. In this chapter, we describe representative conditions for the production of high
quantities of membrane proteins by the cell-free method, with crystallization quality. We also discuss
examples of membrane proteins that were successfully synthesized by the cell-free method. The crystals
of these highly purified proteins resulted in solved crystal structures.

Keywords Cell-free protein synthesis, Membrane protein, Lipid, Crystal structure determination

1 Introduction

The cell-free protein synthesis method is used to synthesize pro-
teins in vitro, with the cellular translation machinery. The reaction
solution for cell-free protein synthesis contains a cell extract, the
template DNA or messenger RNA, substrates such as amino acids,
and other components (see Fig. 1 in Chap. 5). The original cell-free
protein synthesis method was developed long before the advent of
recombinant protein expression with host-vector systems, and syn-
thesis systems with rabbit reticulocyte, wheat germ, Escherichia coli
extracts, etc. were used mainly for the small-scale preparation of
proteins, particularly those labeled with a radioactive amino acid.
The cell-free protein synthesis method has been drastically
improved over the past 20 years, and has become one of the
standard methods of protein sample preparation for structural
biology, because of a variety of advantages over other expression
methods (see Chap. 5). For uses in structural biology analyses by
X-ray crystallography and nuclear magnetic resonance (NMR)
spectroscopy, which require large amounts of highly pure and
homogeneous proteins, the cell-free protein synthesis method
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using the E. coli cell extract is by far the most frequently chosen,
among those using various cell extracts.

The cell-free protein synthesis method is recognized as one of
the best methods for the preparation of integral membrane proteins
[1, 2]. Unlike recombinant protein expression in host cells, the cell-
free system for protein synthesis is not encapsulated in cells, by
definition, and therefore lacks the cell membrane. The function of
the cell-free synthesis systemmay be modified, simply by adding the
necessary components. Additional components required for the
cell-free synthesis of integral membrane proteins are lipids and/or
detergents, as the membrane proteins synthesized in the absence of
lipid-detergent aggregate and precipitate, due to the hydrophobi-
city of their transmembrane regions [3, 4]. The membrane proteins
synthesized in the cell-free system may form micelles with deter-
gents, and liposomes and nanodiscs with lipids, by embedding their
transmembrane regions in the hydrophobic environments provided
by the detergents/lipids. Furthermore, certain membrane proteins
may require specific boundary lipids for the formation and mainte-
nance of their proper functional structures in the lipid bilayer.
Consequently, it is important to develop techniques to supply
these materials, according to their roles, to the cell-free protein
synthesis system.

In both bacterial and eukaryotic cells, many integral membrane
proteins are inserted into the membrane by the translocon, a mem-
brane protein complex that translocates polypeptides through
membranes. However, the common cell-free methods do not
require translocons for the integration of the synthesized mem-
brane protein into the lipid-detergent complex. In our cell-free
synthesis method with both detergent and lipid, the nascent poly-
peptides synthesized in the cell-free system are co-translationally
integrated into the lipid bilayer environment of membrane frag-
ments, which then assemble gradually into larger membranes, such
as liposomes. This observation indicated that the edges of the
membrane fragments, which are possibly covered with detergents,
serve as the entrance for the polypeptides to become integrated into
the lipid bilayer environment, instead of the translocon. On the
other hand, in eukaryotic cells, certain types of receptors and
related proteins are considered to be integrated, after synthesis,
into membrane domains, such as lipid rafts and detergent-resistant
membranes (DRMs), which are rich in cholesterol and glycolipids
[5]. These membrane proteins may interact with specific lipids such
as cholesterol, which is easily included in the cell-free protein
synthesis system. These aspects of the cell-free protein synthesis
system have facilitated the folding of many membrane proteins
into their native structures.

When membrane proteins are expressed in host cells by recom-
binant DNA techniques, they are usually solubilized from the
cellular membrane fractions with detergents. If the detergents are
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too harsh, then the native structures of the membrane proteins will
be destroyed. In contrast, if the detergents are too mild, the recov-
eries of the expressed membrane proteins in the soluble fractions
will be very low. Therefore, the detergent employed for the solubi-
lization of the membrane proteins from the cell membrane should
be carefully chosen, usually by extensive screening of a variety of
detergents. In particular, when membrane proteins are integrated
in DRMs, which are resistant to nonionic detergents such as Triton
X-100, the choice of a detergent for solubilization without dena-
turation is quite difficult. On the other hand, the cell-free synthesis
method does not require the use of harsh detergents for solubiliza-
tion and therefore allows a broader choice of the optimal detergents
specific to the individual target membrane protein. This is another
strong advantage of the cell-free synthesis method.

The recombinant membrane proteins expressed in cells are
usually purified by chromatography, after solubilization from the
membrane fractions. However, it is often difficult to remove the
contaminating membrane proteins derived from the host cells. On
the other hand, in the cell-free synthesis method, the targeted
membrane proteins are generally the only proteins synthesized
and inserted into the lipid-detergent complexes, although a num-
ber of soluble proteins exist in the cell-free reaction solution. This is
the reason why the cell-free synthesized membrane proteins can be
highly purified. When membrane proteins are highly overexpressed
in E. coli cells, inclusion bodies may be generated. In these cases,
the purity of the product may be very high, as long as the mem-
brane proteins recovered from the inclusion bodies with denatur-
ants, such as urea, guanidine hydrochloride, and sodium dodecyl
sulfate, are properly refolded into the native structures. In contrast,
in the case of the cell-free synthesis method, the refolding of the
synthesized membrane proteins or the solubilization of precipitants
with harsh denaturants is usually unnecessary.

There are other advantages of cell-free protein synthesis, as
compared to cell-based expression methods. The expression levels
of membrane proteins in cells are often low, probably due to the
limited capacity of the cell for membrane protein accommodation
and the cytotoxicity due, for example, to improper cell membrane
structures generated by an excess of inserted membrane proteins.
The cytotoxicity of a membrane protein in recombinant expression
often prevents not only its large-scale preparation but also bio-
chemical analyses of its functions. On the other hand, the success
rate of cell-free membrane protein synthesis is rather high, since
cytotoxicity is not a problem. In addition, in the cell-free synthesis
system, it is easy to regulate the subunit composition for multi-
subunit complexes of membrane proteins, simply by adjusting the
concentrations of the DNA templates encoding the subunits to
reproduce the proper subunit stoichiometry. The preparation of
membrane protein samples with the full selenomethionine
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substitution of methionine residues, in order to determine the
phase in crystallography, is a straightforward procedure using cell-
free synthesis. PCR-amplified DNA fragments may be used directly
as the templates in the cell-free protein synthesis system, without
cloning into plasmid vector, which is useful for high-throughput
screening of conditions and/or robotic automation of synthesis.

This chapter describes the practical aspects of the cell-free
membrane protein synthesis methods and their application to the
structure determinations of integral membrane proteins.

2 Cell-Free Synthesis Methods for Membrane Proteins

2.1 Cell-Free Protein

Synthesis Reactions

The cell-free protein synthesis reaction can be performed in the
batch, dialysis, or bilayer mode (see Fig. 1 in Chap. 5). In the batch
mode, the synthesis is performed by incubating the reaction solu-
tion in a container until the reaction rate slows down, due to the
exhaustion of substrates and/or energy sources. To prolong the
reaction for higher yield, the dialysis (or continuous-exchange cell-
free, CECF) mode [6, 7] and the bilayer mode [8] have been
developed to supplement the reaction solution with components,
such as substrate amino acids and energy sources, from the feeding
solution. In the dialysis mode, the reaction and feeding solutions
are separated by a dialysis membrane. In the case of the large-scale
synthesis of a certain sample for structural biology, a dialysis bag
containing the inner, reaction solution (e.g., 3–9 mL) is placed in
the outer, feeding solution (tenfold larger volume than that of the
reaction solution). On the other hand, the screening of a large
number of constructs, with respect to checking the yield and/or
the biochemical properties, can be performed by small-scale syn-
thesis (ca. 30 μL) in a multi-well format. In the bilayer mode, the
low-density, feeding solution is laid directly on the high-density,
reaction solution, and the two solutions are gradually mixed with
each other during the course of the reaction. Our group primarily
uses the dialysis mode for the cell-free synthesis of membrane
proteins.

In the cell-free protein synthesis system, the extract prepared
from E. coli cells is practically superior, with respect to both quan-
tity and quality, to other commercially available extracts, such as the
animal [9, 10], plant [11], and reconstituted systems, for the
preparation of membrane proteins from not only bacteria but also
eukaryotes, e.g., humans. Usually, the S30 fraction of the E. coli
extract (the supernatant fraction obtained after cell disruption and
centrifugation at 30,000 � g) is used in the cell-free protein syn-
thesis system. Translation is coupled with transcription by T7 phage
RNA polymerase from the T7 promoter in the template DNA,
encoding the target membrane protein without the signal peptide
sequence, in the form of a plasmid. Detergents and/or lipids are
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added to the reaction solution and/or the feeding solution for
membrane protein synthesis. In the following Sects. (2.2, 2.3,
2.4, and 2.5), more details of the methods are described, according
to the different uses of detergents and lipids.

2.2 Membrane

Protein Synthesis in

the Presence of

Detergents

In this method, membrane protein synthesis is performed in the
presence of a detergent at a concentration higher than the critical
micelle concentration (CMC). In the dialysis mode, the detergent
is added to both the reaction and feeding solutions. As the hydro-
phobic domains of the membrane protein are synthesized, they
interact immediately with the hydrophobic portion of the deter-
gent molecules. Thus, the detergent molecules surround the pro-
tein, exposing the hydrophilic portions of the molecules and
generating “solubilized” membrane proteins (Fig. 1(1)). After
ultracentrifugation, the protein is recovered from the supernatant.
We simply refer to this synthesis method as “the detergent
method.”

Since the type and the concentration of the detergent greatly
affect the yield and folding of proteins, a systematic screening of a
panel of detergents should be performed to determine the

(1) The detergent method; 
proteins are collected from soluble fraction

(2) The lipid-detergent method; 
proteins are collected in membrane fraction 

(4) Without detergents/lipids; proteins aggregate 
(3) Presence of lipids; 

proteins are collected in membrane fraction 

Fig. 1 Illustration of the detergent method (1), the lipid-detergent method (2), and the conditions in the
presence of lipids (3) and without detergents/lipids (4) for cell-free membrane protein synthesis
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appropriate experimental conditions. Any detergents may be
tested, provided they do not interfere with protein synthesis [3].
Each detergent, at a concentration above its CMC, is mixed with
~30 μL of a small-scale reaction solution, to assess the yield and
precipitation. After suitable detergent types are identified, the opti-
mum concentrations are investigated. The detergent used in cell-
free membrane protein synthesis can be replaced by another deter-
gent in the subsequent purification process. However, it is not
always possible to completely exchange the detergents, and conse-
quently, the residual detergent from the synthesis reaction may
affect the stability of the protein during crystallography. Therefore,
even in the cell-free synthesis process, it is better to select deter-
gents that can be used in the subsequent purification and crystalli-
zation processes. Thus, we usually test digitonin, Brij-78, Brij-35,
and n-dodecyl-β-D-maltopyranoside (DDM).

After optimization of the synthesis conditions, the scale of the
cell-free synthesis may be increased to 9/90mL (reaction solution/
feeding solution). The yield is usually sufficient to obtain milligram
quantities of the membrane protein, if the amino acid sequence
lacks problematic regions that affect the protein synthesis machin-
ery. The specific activity of the synthesized protein should be exam-
ined, if a standard protein is available. In addition, the correctly
folded proteins may be purified by ligand or substrate affinity
chromatography.

2.3 Membrane

Protein Synthesis in

the Presence of

Detergents and Lipids

To synthesize membrane proteins that require either a lipid bilayer
environment or a particular lipid to maintain their structure, activ-
ity, and stability, we developed a cell-free synthesis system that uses
lipids with detergents [4, 12]. A suspension of lipids and one or
more detergents, at concentrations above the CMCs, is added to
the reaction solution, but not to the external feeding solution, at
the initiation of protein synthesis. First, the synthesized membrane
protein molecules form mixed micelles with the detergent and lipid
molecules. The detergent in the reaction solution diffuses through
the dialysis membrane to the external feeding solution, thereby
reducing its concentration in the reaction solution. Therefore, the
number of detergent molecules present in the detergent/lipid
micelles gradually decreases, and fragments of lipid bilayer mem-
brane (or lipid bilayer discs surrounded by a ring of detergent) are
formed. Concurrently, the polypeptide chains synthesized and sur-
rounded by micelles are incorporated into the membrane frag-
ments, which fuse together to form larger fragments and
eventually liposomes (lipid bilayer vesicles) containing the mem-
brane proteins. The membrane proteins in this form are collected
by ultracentrifugation as pellets (Fig. 1(2)). We here designate this
method as “the lipid-detergent method.” In principle, it is
possible to separate the target membrane proteins from the soluble
proteins, including those required for transcription and translation
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and those derived from the S30 fraction of the E. coli extract. In
reality, some other lipophilic proteins bound to the membranous
lipid structures are also collected, as protein contaminants. None-
theless, the degree of contamination is markedly smaller than that
of the pre-ultracentrifugation sample, and therefore, the sample is a
good starting material for purification and crystallization.

Detergents should be selected based on their effects on both
protein synthesis and liposome formation. In many cases, deter-
gents derived from steroids, e.g., digitonin, sodium cholate, and
CHAPS (3-[(3-cholamidopropyl)-dimethylammonio]-1-propane
sulfonate), are appropriate for use in the lipid-detergent method
[12]. However, systematic screening is still necessary to determine
the optimal concentrations.

Next, the most appropriate lipid components are selected, to
prevent the target protein from losing its activity or folding incor-
rectly. The crystal structures of membrane proteins purified from
natural materials have revealed the presence of lipids at specific
locations [13]. The stability of such proteins can be improved
when lipids are supplied during synthesis. If it is unclear whether
lipids are needed, or which type of lipid is needed, then the best
strategy is to test natural lipid extracts containing different lipid
species. The first choice may be an organ extract from the organism
from which the target protein was isolated. If applicable, thin-layer
chromatography and mass spectrometry can be used to analyze the
lipid content in the target protein isolated from the natural mem-
brane, to identify the required lipid components. Heterologous
expression systems, such as E. coli and insect cells, may not contain
all of the lipid components needed to stabilize the target membrane
protein. The limited variety of the lipid compositions in such
expression systems often makes expression and purification diffi-
cult; however, the cell-free synthesis method allows the addition
and assessment of various lipid compositions to mimic natural
environments.

The state of the lipids added to the reaction solution is also
important. To form a finely dispersed lipid suspension, the lipids
must be ultrasonically dispersed and mixed with the optimal deter-
gent. If the lipid suspension is poorly prepared, then the synthe-
sized membrane protein will not be properly integrated within the
membrane bilayer. The simple addition of liposomes into the cell-
free reaction solution will not allow the proper and efficient inte-
gration of the synthesized membrane protein into the lipid bilayer.
In the lipid-detergent method, the efficiencies of protein folding
and integration into the membrane are drastically increased, due to
liposome formation concurrent with protein synthesis.
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2.4 Membrane

Protein Synthesis in

the Presence of Lipids

Inverted membrane vesicles and natural membrane vesicles, such as
microsomes, have been used in place of liposomes (Fig. 1(3)). This
method is different from that described in Sect. 2.3, because no
detergent is used. In a previous study, inverted membrane vesicles
from E. coli were used to synthesize a functional form of tetracy-
cline transporter, a membrane protein derived from E. coli, under
cell-free conditions [14]. To prepare a protein sample for crystal-
lography, the use of lipid fractions with no protein contaminants,
such as artificial liposomes, is advantageous for subsequent purifi-
cation. The PURE system, a reconstituted cell-free protein synthe-
sis system containing liposomes and factors that promote
membrane insertion, such as signal recognition particle (SRP), is
also available [15].

Although it is not a lipid-only system, nanodiscs (also known as
nanolipoprotein particles) have been attracting attention. The syn-
thesis of many functional G protein-coupled receptors (GPCRs) by
the nanodisc method has been reported [16]. The large amount
of apolipoproteins, which comprise nanodiscs, is problematic for
crystallography. However, this nanodisc-based cell-free synthesis
method can be used for some structural analyses of membrane
proteins, e.g., nuclear magnetic resonance imaging [17].

2.5 Membrane

Protein Synthesis

Without Detergents/

Lipids

This method synthesizes membrane proteins in aggregates without
using any detergents or lipids, and the synthesized proteins are
obtained from a pellet after low-speed centrifugation (Fig. 1(4)). It
is unlikely that the proteins collected in the pellet fraction are cor-
rectly folded, because of nonspecific hydrophobic interactions
between the hydrophobic domains of the proteins. However, the
original protein activity can be reconstructed if an appropriate deter-
gent is used to solubilize the protein and form liposomes [18],
indicating that the correct protein folding depends on the experi-
mental conditions. According to the review by Katzen et al., unlike
inclusion bodies in E. coli [19], the protein aggregates formed by
cell-free synthesis can be easily solubilized by detergent, because the
protein-protein interactions are relatively weak. However, when a
structural analysis is planned, the detergent method and the lipid-
detergent method, which both enhance correct protein folding
during synthesis, are more advantageous for synthesizing the pro-
teins than the synthesis without detergent/lipid method, as the latter
requires an extensive search for the optimal refolding conditions.

3 Crystallography of Proteins Synthesized by the Cell-Free Synthesis Methods

3.1 Acetabularia

Rhodopsins I and II

Acetabularia rhodopsins I (ARI) and II (ARII) are microbial-type
rhodopsins, membrane proteins with seven α-helical transmem-
brane domains, derived from a eukaryotic unicellular organism,
the marine alga Acetabularia acetabulum. It was difficult to over-
express ARI and ARII in E. coli. However, we used the lipid-
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detergent method containing the essential pigment all-trans reti-
nal, to achieve large-scale cell-free synthesis, biochemical and bio-
physical analyses, and protein crystallography [20]. The synthesis
was performed in the presence of 0.05–0.8 % digitonin as the
detergent source and egg yolk lecithin (L-α-phosphatidylcholine,
6.7 mg/mL) as the lipid source. The ARII protein was isolated
from the pellet fraction after ultracentrifugation, because the
majority of ARII was present in the membrane faction, rather
than the soluble fraction. In addition, with 0.4 % digitonin, the
largest fraction of the synthesized protein was incorporated into the
liposomes. At lower detergent concentrations, the protein produc-
tion was high, but the synthesized proteins precipitated without
being incorporated into the liposomes. The membrane fraction was
solubilized using DDM, and ARII was purified and crystallized in
the presence of DDM. Although the crystal structure (Fig. 2, PDB
ID: 3AM6) was similar to the previously determined structure of

Fig. 2 Model of ARII from Acetabularia acetabulum, based on the crystal
structure. ARII, synthesized by the cell-free method, was purified and its
structure was solved by crystallography (PDB ID: 3AM6)
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bacteriorhodopsin, we observed several structural features specific
to ARII. This is the first crystal structure of a membrane protein
that was synthesized by our lipid-detergent method. We tested the
ARII protein in biochemical experiments and confirmed its proton
transport activity [21].

We also constructed a system to overproduce correctly folded
ARI by the cell-free protein synthesis method, using very similar
conditions to those for ARII synthesis. We were able to obtain a
large amount of the highly purified protein by the above-described
simple purification methods. We performed the biophysical analysis
of the light-driven proton pump mechanism during the photo-
chemical reaction of ARI, using the cell-free synthesis product,
and also crystallized ARI by the lipidic mesophase method. As the
result of the X-ray crystallography analysis, the structure has been
determined at 1.52–1.80 Å resolution [22] (PDB IDs: 5AWZ,
5AX0, 5AX1), which was the third highest-resolution structure,
among the numerous structures of microbial rhodopsins in the dark
state. The existence of abundant water molecules was confirmed in
the large cavity on the proton-releasing side, which explained the
relatively low pKa of the proton-releasing residue. These results
indicated that for membrane proteins, the cell-free protein synthe-
sis methods, and particularly the lipid-detergent method, provide
large amounts of high-quality samples. Thus, we were able to
obtain the high-resolution crystal structure. This is a good example
of the utility of the cell-free synthesis methods for structural-
functional studies of membrane proteins.

3.2 Proteorhodopsin Proteorhodopsin (PR), which was first discovered in the metage-
nomic uncultivated SAR86 group prokaryotes (γ-proteobacteria) in
a DNA library from Monterey Bay, California, contains at least
seven transmembrane α-helices and a retinal molecule that is cova-
lently bound via a Schiff base to the side chain of a lysine residue
[23, 24]. Currently, over 4,000 PR gene sequence variants have
been deposited in the GenBank database [25–29]. The sequence
identity between PR and bacteriorhodopsin is approximately 30 %
[23]. Proteorhodopsin is a light-harvesting proton pump and thus
could play an important role in solar energy transduction in the
biosphere [24, 30–35]. However, biochemical and electrophysio-
logical investigations have progressed slowly. Moreover, the struc-
tural analysis of PR was not performed until recently.

We have embarked on research toward the structural analysis of
the marine γ-proteobacterium PR protein, from an ocean isolate,
by the E. coli cell-free synthesis method. The lipid-detergent
method was used for the cell-free synthesis of the PR protein.
Almost all of the PR protein was embedded within liposomes. PR
was purified by affinity chromatography, protease digestion of the
affinity tag and gel filtration. We thus obtained about 10 mg of
purified PR from a 9/90 mL cell-free synthesis reaction. Crystals
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suitable for X-ray diffraction were obtained from the purified PR
samples, and the crystal structure was solved at 2.0 Å resolution
(Fig. 3, Hosaka et al. manuscript in preparation).

3.3 Microbial

Multidrug Efflux

Protein EmrE, Purified

from the Insoluble

Fraction

Chen et al., of the Scripps Research Institute in the United States,
determined the crystal structure of EmrE, a four-transmembrane
multidrug transporter from E. coli, using a cell-free expression
system that enabled the facile labeling of proteins with seleno-
methionine. The protein was synthesized in the absence of deter-
gents, but was solubilized using n-nonyl-β-D-glucopyranoside
(NG), followed by purification, crystallization, and crystallography
[36]. They also used an E. coli cell-based expression system to
synthesize non-labeled EmrE, which was purified and crystallized
in a similar manner. Their study revealed that the crystal structures
of the cell-free and cell-based expressed EmrE are nearly identical.
Furthermore, the substrate-binding activity and affinity are similar
between the two proteins, suggesting that the EmrE solubilized in
NG folded correctly.

4 Conclusion

We have reviewed the methods currently used for the cell-free
synthesis of integral membrane proteins for structural biology. We
also described some of the successful crystallographic studies per-
formed with proteins generated by the cell-free system derived
from E. coli cells. Several E. coli cell-free protein synthesis kits are

Fig. 3 Pentameric structure of proteorhodopsin determined at 2.0 Å resolution
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now commercially available, including the Remarkable Yield Trans-
lation System Kit (ProteinExpress, Chiba, Japan). The cell-free
protein synthesis methods provide a variety of advantages in terms
of both quantity and quality for structural biology, as compared to
the conventional recombinant expression in host cells, including E.
coli, insect, and mammalian cells. Therefore, we believe that the
cell-free protein synthesis methods will be more extensively used for
the preparation and crystallography of integral membrane proteins,
including human GPCRs and channels.
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24. Béjà O, Spudich EN, Spudich JL et al (2001)
Proteorhodopsin phototrophy in the ocean.
Nature 411:786–789

25. Venter JC, Remington K, Heidelberg JF et al
(2004) Environmental genome shotgun
sequencing of the Sargasso Sea. Science
304:66–74

26. Sabehi G, Massana R, Bielawski JP et al (2003)
Novel proteorhodopsin variants from theMed-
iterranean and Red Seas. Environ Microbiol
5:842–849

27. Rusch DB, Halpern AL, Sutton G et al (2007)
The sorcerer II global ocean sampling expedi-
tion: northwest Atlantic through eastern tropi-
cal pacific. PLoS Biol 5:e77

28. de la Torre JR, Christianson LM, Béjà O et al
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33. González JM, Fernández-Gómez B, Fernàndez-
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Chapter 8

Screening of Cryoprotectants and the Multistep Soaking
Method

Miki Senda and Toshiya Senda

Abstract

Crystals obtained from an initial crystallization screening are not always of sufficient quality for structural
determination at atomic resolution. For this reason, post-crystallization treatments such as cryoprotection
and dehydration have frequently been utilized to improve the crystal quality. In addition, several recent
studies have shown that cryoprotectants can interact with the proteins in the obtained crystal and further
stabilize them, leading to further improvement of the crystal quality. In this chapter, we propose a multistep
soaking method in which crystals are sequentially soaked in two to three cryoprotectant solutions. This
method was found to be effective for improving the crystal quality. However, since the screening of
cryoprotectants for use in this method involves much trial and error, it is important to record each step
of the screening in a systematic manner.

Keywords Cryoprotectants, Post-crystallization treatment, Artificial mother liquor

1 Introduction

1.1 Post-

crystallization

Treatment

While X-ray crystallography is a powerful tool to determine the
tertiary structure of biological macromolecules at atomic resolu-
tion, it generally requires high-quality crystals that diffract to better
than 3 Å resolution. Therefore, numerous attempts have been
made to establish a method for obtaining crystals of sufficient
quality. In particular, the development of crystallization screening
kits and crystallization robots has dramatically increased the success
rate and efficiency of the initial crystallization screening of
biological macromolecules [1–5]. Nonetheless, the obtained crys-
tals are not always of sufficient quality for crystal structure determi-
nation at atomic resolution. Thus a reliable method for improving
the quality of the crystals is needed.

One of the frequently utilized methods to improve the crystal
quality is changing the target protein to its homologue. Crystalli-
zation of a homologue of the target protein sometimes yields a
high-quality crystal [6–10]. Deletion of intrinsically disordered
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region(s) from the target protein is also effective for improving the
crystal quality [11]. However, in some cases, we cannot adopt these
strategies. When our target protein is not a recombinant protein,
for example, preparation of a deletion mutant is impossible. If
homologues of the target protein cannot yield crystals better than
the original one, we need to use the original crystal. In these cases,
another strategy for crystal quality improvement is required. Post-
crystallization treatment [12, 13] can be applied even in these
difficult cases. Post-crystallization treatment improves the crystal
quality by subjecting the crystal to various combinations and levels
of soaking, freezing, and humidity [14–21].

1.2 Cryo-

crystallography

In recent years, most diffraction data have been collected at cryo-
genic temperature to avoid radiation damage by the synchrotron X-
ray radiation [22, 23]. Crystals are flash-cooled before data collec-
tion and kept frozen in a cold N2 flow, typically at 100 K, during the
diffraction data collection. The techniques of diffraction data col-
lection at cryogenic temperature were developed in the early 1990s,
when the use of synchrotron radiation became common in the field
of protein crystallography [23, 24]. Protein crystals typically consist
of approximately 50 % water molecules by volume [25], and the
water molecules surrounding and/or inside the protein crystal
form crystalline ice upon freezing, damaging the protein crystal.
Furthermore, the crystalline ice causes strong circular diffractions
known as ice rings at around 3.7 Å resolution, which hampers the
collection of high-quality data from the frozen crystal (Fig. 1a)
[23]. For this reason, the water molecules should be frozen in an
amorphous state to avoid crystalline ice formation (Fig. 1b). In the

Fig. 1 A diffraction pattern with ice rings. (a) A TAF-IβΔC crystal was flash-
cooled without cryoprotectant solution. Ice rings were observed at around 3.7 Å
resolution. (b) A TAF-IβΔC mutant (Leu104Met/Leu145Met/Leu166Met) crystal
was flash-cooled using artificial mother liquor containing 30 %(w/v) trehalose.
No ice rings were observed because the level of cryoprotection was appropriate
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1960s, it was discovered that small compounds such as sucrose
could be utilized to freeze water molecules in an amorphous state
[26]. In 1975, the replacement of crystallization solution with an
organic compound was reported to be an effective method for
crystal freezing [27]. The method of crystal freezing was rapidly
improved in the 1990s, when protein crystallographers began to
utilize many organic compounds and sugars as cryoprotectants [23,
24]. Today, kits for screening the cryoprotectants to be used in
crystal freezing are commercially available.

1.3 Cryo-conditions While cryoprotectants have been widely utilized in crystal freezing,
most crystallographic investigations have been carried out without
intensive screening of the cryoprotectants. Since inappropriate
selection of a cryoprotectant leads to poor diffractions, optimiza-
tion of the cryo-conditions is critical to obtaining high-quality
diffraction data. Interestingly, several analyses have revealed that
cryoprotectants occasionally interact with protein molecules in the
crystal, resulting in the improvement of the crystal quality by
stabilizing the target protein [28–33]. Therefore, cryoprotectants
can also be used to improve the crystal quality by stabilizing pro-
teins in the crystal. In this chapter, we describe methods to improve
the crystal quality using cryoprotectants. We begin by explaining
the basic soaking technique. We then describe the methods used to
screen for optimal cryo-conditions and the protocol of the multi-
step soaking.

1.4 Basics of

Soaking Experiments

Since the cryoprotection of the protein crystal is achieved by soak-
ing, it is essential to prepare artificial mother liquor (or standard
buffer) before the soaking experiment. Otherwise, the crystals will
be damaged during soaking and the results will be poor. It has been
established that artificial mother liquor can maintain the crystal of a
target protein for at least 2–3 days without damaging it [34]. An
artificial mother liquor can be prepared based on the conditions of
the crystallization solution (reservoir solution). There are two crit-
ical conditions for the artificial mother liquor. First, the pH of the
artificial mother liquor should be adjusted to that of the droplet
solution that produces the crystal. The difference of pH should be
less than 0.1 in order to avoid pH shock when transferring a crystal
from a crystallization droplet to the artificial mother liquor. Sec-
ond, the concentration of the precipitant(s) should be optimized;
the concentration needs to be increased by 10–20 % from that of
the crystallization solution to avoid dissolution of crystals. Once
the conditions of the artificial mother liquor are fixed, the artificial
mother liquor can be utilized for a variety of soaking experiments.
The artificial mother liquor, of course, can be utilized for typical
soaking experiments to prepare crystals of the protein-small com-
pound complexes.
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After fixing the conditions of the artificial mother liquor, we
can start the screening of cryoprotectants. It is convenient to use
commercially available screening kits for the initial screening. This
first screening of cryoprotectants should be done with 20–30
regents. The effects of the cryoprotectant will differ under different
soaking times and/or soaking temperatures, and these parameters
are generally optimized after the initial screening.

As described above, some cryoprotectants interact with the
target protein in the crystal. This type of interaction has been
suggested to stabilize the target protein in the crystal and improve
the crystal quality [28–33]. In the case of TAF-Iβ, which is a
histone chaperone that interacts preferentially with the histone
H3-H4 complex, molecules of trehalose, which was used as a
cryoprotectant, were found in the crystal structure [31, 32].
These trehalose molecules were located between two domains and
interacted with these domains by forming intensive hydrogen
bonds. These interactions seemed to stabilize the protein structure
and improve the crystal quality (Fig. 2). Since most of cryoprotec-
tants have several polar groups, such as hydroxyl and carbonyl
groups, cryoprotectants are likely to interact with protein molecules
via hydrogen bonds. It is therefore reasonable to utilize more than
one cryoprotectant to stabilize the protein structure. Indeed, a
combination of several cryoprotectants has been proven effective
for crystal quality improvement [35].

1.5 Crystal

Annealing

One of the common problems in crystal freezing is the increase of
crystal mosaicity [24]. This seems to happen even when the water
molecules are frozen in an amorphous state. The high mosaicity can
sometimes be improved by a crystal annealing procedure, in which

Fig. 2 Trehalose molecules bound to TAF-Iβ. Trehalose (THL) molecules can be seen located between the two
domains. The mFo-DFc densities are contoured at about 3.0 σ
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a frozen crystal is kept at room temperature to thaw it and then
refrozen by a cold N2 flow after several seconds. Since this anneal-
ing procedure sometimes dramatically improves the crystal mosai-
city [16, 17], crystal annealing has frequently been applied in
conjunction with cryoprotection.

1.6 Evaluation of

Diffraction Images

In the screening of the cryoprotectants, particularly for the multi-
step soaking method, we need to examine numerous diffraction
images to select suitable soaking conditions. It is critical that the
diffraction images should be evaluated using the same criteria. In
this manuscript, we utilize two measures for crystal resolution, the
maximum resolution and resolution limit. The maximum resolution
is defined on the basis of the statistics of diffraction data proces-
sing/scaling. We define the maximum resolution as the resolution
that satisfies Rmerge < 0.5 and I/σ(I) > 3 at the outermost
resolution shell. The second measure is the resolution limit,
which is determined by the visual inspection of diffraction images.
Due to the lack of numerical criteria on the maximum resolution,
the resolution limit may show some degree of deviation. Our
analysis, however, revealed that these two values show a correlation
if the resolution limit is determined carefully (Fig. 3). In the
screening process, we need to evaluate the quality of each crystal
with a few snapshot images. Since we use only a limited number of
crystals for the full data collection, it is not practical to compare the
crystal quality using the maximum resolution. We therefore need to
utilize the resolution limit of the crystal to compare the crystal
quality. It is of course possible to use other criteria; some programs
have been developed to estimate the resolution of the crystal from a
diffraction image. The most important point is, however, that the
criteria should be the same throughout the screening process.

Fig. 3 Correlation between the maximum resolution and the resolution limit.
The resolution limit showed reasonable correlation with the maximum resolution.
The resolution limit, which is determined by visual inspection of a few diffraction
images, could be used in the cryoprotectant screening
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2 Materials

2.1 Chemicals Sugars, alcohols, PEGs, and organic compounds (glycerol; ethylene
glycol; PEG200; PEG400; PEG600; PEG4000; polyvinylpyrroli-
done K 15, (+/�)-2-methyl-2,4-pentanediol (MPD); 1,6-
hexanediol; 1,2-propanediol; dimethyl sulfoxide (DMSO); 2-
propanol; ethanol; methanol; D-(+)-sucrose; meso-erythritol; xyli-
tol; D-(+)-raffinose; D-(+)-trehalose dihydrate (THL); D-(+)-glu-
cose, etc.) have frequently been utilized as cryoprotectants.
Screening kits of cryoprotectants are commercially available from
several companies. Special care must be taken when using PEG as a
cryoprotectant. While PEG is available from various suppliers, the
quality of PEG will differ widely among these sources. When
obtaining PEG, therefore, check the pH of the PEG solution;
again, the pH values of the PEG solutions will differ among
vendors.

2.2 Glassware For the soaking experiments, a depression glass is useful (Fig. 4).
The glass should be siliconized before use. A cryoloop is required to
transfer crystals between the solutions. A stereomicroscope is uti-
lized for observation of the soaked crystals. It is convenient to use
the stereomicroscope in a cold room, because soaking at 4 �C is
frequently effective.

Fig. 4 Depression glass. Two droplets are placed at the bottom of the well. The
well should be sealed with a cover glass using grease
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3 Methods

3.1 Preparation of

Artificial Mother Liquor

1. Measure the pH of the crystallization solution that harbors
crystals of your target protein.

2. Prepare some candidates of the artificial mother liquor on the
basis of the crystallization (reservoir) solution (Table 1).
Their pH should be adjusted to that of the crystallization

Table 1
Examples of artificial mother liquor and cryoprotectant solution [31, 32, 35–39]

Protein name Crystallization conditions Artificial mother liquor Cryoprotectant solution

BphA4 1.7–2.1 M sodium formate 2.5 M sodium formate 27.5 %(v/v) glycerol

100 mM sodium acetate
pH 5.3–5.4

0.1 M sodium acetate pH
5.4

2.5 M sodium formate

0.1 M sodium acetate pH
5.4

CagA(1–876) 7–10 %(v/v) ethanol 20 %(v/v) ethanol 28 %(w/v) trehalose

50 mM Tris-HCl pH
7.0–7.1

50 mM Tris-HCl pH 7.0 20 %(v/v) ethanol

50 mM Tris-HCl pH 7.0

DDO (D-
aspartate
oxidase)

5–10 %(w/v) PEG8000 20 %(w/v) PEG8000 20 %(v/v) glycerol

100 mM potassium
dihydrogen phosphate

100 mM potassium
dihydrogen phosphate

20 %(w/v) PEG8000

100 mM sodium acetate
pH 4.7

100 mM sodium acetate
pH 4.7

100 mM potassium
dihydrogen phosphate

100 mM sodium acetate
pH 4.7

DSD (D-serine
dehydratase)

12–15 %(w/v) PEG4000 30 %(w/v) PEG4000 30 %(v/v) glycerol

10 %(v/v) 2-propanol 10 %(v/v) 2-propanol 20 %(w/v) PEG4000

100 mM MES pH 6.5 100 mM MES pH 6.5 10 %(v/v) 2-propanol

100 mM MES pH 6.5

TAF-Iβ 2.4–2.85 M ammonium
sulfate

2.75 M ammonium sulfate 30 %(w/v) trehalose

200 mM potassium
sodium tartrate

200 mM K/Na tartrate 2.75 M ammonium sulfate

30 mM magnesium
chloride

30 mM magnesium
chloride

200 mM K/Na tartrate

100 mM sodium citrate
pH 5.4–5.5

100 mM sodium citrate
pH 5.4

30 mM magnesium
chloride

100 mM sodium citrate
pH 5.4
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solution (measured in step 1). The concentration of precipitant
(s) should be increased by 10–20 %.

3. Soak crystals in each of the prepared solutions. Crystals can be
transferred from a crystallization droplet to the prepared solu-
tion by a cryoloop. Do not damage the crystal when transfer-
ring it. In particular, avoid touching the crystal with the
cryoloop. A depression glass (Fig. 4) is useful for the soaking
experiment. After the crystal transfer, the well of the depression
glass should be sealed to avoid evaporation of the artificial
mother liquor. A typical volume of the artificial mother liquor
for the soaking experiment is 5–20 μL.

4. Observe the soaked crystals with a stereomicroscope. Check for
cracks on the crystal surface just after soaking. If the crystals
crack immediately after soaking, the concentration of the pre-
cipitant should be changed. Also, it is useful to check the pH of
the solution. Finally, sometimes low-temperature soaking (e.g.,
soaking at 4 �C) may prevent the crystal damage.

5. After the observation, the depression glass should be stored in
an incubator. The temperature will usually be the same as that
of the crystallization.

6. Crystals should be observed each day, with careful monitoring
for cracks on the surfaces and change in the crystal size due to
dissolution. The goal is to identify conditions that do not crack
and dissolve the soaked crystals. The best means of accomplish-
ing this is to take a photo of the soaked crystals each day in
order to monitor their status.

7. If possible, it is better to check diffractions from a crystal
soaked in the artificial mother liquor.

8. When you cannot stop the dissolution of the crystal in the
artificial mother liquor, try to add your target protein in the
artificial mother liquor; the concentration of the protein is
usually less than that of the crystallization conditions.

9. Table 1 shows examples of the artificial mother liquor. Com-
pare the conditions of the crystallization solution and artificial
mother liquor.

3.2 Screening of

Cryoprotectants

1. Prepare a cryoprotectant solution on the basis of the conditions
of the artificial mother liquor. The concentration of a protec-
tant is approximately 15–30 % (w/v, v/v). It is convenient to
prepare a 2� artificial mother liquor and 30–60 % solution of a
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cryoprotectant and mix them in a 1:1 ratio. After mixing the
solutions, the pH of the mixture should be adjusted to that of
the artificial mother liquor.

2. Several crystals should be soaked in one cryoprotectant solu-
tion to check for reproducibility. It is highly recommended that
the size of each crystal be recorded. Just after soaking, check
the appearance of the crystal. Here again, for this purpose, it is
best to take a photo of the soaked crystals. In some cases, the
crystals will be damaged immediately after soaking in the cryo-
protectant solution.

3. A soaking time of 30 s to 3 min is recommended for the initial
screening.

4. After the soaking, the crystal is mounted on a cryoloop and
frozen. Please note that freezing in a cold N2 flow (ca. 100 K)
and freezing with liquid nitrogen may result in different quality
of crystal diffractions. Try both methods of freezing.

5. Take diffraction patterns (snapshots) from several directions (φ
¼ 0�, 45�, 90�, etc.) and analyze the crystal quality. Check the
resolution (resolution limit), mosaicity, shape of diffraction
spots, and anisotropy carefully. Handling of the crystal fre-
quently damages the crystal quality. To avoid this type of
artifact, it is important to check the crystal quality with two
to three crystals. While it is possible to statistically judge the
significance of the difference in resolution, it is better to detect
obvious differences in the crystal quality at the initial stage of
the screening.

6. Try 20–30 cryoprotectants and select cryoprotectant solutions
that give high-resolution diffractions.

7. Optimize the soaking time and temperature of the selected
cryoprotectant solution(s).

8. When the crystals are damaged by soaking, try soaking at a low
temperature (e.g., 4 �C). Sometimes low-temperature soaking
dramatically improves the situation.

3.3 Multistep

Soaking Method

1. Prepare the artificial mother liquor as described in Sect. 3.1.

2. Perform cryoprotectant screening as described in Sect. 3.2.
Make a list of cryoprotectants that improve the crystal quality.
Even if the effect of a cryoprotectant is marginal, it should be
included in the list of the cryoprotectants that will be used in
the multistep soaking. Even if the effect of a given
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cryoprotectant is small, in combination with other cryoprotec-
tants, it may dramatically improve the crystal quality.

3. Try the combinations of cryoprotectants listed above. When
combining cryoprotectants, the order of soaking affects the
results. There are two methods for the multistep soaking. In
the first method, a crystal soaked in the first cryoprotectant
solution is transferred into another cryoprotectant solution
using a cryoloop (Fig. 5a). In the second method, the second
cryoprotectant solution is added to the first cryoprotectant
solution containing a crystal (Fig. 5b). A combination of two
cryoprotectants is most typically used for the multistep
soaking.

4. Examine the quality of the diffraction images. As described
above, take the diffraction patterns from several different direc-
tions (φ ¼ 0�, 45�, 90�, etc.) and analyze the crystal quality.
Handling of the crystal frequently damages the crystal quality.
To avoid this type of artifact, it is important to check the crystal
quality with two to three crystals.

5. When you find a good combination of cryoprotectants, opti-
mize the soaking time and temperature of each soaking.

When using the multistep soaking method, it is highly recom-
mended that a spreadsheet program such as MS Excel be used to
prepare a table (Table 2). This type of table is useful to systemati-
cally compare the quality of the crystals treated under various
conditions.

Fig. 5 Two methods for multistep soaking. (a) In the first method, a crystal is transferred from a crystallization
droplet to the first cryoprotectant solution and then transferred to the second cryoprotectant solution. (b) In the
second method, the crystal is soaked in the first cryoprotectant solution, and then a second cryoprotectant
solution is added to the first
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Table 2
Data sheet for screening of cryoprotectant solution

ID Crystal ID
Plate
ID

Size
[mm]

First step soaking Second step soaking Resolution

Cryoprotectant
1 Time

Cryoprotectant
2 Time

Max
[Å]

Limit
[Å]

### Protein-
yymmdd-
###

### ## ##% ### ## min ##% ### ## min ### ###

##% ## ##% ##

## mM ##
pH ##

## mM ##
pH ##

001 Caga-
091218-
006

001 0.2 30 % trehalose 3 min – – 4.7 4.65

20 % ethanol

50 mM Tris-
HCl pH 8.8

002 Caga-
100528-
001

058 0.5 17.5 %
erythritol

0.3 min – – 3.4 3.70

40 % ethanol

50 mM Tris-
HCl pH 9.0

003 Caga-
100627-
015

117 0.4 30 % trehalose 14 h 17.5 %
erythritol

2.3 min 3.3 3.49

20 % ethanol 40 % ethanol

50 mM Tris-
HCl pH 8.8

50 mM Tris-
HCl pH 9.0

004 Caga-
120128-
034

471 0.3 30 % trehalose 30 min 30 % PEG1000 1.0 min 3.4 3.30

20 % ethanol 20 % ethanol

50 mM Tris-
HCl pH 7.0

50 mM Tris-
HCl pH 7.0
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Chapter 9

Protein Modification for Crystallization

Toshio Hakoshima

Abstract

Technological advances in data collection with synchrotron radiation sources and phasing methods includ-
ing automated model building and validation have highlighted crystallization as the rate-limiting step in X-
ray diffraction studies of macromolecular structures. Although protein crystallization remains a stochastic
event, protein engineering with the advent of recombinant methods enables us to generate target proteins
possessing a higher propensity to form crystals suitable for X-ray diffraction data collection. This chapter
presents an overview of protein engineering methods designed to enhance crystallizability and discusses
examples of their successful application.

Keywords Protein engineering, Recombinant DNA technology, Flexible loops, Non-conserved
insertion, Secondary structure prediction, Natural variation, Artificial linker

1 Introduction

Advanced recombinant technology and biochemical installations
significantly reduce efforts required for protein production and
purification. Moreover, the use of superb crystallization screening
kits coupled with high-performance crystallization robots has
changed previously laborious trial-and-error crystallization experi-
ments to routine laboratory work that can be executed by specialist
and nonspecialist researchers alike. However, the preparation of
single well-diffracting crystals of the target proteins remains a
time-consuming challenge. Once single well-diffracting crystals
have been obtained, however, X-ray data collection using synchro-
tron radiation and phasing of the intensity data followed by struc-
tural refinement are relatively straightforward tasks.

Two approaches have been employed to improve protein crys-
tal quality and size. Firstly, natural variation in amino acid
sequences of homologues or homologues from different species
can be exploited to identify a target with suitable crystallization
properties. Alternatively, artificial modification of target proteins by
the use of recombinant techniques can be employed to enhance the

Toshiya Senda and Katsumi Maenaka (eds.), Advanced Methods in Structural Biology, Springer Protocols Handbooks,
DOI 10.1007/978-4-431-56030-2_9, © Springer Japan 2016

153



target protein’s propensity to crystallize or to improve the diffrac-
tion quality of the resulting crystals. In this review, we firstly intro-
duce some examples of the use of homologue proteins to
demonstrate the impact of natural sequence variations on crystal-
lizability and crystal lattices and then discuss current progress in
protein engineering methodologies used to improve the crystal
quality of target proteins that are recalcitrant to crystallization in
their wild-type form. Protein engineering methodologies can exe-
cute internal deletion of non-conserved flexible loops in addition to
frequently used N- and C-terminal truncations, in addition to the
use of fusion proteins between tags and target proteins and
between ligands and target proteins. Although these approaches
require preliminary optimization screening, the screening proce-
dures are fairly well established and therefore can be routinely
performed to obtain diffraction-quality crystals.

2 Methods

2.1 Homologous

Proteins

Historically, natural variations in the amino acid sequences of
homologues were exploited to identify targets with suitable crystal-
lization properties during the purification procedure [1, 2]. Exten-
sive application of this approach resulted in a scramble to report on
the first structure determination of transcription factors in 1990s.
How much variation in the sequences is needed to enhance the
propensity to crystallize or to improve the diffraction quality?
Human and mouse genomes share well-conserved sequences of
their homologues with high amino acid identity (>90 %), and
their conserved functionally important domains display high iden-
tity (>95 %). These high sequence identities significantly decrease
the possibility of significant improvements in crystallization or
crystal quality. In practice, homologues with less than 80 % identity
are potential targets for improvement trials. Recent examples are
mammalian T-lymphoma invasion and metastases 1 and 2 (Tiam1
and Tiam2), which are Rac-specific guanine exchange factors (Rac-
GEFs) [3, 4], and dwarf 14 (D14) and related proteins, which are
plant hormone receptor candidates [5].

Tiam1 possesses a novel functional PHCCEx domain
(~30 kDa) for plasma membrane association and specific binding
to a class of membrane proteins. The domain boundary of the
mouse Tiam1 PHCCEx domain was delineated following extensive
screening of expression constructs, since several constructs pro-
duced proteins that were easily degraded during the protein purifi-
cation steps. The optimized construct produced a stable protein
sample that was successfully crystallized in the form of needlelike
crystals of a hexagonal lattice (P6422, a ¼ b ¼ 113.5 Å, c ¼ 113.8
Å, γ ¼ 120�), although the crystals diffracted poorly up to 4.5 Å
using synchrotron radiation at SPring-8. Several trials to improve
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the diffraction by changing conditions or using additives were
unsuccessful. Human and mouse Tiam1 PHCCEx domains share
high sequence identity (>90 %). Thus, focus was then set on
Tiam2, which is a functional homologue of Tiam1 with 65 %
sequence identity. Our sequence alignment showed that the
Tiam2 PHCCEx domain possesses no large insertion or deletion
compared with Tiam1, suggesting that the sequence variation is
relatively high but suitable for possible improvement. With this
sequence variation, protein samples of the Tiam2 PHCCEx domain
were purified in a similar manner to that of Tiam1. Crystallization
screening of the Tiam2 PHCCEx domain yielded two crystal
forms, chunky crystals of tetragonal (P43212, a ¼ b ¼ 105.6 Å,
c ¼ 287.6 Å) and monoclinic (P21, a ¼ 46.7 Å, b ¼ 104.8 Å, c
¼ 116.0 Å, β ¼ 80.6�) lattices. The tetragonal crystals diffracted at
3.2 Å and the monoclinic up to 2.08 Å, which are sufficient for
structure determination and detailed characterization of the molec-
ular structure.

D14 and related D14-like (D14L) proteins belong to an α/β
hydrolase family based on amino acid sequences and are candidates
for strigolactone and karrikin receptors, respectively. Arabidopsis
thaliana (At) and Oryza sativa (Os, rice) D14 share 74 % amino
acid identity. The recombinant protein of AtD14 was easily
prepared as a soluble protein and concentrated to 20 mg/mL to
yield crystals following conventional crystallization screening.
However, the diffraction limit of these crystals was around 4 Å,
the mosaicity was large, and the diffraction spots appeared as
streaks. Compared with AtD14, OsD14 possesses an additional
non-conserved sequence of 54 residues at the N-terminus. This
N-terminal non-conserved extension contains many Gly and Ser
residues and was predicted as an intrinsically disordered random
coil. In general,Os proteins often possess such additional sequences
predicted to form random coils. N-terminal truncated OsD14
(Δ54) could be prepared as a soluble protein, although its solubility
was poor and the maximum concentration was 3 mg/mL. Despite
the limited suitability for structural work, the orthorhombic crys-
tals (P212121, a ¼ 48.0 Å, b ¼ 88.2 Å, c ¼ 121.2 Å) of OsD14
(Δ54) diffracted at 1.45 Å. D14L is also referred to as KARRIKIN
INSENSITIVE 2 (KAI2) and shares about 50 % amino acid iden-
tity with D14. The recombinant protein of AtD14L was efficiently
expressed, easily purified, concentrated to 20 mg/mL, and crystal-
lized in monoclinic crystals (P21, a ¼ 51.0 Å, b ¼ 55.6 Å, c
¼ 53.1 Å, β ¼ 115.8�) that diffracted up to 1.15 Å.

2.2 Internally

Truncated Proteins

As already mentioned in the case of OsD14, N- and/or C-terminal
truncation(s) can be frequently implemented in an effort to
improve protein properties such as stability, solubility, and crystal-
lizability. This approach could be extended to internal loop regions
that may prevent crystallization of the target proteins. One recent
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example is the C-terminal cargo-recognition domain comprising
myosin tail homology 4 (MyTH4) and 4.1/ezrin/radixin/moesin
(FERM) subdomains, the so-called MyTH4–FERM cassette,
found in nonconventional myosins [6]. A DNA fragment encoding
the MyTH4–FERM cassette (residues 1486–2058) of human
myosin-X cloned into the pET47b [þ] vector (Novagen) produced
a soluble protein, although this protein was unstable and suffered
partial degradation during purification. No crystals were obtained
from the purified sample. A protease labile region was found in the
FERM domain. Compared with the canonical FERM domain from
ezrin/radixin/moesin (ERM) proteins, the FERM domain of the
myosin-XMyTH4–FERM cassette contains a non-conserved inser-
tion of ca. 60 residues (1850–1910) located between α2B and α3B
helices (Fig. 1). Using time-of-flight mass spectroscopy (TOF-
MS), we identified the cleavage site at S1892-F1893, which was
located within the non-conserved insertion. We designed S1892A
and F1893A mutants to prevent this partial degradation. However,
these mutant proteins were still degraded during purification. Next,
we designed truncated proteins comprising deletion of residues
forming the internal non-conserved insertion. Nucleotides encod-
ing residues 1845–1891 (Δ47), 1872–1891 (Δ20), or 1882–1891
(Δ10) of the non-conserved insertion were deleted from the plas-
mid using inverse PCR. To test the cargo-binding affinity of these
internally truncated MyTH4–FERM cassettes, we performed pull-
down assays with a GST-fused netrin receptor, deleted in colorectal
cancer (DCC), which is a myosin-X cargo protein. We found that
Δ47 possessed reduced affinity, while Δ20 and Δ10 showed
retained affinity. TheMyTH4–FERM cassettes (Δ20) were success-
fully purified without degradation, crystallized in a monoclinic
lattice (P21, a ¼ 185.2 Å, b ¼ 49.6 Å, c ¼ 94.0 Å, β ¼ 116.7�),
and diffracted at 1.9 Å resolution. The complex between the
MyTH4–FERM cassettes (Δ20) and DCC was also crystallized in
a related lattice (P21, a ¼ 85.4 Å, b ¼ 49.5 Å, c ¼ 93.4 Å,
β ¼ 117.1�) and diffracted at 2.2 Å resolution.

Interestingly, an independent structural work of a fusion pro-
tein between the myosin-X MyTH4–FERM cassettes and DCC
showed that, after extensive trials, deletion of a 36-residue fragment
(residues 1871–1906) within the non-conserved insertion was
necessary for crystallization [7]. Moreover, another structural
work of the MyTH4–FERM cassettes of myosin VIIA, which is a
close homologue of myosin-X, showed that a 30-residue deletion
(residues 1037–1066) in theMyTH4 domain but not in the FERM
domain was necessary for crystallization of the cassette bound to
Sans [8]. This 30-residue deletion is part of the non-conserved long
insertion (residues 1030–1080) between helices α1M and α2M,
compared with the myosin-X MyTH4 domain.

Internal deletion was also explored in recent structural work of
the yeast Ire kinase-nuclease domain [9]. Ire1 is an ancient

156 Toshio Hakoshima



Myosin-X 
Truncated 
Insertion 
loop 

mRadixin MPKPINVRVTTMDAELEFAIQ-PNTTGKQLFDQVVKTVGLREVW---FFGLQYVDSKGYSTW-- 52
sfMoesin MPKSMNVRVTTMDAELEFAIQ-QTTTGKQLFDQVVKTIGLREVW---FFGLQYTDSKGDLTW--
hsMyoX ---MTSTVYCHGGGSCKITIN-SHTTAGEVVEKLIRGLAMEDSR--NMFALFEY--NGHVDKAIE 1756
XeMyoX -SHMTTSVYCHGGGSCQISIN-SHTTAGEVVEKLIRGLSMDNSR--NMFALFEH--NKHTDRAVE
DmMyoX -RSARRQIYRLPGGAERVVNTRCSTVVADVIAELCALLGVESEAEQQEFSLYCIVQGDAFTMPLA

mRadixin LKLNKKVTQQDVKKEN----------PLQFKFRAKFFP-EDVSEELIQEITQRLFFLQVKEAI 110
sfMoesin IKLYKKVMQQDVKKEN----------PLQFKFRAKFYP-EDVADELIQEITLKLFYLQVKNAI
hsMyoX SRTVVADVLAKFEKLAATSEVGDL--PWKFYFKLYCF--LDTDNVPKDSVEFAFMFEQAHEAV 1815
XeMyoX SRVIVADVLAKFERLAGTGDEEDDLGPWNLYFKLYCF--LDVQSVPKEGIEFAFMFEQAHESL
DmMyoX ADEYILDVTTELLKSGQ---------PFYLIFCRSVWHFALKREPAPMPLYVEVLFNQVAPDYLEGLLLELPGN

mRadixin LNDEIY-------CPPETAVLLASYAVQAKYGDYN--------------------------------
sfMoesin LSDEIY-------CPPETSVLLASYAVQARHGDHN--------------------------------
hsMyoX IHGHHP-------APEENLQVLAALRLQYLQGDYTLHAAIPPLEEVYSLQRLKARISQSTKTFTPCE 1875
XeMyoX TSGHFP-------APEETLQHLAALRLQYQHGDFSKV--TWSLDTVYPVQRLKAKILQATKSSTSGH
DmMyoX LEGLLLELPGNGVPVPEMVRDMARIAALLHRAADL--------------------------------

mRadixin ---------------GYLANDKEIHKPRLLPQRVLEQHKLTKEQWEERIQNWHEEHRGML 183
sfMoesin ---------------GFLANDPAVHGPRLLPQRVTDQHKMSREEWEQSITNWWQEHRGML
hsMyoX RLEKRRTSFLEGTLRRSFRTGSVVRQKVEEEQMLDMWIKEEVSSARASIIDKWRKFQGMN 1935
XeMyoX TLERRRTSFLEGTLKRGFKVGSMRKQKVEEEQMMEMWVKEELSAARTSIAEKWSRLQGVS
DmMyoX -----------------SHVPAMKEIKFLLPKPALGIREIRPAQWVGLVQSAWPQVANLS

mRadixin REDSMMEYLKIAQDLEMYGVNYFEIKNKKG--------------TELWLGVDALGLNIYEHDDKLTPKIGF 240
sfMoesin REDAMMEYLKIAQDLEMYGVNYFEIRNKKN--------------TELWLGVDALGLNIYEKDDKLTPKIGF
hsMyoX QEQAMAKYMALIKEWPGYGSTLFDVECKEGGFP-----------QELWLGVSADAVSVYKRGEG-RPLEVF 1994
XeMyoX QHQAMVKYMAIVSEWPGYGPTLFDVEYKEGGFP-----------NDLWLGVSAENVSVYKRGDA-KPLETF
DmMyoX PGQVKAQFLNVLATWPLFGSSFFAVKRIWAEEGPHVEDNHSPMWRDLILALNRRGVLFLDPNTH-ETLQHW

mRadixin PWSEIRNISFND--------KKFVIKPIDKKAPDFVFYAPRLRINKRILALCMGNHELYMRRRKPDTI 300
sfMoesin PWSEIRNISFN--------DRKFIIKPIDKKAPDFVFFAPRVRVNKRILALCMGNHELYMRRRKPDTI
hsMyoX QYEHILSFGAP---------ANTYKIVVDERELLFETSEVVDVAKLMKAYISMIVKKRYSTTRSASSQ 2054
XeMyoX QYEHIIFFGAP--------QPNTFKITVDDRELFFETTQVGEITKIMRAYINMIVKKRCSVRSVTSQD
DmMyoX SFMEVISTRKVRSEDGALFLDMKVGNLMQQRVIRVQTEQAHEISRLVRQYITMAQISQRDKRELN

mRadixin EVQQMKAQARVDSSGAA
hsMyoX GSSR 2058
XeMyoX SQSSNWAR

Radixin loop
3B

2B

2’B

Subdomain A

Subdomain B

Subdomain C

Fig. 1 Detection of non-conserved insertion of the FERM domain in the MyTH4–FERM cassette of nonconven-
tional myosin-X in comparison with ERM proteins. Top: Sequence alignment of nonconventional myosin-X
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transmembrane sensor of endoplasmic reticulum (ER) stress with
dual protein kinase and ribonuclease activities of the cytoplasmic
domain. Crystals derived from the Ire1 cytoplasmic domain were
not suitable for structure determination. To improve crystallizabil-
ity, the cytoplasmic domain was engineered to produce a variant
containing a 24-residue (C869–F892) internal deletion within the
kinase domain that removes a protease labile loop. This loop is part
of 30-residue (863–898) insertion between αE and αEF and
located at the C-terminal flanking region of the activation loop. It
is well known that protein kinase domains frequently possess inser-
tion at the activation loop and flanking regions, which contributes
to the uniqueness of each kinase. Although the activation loop is a
critical segment for kinase activity, the 24-residue deletion of Ire1
did not affect the enzymatic properties of the protein in vitro. The
variant formed crystals that facilitated structural determination at
2.4 Å resolution.

In conclusion, deletion of non-conserved insertions represents
one promising approach to improve protein stability and crystal-
lizability. Careful sequence alignment of target proteins is essential
for this approach. Long stretches of non-conserved insertions are
primary candidates for deletion. In the case of the aforementioned
examples, target proteins contained non-conserved insertions com-
prising more than 30 residues. The position and length of the
peptide stretch to be deleted should be optimized by trial-and-
error experiments followed by appropriate activity assays. The con-
sideration of known crystal structures of homologues to the target
proteins would greatly assist the design of the deletion.

2.3 Fusion and

Chimera Proteins

Protein tags are routinely used in recombinant protein expression
in order to facilitate the purification of target proteins [10, 11].
Other than short oligopeptides such as a hexahistidine, the use of
highly soluble stable proteins, such as GST (glutathione S-
transferase), MBP (maltose-binding protein), or thioredoxin, in
the preparation and expression of fusion proteins can improve
crystallizability and/or diffraction quality by modifying crystal

�

Fig. 1 (continued) (MyoX) from different sources and ERM proteins, radixin and moesin. Conserved or semi-
conserved nonpolar residues are in red or orange. Non-conserved insertions are marked with blue boxes. The
cleavage site of myosin-X during purification is in the blue box and highlighted with a red circle. The sources
are mouse (m), Spodoptera frugiperda (sf), Homo sapiens (hs), Xenopus laevis (xl), and Drosophila melano-
gaster (dm). Bottom: Structural comparison between the obtained myosin-X FERM domain (cyan) with internal
truncation (Δ20, see text) and the radixin FERM domain bound to the ICAM-2 peptide (yellow) (PDB accession
code: 1J19). The structure of the radixin FERM domain represents the canonical FERM domain structures. The
FERM domain contains subdomains A, B, and C. The non-conserved insertion found in the myosin-X FERM
domain is inserted between α2B and α 3B helices of the subdomain B. The truncated insertion of myosin-X
(magenta) displays a distinct conformation from that of radixin (green). Protease labile site is indicated with a
red arrow
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contacts. This strategy was originally applied to the DNA-binding
domain of DNA replication-related element-binding factor
(DREF), which was crystallized as a fusion protein with Escherichia
coli GST [12]. The key point of the utility of this technique lies in
the design of the linker between the tag and the target protein,
which is a determinant factor affecting crystallizability. Long linkers
containing a protease cutting site and residues from multicloning
sites found in commercial MBP-fusion expression kits should be
converted to a shorter linker to limit conformational flexibility.
Since the C-terminal end of MBP contains an α-helix, an oligo-
alanine stretch was repeatedly employed for this linker [13]. This
approach has successfully been applied to a variety of target proteins
[14–17]. The alanine stretch of the linker is expected to form an α-
helix that reduces the flexibility between the tag and target proteins,
and in some cases the alanine linker exists as a loop and produces no
direct contact between the tag and target proteins [17]. Generally,
linkers comprising three or five alanines have been frequently tested
for optimization of crystallizability of the fusion proteins. Some
mutations to reduce surface entropy have also been applied to MBP
in the fusion protein approach.

Another application concerning the use of fusion proteins
relates to stabilization of protein–ligand or protein–protein com-
plexes by increasing the local concentration in an effort to over-
come the relatively weak affinity of ligand binding to form a
complex. In this case, the ligand protein (or peptide) and its bind-
ing protein (or receptor) are fused by a linker peptide. Unlike the
linker employed for fusion proteins of tag and target proteins
described above, the linker in this case should be sufficiently flexible
to facilitate ligand approach and direct binding to the binding site.
The choice of linker length is dependent on the distance between
the N- and C-terminal ends of the ligand and the binding protein.
If the structure of the binding protein is known, extensive model-
ing could provide sufficient information for design of the linker
length and connection to the N- or C-terminal end of the binding
protein. If the structure of the binding protein is unknown, fusion
proteins with the ligand linked to the N- or C-terminal end of the
binding protein should be produced to determine which is most
suitable for complex formation. Since the linker is designed to
possess flexibility, small residues are employed such as glycine or a
mixture of alanine and serine. For example, the structure of the
complex between α-catenin and β-catenin was successfully deter-
mined using a fusion protein comprising the α-catenin-binding
segment of β-catenin (residues 118–151) linked to the N-terminus
of the D1 domain of α-catenin via a linker comprising five glycine
residues [18]. In this fusion protein, the N-terminal 55 residues of
the α-catenin D1 domain were removed since the N-terminal resi-
dues inhibit β-catenin binding to the D1 domain. Another example
is a fusion protein between the myosin-X MyTH4–FERM cassette
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and the DCC peptide, as described above [7]. To improve the
quality of the complex crystals, fusion proteins for crystallization
were tested, and fusion of the DCC peptide to the C- but not N-
terminal end of the myosin-X MyTH4–FERM cassette yielded
high-quality crystals of the complex. This C-terminal fusion protein
contained two linker residues (Ser and His) between the MyTH4–-
FERM cassette and the DCC peptide as a result of the cloning
process. Fortunately, the C-terminal very end of the cassette and
the N-terminal very end of the DCC peptide were sufficiently
flexible to form the complex. However, compared with the non-
fused 1:1 complex [6], the conformation of the DCC peptide and
its binding mode to the cassette was altered somewhat, probably
due to the fusion. Thus, the application of fusion proteins to
ligand–protein complexes should be accompanied with additional
experimental tests to verify the binding mode and ligand
conformation.
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Chapter 10

Analytical Ultracentrifugation

Elena Krayukhina and Susumu Uchiyama

Abstract

Analytical ultracentrifugation (AUC) is a very useful technique to characterize macromolecular interactions.
In AUC, a centrifugal force of up to about 250,000 g is applied to a solution of macromolecules, and the
progression of sedimentation over time is monitored using an optical detection system. Significant advances
in both hardware and software over the past few decades have greatly improved the applicability of AUC for
the study of protein–protein interactions. The purpose of this chapter is to provide experimental strategies
for the analysis of protein–protein interactions using AUC, including the determination of the association
constant of self-associations, binding stoichiometry, and equilibrium binding constant of heterogeneous
protein–protein associations. An overview of the method and software packages available for AUC data
analysis and optimal protocols for the characterization of protein–protein interactions will be described.

Keywords Sedimentation velocity, Sedimentation equilibrium, Self-association, Hetero-associations,
Isotherm analysis, SEDFIT, SEDPHAT

1 Introduction

AUC is an extremely useful technique for studying protein–protein
interactions. It can be applied to broad molecular weight distri-
butions (102–108 Da) to extract parameters such as equilibrium
binding constant and binding stoichiometry. It is also a powerful
method to assess protein stability and purity.

AUC experiments can be conducted in two basic modes of
operation: sedimentation velocity (SV) and sedimentation equi-
librium (SE). Regarding data collection, the major advantage of
SV over SE is that the required run time is much shorter. Until
recently, SE has been used to determine the buoyant molecular
weight of the solutes and to estimate the stoichiometry and equi-
librium constants of protein–protein interactions [1]. Recent
advances in computational approaches for the analysis of SV data
have made it possible to extract a wide variety of information from
the SV runs [2–6]. Nonetheless, in cases where the number of
species involved in the interaction is limited, SE remains the most
accurate method to determine the equilibrium constant [7].
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Therefore, prior to SE, the sample purity and aggregation proper-
ties should be characterized with SV. The protocols for SV and SE
will be described in Sect. 3. First, some general approaches for
experimental design applicable to both SVand SE will be described.

2 General Experimental Setup

2.1 Optical Detection

Systems

There are three different optical detection systems available for
AUC. Considerations associated with each system are briefly sum-
marized in Table 1.

Table 1
Optical detection systems for AUC

Absorption optics Interference optics
Fluorescence
detection system

Selectivity High (only components
absorbing at the
selected wavelength
are detected)

Low (all components, including
buffer salts, are detected)

High (only
fluorescently labeled
components are
detected)

Loading
concentrations

Concentrations
producing 0.1 to ~1.5
OD at selected
wavelength

Lower limit: concentrations
producing a signal above the
noise of acquisition (in general,
~0.1 mg/mL)

Upper limit: concentrations
below those causing
nonideality effects (steep
concentration gradients
causing Wiener skew are to be
avoided)

100 pM–1 μM

Scanning speed ~1 min per 1.2 cm
solution column;
radial scanning across
solution column

Whole solution column imaged at
once, ~10 s delay between scans

~90 s per 1.2 cm
solution column;
radial scanning
across solution
column

Signal-to-noise
ratio

~300 >1000 Can be adjusted by
changing the
photomultiplier
tube (PMT) voltage

Sample/
reference
volume
matching

Not required Exact same volumes should be
loaded in sample and reference
channels

Not required

Sample/
reference
component
matching

Not required Exhaustive dialysis, size-exclusion
chromatography, or spin
columns should be used to
chemically equilibrate sample
and reference

Not required
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2.1.1 Absorption Optics Absorption optics is the most commonly used optical detection
system for AUC as it provides highly sensitive and selective protein
detection. Typically the acceptable concentration range is from a
few to several hundred micromolar, depending on the absorption
coefficient and molecular weight of the protein of interest. The use
of different wavelengths combined with 3 mm centerpieces could
be employed to extend the applicable concentration range, and
successful experiments have been conducted on 24 mg/mL
(160 μM) samples [8]. Several important points should be consi-
dered when using absorption optics. To maximize the signal-to-
noise ratio, the highest possible intensity of the xenon flash lamp is
required (Fig. 1). Oil leaking from the vacuum pump can accu-
mulate on the lamp surface and diminish the light output. To
ensure the best performance of the lamp, the emission spectrum
should be acquired periodically, and the lamp should be cleaned if a
decrease in the emission of the peak at 230 nm is detected. Another
concern associated with absorption optics is that at the selected
wavelength, the total absorbance of the sample placed in the centri-
fugal cell should be within the dynamic range of the detector. In
general, the detected signal should be linear with respect to the
concentration of the solute up to 1.5 OD, but it depends on the
intensity of the lamp at a particular wavelength. Thus, care must be
taken to account for the relative contribution of various compo-
nents of the solution, including the buffer (see Sect. 2.2) to the
total signal. As such, the absorbance of the buffer should be
measured against a water blank to determine its absorbance profile.
An additional issue concerning absorption optics is that the wave-
length accuracy of the monochromator incorporated into the AUC
absorbance system is within 1 nm. When a wavelength from the
steep portion of the spectrum is chosen for detection, the un-
predicted shift of the wavelength during AUC experiment affects
the quality of the recorded data and can result in the signal exceed-
ing the dynamic range. The impact of wavelength imprecision

Fig. 1 The intensity profile of xenon flash lamp
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can be reduced by using a relatively flat portion of the absorption
spectrum such as the maximum of an absorption peak. Most pro-
teins have an absorption peak at around 280 nm attributed to the
absorption of aromatic amino acids such as tryptophan, tyrosine,
and phenylalanine. Additionally, peptide bond absorption at
around 220–235 nm can be used for the data acquisition of a
solution with a low absorption at 280 nm. Thus, for the AUC
measurements, the recommended wavelengths are 230 and
280 nm for low and medium concentrations, respectively. Highly
concentrated solutions can be monitored at around 290 nm.
Nevertheless, in highly concentrated solutions, the Wiener skewing
effect [9] caused by the large difference in the refractive index
between the solvent and solution interferes with the accurate mon-
itoring of sedimentation profiles.

The noise of data acquisition is usually 0.005–0.01 OD, and,
considering the upper limit of the dynamic range of 1.5 OD, the
maximum achievable signal-to-noise ratio is approximately 300.

2.1.2 Interference Optics In interference optics, the signal detection is based on the differ-
ence of the refractive index between the sample and reference. All
components in the solution, including the buffer, contribute to the
signal detected by interference optics, and different salt distri-
butions in the sample and reference can affect the recorded signal.
To obtain high-quality data, it is imperative to allow the sample and
respective reference solvent to chemically equilibrate. This can be
achieved through exhaustive sample dialysis against the solvent
solution. Another approach is to use the sample after elution from
a gel filtration column with the mobile phase being used as the
reference solvent. Spin gel filtration columns have also been suc-
cessfully applied for a similar purpose. Despite these technical chal-
lenges, the temporal and radial resolution of data recorded using
interference optics is significantly better compared to absorbance
data. An entire solution column is imaged at once with the radial
step size of approximately 0.002 cm, and the time delay between
consecutive scans is only 10 s. There is no specific upper concen-
tration limit; however, significantly steep gradients should be
avoided. Solvents containing strongly absorbing compounds,
such as ATP, do not pose limitations on signal detection using
interference optics.

2.1.3 Fluorescence

Optics (Fluorescence

Signal Detection System)

Recent developments of fluorescence signal detection system [10]
have made it possible to use AUC for the analysis of high-affinity
interactions. In addition, such system enables the detection of the
sedimentation of the component of interest in complex solutions
such as blood serum where other light-absorbing species are pres-
ent [11]. The covalent attachment of fluorescent dyes required for
fluorescence-detected AUC analysis can potentially affect the sedi-
mentation behavior of a molecule due to modifications in its size or
shape. Therefore, the impact of labeling on the structure, activity,
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or associations of the macromolecule should be examined. Fluores-
cent emission is detected in the wavelength range of 505–565 nm
using laser excitation at 488 nm. Extrinsic dyes with the same
excitation wavelength, such as fluorescein, Alexa Fluor 488, Ore-
gon Green, and green fluorescent protein, can be used to label
target molecules. At low concentrations, the adsorption of the
protein of interest to the windows and centerpiece can potentially
interfere with the analysis; thus, for low concentrations, the addi-
tion of a “carrier” protein is recommended [10, 12]. Low concen-
trations (0.1 mg/mL) of ovalbumin, serum albumin, and kappa
casein have been used for this purpose.

2.2 Buffers Buffers used in AUC experiments should contain sufficient salt
concentrations to shield unfavorable electrostatic repulsions
between molecules. If possible, no gradient forming additives,
such as glycerol or sucrose, should be added to the buffer solution.
For uncommon solvents, chemical resistances (http://www.uslims.
uthscsa.edu/compatibility.php) should be evaluated to select a
suitable centerpiece that is compatible with the solvent. In general,
it is preferable to use nonabsorbing buffers. For samples with
reducing agents, it should be noted that most reducing agents
demonstrate significant absorption in the near-UV range that
changes in a time-dependent manner. TCEP (tris(2-carboxyethyl)
phosphine) is recommended to maintain the reduced state of cys-
teine residues during the AUC measurement.

3 Methods

3.1 Sedimentation

Velocity (SV)

3.1.1 Introduction SV is a hydrodynamic method that provides information on the size
and shape of the solute. SV is applied for the determination of the
solute’s sedimentation coefficient distribution and to gain limited
information on the hydrodynamic shape of the solute.

In SV, the solute sediments under a strong gravitational field and
the sedimentation and diffusion fluxes govern the behavior of the
particle. The partial differential equation describing the evolution of
concentration profiles C(r,t) at each radial position r and time t dur-
ing the sedimentation process is the Lamm equation [13]:

∂C
∂t

¼ 1

r

∂
∂r

rD
∂C
∂r

� sω2r2C

� �
; ð1Þ

where s andD are the sedimentation and diffusion coefficient of the
solute, respectively, andω is the angular speed. The Lamm equation
is derived from equations governing sedimentation and diffusion
transport processes combined with the balance equation of centri-
fugal, buoyant, and drag frictional forces acting on the solute mole-
cule. For amixture of non-interacting solutes, the total concentration
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of all solutes can be represented by a sumofLammequation solutions
L for each solute in the mixture multiplied by the partial concentra-
tion cn:

Cðr, tÞ ¼
X

½cnLðsn,Dn, r, tÞ� ð2Þ
Analysis of the sedimentation data by the Lamm equation can
provide information about solute sedimentation and the diffusion
coefficient. Unfortunately, the Lamm partial differential equation
has no general analytical solution. However, the recent availability
of powerful computers has favored the development of computer
programs for the numerical analysis of sedimentation experiments.

Sedimentation coefficient s (Svedberg units, 1S ¼ 10�13 s) cor-
responds to speed u at which the solute molecule moves in the
centrifugal field ω2r:

s ¼ u

ω2r
¼¼ M 1� vρð Þ

Nf
¼ MD 1� vρð Þ

RT
; ð3Þ

where M is molecular mass, v is the partial specific volume, f is the
translational frictional coefficient, ρ is the buffer density, T is the
absolute temperature, R is the universal gas constant, and N is
Avogadro’s number.

The diffusion coefficient D can be conveniently expressed
through the frictional ratio f/f0 by using the Stokes–Einstein
relationship:

D ¼ RT

18πN f =f 0η
� �3=2 ffiffiffiffiffiffiffiffiffiffiffiffiffi

sv
2 1�vρð Þ

q ; ð4Þ

where η is the buffer viscosity. A frictional ratio is defined as the
frictional coefficient of a protein f divided by the frictional coeffi-
cient f0 of a non-hydrated sphere of equal mass and indicates the
degree of globularity of the proteins. While a non-hydrated sphere
has a frictional ratio equal to 1, most globular proteins have f/f0-
values in the range 1.2–1.8. For elongated molecules, frictional
ratio values can be greater than 2.

The molecular mass M can be derived from the obtained para-
meters (s, D) using the Svedberg equation:

M ¼ sRT

D 1� vρð Þ ð5Þ

3.1.2 Experimental

Design and Execution

Protocol 1

1. Choose the appropriate sample concentration. To determine if
the protein of interest self-associates, the initial SV runs should
be performed with at least three different protein concen-
trations. The initial cell-loading concentrations should cover
an approximately tenfold concentration range. To study the
hetero-association of two proteins (A and B), the SV
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experiments should be conducted with at least one concentra-
tion of A and B alone and at least three mixtures prepared with
different concentrations of A and B. In general, the mixtures
are prepared in the following manner: the concentration of A is
kept constant within a few folds of the expected kd, and the
concentration of B is varied approximately tenfold below and
above the expected kd.

2. Choose the appropriate optical detection system. The choice
depends on the concentration range and the nature of the
protein (for details, see Table 1 and Sect. 2.1)).

3. Choose the appropriate solvent: see Sect. 2.2.

4. Choose the appropriate centerpieces and load samples into
cells. In most cases, standard double-sector centerpieces can
be utilized. The sectors are filled with 400–450 μL of the
sample. It should be noted that longer solution columns pro-
duce higher hydrodynamic resolution and better quality data
can be collected for a longer amount of time. In cases where
absorption optics is used, the reference sector should be filled
with the buffer solution, the volume of which should exceed
the sample volume by 5–10 μL to avoid complications caused
by signal from the solvent meniscus. When interference optics
is utilized, the volumes of the sample and reference should
match. Preferably, meniscus-matching centerpieces should be
used. However, if the sample and reference menisci are not
precisely matched, this can be accounted for computationally
during data analysis using SEDFIT software [14].

5. Choose the appropriate temperature. The sample must be
stable at the experimental temperature over the course of the
experiment. For most applications, 20 �C is appropriate. For
the special cases, temperatures between 4 and 40 �C are avail-
able using Beckman Coulter XL-A/I ultracentrifuges. Before
the run, carefully equilibrate the rotor with the samples loaded
at 0 rpm for at least 30 min after the rotor reaches the target
temperature. It is important to avoid convection at the begin-
ning of the run, which is caused by the mixing of the solution
layers of different temperatures.

6. Choose the appropriate rotational speed and scan interval. A
speed should be chosen so that at least 40 scans can be recorded
before the sedimentation of the sample is complete. Simu-
lations available in SEDFIT [15] or UltraScan [16] software
packages estimate the optimum speed and consequently an
approximate time to complete sample sedimentation (http://
www.analyticalultracentrifugation.com/generating_simu
lated_data.htm; http://www.ultrascan3.uthscsa.edu/manual/
astfem_sim.html). The scan interval should be as short as pos-
sible, but the sample should completely sediment before the
maximum number of the scans (999) is reached.
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7. Start the method scan. Collect data until the sample sediment-
ation is complete, which generally requires between 2 and 12 h
depending on the solute size and rotational speed.

8. Stop the run. In principle, after the AUC experiment, the
samples can be recovered from the cell assembly. However,
due to possible changes in the structure and aggregation state
of the solutes, this is not generally recommended.

9. Clean the components of the cell assembly. It is a good practice
to use the same combination of cell housing, windows, and
centerpiece during cleaning and assembly. In this manner, the
defective components affecting the quality of the data can be
easily detected and eliminated.

3.1.3 Data Analysis

3.1.3.1 Determination of

Sedimentation Coefficient

Distribution

The most commonly used approach to initial data analysis is the
sedimentation coefficient distribution, C(s), implemented in the
SEDFIT software [3, 15]. This method requires no prior knowl-
edge of sample properties and can be conveniently used to deter-
mine the number of sedimenting species, sedimentation
coefficients, and molecular masses. C(s) is a direct least-squares
method for modeling experimental data using numerical solutions
of the Lamm equation. To calculate diffusion coefficients, Eq. 4 is
used, where it is assumed that all sedimenting species have the same
frictional ratio f/f0. This assumption is based on the lower size
dependence of diffusion relative to sedimentation and weak shape
dependence of the frictional ratio. The weight-average f/f0 value
can be optimized in a nonlinear regression during C(s) analysis. For
heterogeneous systems, where multiple species with different
shapes are present at comparable concentrations, a single frictional
ratio is not suitable to describe all the components and results in
skewed molecular mass determinations. However, when a single
peak is seen in the C(s) distribution, the molecular mass estimation
can be expected to be within 10 % of the true value.

Protocol 2
1. Load scan files into SEDFIT. The data are color-coded accord-

ing to the acquisition time: scans recorded at the beginning of
the experiment are shown in black and the latest scans are
indicated in red. Select the appropriate number of scans so
that the transition from a green to red color is seen in the
middle of the loaded data set.

2. Specify the meniscus, bottom position, and fitting limits. Set
meniscus (red line) to the midpoint position of the absorbance
spike corresponding to the air–sample boundary. Set the bot-
tom position (blue line) to the maximum signal corresponding
to optical artifacts at the end of the solution column. Set the
left and right data analysis limits (green lines) to exclude the
region of optical artifacts close to the meniscus and bottom.

172 Elena Krayukhina and Susumu Uchiyama



3. Choose continuous C(s) distribution from the “Model” menu.
In the “Parameter” box, input the minimum (smin) and maxi-
mum (smax) expected sedimentation coefficient values. Input
the resolution. This parameter corresponds to the number of
species with different s-values between smin and smax in which
relative abundance will be determined in the C(s) analysis.
Input the initial value for the frictional ratio: 1.2 for globular
proteins, 1.5 for antibodies or other asymmetrically shaped
proteins, and 2.0 or higher for rod-shaped and unfolded pro-
teins, fibrils, and DNA. Input the values for partial specific
volume (vbar), solvent density, and viscosity. Set the confidence
level to 0.68. Check the boxes for the frictional ratio, baseline,
meniscus, and time-independent noise (and radial-
independent (RI) noise when interference optics is used for
the data acquisition) in order to optimize these parameters.

4. Use the “Run” command to estimate the initial guesses for the
parameters entered in the previous step. If the distribution
significantly deviates from zero at the minimum or maximum
s-value, select a higher value for smax and a lower value for smin,
respectively. Execute the “Run” command with refined para-
meters. Repeat until there are no peaks at the maximum and
minimum s-value in the C(s) distribution.

5. Optimize the initial parameters by executing the “Fit” com-
mand. Assess the quality of the fit by verifying that the root
mean-square deviation (rmsd) does not exceed 0.1 % of the
total loading signal value. The randomness of the residuals can
be ensured by the absence of visible diagonal lines at the
residuals bitmap. If a good quality optimization is achieved,
the peaks in the resulting C(s) distribution correspond to the
sedimenting species. The displayed fitted frictional ratio should
be consistent with the known properties of the sample (folded/
unfolded chains) and should always be >1. Values <1 indicate
extra boundary broadening not originating from diffusion, but
likely from rapid (koff >0.01/s) chemical reactions.

6. Estimate the molecular weights of the detected species by
choosing “Display Mw peaks in C(s)” from the “Display”
menu or by clicking Ctrl-M. The obtained values should be
interpreted with care (see Sect. 2.1).

3.1.3.2 Isotherm Analysis The isotherm of weight-average sedimentation coefficients, sw, as a
function of protein concentration is constructed. The experiments
performed at different protein concentrations are analyzed to elu-
cidate if reversible self-association is present. Available methods for
data analysis include g*(s) [17], van Holde–Weischet analysis [18],
and two-dimensional spectrum analysis [4], with the C(s) analysis
being the method of choice. Even though the C(s) analysis is based
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on the assumption that all solutes are non-interacting, the integra-
tion of the size-distribution profiles over the entire sedimentation
coefficient range provides a correct weight-average sedimentation
coefficient, from which the equilibrium constant for a self-
association or hetero-association of the solutes can be
characterized.

In addition to the determination of the presence of associa-
tions, C(s) allows for the estimation of the kinetics of those inter-
actions. If the peaks are broad and their positions are concentration
dependent, then there is a fast reaction taking place. In contrast, for
a slow reversible system, the peaks would be sharper and at constant
positions, and only the relative peak heights would vary with
concentration.

Protocol 3

1. Analyze the collected data according to Protocol 2. Integrate
the area under the corresponding peaks by selecting “Integrate
distributions” under “Size-distributions options” under the
“Options” menu of the SEDFIT main window or simply by
clicking Ctrl-I. Note the weight-average sedimentation coeffi-
cients and write them in a second column in a tab-delimited
text file, with the first column representing the loading con-
centrations. Alternatively, the signal-average sedimentation
coefficient isotherms can be conveniently constructed using
GUSSI software (http://biophysics.swmed.edu/MBR/soft
ware.html).

2. Load the isotherm file into the SEDPHAT window. In the
“Experimental parameter” box, input the partial specific vol-
ume, buffer density and viscosity, extinction coefficient, and
optical path length.

3. Choose the appropriate model from the “Model” menu and
execute the “Fit” command. To increase the precision of the
determined kd, prior knowledge of the sedimentation coeffi-
cients of either individual components or complexes can be
incorporated in the analysis. In self-associating systems, the
sedimentation coefficients can be derived from available crystal
structures by constructing hydrodynamic bead models using
SOMO [19] or HYDROPRO [20]. For hetero-associating
systems, the sedimentation coefficients of A and B can be
derived from the experiments performed using the individual
components.

An example of isotherm analysis conducted to study the
self-association of semaphorin 6A (Sema6A) receptor-binding frag-
ment is presented in Fig. 2a [21]. Figure 2b provides an example
of the monomer–dimer–tetramer equilibrium of wild-type
hemoglobin.
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3.1.3.3 Direct Boundary

Modeling of SV Data: Using

Prior Knowledge from Non-

denaturing Mass

Spectrometry

In SV, information about the molecular mass of the species is
obtained using the frictional ratio parameter, which is extracted
from modeling the sedimentation boundary spreading. For multi-
component solutions which contain reactive species with a broad
range of sizes or shapes, the determination of molecular masses is
often difficult, as in addition to diffusion, the shape of the sedimen-
tation boundary is dependent on both conformational heterogene-
ity and reaction kinetics [22]. Consequently, if the model applied
for the data analysis does not account for either of the factors, the
estimates of the obtained parameters may be incorrect. Likewise,
incorporating all factors in the fitting model can significantly com-
plicate the analysis and potentially compromise the results.

An alternative approach to SV is mass spectrometry (MS) which
is capable of providing the most accurate molecular mass determi-
nation. Nonetheless, nonspecific interactions occurring during the
electrospray ionization process can affect the distribution of oligo-
meric species. Therefore, the combination of SV and MS may be
useful for the characterization of complex protein solutions.

The study of the assembly states of the nucleosome assembly
protein 1 (NAP-1) reported by Noda et al. [6] highlights the utility
of proposed technique. Prior to SV, the oligomeric states of NAP-1
were characterized by MS under non-denaturing conditions. The
results indicated that the primary oligomeric unit of NAP-1 was a
dimer, and a portion of the dimers further assembled into higher
oligomers. Then, the assembly states of NAP-1 in solution were
characterized using SV. The initial data analysis performed using

Fig. 2 Examples of isotherm analysis conducted to determine the dissociation constant of self-associating
proteins. (a) C(s) distribution from SV experiments performed at different concentrations of the semaphorin 6A
receptor-binding fragment Sema6ASP. For the clarity of presentation, only the distributions calculated for 1
(purple), 3.25 (blue), and 12 μM (green) data are plotted. The concentration-dependent change observed in the
sedimentation coefficient distribution indicates the presence of a monomer–dimer equilibrium. The isotherm
analysis of the weight-average sedimentation coefficients yielded a kd value of 3.5 μM (Adapted from ref. 21).
(b) C(s) distribution from SV experiments performed at different concentrations of wild-type human hemoglo-
bin. For the clarity of presentation, only the distributions calculated for 2.5 (purple), 7.5 (blue), and 10 μM
(green) data are plotted. The concentration-dependent changes observed in the areas of the peaks indicate
the presence of a dimer–tetramer equilibrium. The isotherm analysis of the weight-average sedimentation
coefficients yielded a kd value of 0.1 μM
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the C(s) model of SEDFIT allowed accurate determination of the
sedimentation coefficients and relative concentration of each oligo-
meric species (Fig. 3a). The assignment of molecular mass to the
peaks detected in the C(s) distribution, however, was complicated
by the heterogeneity of the sample and the single weight-average
f/f0 value was not suitable to describe each component individually.
Thus, the findings from the non-denaturing MS measurements
were incorporated as prior knowledge in the SV data analysis
using SEDPHAT. “Hybrid local continuous distribution and
global discrete species” analysis using a number of different models
including 1-2-4-6-8-mers, 1-2-4-6-8-10-mers, 1-2-4-6-8-10-12-
mers, 1-2-4-6-8-10-12-14-mers, and 1-2-4-6-8-10-12-14-16-
mers was performed. With the increasing number of oligomeric
species included in the model, the rmsd value decreased demon-
strating a higher-quality fit (Fig. 3b). The 1-2-4-6-8-10-12-mers,
1-2-4-6-8-10-12-14-mers, and 1-2-4-6-8-10-12-14-16-mers
models showed similar rmsd values, which indicated that the 1-2-
4-6-8-10-12-mers model was the most appropriate for the data set
analysis, according to the principle of parsimony.

3.1.3.4 Direct Boundary

Modeling of SV Data: The

Estimation of Kinetic

Information for Systems

with Reversible

Associations

The sedimentation coefficients and equilibrium constants
obtained from isotherm analysis can be further refined using the
direct Lamm equation modeling approach.

Protocol 4

1. Load xp-files of the SVexperiments into SEDPHAT. These files
can be prepared while analyzing data in SEDFIT to construct
the isotherm of the weight-average sedimentation coefficients.
Detailed instructions on the preparation of xp-files are available
elsewhere (http://analyticalultracentrifugation.com).

Fig. 3 Analysis of SV data from the study of the assembly states of the nucleosome assembly protein 1
(NAP-1). (a) C(s) distribution of human NAP-1 at 150 mM NaCl. (b) Plot of RMSD values from the results of
“Hybrid local continuous distribution and global discrete species” analysis by the program SEDPHAT of human
NAP-1. The association model number indicates 1 1-2-4-6-8-mer model, 2 1-2-4-6-8-10-mer model, 3 1-2-
4-6-8-10-12-mer model, 4 1-2-4-6-8-10-12–14-mer model, and 5 1-2-4-6-8-10-12-14-16-mer model
(Adapted from Ref. 21)
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2. Select the model and enter the starting values for the species s-
values and the equilibrium constant from the isotherm analysis.
Estimate the chemical off-rate constant log10(koff) ¼ �3 for
rapid interactions or �4 to �5 for slow interactions relative to
sedimentation.

3. Fit this model by first optimizing only the starting concentra-
tions. At the next step, allow the algorithm to perform the
optimization of the equilibrium binding and reaction rate con-
stants and the species s-values.

4. Evaluate the fit by noting the rmsd value and randomness of
the residual distribution.

5. Different models can be tested. The one producing the lowest
rmsd value coupled with a random distribution of residuals
should be considered as the most appropriate.

3.1.3.5 Multi-signal SV

(MSSV)

Multi-signal SV (MSSV) is a SV technique utilized in the study of
heterogeneous protein interactions. A detailed description of this
method is available in [23]. MSSV enables the investigation of
binary and ternary complexes formed in mixtures of three different
proteins. To resolve interacting components in MSSV, the compo-
nents must show sufficiently different spectral signatures. To evalu-
ate whether MSSV is a suitable approach for a particular mixture,
the value of Dnorm [24] is calculated based on the known extinction
coefficients. Successful examples of three protein-component mix-
tures analyzed by MSSV are described in [25, 26].

3.2 Sedimentation

Equilibrium (SE)

3.2.1 Introduction SE experiments are conducted at lower rotational speeds than SV
experiments. The sedimentation flow is opposed by counterflow
diffusion that is generated according to the derivative of the con-
centration at a radial position. At the equilibrium state, the sedi-
mentation force applied to the solute is balanced by the diffusion
force, leading to the formation of a steady-state exponential con-
centration gradient. SE provides information on the total profile of
detectable solute with a selected optical detection system, and
therefore high purity samples containing a small number of species
are preferred. Analysis of the sample by SV should be carried out
prior to the SE to confirm the absence of impurities.

SE experiments provide information about solute buoyant
molar mass, association constants, association stoichiometries, and
second viral coefficient related to the thermodynamic nonideality of
the solution. Similar to SV, the behavior of the particle in the cell is
described by the Lamm equation. Unlike SV, in SE the system is
studied at equilibrium, and thus the total flux, comprised of sedi-
mentation flux and opposing diffusion flow, equals 0:
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sω2rC �D
∂C
∂r

¼ 0 ð6Þ
The solution of this equation corresponds to the exponentially
increasing concentration profile:

C rð Þ ¼ C0e
sω2

2D r2�r20ð Þ ð7Þ
where C0 is concentration at a radial reference point r0 in the
concentration gradient. By inserting the Svedberg Eq. 5, the fol-
lowing expression is derived:

C rð Þ ¼ C0e
M 1�vρð Þ ω2

2RT r2�r20ð Þ ð8Þ
Thus, the steepness of the concentration gradient at any particular
rotor speed is determined by the buoyant molecular mass Mb ¼ M
(1 � vbar ρ). In contrast to SV, the molecular shape of the solute has
no effect on the result of SE experiments within ideal solutions. The
buoyant molecular mass thus can be obtained from SE experiments,
and the weight-average molecular weight of the macromolecule of
interest, M, can be estimated given an accurate partial specific
volume. The partial specific volume can be determined experi-
mentally bymeasuring the concentration dependence of the protein
solution or by using density contrast in mixtures of light and heavy
water [27, 28] or theoretically from the amino acid composition of
the protein using SEDNTERP (http://sednterp.unh.edu/).

For a mixture of solutes, the total equilibrium concentration
gradient is expressed by the following equation:

C total rð Þ ¼
X

i
C0, ie

M i 1�viρð Þ ω2

2RT r2�r20ð Þ þ baseline; ð9Þ
where C0 of the complex can be described using the C0 values of
each component and the equilibrium constant of the interaction
between or among the components. In the nonlinear fitting of SE
data, the C0 values, baseline, and kd are set as variable parameters,
while Mi and vi are typically calculated based on the amino acid
composition and are set as fixed parameters.

3.2.2 Experimental

Design and Execution

3.2.2.1 Self-Association

by SE (Example

A þ A ¼ A2)

Protocol 5
1. Choose the appropriate sample concentration. In order to

determine the association constant, a broad concentration
range with multiple loading concentrations should be used.
At low concentrations, monomers will primarily contribute to
the signal, while at high concentrations the signal will be domi-
nated by oligomeric forms. Prior to SE experiments, it is highly
preferable to characterize the sample by SV according to Pro-
tocol 1 and Protocol 2. The sample should be well purified
(typically more than 95 % purity) and chemically equilibrated
with its reference solvent if interference optics is utilized.
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2. Choose the appropriate sample volume. Usually 3 mm solution
columns (100–120 μL) are sufficient for SE experiments. Lon-
ger columns require longer times to reach equilibrium; how-
ever, concentration gradients extending longer distances
provide better parameter precision. For low molecular mass
proteins, higher volumes may be required to produce a con-
centration gradient with a sufficient length of curvature. Before
performing the experiment, it is recommended to simulate data
using the “Estimate equilibrium rotor speeds” option under
the “Calculator” menu of SEDFIT.

3. Choose the appropriate optical detection system. The choice
depends on the concentration range and the nature of the
protein including the amino acid composition (for details, see
Table 1 and Sect. 2.1).

4. Prepare cells for sample loading. If interference optics is cho-
sen, before loading the samples, the assembled cells should be
mechanically “aged” (for details, see http://analyticalultra
centrifugation.com) to minimize the impact of time-
independent noise, which can change over the time course of
the SE experiment due to mechanical micro-movements of the
assembly parts. Similar to Protocol 1, the same (interference
optics) or 5–10 μL larger solvent volumes (absorption optics)
should be loaded in the reference sector.

5. Choose the appropriate temperature. The sample should be
stable at the experimental temperature during the equilibrium
run (depending on the settings, the run might require 1 week
or longer). For most applications 20 �C is an appropriate
choice. For special cases, temperatures between 4 and 40 �C
are available using the XL-A/I ultracentrifuge. In contrast to
the SV run, there is no need to equilibrate the rotor with the
samples loaded at the target experiment temperature.

6. Choose the appropriate rotational speed. A single speed cannot
distinguish interacting and non-interacting species when a sam-
ple solution with a single concentration is measured. Therefore,
three rotor speeds should be chosen for the experiment. The
slowest rotational speed provides a shallow gradient resulting in
information about the largest species in the sample. At the
highest rotational speed, meniscus depletion should be
achieved and a steep concentration gradient should be
observed. This data set provides information about the smallest
species. Simulations available in SEDFIT or UltraScan software
packages allow for the convenient estimation of the best speed
(see http://www.analyticalultracentrifugation.com/
generating_simulated_data.htm, http://www.ultrascan2.
uthscsa.edu/manual2/finsim.html for details).
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7. Collect the data. Start collecting multispeed data from the
lowest speed chosen in the previous step. Data are collected
every 6 h and successive scans are compared by the SEDFIT or
WinMatch program. Equilibrium is attained when the subtrac-
tion of two consecutive scans produces no systematic differ-
ence. The minimum time required to reach equilibrium can be
estimated using the “Calculator” menu of SEDFIT. Once
equilibrium has been attained, the data can be collected at the
next speed.

8. After equilibrium is attained at the highest rotor speed and all
the data have been collected, stop the run and clean the com-
ponents of the cell assembly.

3.2.2.2 Hetero-

associations by SE

(Example A þ B ¼ AB)

Protocol 6

1. Prepare a series of sample concentrations. Each component
should be measured individually and a mixture of components
should be prepared as a dilution or titration series. To avoid
nonideality, which complicates data interpretation and analysis,
the concentration range should be chosen within 0.1–10 � kd,
producing an absorbance signal within 0.1–0.75 OD or larger
than 0.1 fringes. Again, if interference optics is chosen, the
sample should be free from impurities and equilibrated with
its reference solvent.

2. Choose the appropriate sample volume (see Protocol 5).

3. Choose the appropriate optical detection system. The detec-
tion at multiple wavelengths (230, 250, and 280 nm) com-
bined with interference allows for a wide range of suitable
loading concentrations.

4. Load cells with the sample, choose the appropriate temperature
and rotational speed, and collect the data according to Protocol
5.

3.2.3 Data Analysis Protocol 7

1. In SEDFIT, preprocess the data for further analysis using
SEDPHAT. In the “Loading Options” menu of SEDFIT,
choose “Sort EQ data to Disk” and convert equilibrium data
to (*.xp) files suitable for the SEDPHAT analysis (for details,
refer to http://www.analyticalultracentrifugation.com/se
protocols.htm).

2. Analyze the data collected for the individual components. In
SEDPHAT, load the xp-files associated with only one compo-
nent of the interacting system. In the “Model” menu, select “A
(single species of interacting system).”

3. Analyze the data acquired for the mixtures of components. In
SEDPHAT, load the xp-files associated with the mixtures of
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interacting components, and in the “Model” menu, choose
one of the models for heterogeneous A and B interactions.
To initiate the analysis, use the parameters obtained during
the previous step. At this stage, time-independent noise
decomposition should not be attempted as it can correlate
with the model used. Different models should be tested, and
the model providing the best quality fit, which is evaluated
using the rmsd values for each xp-file and the randomness of
the residuals, should be considered the most appropriate.
Then, include “TI noise” and allow the algorithm to optimize
the parameters. This should result in a decrease of the rmsd
value. Ensure a relatively flat TI-noise profile with no apparent
curvature.

4. Alternatively, the stoichiometry and kd can be estimated from
the nonlinear least-squares fitting of acquired data to Eq. (8) by
a homemade program using software equipped with a non-
linear fitting algorithm, such as Mathematica. An example of
SE analysis of antibody and antigen interaction is presented in
Fig. 4.

Fig. 4 SE analysis of antibody and antigen interaction. (a) SE concentration
gradient for mAb (antibody) to NP and NP-conjugated BSA (antigen) mixed
solutions each at 3.3 μM (equimolar condition). (b) Nonrandomly distributed
residuals and high chi-squared value of 0.0231112 indicate that 1:1 interaction
model is inadequate in this case. (c) Randomly distributed residuals and
significant improvement of chi-square (0.00555707) support the 1:2 interactions
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4 Note

Recent findings suggested that time stamps recorded in the sedi-
mentation scan files by AUC software were incorrect, leading to
errors in sedimentation coefficients and molecular weight esti-
mations [29, 30]. Even though it was discussed that the binding
constants obtained from the application of isotherm analysis are
unaffected by the incorrect time stamp, the absolute values of the
sedimentation coefficients will be incorrect. Therefore, the use of
SEDFIT (version 14.0c or later) software is recommended to com-
pensate for possible errors.
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Chapter 11

Mass Spectrometry

Masanori Noda, Kiichi Fukui, and Susumu Uchiyama

Abstract

The first mass spectrometry device was made in 1912 by J. J. Thomson. Until the early 1900s, the analysis of
small molecules was mainly performed using electronic ionization (EI) and chemical ionization (CI) methods.
However, in 1969 Beckey and others developed the electric field desorption (FD) method to analyze the
molecular weight distribution of high molecular weight compounds. In subsequent years, electrospray
ionization (ESI) and the matrix-assisted laser desorption/ionization (MALDI) methods have been widely
used for the analysis of high molecular weight compounds such as proteins and sugars. Significant progress
has been made in genomic analysis. For the proteome to be analyzed (e.g., all proteins can be included in an
individual sample), mass spectrometry is needed. Recently, mass spectrometry has played an important role in
the analysis of protein complexes, particularly in determining the stoichiometry of protein within complexes
as well as proteomic analysis. Importantly, the mass measurement of molecular complexes composed of
proteins or of proteins and low molecular weight compounds through non-covalent interactions has been
enabled, accelerating the understanding of biological phenomena and drug development. In this chapter, we
describe the use of mass spectrometry for the analysis of non-covalent protein–protein interactions and
protein–low molecular weight compound complexes. We also discuss the validation of the molecular masses
of proteins within protein complexes by using mass spectrometry.

Keywords Mass spectrometry (MS), MS measurement under non-denaturing conditions, Protein–-
protein interaction

1 Introduction

In the 1990s, many functions of unknown proteins were discovered
via genome and proteome analyses [1–3]. Extensive functional
analysis of novel proteins was performed; however, many proteins
did not appear to have a distinct in vivo function. For this reason,
almost all proteins are thought to exist as complexes to be func-
tional. Therefore, understanding the components of protein com-
plexes and their stoichiometry is important. To study protein
complexes, X-ray crystallography, nuclear magnetic resonance
(NMR), and analytical ultracentrifugation methods have been
used. X-ray crystallography and NMR methods can elucidate the
composite structure of proteins at an atomic level [4, 5]. However,
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a large amount of proteins and protein crystals of high quality are
inevitably required for X-ray crystallography. Stable isotope label-
ing is usually performed in NMR studies of proteins, but the
limitation of molecular weights for acquiring resonance spectra is
challenging to overcome. Analytical ultracentrifugation can
observe protein complexes in solution and help in ascertaining
equilibrium constants; however, studying complicated complexes
requires extensive effort [6]. Therefore, researchers do not cur-
rently study protein complexes using a single technique; instead,
they combine multiple methods to fully examine protein com-
plexes. One of these additional techniques used to characterize
protein complexes is mass spectrometry (MS).

The field of MS is relatively new. The first MS was developed in
the early 1900s, and the existence of the isotope, which did not
have radioactivity, was discovered by MS. This was a significant
discovery in the field of chemistry, enabling most of the known
isotopes to be discovered within the next 20 years. However, the
measurable mass range of MS was still restricted to small molecular
weight molecules. It was not until the 1990s that molecular
weights of approximately 10,000 Da were measurable by MS. In
the 1990s, the electron spray ionization (ESI) and the matrix-
assisted laser desorption/ionization (MALDI) methods were
developed, enabling the measurement of material with larger
molecular weights [7, 8]. In the field of biology, MS has been
used for proteomic, posttranslational, and metabolomic analyses.
All proteins of various species have been identified comprehensively
via proteomic analysis, and their posttranslational modifications
within a cell have been elucidated usingMS of the proteins involved
in corresponding metabolic pathways. These techniques have been
established as standard techniques that are performed for various
species. In recent years, more examples usingMS to analyze protein
complexes have emerged [9]. Proteins need to be analyzed under
non-denaturing conditions to observe the entire interacting pro-
tein complex, which helps to reveal the function of the complex. We
can precisely determine the stoichiometry of the components of a
complex if the protein complex can be ionized while maintaining its
non-covalent bond, based on the high precision of mass measure-
ments. In this chapter, ionization methods used for MS measure-
ments of proteins will be introduced, and their limitations such as
solvent conditions will be discussed. After that, an example of an
MSmeasurement of a non-denatured protein will also be discussed.

2 Ionization for MS

The following ionization methods are used to ionize target mole-
cules in MS measurements:
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l EI: Electron Ionization

A method of ionization that utilizes thermal electrons released
from a heated filament to collide with sample or an atom.

l CI: Chemical Ionization

An ionization method that is based on an electric charge
exchange between sample molecules and gas molecules of a
type of gas (methane) that is introduced after being ionized by
the EI method.

l FD: Field Desorption

An ionization method wherein a sample is applied to an electrode
and exposed to heat via a high electric field near the electrode tip.
This method uses voltage for ionization by tunneling.

l FAB: Fast Atom Bombardment

An ionization method that involves mixing a sample with a
matrix (glycerin), and then atoms belonging to a neutral element
(Ar or Xe) colliding with the sample at high speeds.

l APCI: Atmospheric Pressure Chemical Ionization

An ionization method that produces ions by using the electric
discharge of a corona needle ionizer after vaporizing a sample
solution by forcibly heating it to high temperatures of
400–500 �C. This method is in fact CI performed under atmo-
spheric pressure, and the solvent that is vaporized plays a role as
the reactant gas.

However, most of these techniques are not used for the ion-
ization of proteins. Proteins are susceptible to fragmentation using
high-energy ionization methods similar to those described earlier.
For the analysis of proteins, two soft ionization methods are used.

2.1 MALDI: Matrix-

Assisted Laser

Desorption/Ionization

MALDI is an abbreviated designation ofmatrix-assisted laser desorp-
tion/ionization. The exact definition of the matrix is undecided, as it
generally absorbs a laser beam, which promotes the ionization of a
sample. Suitable matrices for nitrogen lasers that are frequently used
in MALDI consist of a benzene frame. The benzene frame absorbs a
laser beam, and a carboxyl group becomes the proton supplier. The
hydrophilicity and hydrophobicity of the matrix depend on its posi-
tion and the number of hydroxyl groups (Fig. 1).

Fig. 1 List of commonly used matrices for protein MS measurement
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The sample analyzed by MALDI is uniformly mixed with a
large quantity of matrix dissolved in the solvent (50 % acetonitrile
aqueous with 0.1 % trifluoroacetic acid), and the solvent is vapor-
ized naturally. After that, the minute crystal-like substances com-
posed of the peptides or proteins and matrix are confirmed. It is
desirable that the crystal-like substances are uniform as possible to
get a better mass spectrum. The matrix absorbs a nitrogen laser
beam (wavelength ¼ 337 nm), and the matrix converts it into
thermal energy. A small portion of the matrix is heated rapidly
(within a few nanoseconds) and is vaporized with the sample. In
MALDI, the delivery of the proton takes place between the matrix
and samples, forming a protonation/detachment ion. Most ions
generated are univalent, but polyvalent ions are produced for high
molecular weight compounds, in which electric charges can easily
be combined.

2.2 ESI: Electron

Spray Ionization

ESI uses electrical energy to assist in the transfer of ions from
solution into the gas phase. Ionic species in solution can be ana-
lyzed by ESI-MS with increased sensitivity. Neutral compounds can
also be converted into an ionic form in solution or gas phase by
protonation or cationization.

The transfer of ionic species from solution into the gas phase by
ESI involves three steps: (1) the dispersal of a spray of charge
droplets, (2) solvent evaporation, and (3) ion ejection from the
highly charged droplets (Fig. 2). A mist of highly charged droplets
is generated with the same polarity as that of the capillary voltage.
The application of a nebulized gas, which surrounds the eluted
sample solution, increases the sample flow rate. The charged dro-
plets, generated at the exit of the electrospray tip, pass down
pressure and potential gradients toward the analyzer region of the
mass spectrometer. With the aid of an elevated ESI-source temper-
ature and/or another stream of nitrogen drying gas, the charged
droplets are continuously reduced in size by the evaporation of
solvent, leading to an increase in the surface charge density and a
decrease in the size of the droplet. Finally, the electric field strength

Fig. 2 The principle behind the ESI method
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within the charged droplet reaches a critical point at which it is
kinetically and energetically feasible for ions at the surface of the
droplets to be ejected into the gas phase. The emitted ions are
sampled by a sampling cone and are then accelerated into the
analyzer for subsequent molecular mass and ion intensity analyses.

3 Sample Condition Suitable for MS Measurements

WhenMSmeasurements are performed, it is necessary to pay atten-
tion to the solvent (especially the solvent’s purity) used. A high-
purity MS-grade solvent is guaranteed, but MS should be used to
verify the purity of the solvent at least once. For example, organic
solvents, such as acetonitrile, consist of a mixture of high molecular
weight compounds that are from the caps of the solvent container.

3.1 MALDI MALDI is thought to have a wider molecular weight range than
that of ESI. Generally, nonvolatile salts, such as surfactants and
buffers, are not removed when proteins and peptides are purified
and measured by MS. In this case, reversed-phase chromatography
or dialysis is used to remove these salts. However, the salt removal
depends on the samples. In this case, one considers whether the
influence of the nonvolatile salts can be suppressed by altering the
concentration of the sample.

3.2 ESI When the ESI method is used for highly sensitive and precise MS of
proteins, MS measurements should be performed under denatur-
ation conditions, which may include increased acidity and organic
solvent. Analysis of proteins under denaturation conditions can only
be used to estimate the mass of molecules containing only covalent
bonds. Because the proteins are denatured, many protons are added
to them, and a wide range of electric charge distribution is observed.

When ESI-MS is performed on proteins under non-
denaturation conditions, a sample solution should be prepared
with aqueous solutions that do not contain nonvolatile salts.
Because nonvolatile salts prevent the ionization of proteins, adding
NaCl and glycerol must be avoided. Therefore, protein solutions
have to be treated with an aqueous solution of ammonium acetate
using dialysis or a gel filtration cartridge.

Because the substitution of solvent is necessary for MS mea-
surements of proteins in a non-denatured state—and because MS
measurements are performed in a gas phase—a confirmation is
necessary on whether complexation occurs, which is observed by
MS, being the same as that observed in the actual solution. Other
methods, such as analytical ultracentrifugation (AUC) and size
exclusion chromatography with a multi-angle light scattering
(SEC-MALS) detector, can be used to confirm complexation.
However, in recent years, complexation of proteins in their native
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state has been verified by ESI-MS, and the results are thought to be
roughly the same in solution from a qualitative point of view.

In the next chapter, we will describe the MS measurement
method used to analyze non-denatured proteins.

4 MS Measurement Under Non-denaturing Conditions

When non-denatured protein complexes are measured by ESI-MS,
ions are accelerated and channelized into a collision cell containing
an inert gas, such as argon, resulting in solvent removal and the
release of an intact ionized protein complex. After the second ion
phase passes through, packets of ions are transmitted by the pusher
for separation in the time-of-flight mass analyzer (Fig. 3).
Finally, mass spectra reveal that almost all proteins maintain their
interactions with other proteins or with low molecular weight
compounds. Higher collision energy results in the dissociation of
protein complexes, and higher energy can result in structural local

Fig. 3 Schematic representation of a Q-TOF mass spectrometer used for mass measurements of intact protein
complexes. Protein complexes undergo nano-ESI through an applied capillary voltage, and then ionized
species are desolvated before entering the MS. The ions enter the source, where the pressure is raised to
increase the passing efficiency of large protein complexes. Next, ions pass through a quadrupole before being
accelerated into a collision cell filled with inert gas. Activated ions are transferred through the TOF section
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unfolding, as well as the removal of unfolded proteins from the
protein complex.

4.1 Preparation for

MS Measurement

4.1.1 Sample

Concentration and Volume

The final concentration of complex needed for ESI measurements
ranges from 1 to 20 μM. The volume requirements are 1–2 μl per
nanoflow capillary. With a 1 μM concentration, a minimum con-
centration of approximately 5 pmol of protein complexes will be
available. Higher concentrations and volumes are desirable because
they provide sufficient material for optimization.

4.1.2 Buffer Exchange

Method

The selection of a buffer exchange protocol is based primarily on
the concentration of the complex.

Preparing a protein solution with a concentration of over 5 μM is
essential. For concentrations greater than or equal to 5 μM of
complex, microcentrifuge-type gel filtration columns with load
volumes of 20–70 μl are commonly used. Complex-containing solu-
tions are loaded after pre-equilibrating the column with an ammo-
nium acetate solution at the required concentration and pH.
Depending on the composition of the buffer in the original solution
(containing glycerol or detergents), it may be necessary to pass
the complex-containing solution two or three times through the
column, although this decreases the overall recovery of the complex.

4.1.3 Preparation of ESI

Nanocapillary

The internal diameter of a capillary is very important for MS mea-
surement under non-denaturation conditions, which under ideal
conditions (no back pressure) determines the flow rate. In our
laboratory, an in-house capillary is used, but capillaries purchased
from commercial manufacturers can also be used. Before MS mea-
surements are taken, the tip of the capillary is reduced to an appro-
priate length, and 1–2 μl of sample solution is required to load the
capillary. The capillary tip is positioned 1–10 mm from the cone
orifice. Short distances are usually optimal at lower capillary voltages.

4.2 Parameters for

MS Measurement

To achieve optimal settings, mass spectrometer parameters are tuned
for maximal desolvationwhile attempting tominimize protein activa-
tion. The optimization of the following parameters is essential: colli-
sion voltage, cone voltage, collision gas pressure, and source pressure.

4.2.1 Source Pressure Protein complexes generally require an increase in pressure in the
transfer region between the source and analyzer. The simplest way
to increase the pressure is by using a SYNAPT HDMS (Waters) to
reduce the conductance of the source vacuum line to the roughing
pump by partially closing the isolation valve (speed valve). Depend-
ing on the vacuum system of an instrument, it may be necessary to
install or change the position of the isolation valve to allow the
pressure to be varied in the source/transfer region.
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4.2.2 ESI Voltage A number of factors determine the quality of the mass spectra,
based on their effects on ESI, including capillary internal diameter
capillary voltage, back pressure, the position of the capillary relative
to the cone, and the flow rate of the desolvation gas. Optimized ESI
parameters are interdependent as well as dependent on the specific
complex in solution. In general, the capillary voltage is optimal
between 1000 and 1800 V, and the flow of desolvation gas between
80 and 150 h�1. A back pressure (0–2 bar) can be applied to initiate
the flow rate of the desolvation gas and then be reduced once the
ESI is stable. However, high-quality spectra are usually obtained
without any back pressure. Under such conditions, the spray may
not be visible with a magnifying lens. However, in some cases, a
stable spray cannot be maintained without back pressure and a high
capillary voltage (1800–2000 V). In addition, it may be necessary
to run the sample solution for several minutes before a stable signal
is obtained from protein complexes.

4.2.3 Collision Energy

Setting

Initially, complex-containing solutions are electrosprayed with
intermediate voltages and the pressure in the source/transfer
region is increased until charge states from the complex are
detected. The charge states may not be resolved initially, and
often a broad peak is distributed over a thousand or more m/z
units. Further optimization depends on the configuration of the
instrument. A general approach is to vary the cone and extractor
voltages at several fixed back pressures. Similar spectra can be
obtained using different combinations of voltages and pressures,
and a trial-and-error approach is needed because optimal condi-
tions will vary for each complex. For a quadrupole-TOF tandem
mass spectrometry (Q-TOF) instrument, the collision cell pressure
and voltage are additional factors to be considered. Increasing these
two parameters can often improve the spectra of larger complexes
(molecular weight greater than 300 kDa), in addition to increasing
the extent of desolvation for complexes that are poorly resolved.
For low-intensity, unresolved complexes, MS/MS with a wide
isolation window can improve the transmission over a limited
m/z range, increasing the collision cell voltage and pressure,
which may allow the resolution of charge states. However, higher
collision cell voltages can cause local unfolding. Therefore, similar to
the cone and extraction voltages and back pressures, trial-and-error
approaches need to be used to optimize these parameter settings.

4.3 Example 1:

Protein Self-assembly

The nucleosome is a fundamental assembly of chromatin fibers in
higher eukaryotes, consisting of DNA and four distinct histones,
H2A, H2B, H3, and H4 [10–12]. Nucleosome assembly is not
required for translation, but it is required for chromatin replication.
During these processes, histones are delivered to naked DNA by
proteins known as histone chaperones, which include nucleosome
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assembly protein 1 (NAP-1). Nucleosome formation from DNA
and histones can be achieved in vitro in the presence of NAP-1
[13]. Biochemical or biophysical characterization of NAP-1 has
been previously reported using yeast NAP-1 (yNAP-1) or Dro-
sophila NAP-1 (dNAP-1). These studies showed that dNAP-1
and yNAP-1 mainly form dimers. In addition, the physiological
ionic strength has been speculated to play a role in the formation
of higher oligomers of yNAP-1 [14]. A subsequent study con-
cluded that an equilibrium exists between yNAP-1 dimers, octa-
mers, and hexadecamers based on sedimentation equilibrium
analysis [15]. However, neither research on human NAP-1
(hNAP-1) nor elucidating the oligomerization mechanism of
yNAP-1 could be performed. Therefore, the self-assembly of
hNAP-1 and yNAP-1 was investigated by MS under non-
denaturing conditions [16]. Initially, the homogeneity of hNAP-1
and yNAP-1 was assessed by MS under non-denaturing conditions
to obtain precise mass information about non-covalently bound
complexes coexisting in solution. The mass spectra of hNAP-1 at
physiological ionic strength showed two major series of resolved
peaks with different charge states in addition to broad, low-
intensity unresolved peaks at higher m/z. In the case of yNAP-1,
four major series of resolved peaks were detected (Fig. 4). Notably,
the MS results of both yNAP-1 and hNAP-1 indicate the existence
of monomers with charge states that could be assigned to folded
states.

The observed charge states of higher oligomers are assigned to
dimers, tetramers, hexamers, octamers, and decamers. Considering
that no odd-numbered oligomers of hNAP-1 and yNAP-1 are
observed, with the exception of the small peaks assigned to mono-
mers, the results indicate that hNAP-1 and yNAP-1 exist as stable
dimers. In addition, a fraction of these dimers is assembled into
higher oligomers. The exact masses of unfolded hNAP-1 were
obtained by increasing the collision energy. The following two
series of charge states were assigned to unfolded hNAP-1molecules
with different masses: full-length (45,885 Da) and truncated
hNAP-1 (45,323 Da). Because of the heterogeneity in the primary
structure of hNAP-1, hNAP-1 oligomers have several molecular
masses and peaks observed for hNAP-1 oligomers are broad. At a
higher ionic strength (750 mM ammonium acetate; Fig. 4a), the
populations of higher oligomers of hNAP-1 were significantly
reduced and dimers were the dominant species.

These results indicate that the primary assembly unit of both
hNAP-1 and yNAP-1 is a dimer and higher oligomers are formed at
physiological ionic strength. The disruption of higher oligomers at
high ionic strength indicates that the association of dimers is stabi-
lized by electrostatic interactions.
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4.4 Example 2:

Protein–Protein

Heterointeractions,

Histone

Chaperone–Histone

Protein Complexes

The stoichiometry between the binding of NAP-1 and histones was
investigated by MS under non-denaturing conditions. Prior to
these protein–protein interaction studies, the assembly states of
histones in 150 mM ammonium acetate were investigated using
MS.

The binding stoichiometry of the hNAP-1 dimer to both his-
tone components was investigated using MS (Fig. 5a). At equi-
molar ratios of H2A-H2B dimer and hNAP-1 dimer [(hNAP-1)2],
a heterotetramer [(hNAP-1)2(H2A-H2B)] was observed. Increas-
ing the molar ratio of H2A-H2B dimer to hNAP-1 dimer removed
free (hNAP-1)2, and peaks corresponding to interactions between
two H2A-H2B proteins [(hNAP-1)2(H2A-H2B)2] were predomi-
nantly observed.

Interactions between the hNAP-1 dimer and the (H3-H4)2
tetramer were investigated in a similar manner. Increasing the
amount of (H3-H4)2 tetramer up to a 3:1 ratio of (H3-H4)2
tetramer to hNAP-1 dimer led to formation of the complex
(hNAP-1)2(H3-H4)2 as well as hNAP-1 dimer and free (H3-

Fig. 4 MS spectra of hNAP-1 and yNAP-1 under non-denaturation conditions.
(a) MS spectra of hNAP-1 in the presence of 150 and 750 mM ammonium
acetate. (b) MS spectrum of yNAP-1 in the presence of 150 mM ammonium
acetate. The asterisk indicates a yNAP-1 monomer formed via the dissociation
of the yNAP-1 dimer

194 Masanori Noda et al.



H4)2 tetramer (Fig. 5b). This stoichiometry differed from that
observed with the same molar ratio of hNAP-1 dimer to H2A-H2B
dimer.

4.5 Protein–Low

Molecular Weight

Compound

Interactions

The differentiation of adipocytes or production of human chorionic
gonadotropin (hCG) is mediated through the RXR-PPARγ signal-
ing pathway [17].

To determine whether the complex formation of PPARγ with
low molecular weight compounds occurs through covalent or
non-covalent interactions, including ionic bonding, MS of PPARγ
complexes (MS) with either compound A or compound B under
non-denaturing conditions was performed (Fig. 6). The results
indicated that compound A and compound B complexes form in
a 1:1 ratio (Fig. 6c, f). Because no free PPARγ was detected in these
spectra and, even at a highly stringent ionization conditions up to a
sample cone voltage of 190 V, peaks corresponding to complexes
were not disrupted, the complexes were determined to be highly
stable in both cases.

Fig. 5 MS spectra of hNAP-1 and histone complexes under non-denaturing
conditions. (a) Complex of the hNAP-1 and H2A-H2B dimer at differing molar
ratios (hNAP-1/H2A-H2B ¼ 1:1 and 1:2, lower and upper, respectively). (b)
Complex of hNAP-1 and the (H3-H4)2 tetramer at a 3:1 molar ratio of (H3-H4)2 to
hNAP-1
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Fig. 6 Mass spectrometry analysis of PPARγ complex with compound A (a–c) or compound B (d–f)
under non-denaturing conditions. The mass spectrum shows that PPARγ formed a complex with either
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The addition of formic acid to mixtures, which was expected to
induce the unfolding of PPARγ, resulted in different MS patterns
(Figs. 6a-c) even under the same MS conditions used for the
aforementioned cases. The new ion series emerged in either par-
tially (Fig. 6b) or fully (Fig. 6a) unfolded PPARγ, which provided a
molecular mass of free PPARγ (31,370.6 Da) and indicated the
dissociation of compound A or compound B from PPARγ upon the
acid-induced unfolding of PPARγ in solution.
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Chapter 12

Frontal Gel Filtration

Tetsuo Ishida

Abstract

In a mixture of protein and small molecules (ligands) at equilibrium, the rates of the binding of ligands to
protein molecules and the dissociation of the protein-ligand complexes are equal. Accordingly, the con-
centrations of free protein, free ligand, and the complex do not change with time, and all of these
equilibrium concentrations can be directly determined if we can measure the concentration of free ligands.
Frontal gel filtration is a method to measure the free ligand concentration by isolating a small bit of the

solution containing only free ligand molecules from the original mixture without disturbing the binding
equilibrium. By using a microcolumn packed with high-resolution gel filtration medium, protein-ligand
interactions can be directly examined for small amounts of sample.

Keywords Frontal analysis, Protein-ligand interaction, Gel filtration, Binding curve, Dissociation
constant, Binding site, Multiple binding, Serum albumin, Microcolumn, Warfarin

1 Introduction

Proteins bind various kinds of small molecules (ligands) to perform
specific functions. For example, enzymes bind substrates as the first
step to catalyze relevant reactions. Serum proteins such as serum
albumin bind endogenous substances such as fatty acids to trans-
port. Therefore, examination of protein-ligand interactions is
important to understand functional mechanisms of proteins. How-
ever, it is often difficult to carry out quantitative measurement of
protein-ligand interaction using limited amounts of samples by
means of ordinary laboratory methods such as equilibrium dialysis.

Frontal gel filtration, or frontal gel chromatography (FGC), is a
method to directly measure the free ligand concentration ([L]f) in a
protein-ligand mixture. FGC was introduced more than 40 years
ago [1–4]. In many important points including the reproducibility
of the data obtained and the simplicity of the theory and technique,
FGC is superior to equilibrium dialysis, which has been regarded as
“gold standard” method to examine protein-ligand interactions.
However, FGC requires large sample volumes (more than 10 mL)
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when columns packed with soft gel filtration media such as Sepha-
dex G-25 are used. This disadvantage inhibited a wide range of
application of FGC in protein-ligand interacting systems. In recent
years, we and other research groups have tried to overcome this
disadvantage by using short columns packed with high-resolution
gel filtration media [5–7]. It is now possible to carry out FGC using
only 100-μL volumes of samples [8].

In this section, the basics of the protein-ligand interaction at
equilibrium are first explained. Second, fundamental aspects of gel
filtration are illustrated to explain common technical terms used in
gel filtration. Finally, using theoretical simulation of chromato-
grams, the theory of FGC is explained.

1.1 Protein-Ligand

Interaction at

Equilibrium

For simplicity, consider a protein (P) has a single binding site for a
low-molecular-weight ligand (L). In a mixture of the protein and
ligand molecules, the following binding (or dissociation) equilib-
rium is rapidly established:

PL�Pþ L ð1Þ
where PL denotes the protein-ligand complex. If we can determine
the equilibrium concentration of free ligand, [L]f, of this mixture
without disturbing the original total concentrations of the protein
and ligand, [P]t and [L]t, respectively, then the equilibrium con-
stant (dissociation constant),Kd, and the average number of bound
ligand per protein, r, can be calculated using the following
relationships:

K d ¼ P½ �t PL½ �� �
L½ �f= PL½ � ð2Þ

r ¼ L½ �b= P½ �t ð3Þ
where [PL] and [L]b are the equilibrium concentrations of the
protein-ligand complex and protein-bound ligand, respectively,
and in this simple case given by the following equation,

PL½ � ¼ L½ �b ¼ L½ �t � L½ �f ð4Þ
Thus, in principle, once we can determine [L]f of a given protein-
ligand mixture, we can determine directly not only Kd (association
constant is the inverse of Kd), but also r, the saturation level of the
protein binding site.

The simple hyperbolic binding according to 1:1 binding stoi-
chiometry (Eq. 1) is only one possible model proposed for a given
protein-ligand interaction and must be verified by experiments. For
this purpose, we need to prepare dozens of mixtures containing
varying concentrations of the protein and ligand and measure the
respective [L]f values. Then, the obtained binding curve, r versus
[L]f plot, is examined to be fit for the theoretical relationship:
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r ¼ L½ �f= Kd þ L½ �f
� � ð5Þ

As the above discussions clearly show, measuring [L]f is a direct
method to examine protein-ligand interactions. Equilibrium dialy-
sis and ultrafiltration are two popular methods to measure [L]f.
However, sample dilution occurs during dialysis, whereas sample
concentration occurs during ultrafiltration. In addition to these
drawbacks, nonspecific binding to semipermeable membranes is
inevitable. Unlike these two methods, FGC does not disturb the
original mixture, and in this sense FGC is the most reliable method.

1.2 Fundamental

Aspects of Gel

Filtration

Figure 1a illustrates a spherical gel particle with numerous pores
(100–150 Å). The pores are filled with buffer solutions (the blue
region in Fig. 1a), and small ligand molecules diffuse freely into,
out of, and within the pores. When gel particles with an appropriate
pore size are selected, both protein molecules and protein-ligand
complexes cannot enter the pores due to steric hindrance. The
volume of the solid material which forms the gel particle (the
black region in Fig. 1a) is inaccessible to all solutes.

Figure 1b illustrates a column (typically, 1 mm in internal
diameter, 3–10 cm in length) packed with the gel particles depicted
in Fig. 1a. The space within the column is functionally divided into
three distinct parts. The first part is the space in between the
particles, and buffer in this part is referred to the moving phase
(the white area in Fig. 1b, c). When the column is connected to a
pump to force buffer into the column at a constant flow rate, every
solute (ligand, protein, and their complex) present in the moving
phase migrates from the inlet of the column to the outlet at the
same speed as the flow of buffer.

The second part is the inside of the pores, and buffer in this part
is referred to the stationary phase (the blue area in Fig. 1c) because
molecules in the pores do not migrate along the column. The last
part is the solid materials (the black area in Fig. 1b, c), into which
both solvent and solutes cannot penetrate by physical hindrances.

The total volume of the moving phase is referred to the void
volume (V0 μL), and that of the stationary phase is referred to the
internal volume (Vi μL). Using the column length (L mm), the
cross-sectional area of the moving and stationary phase (S0 and Si
mm2, respectively, Fig. 1c) is defined by the following equations:

S0 ¼ V 0=L ð6Þ
S i ¼ V i=L ð7Þ

If buffer flows into the column at a constant flow rate of u μL/min
(volumetric flow rate), then the buffer in the moving phase
migrates at a constant speed of v mm/min (linear flow rate). To
obtain the relation between u and v, consider how long a protein
molecule takes to pass through the column. Because the protein
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molecules stay always in the moving phase, they migrate at the same
speed as the flow of buffer, vmm/min. Therefore, it takes L/vmin
for the protein to pass through the column. During this passage,
uL/v μL of buffer elutes from the column. This elution volume is
equal to the void volume:

V 0 ¼ uL=v ð8Þ
From Eq. 8, we find that v ¼ uL/V0. After substituting Eq. 6 in
this equation, v is given by the following equation:

, free protein (P) ; , free ligand (L) , complex (PL); 

, comigration with buffer through the column

: diffusion of ligands

White region: outside of the particles, moving phase 
Blue region: inside of the pores, stationary phase 

L (mm) 

S0 (mm2) 

Si (mm2) 

(A)  Spherical gel particle with pores 

(B)  Column packed with gel particles 

(C) Basic parameters in gel filtration column 

Blue region: pores filled with buffer 
Black region: gel matrix (SiO2, agarose, dextran, etc.)

L, column length; S0, cross section of the moving 
phase; Si, cross section of the stationary phase.
V0 = S0 L (μL), total volume of the moving phase 
(void volume); Vi = Si L (μL), total volume of the 
stationary phase (internal volume).

Diameter (μm)

pore size (Å)

, , ,

Fig. 1 Gel filtration of a protein-ligand interacting system. Diagram of a gel
particle (a) and a packed gel bed in a column (b). (c) Common technical terms
and important parameters to understand gel filtration chromatograms
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v ¼ u=S0 ð9Þ
Now, consider that a ligand alone enters the column. Unlike

the protein, the ligand molecules do not stay in the moving phase
because they frequently leave from the moving phase into the
stationary phase, and vice versa, by diffusion. If the rate of this
diffusion is much higher than the migration rate of v, then the
probability that the ligand is in the moving phase is given by the
volume ratio of V0/(V0 + Vi). Substituting Eqs. 6 and 7 in this
ratio, we find that

the probability of the presence of ligand in the moving phase
¼ S0= S0 þ S ið Þ

ð10Þ
Because the ligand migrates at the speed of v only in the moving
phase, by multiplying v and this probability, the ligand migration
speed, vL mm/min, is obtained:

vL ¼ v S0= S0 þ S ið Þ ð11Þ
Substituting Eq. 9 into Eq. 11, we find that

vL ¼ u= S0 þ S ið Þ ð12Þ
The ligand takes L/vL min to pass through the column. During this
passage, uL/vL μL of buffer elutes from the column. This elution
volume is referred to the ligand elution volume, VL μL. Substitut-
ing Eqs. 12, 6, and 7 in the equation VL ¼ uL/vL, we find that

V L ¼ V 0 þ V i ð13Þ
In usual gel filtration, the purpose of the gel chromatography is

to separate the protein and ligand, as in the cases of protein desalta-
tion and buffer exchange. Therefore, to attain the complete separa-
tion between the protein and ligand, the sample volume injected
into the column is maximally about 15 % of the column volume.
Figure 2 is a theoretical simulation of such chromatograms
expected for the experiments where a small volume (1.3 μL) of
the protein solution (Fig. 2a), the ligand solution (Fig. 2b), or the
protein-ligand mixture (Fig. 2c) is injected into a column (1 mm in
internal diameter, 75 mm in length) which has the V0 of 22.4 μL
and Vi of 21.3 μL (for information on the simulation, refer to Note
1). In the simulations, the total concentration of each solute is
supposed to be 10 μmol/L.

As shown in Fig. 2a, protein molecules elute in the void vol-
ume, V0, as a single peak as expected (Eq. 8), and the peak protein
concentration is significantly reduced from the original concentra-
tion. In the absence of the protein, ligand molecules elute as a
single broad peak at the volume of V0 + Vi as expected (Eq. 13),
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and the peak ligand concentration is about one fifth of the original
concentration (Fig. 2b).

Figure 2c shows theoretical chromatograms of the protein-
ligand mixture. Coexistence of ligand shows no effect on the elu-
tion pattern of the protein: it is identical to the elution pattern
depicted in Fig. 2a. In contrast, the elution pattern of the ligand is
dependent on the strength of the interaction between the protein
and ligand. When the protein-ligand interaction is relatively weak
(Kd is larger than about 5 μmol/L), the ligand elutes in a single
peak as in Fig. 2b. However, when the protein-ligand interaction is
strong (Kd is smaller than about 1 μmol/L), the ligand elution
shows two peaks. The first elution peak overlaps the protein elution
peak, and the second elution peak is protein-free, appearing slightly
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Fig. 2 Theoretical chromatogram of a small volume sample consisting of protein
alone (a), ligand alone (b), and protein-ligand mixture (c). Chromatogram
simulation was performed using the in-house program listed in Note 1 and the
following parameters: the internal diameter and length of the column are 1.0 and
75 mm, respectively. The void and internal volumes, V0 and Vi, are 22.4 and
21.3 μL, respectively. The sample volume applied to the column is 1.35 μL. The
total concentrations of the protein and ligand are both 10 μmol/L. (c) The values
of the dissociation constant (Kd) used are 5 (thin line), 1 (broken line), and 0.2
(dotted line) μmol/L, respectively
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before the volume of V0 + Vi. It should be noted that ligand
molecules elute continuously until the second peak appears.
These results clearly show that relatively weak protein-ligand inter-
action is overlooked if you apply small volumes of samples to gel
filtration columns.

1.3 Theory of FGC In FGC, it is essential that elution of the original sample forms a
plateau region in the chromatogram. This fundamental require-
ment is usually satisfied by the injection of a bed volume of the
sample (bed volume is the total column volume). In the following
discussions, for simplicity, we consider a protein-ligand mixture in
which both [P]t and [L]t are 10 μmol/L and the dissociation
constant is 5 μmol/L. Then the equilibrium concentration of the
free ligand, [L]f, is 5 μmol/L.

Figure 3a is a theoretical FGC chromatogram when a protein
solution (10 μmol/L, 44.8 μL) is injected into the same gel filtra-
tion column (1 mm in diameter, 75 mm in length, bed volume of
58.9 μL) as used in Fig. 2. The elution of the protein starts at the
void volume (V0, 22.4 μL), followed by the elution of the original
protein solution as a plateau, and ends at the volume of V0 + VS,
where VS is the sample volume injected into the column (44.8 μL).
The protein concentration of the plateau region is 10 μmol/L,
identical to that of the original sample.

Figure 3b is a theoretical FGC chromatogram when a ligand
solution (10 μmol/L, 44.8 μL) is injected into the column. The
ligand elution starts at the volume ofV L ¼ V 0ð + V iÞ, and then the
original ligand solution elutes to form a plateau. Finally, the ligand
elution ends at the volume of VL + VS.

Figure 3c shows a typical FGC chromatogram of the protein-
ligandmixture. Because both the protein and protein-ligand complex
stay in the moving phase, the protein elutes in the same elution
pattern as the sample containing only the protein (Fig. 3a, blue
line), namely, the protein elution starts at the void volume, V0, and
ends at the volumeofV0 +VS, forming a single plateauwhere the total
protein concentration is identical to that of the original mixture. In
contrast, the ligand elution shows two plateau regions (thick red line
in Fig. 3c). The ligand elution starts at smaller elution volume than
the VL (the elution volume of free ligand, thin broken red line in
Fig. 3c), and the first plateau (the β phase in Fig. 3c) appears. Then,
the first plateau ends at the elution volume ofV0 + VS and is immedi-
ately followed by the second plateau (the γ phase in Fig. 3c). The
second plateau ends at the volume of VL + VS, which is identical to
the corresponding volume of ligand in the absence of the protein
(Fig. 3b). The endof the β phase coincideswith the endof the protein
elution. In the first plateau region, the original mixture itself elutes.

FGC theory demonstrates that the ligand concentration of the
second plateau region ([L]γ) is equal to the equilibrium free ligand
concentration of the original sample ([L]f).To understand that
[L]γ ¼ [L]f, first, consider the ligand migration rate in the β
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Fig. 3 Theoretical chromatogram of a large volume sample consisting of protein
alone (a), ligand alone (b), and protein-ligand mixture (c). Simulation conditions
are the same as used in Fig. 2 only except for the sample volume. In the present
simulation, the applied sample volume (VS) was 44.9 μL, about 76 % of the bed
volume of the column. (c) The Kd value of 5 μmol/L was used. The blue line
shows the elution of the protein. It is of note that the protein elution pattern is
identical to that in (a), indicating that the protein-ligand complex migrates at the
same speed as free protein. The red thick line is the ligand elution, which clearly
forms two plateaus. The ligand concentration of the first plateau (β phase) is
10 μmol/L, matched with the total ligand concentration of the original mixture.
On the other hand, the ligand concentration of the second plateau (γ phase) is
5.0 μmol/L, matched with that of the free ligand in the original mixture. The red
broken line is the same chromatogram depicted in (b) and is included in this
figure as a reference

206 Tetsuo Ishida



phase. Ligand molecules eluting in the β phase coexist always with
protein molecules in the column. Therefore, ligand molecules take
three possible states: free form in the moving phase, protein-bound
form in the moving phase, and free form in the stationary phase.
The total amount of the ligand in the moving phase is [L]tS0 per
unit column length, whereas that in the stationary phase is [L]fSi.
Therefore, the probability that ligand molecules are found in the
moving phase is L½ �tS0= L½ �tS0

�
+ L½ �fS iÞ. By multiplying the migra-

tion rate, v (¼u/S0), and this probability, the ligand migration rate
in the β phase (vL,β) is given by the following equation:

vL,β ¼ u L½ �t= L½ �tS0 þ L½ �fS i
� � ð14Þ

Because [L]f is smaller than [L]t, the migration rate, vL,β, in the
β phase is larger than that in the γ phase, vL, (vL ¼ u= S0ð + S iÞ;
Eq. 2). In the presence of protein, the ligand takes L/vL,β min to
pass through the column. During this passage, uL/vL,β μL of
buffer elutes from the column. This corresponds to the volume
at which the first ligand plateau (the β phase) starts, VL,β (Fig. 3c).
Substituting Eq. 14 into uL/vL,β, we find that

V L,β ¼ L L½ �tS0 þ L½ �fS i
� �

= L½ �t ¼ V 0 þ V i L½ �f= L½ �t
¼ V 0 þ V L � V 0ð Þ L½ �f= L½ �t ð15Þ

where Eqs. 6, 7, and 13 are used to derive the final expression.
Solving this equation for [L]f, we find that

L½ �f ¼ V L,β � V 0

� �
L½ �t= V L � V 0ð Þ ð16Þ

Now consider conservation of mass. Because all the ligand
molecules injected into the column ([L]tVS mol) pass through the
column within the two plateaus regions, the area surrounded with
the thick red line and the x-axis in Fig. 3c is equal to [L]tVS.
Considering that the original sample elutes in the first plateau, we
obtain the following relationship:

L½ �tV S ¼ L½ �t V 0 þ V S � V L,β

� �

þ L½ �γ V L þ V S � V 0 � V Sð Þ ð17Þ

Solving this equation for [L]γ, we find that

L½ �γ ¼ V L,β � V 0

� �
L½ �t= V L � V 0ð Þ ð18Þ

Comparing Eqs. 16 and 18, we can conclude that

L½ �γ ¼ L½ �f ð19Þ

Equation 19 means that the ligand concentration in the second pla-
teau region is identical to the equilibrium free ligand concentration
of the original sample.
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Figure 4 shows FGC chromatograms expected for samples
containing 10 μmol/L protein and 10 μmol/L ligand as a function
of the binding strength (the dissociation constant, Kd) (simulation
conditions are the same as in Fig. 3). When the Kd value is in the
range of 0.2–25 μmol/L, the second plateau (the γ phase) is clearly
formed (Fig. 4a–d). As shown in Fig. 4e, it becomes difficult to
discriminate the second plateau from the first plateau as the
protein-ligand interaction is very weak (the Kd value is larger than
about 100 μmol/L). However, if we increase the protein concen-
tration up to 100 μmol/L, the second plateau (the γ phase) is
clearly formed (Fig. 4f). These results indicate that FGC is espe-
cially suited for the direct measurement of relatively weak protein-
ligand interaction (Kd ¼ 0.1–1,000 μmol/L).

In the above discussions, to explain the essence of FGC, it is
supposed that protein-ligand interaction follows 1:1 stoichiometry
and that protein and protein-ligand complex are completely
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excluded from the pores of gel particles. Actually, FGC is effective
to examine multiple binding systems only if the following condi-
tions are satisfied [1]. The free protein and all kinds of the protein-
ligand complexes (PLi, the protein molecule that binds i ligand
molecules, i ¼ 1, 2,) migrate at the same speed [2]. The migration
rate of free ligand molecules is sufficiently slow compared to the
protein molecules to form clearly the second plateau in the ligand
chromatogram (the γ phase in Fig. 3c).

For further detailed information on FGC theory, refer to the
Migration of Interacting Systems [9]. Refer to the Biothermo-
dynamics for detailed information on multiple binding of protein
and ligands [10].

2 Materials

2.1 Gel Filtration

Media Selection

Commercially available media suitable for FGC are listed in Table 1.
When choosing an appropriate medium, consider the following
factors:

2.2 Possible

Interaction Between

the Gel Medium and

Protein (or Ligand)

Weak reversible interactions of gel medium and solutes are accept-
able, but strong irreversible interactions are unacceptable. Highly
acidic or basic substances and aromatic materials may interact with
the gel matrix. For example, basic proteins such as histones have a
tendency to strongly interact with silica-based media.

Table 1
Commercially available high-resolution gel filtration materials

Namea
Particle
size (μm)

Pore
structure
(Á̊)

Exclusion
limit (kDa)

Max. back
pressure (Mpa)

TSKgel Super
SW2000

4 125 150 12

Superdex
peptide

13 20 1.8

Superdex 75 13 100 1.8

Agilent Bio
SEC-3

3 100 100 12

Agilent Bio
SEC-3

3 150 150 12

COSMOSIL
5Diol-120-II

5 120 100 20

aTSKgel gel is a product of TOSOH; Superdex gels are products of GE Healthcare;
Agilent Bio SEC gels are products of Agilent; COSMOSIL gel is a product of Nacalai

Tesque

Frontal Gel Chromatography 209



2.3 High Resolution

Between the Protein

and Ligand of Interest

In FGC, it is essential to obtain ligand elution profile containing
two plateau regions: the elution of the original sample (the first
plateau) and that of free ligand (the second plateau) (Fig. 3). The
duration of the first plateau is determined by the sample volume
applied, whereas that of the second plateau is determined by the
difference in the elution volume between the protein and ligand
(V0 and VL in Fig. 3). The second plateau must be sufficiently long
to determine accurately the equilibrium free ligand concentration,
[L]f.

2.4 Operating

Pressures Required

As the gel particle size becomes smaller, the back pressure put on to
a pump increases. Check the maximum operating pressure of the
pump which you want to use. If the maximum pressure is higher
than 4 MPa, then the pump can be used to control buffer flow into
microcolumns packed with any of the gel filtration media listed in
Table 1. Usually, a syringe pump which is used for a liquid handling
system has the maximum operating pressure of about 0.5 MPa and
can be used only for a column packed with 13 μm Superdex
particles.

2.5 Column Size Commercial prepacked gel filtration columns are usually too large
to be used for FGC experiments. In FGC, application of a sufficient
volume of sample (a column volume of sample) is essential to
ensure the elution of the original sample to form the first plateau
region of the chromatogram (Fig. 3). Therefore, columns with
1.0 mm in internal diameter and 35–100 mm in length (bed
volume of 27–80 μL) are suited for FGC. It may be possible to
order prepacked microcolumns. Alternatively, you can pack yourself
gel filtration medium into a microcolumn (stainless steel column,
GL Sciences, Tokyo, Japan; quartz column, Kohoku Kougyo,
Shiga, Japan). In-house column packing is relatively easy to carry
out, and in Note 2 a method is described in detail. In the examples
of FGC described below, we used a homemade TSKgel Super
SW2000 column with 1.0 mm in internal diameter and 75 mm in
length.

2.6 Buffers Buffer composition should be determined primarily on the basis of
the biological properties of the protein molecules of interest. Then,
select gel filtration medium compatible with the selected buffer.
For example, silica-based media are unusable at extremely acidic or
basic buffer conditions. The presence of 0.1–0.15 mol/L NaCl (or
equivalent ionic strength) is effective to prevent nonspecific ionic
interactions between gel media and protein (or ligands). To exam-
ine the interactions of human serum albumin and warfarin, we used
HEPES buffer: 50 mmol/L, pH 7.5, I ¼ 0.15 (adjusted with
NaCl).
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2.7 Preparation of

Warfarin and Human

Serum Albumin

Racemic warfarin and R-(+) warfarin were purchased from Sigma-
Aldrich, and S-(�) warfarin was separated from the racemic warfa-
rin using established protocols [11]. Human serum albumin was
purified from the Fraction V albumin purchased from Sigma-
Aldrich according to the published method [6].

2.8 Instrumentation

for Manual FGC

Figure 5 shows a setup of instruments for manual FGC. The pump
1 is used to control buffer flow into a column (1.0 mm in internal
diameter and 50–75 mm in length). It is important to use flow rates
that allow sufficient time for small molecules to diffuse in and out of
the pores of gel particles in order to achieve chromatographic
and binding equilibrium of the protein and ligand molecules
in the column. For most FGC experiments, the flow rate of
5–10 μL/min is adequate.

It should be noted that the pump 1 must control an accurate
flow rate at a constant pressure. Otherwise, even slight variation in
the pressure makes a significant periodic noise on FGC chromato-
grams monitored by a UV-Vis detector. This phenomenon occurs
probably because the flow rate is low compared to the volume of
the sample loop and the column. In the experiments shown in
Figs. 6 and 7, we used an intelligent pump 301M (OmniSeparo-
TJ, Hyogo, Japan) equipped with a degassing unit DG661 (GL
Sciences, Tokyo, Japan). The degassing unit is essential to avoid the
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Fig. 5 Schematic diagram of a frontal gel chromatography system
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Fig. 6 Typical chromatograms obtained from frontal gel chromatography on a
microcolumn (1.0 � 75 mm) packed with TSKgel Super SW2000. A total volume
of 300 μL solution containing 5.52 μmol/L human serum albumin and 19.9 S-
warfarin (a) or 17.2 μmol/L and 26.5 μmol/L, respectively (b), was prepared in
50 mmol/L HEPES buffer, I ¼ 0.15 mol/L, pH 7.5. First, a gas-tight syringe was
washed with a 50-μL aliquot of this sample. Second, using this sample-washed
syringe, a 200-μL aliquot of the remaining sample was loaded into a 157-μL
sample loop. Finally, only a 90 μL of the sample in the loop was applied to the
column by returning the valve position from injection to load (see Fig. 5) 9 min
after the start of the injection. Column flow rate, 10 μL/min; dilution flow rate,
90 μL/min; temperature, 25 �C; column mobile phase, 50 mmol/L HEPES buffer,
I ¼ 0.15 mol/L, pH 7.5; dilution solution, Milli-Q water. The red broken lines are
the chromatograms obtained for sample solutions containing only S-warfarin at
the corresponding concentrations. The elution of warfarin was monitored by
measuring the absorbance at 308 nm. It is noted that human serum albumin
shows a significant level of absorption at this wavelength
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formation of air bubbles in the pump head, the packed column, and
the flow cell of the UV-Vis detector.

The pump 2 is used to increase the flow rate of the eluent from
the column to 100 μL/min before it enters the UV-Vis detector.
Because the flow cell attached to ordinary detectors has a volume of
2–10 μL, without this pre-dilution, the detector signals are compli-
cated due to the eluent dilution in the flow cell. As in the case of the
pump 1, the pump 2 must operate at a constant pressure. To satisfy
this requirement, the 301M pump was also used for this pre-
detector dilution to examine the binding of warfarin to serum
albumin (Figs. 6 and 7).

In FGC experiments, application of a column volume of sample
is needed. As shown in Fig. 5, a PEEK tube (1/16 in. in outer
diameter, 0.50 mm in internal diameter, 80 cm in length) is
connected to the position 3 and 6 of a six-position switch valve
(e.g., 401, OmniSeparo-TJ). This PEEK tube is used as a 157 μL
sample loop.

Injection port is made at the position 1 of the switch valve
according the following method. A precolumn microfilter (M-560,
Upchurch Scientific) is set to the position 1, and a short Teflon tube
(2 cm, 1/16 in. in outer diameter, internal diameter fitted to the
outer diameter of the needle of a gas-tight syringe that is used for
sample injection, GL Sciences) is connected to this microfilter.
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Fig. 7 S- and R-warfarin binding to human serum albumin. The binding of S- and
R-warfarin to human serum albumin was examined at 25 �C in 50 mmol/L
HEPES buffer, I ¼ 0.15 mol/L, pH 7.5 by frontal gel chromatography according
the same experimental conditions described in Fig. 7. Open circle, S-warfarin;
filled circle, R-warfarin. The S-warfarin binding data suggest that the albumin
has one primary binding site (Kd ¼ 5.0 μmol/L) and about three secondary
binding sites (Kd ¼ 159 μmol/L). On the other hand, the R-warfarin binding data
indicate that the albumin has two primary binding sites for this enantiomer
(Kd ¼ 16.4 μmol/L). The black and broken lines are the best-fit theoretical
binding curves
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The pump 1 is connected to the position 4 of the switch valve,
and the gel filtration column is connected to the position 5. The
position 2 is used as an outlet through which washing solutions and
extra samples flow out. It is essential that the column temperature is
kept strictly at a desired temperature. In the binding experiments
shown in Figs. 6 and 7, we put the gel filtration column into an
IGLOO-CIL column incubator (OmniSeparo-TJ).

The outlet of the column is connected to the pump 2 and a
UV-Vis detector (e.g., 1,200 series, Agilent Technologies) by using
a PEEK tee (P-727, Upchurch Scientific). PEEK tubing with inter-
nal diameter of 0.1 mm (Upchurch Scientific) is used for these
connections.

The raw signals from the UV-Vis detector are collected by a
chromatographic integrator (e.g., Smart Chrom, KYA Technolo-
gies, Tokyo, Japan). The collected data are converted into text files,
and then they are transferred to a personal computer. Data analysis
can be carried out on the personal computer using Microsoft Excel
and in-house programs written in Visual Basic (Microsoft).

3 Methods

As shown in Fig. 4, in the case of the dissociation constant, Kd,
smaller than 100 μmol/L, frontal gel chromatographic analysis can
clearly reveal the protein-ligand interaction using samples contain-
ing 10 μmol/L of a protein and ligand. Therefore, if nothing is
known about the strength of the interaction of the protein of
interest and ligands, it is recommended to prepare samples in
which the concentration of the protein and ligand is about
10 μmol/L. In the case that the protein-ligand interaction is
expected to be very weak (Kd larger than 100 μmol/L), the protein
concentration of samples should be higher than 100 μmol/L to
unambiguously detect the interaction (Fig. 4f).

3.1 Buffer

Preparation

First, it is needed to determine buffer conditions in which the
interaction between the protein of interest and ligands is examined.
Protein stock solutions, ligand stock solutions, and the protein-
ligand mixtures are all prepared using this buffer. This buffer is also
used as the running buffer for frontal gel filtration chromatography.

1. Select a buffer and its conditions (pH, ionic strength, etc.)
primarily on the basis of the biological activity of the protein
of interest.

If nothing is known about the target protein, start with HEPES
buffer: 50 mmol/L, I ¼ 0.15 (ionic strength adjusted with
NaCl), pH 7.5 (25 �C).

2. Prepare at least 500 mL of the chosen buffer.
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Because the same buffer prepared is used for the sample prepa-
ration and as the running buffer for FGC, it is better to prepare
a sufficient amount of buffer to perform a series of binding
experiments. The HEPES buffer (1 L) is prepared as follows:
Dissolve 11.9 g HEPES and 7.39 g NaCl in about 800 mL
Milli-Q water in a 1-L volumetric flask. Then, add 23.6 g of
1MNaOH (aqueous solution) into the flask and adjust volume
to 1 L with additional Milli-Q water. Confirm the pH of the
buffer solution to be 7.5 using a pH meter. If the pH is smaller
than 7.5, adjust the pH to 7.5 with 1MNaOH (less than 3 mL
is enough for the adjustment).

3. Filter the buffer through 0.45 μm filters.

3.2 Preparation of

Protein Stock Solution

Generally, at least 10 nmol of the purified protein of interest (about
1 mg) is needed for FGC. The purified protein is usually preserved
in buffer conditions different from those for the binding assay. If
there is no possibility of the partial denaturation of the protein
during the storage, a column packed with Sephadex G-25 (about
5 mL bed volume, GE Healthcare) is convenient to exchange
buffer. Otherwise, gel filtration on a high-resolution column
(about 14 mL bed volume) is recommended to remove the dena-
tured proteins together with buffer exchange. If the protein con-
centration of the stored sample is less than 0.5 mg/mL, it is
recommended to concentrate the sample up to 1 mg/mL or higher
concentration using a centrifugal filter device (Ultracel YM-30 or
YM-10, Millipore).

1. Equilibrate the column with at least two column volumes of the
buffer used for binding assay.

2. Filter 500 μL of the stored protein solution using a centrifugal
filter device (0.45 μm pore size)

3. Apply the filtered protein solution to the column, in a volume
of 500 μL in the case of Sephadex column and 100 μL in the
case of high-resolution column, respectively.

4. Elute the protein with the equilibration buffer by gravity
(Sephadex column) or at 0.8–1.0 mL/min (high-resolution
column).

5. Collect the desalted intact protein contained in the main part of
the elution peak.

6. In the case of high-resolution column, repeat several times the
steps 3–5.

7. Concentrate the collected protein to a volume of about 100 μL
using a centrifugal filter device (membrane exclusion limit of
10–30 kDa).

8. Determine the protein concentration of the concentrated solu-
tion (protein stock solution).
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3.3 Preparation of

Ligand Stock Solution

It is desirable that a stock solution of the ligand of interest contains
at least 100 μmol/L of the ligand in the binding assay buffer.
However, it is not uncommon that the ligand shows limited solu-
bility to aqueous buffers. If the solubility of the ligand is unknown,
first, dissolve 1 mg of the ligand of interest in 10 mL buffer. If the
ligand does not completely dissolve in the buffer, increase the
buffer to 100 mL. It should be noted that some ligands take long
time to dissolve. For example, 1 mg of crystalline warfarin
completely dissolves in 1 ml of HEPES buffer, pH 7.5, but it
takes several hours of continuous vigorous mixing to obtain the
solution.

3.4 Sample

Preparation

Although the sample volume injected into a gel filtration column is
50–100 μL, it is necessary to prepare 300 μL of sample. A 50 μL of
the sample is used to wash a gas-tight syringe, which is used to load
the sample into a sample loop (157 μL). To fill the sample loop with
the original sample as completely as possible, all reaming sample
(250 μL) is injected into the loop by using the sample-washed
syringe. These careful steps are essential to obtain the elution of
the original sample as the first plateau of FGC chromatogram.

In the following explanation, the concentrations of the protein
and ligand stock solutions are postulated to be 100 and 150 μmol/
L, respectively.

First, prepare three pipets (1,000, 100, and 20 μL) and cali-
brate the respective pipets to the sampling volumes of 300, 30, and
20 μL by weight, respectively, on the basis of the assumption that
specific gravity of water is 1.0. For example, pipette Milli-Q water
using the 300-μL adjusted pipet and transfer the water onto a dish
on an electronic balance. If the weight of the water is out of the
range of 300.0 � 1.0 mg, then readjust the pipet until the
measured weight fits in the range. In the following method, use
these calibrated pipets for liquid handling.

1. Add 300 μL of the assay buffer into a 1.5-mL polypropylene
tube.

2. Pipette 20 μL of the buffer from the tube and discard it.

3. Pipette 30 μL of the buffer from the tube and discard it.

4. Add 20 μL of the ligand stock solution into the tube.

5. Add 30 μL of the protein stock solution into the tube.

6. Vortex the tube gently to mix the solution.

By performing the above steps, a sample containing 10 μmol/L
of the protein and 10 μmol/L of the ligand is obtained. Without
performing steps 2 and 4, a sample containing only 10 μmol/L of
the protein is prepared. Similarly, without performing steps 3 and 5,
a sample containing only 10 μmol/L of the ligand is prepared.
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By changing the concentrations of stock solutions and the
handling volumes, you can prepare samples containing various
concentrations of the protein and ligand according to the above-
explained method.

3.5 Frontal Gel

Chromatography

First, equilibrate the gel filtration column with the buffer for the
binding assay at the desired temperature for about 1–2 h. During
the equilibration, confirm that your frontal gel chromatography
system is working correctly.

1. Aspirate 50 μL of the sample from the 1.5-mL tube into a gas-
tight syringe (250 μL capacity) by pulling up the syringe
plunger.

2. Discard all taken sample by pushing down the plunger.

3. Aspirate all remaining sample in the tube into the gas-tight
syringe.

4. Confirm that the switch valve position is Load.

5. Inject all aspirated sample into the sample loop through the
precolumn microfilter by slowly pushing down the plunger.

6. Change the switch valve position to Inject, and start the record-
ing of the chromatogram.

7. Change the switch valve position to Load immediately after the
desired volume of sample injected into the column.

8. Wash the injection port and the sample loop by injecting
200 μL Milli-Q water several times.

9. Before next sample analysis, re-equilibrate the column with one
column volume of the buffer after the free ligand elution is
completed.

It should be noted that the elution of the ligand is unable to be
monitored continuously in the case that the ligand shows no mea-
sureable levels of UV-Vis absorption. In that case it is needed to
collect the eluent corresponding to the first and second plateau
regions into fractions by taking the elution pattern of the protein
into consideration. The ligand concentration of the collected frac-
tions can be determined by an appropriate method such as mass
spectrometry.

3.6 Data Analysis First of all, you must examine whether the conditions essential for
FGC are all satisfied. As shown in Fig. 3, compare the chromato-
grams obtained for a set of three samples: sample 1 (protein alone),
[P]t ¼ 10 μmol/L, [L]t ¼ 0 μmol/L; sample 2 (ligand alone),
[P]t ¼ 0 μmol/L, [L]t ¼ 10 μmol/L; and sample 3, [P]t ¼ 10
μmol/L, [L]t ¼ 10 μmol/L.

1. If the ligand chromatogram of the sample 3 lacks the first
plateau, then it is suspected that the ligand interacts strongly
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with the gel matrix. In this case, it is recommended to increase
the sample volume or shorten the gel filtration column length.

2. In the case that the ligand chromatogram of the sample 3
shows a typical two plateau regions, then confirm that the
start of the second plateau coincides with the end of the protein
elution and that the protein elution profile of the sample 3 is
the same as that of the sample 1. If these conditions are satis-
fied, then confirm that in sample 2 all ligands entered into the
column are eluted in the plateau region, namely, the absence of
irreversible interaction between the ligand and the gel matrix.
This can be done as follows: collect the eluting ligand and
determine the volume of the collected ligand solution, and
then measure the absorption spectrum of the solution.

3. If all conditions examined above are satisfied, then the equili-
brium free ligand concentration of the sample 3 is obtained by
multiplying the ligand concentration of the sample
2 (10 μmol/L) by the ratio of the second plateau height of
the sample 3 and that of sample 2.

3.7 Examples of FGC FGC is the most powerful method to examine multiple binding
systems in which protein has more than two binding sites with
greatly different affinity to ligands. The interaction between
human serum albumin (HSA) and warfarin (anticoagulant) is one
of the most investigated examples. Figure 8 shows a crystal struc-
ture of HSA-warfarin complex [12, 13] and the chemical structure
of warfarin. We examined in detail the interaction of HSA and S-
and R-warfarin by FGC to reveal the stereospecific binding
mechanism.

OO

OO

*

Fig. 8 Structure of human serum albumin-myristate-S-warfarin complex (PDB
1HA2). Myristate and S-warfarin molecules are shown in a space-filling
representation. The carbon atoms of myristate are colored blue, and those of
S-warfarin are colored green. The oxygen atoms of the ligands are colored red.
The figure was prepared using MolFeat (FiatLux, Tokyo, Japan). The chemical
structure shows S-warfarin, and the asymmetric center is indicated by asterisk
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We prepared 60 samples containing various concentrations of
HSA and S- and R-warfarin and analyzed them by FGC on a
microcolumn (1 � 75 mm) packed with TSKgel Super SW2000.
Figure 6 shows typical FGC chromatograms, and the obtained
binding curves are shown in Fig. 7. These results strongly suggest
that a binding site of HSA, which is distinct from the primary
binding site, has strong stereoselectivity for R-warfarin, whereas
the primary binding site shows only slightly stronger binding to S-
warfarin.

4 Notes

1. Theoretical Simulation of Frontal Gel Filtration

In FGC, the shape of the ascending and descending parts of the
plateau region is not utilized to determine the free ligand concen-
tration. In the theoretical simulation of FGC, neglect of axial
diffusion (diffusion of solutes in the moving phase along the longi-
tudinal axis of the column) does not affect the plateau regions,
because in the plateau regions there is no axial concentration gradi-
ent of solutes. Therefore, strict simulation is possible only on the
basis of mass conservation.

A program to simulate FGC of 1:1 binding of protein and
ligand is given in Appendix. You can run the program using
Excel. In the program, it is postulated that binding equilibrium
and the partition of free ligands between the moving and stationary
phases are rapid compared to the migration rate of buffer. This
program can treat the cases in which protein enters partially into the
pores of gel particles, and nonspecific interactions between ligand
and the gel matrix occur.

2. Column Packing

You can obtain sufficient amounts of gel particles by removing
them from the new or used prepacked columns (bed volume larger
than 1 mL). First, detach the end fitting of the column outlet, and
then connect the column inlet to a HPLC pump. Wash out the gel
particles into a 50-mL polypropylene tube containing about 20 mL
of Milli-Q water at the flow rate of 1 mL/min. In the case of used
columns, only collect the gel particles contained in the outlet side
half of the column.

Column packing can be done by the following method:

1. Connect the one end of a stainless steel column
(1.0 � 50–75 mm, outer diameter of 1/8 in., GL Science)
with a slurry reservoir (25 mL, CP-25, GL Science) using an
attachment (CPA-3, GL Science).

2. Attach an end fitting with frit to the other end of the column.
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3. Fill the slurry reservoir with Milli-Q water and cap the
reservoir.

4. Connect a HPLC pump to the reservoir and flowMilli-Q water
at the rate of 1 mL/min for about 30 min to remove air from
the column, the attachment, and the reservoir.

5. Cap the end fitting of the column with a plug, and disconnect
the reservoir from the pump.

6. Remove the water in the reservoir using a pipet.

7. Disperse about 150 μL of gel particles into about 25 mL of
Milli-Q water.

8. Fill the reservoir with this gel slurry, and cap the reservoir.

9. Connect a HPLC pump to the reservoir and set the maximum
pressure limit to 4 MPa. If the maximum operating pressure of
the gel particles is lower than 4 MPa, then set the pressure limit
to the appropriate pressure.

10. Remove the plug and flowMilli-Q water at the rate of 0.4 mL/
min until the pressure increases to the pressure limit. Then
reduce the flow rate to 0.1 mL/min until the pressure increases
to the pressure limit. Finally, flow Milli-Q water at the rate
20 μL/min for 1 h.

11. Cap the end fitting of the column with a plug, and disconnect
the reservoir from the pump.

12. Remove the remaining solution in the reservoir using a pipet.

13. Remove the column from the reservoir and the attachment.

14. Attach an end fitting with frit to the open end of the column
packed with gel particles.

Appendix

FGC simulation program

Sub SimulationFGC1()

rg ¼ 0.004 ’mm gel particle diameter

lu ¼ 100 * rg ’mm length of the functional unit

ru ¼ 200 * rg ’mm diameter of the functional unit

ru ¼ 1

vu ¼ 3.14 * ru * ru * lu / 4 ’uL volume of the functional

unit

v0u ¼ 0.38 * vu ’uL void volume of the functional unit

viu ¼ 0.36 * vu ’uL internal volume of the functional

unit
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vip ¼ 0 * viu ’uL the volume of the internal space acces-

sible for protein

ngs¼ 0 ’uM concentration of the binding site of the gel

matrix in MFU

ng ¼ ngs * vu ’pmol

kg ¼ 100 ’uM

m ¼ 188 ’total number of the functional unit

B ¼ m * lu ’the length of the column

V0 ¼ m * v0u ’uL void volume of the column

Vi ¼ m * viu ’uL internal volume of the column

Vp ¼ m * vip

dV ¼ 0.8 * v0u ’elution volume per unit calculation step

Vmax ¼ (V0 + Vi) * 2.5 ’total elution volume (including

sample volume)

nv ¼ Int(Vmax / dV) ’total number of calculation step

Vs ¼ 0.06 * V0 ’sample volume applied

ns ¼ Int(Vs / dV)

C0 ¼ 10 ’uM the total concentration of ligand (L)

P0 ¼ 10 ’uM the total concentration of acceptor protein

(P)

kd ¼ 0.2 ’uM dissociation constant (one to one

stoichiometry)

d00 ¼ kd + P0 - C0

d01 ¼ d00 ^ 2 + 4 * kd * C0

d02 ¼ d01 ^ 0.5

lf ¼ 2 * kd * C0 / (d00 + d02)

Cells(2, 15) ¼ nv

Cells(1, 17) ¼ B

Cells(2, 17) ¼ ru

Cells(3, 17) ¼ V0

Cells(4, 17) ¼ Vi

Cells(5, 17) ¼ V0 + Vp

Cells(6, 17) ¼ dV

Cells(7, 17) ¼ Vmax

Cells(8, 17) ¼ Vs

Cells(9, 17) ¼ C0

Cells(10, 17) ¼ P0

Cells(11, 17) ¼ kd

Cells(12, 17) ¼ lf

Cells(13, 17) ¼ ng * m

Cells(14, 17) ¼ kg
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v00 ¼ v0u + vip

b0 ¼ v0u + viu

QP ¼ P0 * dV

QL ¼ C0 * dV

pt ¼ QP / v00

b1 ¼ b0 * (kd + kg) + pt * v00 + ng - QL

b2 ¼ b0 * kg * kd + pt * v00 * kg + ng * kd - QL * (kd + kg)

b3 ¼ -QL * kd * kg

x01 ¼ C0

For j1 ¼ 1 To 10

bunsi ¼ b0 * (x01 ^ 3) + b1 * (x01 ^ 2) + b2 * x01 + b3

bunbo ¼ 3 * b0 * (x01 ^ 2) + 2 * b1 * x01 + b2

x02 ¼ x01 - bunsi / bunbo

x01 ¼ x02

Next j1

CL ¼ x01

CP ¼ pt / (1 + CL / kd)

CPL ¼ pt * CL / (kd + CL)

Lt ¼ CL + CPL

Cells(1, 1) ¼ pt

Cells(1, 2) ¼ QP

Cells(1, 3) ¼ Lt

Cells(1, 4) ¼ QL

For j ¼ 2 To m

Cells(j, 1) ¼ 0

Cells(j, 2) ¼ 0

Cells(j, 3) ¼ 0

Cells(j, 4) ¼ 0

Next j

Cells(1, 10) ¼ dV

Cells(1, 11) ¼ Cells(m, 1) ’Pt

Cells(1, 12) ¼ Cells(m, 3) ’Lt

For j ¼ 1 To m

Cells(j, 5) ¼ Cells(j, 1)

Cells(j, 6) ¼ Cells(j, 2)

Cells(j, 7) ¼ Cells(j, 3)

Cells(j, 8) ¼ Cells(j, 4)

Next j
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For i ¼ 2 To ns

QP ¼ Cells(1, 6) + P0 * dV - Cells(1, 5) * dV

QL ¼ Cells(1, 8) + C0 * dV - Cells(1, 7) * dV

pt ¼ QP / v00

b1 ¼ b0 * (kd + kg) + pt * v00 + ng - QL

b2 ¼ b0 * kg * kd + pt * v00 * kg + ng * kd - QL * (kd + kg)

b3 ¼ -QL * kd * kg

x01 ¼ C0

For j1 ¼ 1 To 10

bunsi ¼ b0 * (x01 ^ 3) + b1 * (x01 ^ 2) + b2 * x01 + b3

bunbo ¼ 3 * b0 * (x01 ^ 2) + 2 * b1 * x01 + b2

x02 ¼ x01 - bunsi / bunbo

x01 ¼ x02

Next j1

CL ¼ x01

CP ¼ pt / (1 + CL / kd)

CPL ¼ pt * CL / (kd + CL)

Lt ¼ CL + CPL

Cells(1, 1) ¼ pt

Cells(1, 2) ¼ QP

Cells(1, 3) ¼ Lt

Cells(1, 4) ¼ QL

For j ¼ 2 To m

QP¼ Cells(j, 6) + Cells(j - 1, 5) * dV - Cells(j, 5) * dV

QL¼ Cells(j, 8) + Cells(j - 1, 7) * dV - Cells(j, 7) * dV

pt ¼ QP / v00

b1 ¼ b0 * (kd + kg) + pt * v00 + ng - QL

b2 ¼ b0 * kg * kd + pt * v00 * kg + ng * kd - QL * (kd + kg)

b3 ¼ -QL * kd * kg

x01 ¼ C0

For j1 ¼ 1 To 10

bunsi ¼ b0 * (x01 ^ 3) + b1 * (x01 ^ 2) + b2 * x01 + b3

bunbo ¼ 3 * b0 * (x01 ^ 2) + 2 * b1 * x01 + b2

x02 ¼ x01 - bunsi / bunbo

x01 ¼ x02

Next j1

CL ¼ x01

CP ¼ pt / (1 + CL / kd)

CPL ¼ pt * CL / (kd + CL)

Lt ¼ CL + CPL
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Cells(j, 1) ¼ pt

Cells(j, 2) ¼ QP

Cells(j, 3) ¼ Lt

Cells(j, 4) ¼ QL

Next j

Cells(i, 10) ¼ i * dV

Cells(i, 11) ¼ Cells(m, 1) ’Pt

Cells(i, 12) ¼ Cells(m, 3) ’Lt

For j ¼ 1 To m

Cells(j, 5) ¼ Cells(j, 1)

Cells(j, 6) ¼ Cells(j, 2)

Cells(j, 7) ¼ Cells(j, 3)

Cells(j, 8) ¼ Cells(j, 4)

Next j

Cells(1, 15) ¼ i

Next i

For i ¼ ns + 1 To nv

QP ¼ Cells(1, 6) - Cells(1, 5) * dV

QL ¼ Cells(1, 8) - Cells(1, 7) * dV

pt ¼ QP / v00

b1 ¼ b0 * (kd + kg) + pt * v00 + ng - QL

b2 ¼ b0 * kg * kd + pt * v00 * kg + ng * kd - QL * (kd + kg)

b3 ¼ -QL * kd * kg

x01 ¼ C0

For j1 ¼ 1 To 10

bunsi ¼ b0 * (x01 ^ 3) + b1 * (x01 ^ 2) + b2 * x01 + b3

bunbo ¼ 3 * b0 * (x01 ^ 2) + 2 * b1 * x01 + b2

x02 ¼ x01 - bunsi / bunbo

x01 ¼ x02

Next j1

CL ¼ x01

CP ¼ pt / (1 + CL / kd)

CPL ¼ pt * CL / (kd + CL)

Lt ¼ CL + CPL

Cells(1, 1) ¼ pt

Cells(1, 2) ¼ QP

Cells(1, 3) ¼ Lt

Cells(1, 4) ¼ QL
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For j ¼ 2 To m

QP¼ Cells(j, 6) + Cells(j - 1, 5) * dV - Cells(j, 5) * dV

QL¼ Cells(j, 8) + Cells(j - 1, 7) * dV - Cells(j, 7) * dV

pt ¼ QP / v00

b1 ¼ b0 * (kd + kg) + pt * v00 + ng - QL

b2 ¼ b0 * kg * kd + pt * v00 * kg + ng * kd - QL * (kd + kg)

b3 ¼ -QL * kd * kg

x01 ¼ C0

For j1 ¼ 1 To 10

bunsi ¼ b0 * (x01 ^ 3) + b1 * (x01 ^ 2) + b2 * x01 + b3

bunbo ¼ 3 * b0 * (x01 ^ 2) + 2 * b1 * x01 + b2

x02 ¼ x01 - bunsi / bunbo

x01 ¼ x02

Next j1

CL ¼ x01

CP ¼ pt / (1 + CL / kd)

CPL ¼ pt * CL / (kd + CL)

Lt ¼ CL + CPL

Cells(j, 1) ¼ pt

Cells(j, 2) ¼ QP

Cells(j, 3) ¼ Lt

Cells(j, 4) ¼ QL

Next j

Cells(i, 10) ¼ i * dV

Cells(i, 11) ¼ Cells(m, 1) ’Pt

Cells(i, 12) ¼ Cells(m, 3) ’Lt

For j ¼ 1 To m

Cells(j, 5) ¼ Cells(j, 1)

Cells(j, 6) ¼ Cells(j, 2)

Cells(j, 7) ¼ Cells(j, 3)

Cells(j, 8) ¼ Cells(j, 4)

Next j

Cells(1, 15) ¼ i

Next i

End Sub
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Chapter 13

Surface Plasmon Resonance

Yoshihiro Kobashigawa, Natsuki Fukuda, Yusuke Nakahara,
and Hiroshi Morioka

Abstract

Almost two decades had passed since the first biosensor based on surface plasmon resonance (SPR) had
become commercially available. Among them, the Biacore is the most widely used SPR-based system. More
than 10,000 papers, which reported the results obtained using the Biacore (GE Healthcare), had been
published until 2015. The most notable progress in the Biacore in this decade is marked reduction of the
noise level, which enabled acquisition of the thermodynamic parameters, application to the low molecular
weight analytes, observation of the thermodynamic parameters for the activated state, and analysis using
further complicate binding model. This chapter aims to provide guidance to users of SPR, with an emphasis
on acquiring the thermodynamic parameters for the molecular interaction of two-state binding mechanism,
the system exhibiting the interconversion between the transient and the stable complex. No attempt will be
made to describe the routine operation and maintenance of the Biacore, as this is comprehensively
described elsewhere (Nagata K, Handa H (eds), Real-time analysis of biomolecular interactions: application
of BIACORE. Springer, Tokyo, 2000).

Keywords Langmuir, Two state, Induced fit, Thermodynamics, van’t Hoff equation

Abbreviations

AGE Advanced glycation end product
CDR Complementarity-determining region
GA Glycolaldehyde
IgG Immunoglobulin G
ITC Isothermal titration calorimeter
RU Resonance unit
scFv Single-chain variable fragment
SPR Surface plasmon resonance
VH Variable region of immunoglobulin heavy chain
VL Variable region of immunoglobulin light chain
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1 Introduction

Surface plasmon resonance (denoted as SPR) is a key principle for
the measurement of molecular interaction between two molecules
in Biacore system (GE Healthcare). The sensor of SPR-based
instruments, Biacore, is composed of a micro flow cell, through
which an aqueous solution (denoted as the running buffer) passes
under continuous flow (1–100 μL/min). For detection of the
intermolecular interaction, one molecule (the ligand) is required
to be immobilized onto the sensor surface, to which its binding
partner (the analyte) is injected in aqueous solution (sample solu-
tion) through the flow cell under continuous flow. The analyte
binds to the ligand and accumulated on the surface, which increases
mass of the sensor surface within 100 nm approximately. After
injective flow, the sample solution is changed to the running buffer,
dissociation of the analyte proceeds, and the surface mass of the
sensor decreases. This surface mass change is optically measured in
real time, and the result plotted as response or resonance units
(RUs) versus time (a sensorgram), which enables evaluation of the
association and the dissociation rate constant as well as the equili-
brium binding constant of the molecular interaction.

In recent years, Biacore system is markedly upgraded. The first
notable progress is reduction of the noise level (Table 1), by which
ligand concentration fixed on the sensor surface can be markedly
reduced without sacrificing the quality of the sensorgram. Low
ligand density exhibits two important merits for reducing the fol-
lowing artifact. Firstly, the association rate of the analyte to the
surface exceeds the rate of transportation of the analyte to the
sensor surface, in case of the high ligand density. In this situation,
transportation of the analyte to the sensor surface becomes the rate-
limiting step, resulting that the measured association rate constant
(ka) becomes slower than the true ka. Secondly, dissociated analyte
can rebind to the neighboring unoccupied ligand, resulting that the
measured dissociation rate constant (kd) becomes slower than the
true kd. Hence, the advanced Biacore with the lower noise level

Table 1
Noise level of the Biacore systems

System Noise level (RU)

Biacore 1000 �2

Biacore 2000 �1

Biacore 3000 �0.3

Biacore T100 �0.1

Biacore T200 �0.03
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allows for obtaining precise kinetic parameters as compared with
the former system.

The second notable progress of the Biacore system is the
improvement of the temperature controller, which allows for esti-
mation of thermodynamic parameters by least-square fitting of the
several sets of the SPR data acquired at the different temperature to
the van’t Hoff equation [2–4]. Moreover, the least-square fitting of
the kinetic parameter at different temperatures to the Eyring equa-
tion allows for estimation of the thermodynamic parameters of the
transient state [5, 6]. In this chapter, the authors will mention
about the thermodynamic analysis using the Biacore system. In
addition, advanced Biacore system clarified that some of the inter-
molecular interactions obey not to the 1:1 Langmuir binding
mechanism, but to the two-state binding mechanism, in which
structural rearrangement is induced after initial complex formation
[6–8]. The authors will describe also analysis using the two-state
binding model in this chapter. These topics are mentioned in the
chapter as an example case of the molecular interaction system
between GA-pyridine (Fig. 1a), a kind of advanced glycation end
product (AGE) [9, 10], and the single-chain variable fragment
(scFv) of the antibody (Fig. 1b) against GA-pyridine (anti-GA
scFv).

IgG 

CDRHeavy chain

Light chain

VH 

CH1 

CH2 

CH3 

VL 

CL 

2 1 
3 

Fab 

Fv 

scFv (single-chain 
variable fragment) 

VH 

VL 

Peptide linker (G4S)3

(b)

Biotin-Gly-Ala-Gly-Lys/GA-pyridine-Gly-Ala-CONH2 

(c)

(a)

N

CH2OH

OH

CH2

C CN

OH H

( )4
)

( (
)

Fig. 1 a Chemical structure of GA-pyridine. This compound can be formed by
glycation of ε-amino group of lysine residues in the proteins. b Schematic
diagram of IgG and single-chain variable fragment (scFv). c Amino acid
sequence of the GA-pyridine peptide as the ligand for Biacore analysis. Biotin
was attached to immobilize the ligand peptide on the sensor chip SA by tight
streptavidin-biotin interaction

Surface Plasmon Resonance 229



2 Materials

2.1 Chemicals (1) Anti-GA scFv (analyte)

(2) HBS-EP: 10 mM HEPES pH 7.4, 150 mM NaCl, 3.0 mM
EDTA, and 0.005 % (v/v) Tween-20

(3) Regeneration Sol A: 10 mM NaOH

(4) Regeneration Sol B: 100 mM HCl

(5) Biotinylated peptide containing GA-pyridine (ligand)
(Fig. 1c)

(6) Biotinylated unmodified peptide (negative control)

(7) Series S Sensor Chip SA (GE Healthcare)

2.2 Equipment (1) Biacore T100 (or T200) (GE Healthcare)

(2) Biacore Control Software Version 2.0.2 (GE Healthcare)

(3) Biacore Evaluation Software Version 2.0.2 (GE Healthcare)

3 Methods

3.1 Immobilization

of the Ligand to the

Biacore Sensor

Surface

The initial step of the Biacore experiment is immobilization of one of
the molecules (the ligand) to the sensor surface without disrupting its
activity. Several types of the Biacore sensor chip for various immobili-
zation techniques can be commercially available, which is documented
comprehensively in the Biacore handbook. In the present molecular
system, biotinylated peptide containing GA-pyridine (GA-pyridine
peptide; Fig. 1c) was immobilized on the Series S Sensor Chip SA,
on which streptavidin had already been covalently immobilized. It has
two important advantages. First, quantity of the immobilized GA-
pyridine molecule can be easily controlled by duration of injection.
Second, the GA-pyridine is seldom inactivated by indirect coupling,
since all the molecules are immobilized in a known and consistent
orientation on the surface. Resonance unit of approximate 30 RU of
the GA-pyridine peptide was immobilized on the sensor surface,
which exhibited the maximum resonance unit (RUmax) value of
approximate 60 by the association of the anti-GA scFv, while the
low-density sensor surface did not spoiled the quality of the data.

Procedure for Immobilization of the Ligand

(1) Set flow rate to 5 μL/min with the running buffer of HBS-EP.

(2) Inject 2.5 μL/min of biotinylated GA-pyridine peptide in
HBS-EP (100 nM).

(3) Flow the running buffer.

(4) Repeat (2) and (3) where the amount of immobilized ligand
reaches 30 RU approximately.
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3.2 Acquisition and

the Kinetic Analysis of

the Sensorgram by the

Two-State Binding

Model

A two-state binding model is the most simplified scheme for quan-
titatively describing a two-step association process (Fig. 2a), where
A and B represent antibody and antigen, respectively, and (AB)*
and AB represent encounter complex/transition state and final
stable (rearranged) complex, respectively. This model is an
“induced fit” model, with a conformational change occurring
after initial complex formation. Simulated sensorgrams for the
two-state binding model are shown in Fig. 3. The equilibrium
constants of the individual steps can be expressed as equations
(Eqs. 1 and 2):

(a)
Two state reaction

A + B    (AB)*    AB
ka1 ka2

kd1 kd2

1st step 2nd step
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Fig. 2 (a) Schematic representation of the two-state binding model. Overlay of a
series of the sensorgrams where the concentration of the analyte of 20, 30, 40,
50, 60, and 70 (nM) from bottom to top, respectively. Experimental curves (gray
line) and the curves generated by fitted data to the two-state binding model (b)
and the 1:1 Langmuir binding model (c), respectively, are presented
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Kd1 ¼ kd1
ka1

ð1Þ

Kd2 ¼ kd2
ka2

ð2Þ

and the overall equilibrium binding constant can be calculated as

KD ¼ kd1 � kd2ð Þ
ka1 ka2 þ kd2ð Þð Þ ð3Þ

Statistically, the two-state binding model is complicated and fitting is
better than the 1:1 binding model (Fig. 2b, c), while this is not always
an experimental proof for selection of the proper model. To apply the
two-state binding model, a series of the sensorgrams with various
durations of the injection (Fig. 4) should be obtained and confirm
that dissociation becomes slower as the duration of the injection
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Fig. 3 Simulated component curves of the binding between the anti-GA scFv and
the immobilized GA-pyridine peptide. Sensorgram (solid line) was fitted to the
two-state binding model, and the simulated component curves were shown as
transient complex (AB)* (dotted line) and stable complex AB (dashed line),
respectively
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Fig. 4 Overlay of a series of the sensorgrams where the duration of the injection
of 20, 40, 60, 80, 100, and 150 (sec) from left to right, respectively. Biotinylated
GA-pyridine peptide (Fig. 1c) was immobilized on the sensor chip SA as ligand,
and 70 nM of anti-GA scFv was injected as an analyte
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increases, which is caused by accumulation of the stable complex (AB)
for longer injectionperiod, and experimentally validating applicationof
the two-state binding model. Once application of the two-state bind-
ing model is validated, a series of the SPR data can be analyzed using
Biacore Evaluation Software included in the instrument (Table 2).

Procedure for SPR Measurement

(1) Set flow rate to 50 μL/min with the running buffer ofHBS-EP.

(2) Inject 150 μL/min of anti-GA scFv (analyte) in HBS-EP.

(3) Flow the running buffer for more than 0.50 mL.

(4) Inject 15 μL of Regeneration Sol A once, and 15 μL of
Regeneration Sol B twice, to regenerate the sensor chip.

(5) Flow the running buffer for more than 0.25 mL.

3.3 Thermodynamic

Analysis Based on

van’t Hoff and Eyring

Equations

For further description of the molecular interaction, thermody-
namic parameters including the binding energy change (ΔG), the
enthalpy change (ΔH), and the entropy change (ΔS) could be used.
The binding energy change can be expressed as (Eq. 4):

ΔG ¼ ΔH � TΔS ð4Þ
Of these parameters, ΔG can be obtained by SPR data, and ΔH can
be measured indirectly by van’t Hoff analysis. Assuming that ΔH
and ΔS are temperature independent, the linear form of the van’t
Hoff equation (Eq. 5) can be used:

ΔG ¼ RT lnKD ¼ ΔH � TΔS ð5Þ

lnKD ¼ ΔH=RT � ΔS=R ð6Þ
The dissociation constant (KD) was measured over a range of tem-
peratures and ln (KD) were plotted against 1/T. The slope of this
plot is equal to ΔH/R and the intercept –ΔS/R (Eq. 6). In real
cases, ΔH varies with temperature for protein/ligand interactions
and the plot is not linear. Consequently, KD needs to be measured
over a small range around the temperature of interest, where the plot
can be assumed to be linear. Obtained thermodynamic parameters
were plotted in Fig. 5b. Another approach is to use a nonlinear form
of the van’t Hoff equation (Eq. 7):

Table 2
Kinetic parameters for association between GA-pyridine peptide and anti-GA scFv at 25 �C

ka1 � 105

(1/Ms)
kd1 � 10�2

(1/s)
ka2 � 10�3

(1/s)
kd2 � 10�3

(1/s)
KD � 10�8

(M)

anti-GA
scFv

4.1 � 0.5 3.7 � 0.3 4.1 � 0.2 3.6 � 0.2 4.2 � 0.6
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ΔGT 0
¼ RT lnKD

¼ ΔHT 0
� TΔST 0

þ ΔCp T � T 0ð Þ � TΔCpln T =T 0ð Þ ð7Þ
where T is the Kelvin temperature (K), T0 is a reference temperature
(e.g., 298.15 K), ΔHT 0

is the enthalpy change upon binding at T0

(kcal/mol), ΔST 0
is the entropy change upon binding at T0 (kcal/

mol), and ΔCp is the specific heat capacity change (kcal/mol·K), a
measure of the dependence of ΔH (and ΔS) on temperature. In the
molecular interaction system between anti-GA scFv and GA-
pyridine peptide, temperature range of 13–29 �C was used for the
analysis (Fig. 5a). A set of the sensorgrams at the analyte concen-
tration from 20 to 70 nM was obtained at the different experi-
mental temperatures. Thermodynamic parameters can be obtained
by fitting a series of the sensorgrams using Biacore Evaluation Soft-
ware. Obtained thermodynamic parameters were plotted in Fig. 5b.
The first step of the binding appeared to be both entropy- and
enthalpy-driven reaction, while the second step enthalpy driven.
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Fig. 5 (a) Overlay of a series of the sensorgrams where the temperature of
13, 17, 21, 25, and 29 (�C) from bottom to top, respectively. (b) Thermodynamic
parameters estimated by van’t Hoff equation (Eq. 7). Gibbs free energy change
(ΔG) is shown in white bar, enthalpy change (ΔH) in meshed bar, and –TΔS in
gray bar, respectively. Thermodynamic parameters for 1st and 2nd steps are
separately plotted
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Microcalorimeter (e.g., MicroCal-ITC) is a superior way for
obtaining thermodynamic parameters, since it allows for direct
observation of ΔH and ΔG upon ligand association. There is,
however, a drawback that microcalorimeter requires about 100-
fold more protein than the Biacore. Thus, the Biacore may be the
only means of acquiring thermodynamic parameters under the
limited sample amount.

Besides static thermodynamic parameters, Biacore allows for
evaluation of the thermodynamic parameters for the transition
state. The ka and kd generally increase with temperature. By fitting
temperature dependency of the ka and kd to the Eyring equation
(Eq. 8),

ln k=Tð Þ ¼ �ΔG0{ þ ln kB=hð Þ
¼ ΔS0{=R � ΔH 0{=RT þ ln kB=hð Þ ð8Þ

where k is the relevant rate constant (e.g., ka and kd), R is the gas
constant, kB is a Boltzmann constant, and h is the Planck constant,
thermodynamic parameters for the transition state could be
obtained. This analysis is also implemented in the Biacore Evalu-
ation Software. Obtained thermodynamic parameters for the mole-
cular interaction system between anti-GA scFv and GA-pyridine
peptide were plotted in Fig. 6a–c. The higher entropic energy
barrier was occurred for the second step in the association phase,
while there was no enthalpic barrier.

4 Conclusion

SPR is one of the powerful tool for the analysis of intermolecular
interactions. In this chapter, the authors mentioned analysis of the
intermolecular interaction based on two-state binding model.
Calorimeter allows for measuring the affinity and the thermo-
dynamic parameters for protein/ligand interaction while does not
allow for separately determining the parameters for the first and the
second step. Moreover, SPR has advantage in obtaining the
thermodynamic parameters for the transition state. Thus, SPR-
based thermodynamic parameter is effective for describing dynamic
feature of the molecular interaction. For static thermodynamic
analysis, SPR exhibits advantage that small amounts of protein are
required as compared to calorimetry. Thus, the advanced Biacore
system will contribute for accelerating molecular interaction study.
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Chapter 14

Structural Biology with Microfocus Beamlines

Kunio Hirata, James Foadi, Gwyndaf Evans, Kazuya Hasegawa,
and Oliver B. Zeldin

Abstract

Protein microcrystallography, which analyzes crystals smaller than a few tens of microns, is becoming one of
the most attractive fields in structural biology. To realize the complete potential of this technique, it is
inevitable that microcrystallography has to be combined with novel data collection instruments and
strategies. Recently, a highly brilliant X-ray beam with micron size has enabled the measurement of
diffraction data from such microcrystals (Smith JL, Fischetti RF, Yamamoto M, Micro-crystallography
comes of age. Curr Opin Struct Biol 22:602–612, 2012). Here, we describe important instrumentation at
synchrotron facilities and experimental strategies.

Keywords Protein crystallography, Microcrystals

1 Introduction

X-ray crystallography is one of the most effective techniques for
elucidating the detailed structural features of proteins. The first X-
ray structural analysis of myoglobin was achieved 50 years ago.
Since then, the considerable evolution of various techniques has
resulted in the current focus on macromolecular crystallography
(referred to as MX). One of these techniques involves the focusing
of X-rays achieved at synchrotron facilities.

Reflection intensity, which is required for structural analysis by
MX, weakens as crystal size decreases. The primary solution for
enhancing intensity is to expose the crystal to intense X-rays.
Matching the beam size to the crystal size is also effective in
reducing background from the non-crystal volume. When only
micron-sized crystals are available, microfocused beams with high
brilliance are required.

There have been numerous improvements in the application
technologies of synchrotron facilities (Sect. 2). For example, recent
designs for supporting mechanics stabilize optical elements, eventu-
ally improving both beam position and intensity.

Toshiya Senda and Katsumi Maenaka (eds.), Advanced Methods in Structural Biology, Springer Protocols Handbooks,
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Novel techniques for fabricating the surface of focusing mirrors
have increased photon density at a sample position. Enhancements
in pixel resolution, readout time, and the quantum efficiency of the
X-ray detector have achieved remarkable productivity improve-
ments in the data collection process. There have also been techno-
logical innovations in preparing protein crystals and computation.
For example, the so-called lipidic cubic and sponge phases have
drastically accelerated crystal structure analysis of membrane pro-
teins. The introduction of robotics for crystallization as well as
visualization has increased throughput in the crystallization step.
Further, recently developed software has reduced difficulties related
to both phasing and refining of structures.

Although technologies have improved, data collection, which is
mainly conducted by humans, is still the most critical and important
process in MX. There are difficulties involved in determining suit-
able experimental conditions such as the oscillation step, total
number of images, camera distance, beam size, and exposure
time. In particular, it is quite difficult to prevent radiation damage
of the crystals. From one perspective, the history of MX can be
regarded as a history of the battle against radiation damage. Radi-
ation damage of crystals increases as the beam intensity increases. If
damage was preventable, high-resolution structural analysis could
be easily achieved by exposing the crystals to as many X-ray photons
as possible. However, as described in Sect. 3, radiation damage
exists in the real world and often hinders high-precision data col-
lection. Thus, appropriate data collection strategies should be
devised before starting diffraction experiments.

Let us consider the following simulation. We have a lysozyme
crystal 100 μm in size and an X-ray with a wavelength which corre-
sponds to 1 Å with a photon flux of 1010 photons/s in a 1-μm square
area. The absorbed dose of lysozyme crystal, estimated with the
RADDOSE program, reaches 20 MGy after a 7-s exposure. If we
utilize the 100-μm square beam with the same photon flux, 1010

photons/s, the exposure for 20 MGy roughly corresponds to
70,000 s. It is worth noting two points. The first is that the crystal
loses roughly half its diffracting power when it absorbs an energy of
20 MGy from incident X-rays. The second is that the quantitative
difference in absorbed dose can be explained by the “photon flux
density.” The photon flux density in the first example is 1010

photons/s/μm2, and in the second example, it is 106 photons/s/μ
m2. The difference in the order of absorbed dose is comparable to the
difference in photon flux density. Once the absorbed dose for the
sample crystal for one beamline is calculated, the dose for other
beamlines can be roughly determined by calculating the photon flux
density of the two beamlines. Ideally, we would obtain reflections with
roughly the same signal-to-noise ratio, or “resolution limit,” by expo-
sure to the same number of X-ray photons. If we choose 1-s exposure
time for both beam sizes, the 1-μm focused beam gives only 7 frames
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and the 100-μm beam can give 70,000 frames with the same resolu-
tion. This example roughly demonstrates the challenges inherent in
“protein microcrystallography.”

Although these difficulties exist, the use of microbeams is inevi-
table for crystals that are <20–30 μm. Especially in protein micro-
crystallography, data collection strategies should be carefully
considered. The primary branch point is the selection of the study
objective. Is it for phasing? Is it for native structure at higher resolu-
tion? Can you permit the use of multiple crystals? The lifetime of a
crystal is independent of your objective and cannot be changed.
Thus, the crystal lifetime should be distributed either “resolution”
or “redundancy.” In extreme cases, you can choose to obtain only
one diffraction image by delivering X-rays for the crystal lifetime.
This approach would give you the highest resolution from the crys-
tal. Therefore, multiple crystals would be required to complete the
dataset. This “multiple crystal strategy” is useful for collecting native
data at higher resolution. The associated technical issues and meth-
ods used to merge multiple datasets are described in Sect. 4.
Although the multiple-crystal strategy is also effective for initial
phasing, as reported in the Sulfur SAD papers [2], there also are
difficulties involved in preparing isomorphous crystals suitable for
this purpose. In these cases, we have no choice but to collect a dataset
from one crystal to reduce systematic errors in merging datasets and
enhance anomalous signals. Hence, in this strategy, the lifetime of the
crystal is utilized to increase redundancy at the expense of resolution.
For this purpose of the microbeam, the so-called helical data collec-
tion is effective, both for enhancing the S/N ratio and increasing the
redundancy for one crystal (Sect. 5).

Radiation damage of protein crystals exhibits different charac-
teristics at different energies. In particular, using higher energy for
microcrystallography may allow us to extract maximum informa-
tion with minimum radiation damage (Sect. 6).

Recently, the novel light source, X-ray free electron laser
(XFEL), has had a tremendous impact on biology. This source
delivers extremely intense femtosecond X-ray pulses and allows
the structural determination of proteins without radiation damage.
In Sect. 7, we will describe the current state of MX using XFELs
and present some experimental results.

2 Concept and Design of Microfocus Beamline

To enhance the signal-to-noise ratio of diffraction, background
scattering from solvent and the sample support should be reduced.
For this primary purpose, a microfocus beam is required to collect
good diffraction data from microcrystals. Beamlines dedicated to
microcrystallography target samples smaller than 20 μm; the beams
range in the size of 1–20 μm. Thus, microbeams can also be utilized
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to illuminate a well-diffracting region within an imperfect crystal or
a single-crystal region in a multi-crystal sample. For example,
biological supramolecular complexes often yield clustered or in-
homogeneous crystals. In such cases, a diffraction volume within
a crystal can be selected with a microfocused beam.

Beamline ID13 at the European Synchrotron Radiation Facility
(ESRF) was the first example of a microfocus beamline for macro-
molecular crystallography (MX). The microbeam of beamline ID13
was critical for several structure determinations before the turn of the
century (reviewed in [3]) and led other synchrotron facilities to
develop microbeam beamlines dedicated to MX. They achieved
1 � 1 μm focusing with a K-B mirror and 1010 photons/s. After this
pioneeringwork, beamline ID23was constructed at ESRF to focus the
beam to 5 μm [4]. Let us consider the types of advanced technologies
required for achieving this type of micron-sized X-ray beam.

At third-generation synchrotron radiation facilities, low-emit-
tance electron beams (<10 nm rad) and coupled insertion devices
are key technologies for microfocusing. In general, for diffraction
data collection, a smaller beam divergence is preferable for separating
neighboring diffraction spots on an X-ray detector. A low-emittance
electron beam is the most important property for both smaller beam
size and smaller beam divergence. Combining better electron beams
and advanced insertion device produces X-rays with brilliance on the
order of 1020 photon/mm2/mrad2/0.1 % BW in the energy range
of 5–35 keV.

Remarkable improvements to the beamline optical elements
help the system maintain a stable microbeam. One of them is a
new cooling technique for monochromatization crystals. The bril-
liant source from the insertion device generates white X-ray beams
that have energy spectra. In general, the monochromator crystal,
which must provide a stable output beam under varying thermal
load conditions, is exposed to the white beam and receives an
enormous heat load. This heat load often changes the local shape
of the crystal and the direction of the monochromatized X-ray
output. Because the water-cooling technique lacks the ability to
remove the heat load enough, almost all of the recent high-flux
beamlines have adopted liquid nitrogen flow for cooling mono-
chromator crystals. This technique eliminates the positional drift of
the output X-rays and improves the stability of the beam position
and intensity. In addition, the “top-up” operation mode [5] of the
synchrotron radiation facility significantly reduces thermal drift
because the heat load is kept constant.

Another improved technique is concerned with the “focusing
element,” such as focusing mirrors. Surface error on the mirror
element generates residual scattering and makes it difficult to
achieve good focusing. The fabrication technique of mirrors is
one of the most important challenges for microfocus beamlines.
For example, the elastic emission machining (EEM) technique,
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developed in Osaka University [6], can process a mirror surface
with “atomic level.” The first success of EEMmirrors was reported
in 2005 [7]. Although EEM mirrors have a fixed curvature, it is
often preferable to utilize various beam divergences and different
focal points for data collection. For example, when the focal point is
set to the X-ray detector surface, diffraction spots can be separated,
under ideal conditions, during the integration of the diffraction
intensities. This purpose demands tunability of the mirror curva-
ture. Although the mirror curvature can be changed by bending its
shape with motorized mechanics, it is often difficult to make the
best shape for microfocus using this technique. The reason is that
the technique generates unintended mirror shapes using one axis to
push/pull the plate of the mirror. To avoid this problem, the so-
called bimorph mirror was developed and utilized in several micro-
focus beamlines. The bimorph mirror has a series of piezo-actuators
that are used to shape its surface. These actuators enable more
precise mirror shaping within a local area of the mirror. The
bimorph mirror enables changing the divergence and focal point,
allowing a greater variety of diffraction experiments.

Temperature change and vibration are obvious difficulties in
making a microfocus beam. Compared with conventional X-ray
beam for protein crystallography, positional instability of the micro-
beam is critical for data quality in protein microcrystallography. For
example, when the 1-μm focused beam is exposed to 1-μm crystal, a
positional change of approximately 0.6 μm reduces the diffraction
intensity to half. For this reason, positional errors of the light
source, optical elements, and diffractometer should be as small as
possible. Substantial resistance to vibrations and temperature fluc-
tuations can be achieved simply by granite support tables and heavy,
stiff mechanisms for all of the optical components. Intensity fluctu-
ation should also be removed to ensure precise data collection [8].

At the beamline BL32XU at SPring-8, one of the most impor-
tant developments to eliminate the fluctuation of both position and
intensity is the double-crystal monochromator (DCM). Cooling
agents, such as liquid nitrogen and water, vibrate monochromatiz-
ing crystals and cause both these fluctuations. Much effort has been
focused on developing rigid DCMs for stable beamline operation.
For example, a smaller number of motorized axes enhances rigidity
and largely eliminates the vibration. We should also take steps to
eliminate vibrations from outside the monochromator chamber.
Vacuum pumps, which lower the electron density in the X-ray
path, often generate substantial vibration at the beamline. Rubber
seats are a good solution that can stop the transition of vibration
from the pump to the ground [9].

For more precise detection of the diffraction intensity from
microcrystals, the time scale of the X-ray beam fluctuations is also
important. The exposure times necessary to obtain a diffraction
image range from a few seconds, under conditions typically
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available at a modern beamline, to a few tens of milliseconds when
the beamline is equipped with a fast-framing detector. Given these
detection technologies, fluctuations in beam intensity on the time
scales of 0.01–200 Hz can result in more precise data collection.

The optical design of the beamline absolutely defines beamline
ability. The first step in designing a microfocus beamline is to select
the intended target proteins. Using the molecular weight of the
target proteins, a distribution of the cell parameters that can be
expected can be obtained from the RCSB-PDB (http://www.rcsb.
org/). After considering the selected cell parameters and expected
mosaic spread, diffraction patterns should be simulated to evaluate
the overlap of diffraction patterns on the X-ray detector. This simu-
lation lets the designer determine the allowable divergence of the
microbeam. In general, beam divergence becomes larger when a
smaller size beam is required. The balance between size and diver-
gence can be tuned by setting the proper optical configuration of the
beamline. Modern microfocus beamlines and their concepts are
summarized in greater detail in a study published by Janet Smith [1].

2.1 Diffractometer

for

Microcrystallography

In this section, modern techniques for precise data collection from
tiny protein crystals are reviewed. The required specifications for
the diffractometer are very simple. They are to precisely irradiate
the microcrystal with the microbeam and to detect weak diffraction
intensity quickly and efficiently. This section is divided into five
sections entitled “To Know the Position of Sample,” “Move It
and Fix It,” “Detecting Weak Diffraction,” “Efforts to Enhance
the Signal-to-Noise Ratio,” and “Manipulation of Microcrystals”
(Sects. 2.1.1, 2.1.2, 2.1.3, 2.1.4, and 2.1.5).

2.1.1 To Know the

Position of Sample

A high-magnification optical microscope is required to position the
microsized sample in the center of the beam. Constructed beam-
lines recently have often adopted a coaxial microscope, which gives
the researcher a viewpoint along the direction of the X-rays. The
merit of using the coaxial microscope is that it is easy to hit the
sample compared with amicroscope alignedwith the camera, whose
viewpoint is inclined from the beam. Moreover, this camera can
visualize the precise beam position from the X-ray scintillator, such
as a crystal made of YAG, to the sample position. This beam position
monitor helps to fix problems that arise during beamline tuning.

Visible light is not often able to detect the crystal position when
some reagents that work as light shields exist in the sample loop,
such as ice and lipids. Several interesting techniques to enable the
visualization of sample position in the beamline have been devel-
oped. One of these techniques is to utilize UV light to detect crystal
position. Proteins that contain tryptophan can be excited with UV
light and produce fluorescence, which can be detected as visible
light [10, 11]. Another development is a technique referred to as
second-order nonlinear imaging of chiral crystals (SONICC) [12].
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In this technique, a femtosecond pulsed laser exploits the
frequency-doubling properties of most protein crystals to locate
them in the presence of noncrystalline substances. When these
robust techniques are used to visualize sample crystals independent
of the sample environment, such as cryoprotectants and lipids, the
efficiency of protein microcrystallography will be dramatically
improved.

2.1.2 Move It and Fix It The specifications for the goniometer must include high positional
precision, particularly for protein microcrystallography. This
includes three-dimensional translation axes and a spindle axis for
the rotation method. Translation axes with submicron precision are
generally employed in microfocus beamlines. A linear encoder
monitoring the absolute position of the motorized translational
axes with submicron precision helps to ensure that the sample is
fixed at the same position or correctly positioned. The most impor-
tant axis for precise data collection is the rotation axis. If the
position along this axis lacks precision, the diffraction signals will
be reduced because the crystal will be off-center with respect to the
beam during its data collection. This is extremely difficult to distin-
guish from radiation damage particularly for microcrystals. The air-
bearing goniometer substantially reduces the sphere of confusion
and has been adopted in many microfocus beamlines. For example,
at BL32XU at SPring-8 (Harima, Japan), the sphere of confusion of
the air-bearing goniometer corresponds to 0.5 μm [13].

Vibration in the experimental hutch causes deterioration of the
data quality because it causes fluctuation in the beam intensity at
the detector during X-ray exposure. At microfocus beamline, the
base plate of diffractometer often comprises granite, which is suit-
able for eliminating the vibration because it is heavy and comprises
multiple rock products. The heavy base plate of the diffractometer
should be fixed tightly to the ground to ensure high rigidity.
Vibration of the sample crystal can be minimized by utilizing this
type of highly rigid diffractometer.

In addition, it is important to control the temperature inside
the hutch. All materials show thermal expansion; thus, their lengths
are easily affected by temperature change. For example, the coeffi-
cient of linear expansion of the iron corresponds to 12.1 � 10�6/
K. Thus, a bar composed of iron whose length is 100 mm expands
1.2 μm when the temperature is raised by 1 �C. This change is
critical for data collection from few micron-sized crystals. Materials
with smaller coefficient of linear expansion should be adopted for
instrumentation, although it is expensive. For this reason, a precise
air-conditioning system that can control room temperature
�0.1 �C is required for stable experiments.
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2.1.3 Detecting Weak

Diffraction

Diffraction signal becomes weaker when the protein crystal is
smaller, according to Darwin’s formula. The quantum efficiency
of X-ray detectors has shown dramatic improvement recently. Com-
bining the advanced technologies of CCD chips, tapered fibers,
phosphor screens, and several CCD detectors allows recent instru-
mentation to detect one X-ray photon at 12.4 keV. PILATUS [14],
a pixel array detector, which can directly count the incident X-ray
photons, is one of the most powerful detectors. It has been adopted
in many synchrotron radiation facilities. In general, a direct detec-
tor is incapable of counting the large intensity region with linearity,
although readout noise is negligible. This deficiency can be over-
come by altering the frame rate. The frame rate of the PILATUS
detector corresponds to a few milliseconds. The higher intensities
on the direct device should be sliced along the rotation axis and
detected as weaker signals suitable for photon counting with good
linearity. For this reason, a fine ϕ slicing data collection technique is
particularly suitable for a direct detector. Improvements that
enhance the speed of the data collection can be observed in
CCD/CMOS technologies [15]. In addition to the speed of data
collection, the pixel size and detector size are also important to
discriminate diffraction spots on the detector surface and should be
considered with the beam size and the beam divergence at the
beamline. There is a report that radiation damage can be mitigated
using a highly efficient detector [16]. The technological advance-
ments in these X-ray detectors are allowing high speed and highly
efficient data collection in protein microcrystallography.

2.1.4 Efforts to Enhance

the Signal-to-Noise Ratio

In addition to improving detector efficiency, background noise
should be reduced to enhance the signal-to-noise ratio of diffracted
intensities. General microfocus beamlines adopt pinhole or metal
pipe techniques to protect against air scattering generated by the
intense X-rays [17]. The beamline BL32XU at SPring-8 is
equipped with a pinhole of 30-μm diameter 7-mm upstream of
the sample. This pinhole can eliminate both parasite scattering,
which comes primarily from the focusing mirrors, and air scatter-
ings. A metal tube with a diameter of 300 μm is attached to the
pinhole, and this mitigates the additional weak-intensity parasite
scattering from the pinhole. It is extremely important to take care
of the sample environment because the amount of air scattering
increases proportionally with the incident beam intensity. At
BL32XU, the background scattering detected with a Rayonix
MX225HE detector corresponds to a maximum of approximately
80 ADU/pixel at the lowest resolution range when collecting a
total of 3 � 1011 photons. The diameter of the beam stopper
should be small to detect diffractions at the lower resolution range.

The helium chamber surrounding the diffractometer is under-
going development at Photon Factory BL17 and SPring-8 BL32XU.
Background scattering is reduced by purging the chamber with
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helium gas. For this purpose, the diffractometer is surrounded by an
acrylic box, and helium gas flow is utilized to cool the sample crystal.
After sealing, the purged helium gas shows 10 % lower background
scattering at 12.4 keV compared with an environment of air [13].

2.1.5 Manipulation of

Microcrystals

In general, sample crystals are selected and manipulated manually
using a cryo-loop or similar devices. Protein microcrystals are con-
siderably sensitive to physical damage caused by manipulation,
temperature change, osmotic pressure change, etc. In addition to
these, it is difficult to visualize the sample crystal when its size is
<10 μm. Manipulating the microcrystals becomes an exceedingly
difficult process compared with the conventional crystallography.

To overcome these problems, techniques for manipulating
microcrystals are being developed at several synchrotron facilities.
At SPring-8 and the Diamond Light Source, a robot with laser
tweezers is being developed for this purpose [18, 19]. The laser
optical tweezers generate motive force by the laser and can manip-
ulate the protein crystals with optical force. The manipulation
robot developed at SPring-8 can flash-cool the crystal after collect-
ing it using cryo-loops. Crystals with a maximum size of 30 μm can
be manipulated. The “acoustic mount” developed at NSLS in the
USA makes protein microcrystals jump to the cryo-loop from the
harvest solution using sound waves [20]. This is one of the techni-
ques that can automatically mount many tiny crystals onto loops.

It is tedious to search for the best conditions for cooling
protein crystals. Microcrystals, in particular, require more rapid
screening of crystallization conditions to investigate different con-
ditions. One of the solutions for this requirement is called plate
screening. In this method, crystallization drops on the crystalli-
zation plate are directly exposed to an X-ray beam [21, 22]. An
advantage of this method is that it circumvents the process of
cooling the crystals. This helps the crystallographer examine the
diffraction quality of the crystals without any deterioration occur-
ring during the crystal manipulations that are required for cooling.
This method is quite powerful, particularly for microcrystals. In
some cases, a full dataset can be collected using multiple crystals at
room temperature [23].

3 Data Collection

In this section, detailed methods and difficulties in data collection
using a microfocused beam with high flux are described.

The BL32XU beamline at SPring-8 is dedicated to protein
microcrystallography. Diffraction data with atomic (1.7 Å) resolu-
tion has been acquired from a 5-μm-sized protein crystal at this
beamline. This crystal was a polyhedral virus crystal with space
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group I432. From the unit cell volume, this crystal includes
106–107 unit cells. The number of unit cells included in illuminated
volume by the X-rays is a useful benchmark for evaluating the
limitation of diffracting power from small crystals [3]. The size
limitation is being reduced as beamline techniques improve.

The microfocused beam is a powerful tool for structure deter-
mination using microcrystals, but it is difficult to align the sample
with the X-rays. One of the reasons is the size of the crystal. Optical
resolution is insufficient to visualize a sample with a size<10 μm. In
addition, the lens effect caused by the surrounding cryoprotectant
disturbs direct observation of the actual crystal position with an
optical microscope. The location of the crystals is skewed by this
effect, and this phenomenon is critical for aligning tiny micron
samples with the X-rays. Moreover, membrane protein crystals
grown in a lipidic cubic phase [24] cannot be visualized with an
optical lens primarily because of frozen lipids. The layers are almost
opaque to visible light.

To avoid these problems, a “coaxial microscope” described in
the previous Sect. 2.1.1 is normally utilized on a microfocus beam-
line. This camera can more readily remove the lens effect compared
with a non-coaxial camera, although problems of invisible crystals
still remain. To find and align the crystal, one of the solutions is a
“raster scan” with the X-ray beam [25, 26]. This method visualizes
the crystal position using diffraction images that are collected from
different irradiation points. After this sequence, the invisible crystal
can be detected where significant diffraction spots are observed. In
this case, matching the beam size to the crystal size is also very
important. When the crystal size is 10 μm and a 50-μm beam is
utilized for raster scanning, the background scattering from the
lipids causes the signal to disappear. The X-ray dose for a raster scan
should be very small because this process is normally conducted for
finding the crystal before data collection. Residual background
scattering should also be reduced as much as possible. When the
loop size is wide, many images are required for this method. Thus,
the readout speed of the X-ray detector is critical for finding the
crystal. In addition, the quantum efficiency of the detector is
important to minimize the absorbed dose during the raster scan.
During/after the raster scan, acquired images are analyzed to
determine if diffraction is observed. Because many frames should
be processed for detecting the crystal position, this should be
automated [27]. This type of programs often misinterprets the
crystal position because quantifying the diffraction quality depends
on many parameters such as intrinsic diffraction power of crystals
and background noise. Besides, diffraction images to be analyzed
sometimes include strange patterns like ring from ice. Likewise,
lipidic cubic phase crystals normally generate ring-shaped diffrac-
tion patterns from the lipid layer structure, which causes problems
during auto-detection of the diffraction spots using the raster scan
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process with low-dose exposure. More suitable and efficient soft-
ware with rationally defensible judging parameters should be devel-
oped at the beamlines. Moreover, it is considerably important to
enhance the ability of the beamline control interface for an easy
raster scan [28].

The structure of the human β2 adrenergic G-protein-coupled
receptor was revealed and reported in 2007 [29]. In this paper, the
authors stressed that utilizing the microfocus beam was required for
the data collection. The data collection was conducted at ESRF and
the Advanced Photon Source (APS). Themicrobeam, whose size was
4 � 6 μm, was used to irradiate a crystal with a size of 300 � 30
� 10 μm. Full diffraction data collection, covering an oscillation
range of 182�, was completed by changing the irradiation points
on the crystal during data collection. The desired resolution, from
3.4 to 3.7 Å, limited the rotation range for data collection from each
irradiation point to 5–10� because of radiation damage.

These results provided us with three important hints to solve
crystal structures from microcrystals. The first hint was, of course,
the importance of using a microfocus beam that matches the
crystal size. Second, radiation damage to the protein crystal was
more severe when the crystal size was small. Third, severe radiation
damage could be avoided by translating the irradiation points using
a microfocused beam. In addition, we should be able to recognize
when diffraction datasets from multiple crystals should be merged.

The next section (Sect. 3.1) demonstrates the simple physics of
radiation damage and its method of estimation. Subsequently, one
of the data-merging techniques named the clustering technique
will be described in detail (Sect. 4.1). Finally, the data collection
strategy employed with one crystal will be shown, based on the
experimental results at SPring-8 BL32XU (Sect. 5).

3.1 Radiation

Damage with Micron-

Sized Beams

An unavoidable phenomenon associated with the use of high-
intensity X-rays to obtain atomic structures from protein crystals
is radiation-induced damage. This has presented a significant chal-
lenge to macromolecular crystallographers ever since the earliest
days of the field. Although cryo-cooling increases the radiation
lifetime of crystals by around a factor of 70 [30], many data collec-
tions are still limited by radiation damage, particularly at the high
brilliances associated with microbeams.

For a typical 100-μm-thick crystal, only about 2 % of a 12.4 keV
incident beam will interact with the crystal [31]. Out of this 2 %,
only 8–0.16 % of the incident beam will be elastically scattered,
contributing to diffraction. The remaining 92 % of the interacting
photons will contribute to radiation damage, principally in the form
of photoelectric absorption of the incident photon, which leads to
electron cascades as the highly energetic photoelectron propagates
through the crystal. A smaller fraction of damage is caused by the
inelastic (Compton) scattering of incident photons, where a recoil
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electron is emitted, leading to damage. The absorbed energy is
measured in grays (Gy) (J/kg), and this is widely accepted as the
appropriate metric against which to evaluate radiation damage.

The probability of photoelectric absorption depends on the
atomic number and is energy dependent, meaning that choice of
buffer can have a significant impact on the radiation sensitivity of
protein crystals. Trying to avoid heavy atoms in crystallization
conditions wherever possible can increase the lifetime of a crystal;
see [32] for a list of heavy atom concentrations required to double
the probability that an X-ray will be absorbed in a typical protein
crystal, calculated with RADDOSE v2 [33].

Because cross sections for damage processes are energy depen-
dent, it is desirable to consider if there is an optimum energy at
which to collect data in MX. Although the elastic cross section
increases gradually with energy, the inelastic, damage-causing,
Compton cross section also increases. Phasing considerations and
the elemental composition of a crystal will affect the theoretical
optimal energy for data collection, and there is no clear consensus
within the field for a “best practice” with respect to collecting data
at very high or low energies [34]. Furthermore, despite the promise
of potential advantages with high-energy data collection, most MX
beamlines are optimized for the �10 keV energy range (principally
for phasing reasons), and so significant practical hurdles remain.

The damage caused by these initial absorption events of the
incident beam in the crystal is referred to as primary damage.
However, after these have taken place, we are left with highly
energetic electrons still in the crystal: photoelectrons, Auger elec-
trons, and recoil electrons. These particles will progress through
the crystal, losing energy as they interact with atoms, knocking off
more electrons, and forming energetic species. This secondary
damage is the dominant driver of damage in MX experiments.

The specific mechanisms that cause damage are highly temper-
ature dependent, with a change in behavior associated with the
glass transition at around 180 K [35]. Above this transition, there
is a great deal of complex radiation chemistry that can occur, and we
observe an extremely wide range of sensitivities to damage [36].
This variability is principally attributed to the diffusion of reactive
species created in the buffer, mother liquor, and protein. Below
~180 K, the diffusion of many larger reactive species appears to be
frozen out, as suggested based on experimental observations of OH
radicals using UV-vis microspectrophotometry by Owen et al. [37].
Because of this, cryo-cooled crystals are typically ~70 times more
radiation resistant than room temperature crystals [30]. Due to the
simplified radiation chemistry, cryo-cooled protein crystals are
often considered as an amorphous glass, with a more consistent
decay behavior as they are exposed to an X-ray beam compared with
crystals at room temperature.
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In the MX experiment, we observe a diffraction image on the
detector and then process a set of these to produce a spatially and
temporally averaged model of the macromolecule of interest. Radi-
ation damage manifests itself in the diffraction data, and we classify
damage by how it is observed. Global damage is observed in
reciprocal space: in the diffraction image and in the statistics of a
dataset. Specific damage refers to structural changes observed in the
final electron density maps as a consequence of damage.

3.1.1 Global Damage The main consequences of global damage on a MX dataset are:

1. A loss of intensity throughout the diffraction pattern, in partic-
ular at high resolution. This can be seen by comparing the three
images in Fig. 1.

2. An increase in mosaicity, which is so significant across these
three images that we can also directly see the spots become
larger and less well defined in the extreme dose image in
Fig. 1c.

3. An increase in unit cell volume. This is not visible by the eye
from Fig. 1.

4. Increase inR factors. As the structure becomes more damaged, it
is intuitive that metrics measuring its fidelity to an undamaged
model will get worse, so R factors (Rfree, Rcryst, Rpim, Rsim)
increase.

5. An increase in B factor. The Wilson B factor increases with
damage, as the average atomic positions defining the structure
become less well defined.

6. Loss of isomorphism. Individual monomers in the unit cell can
rotate or move slightly as damage progresses. This is parti-
cularly nefarious, since, along with the increase in unit cell
volume, it can overwhelm the small changes in intensity that
must be measured for anomalous phasing techniques.

3.1.2 Specific Damage Unlike global damage, specific damage is highly dependent on the
local environment, and a quantitative theory has not yet been
developed. At 100 K, there is a broad agreement on what types of
damage are most commonly observed and on the sequential order
in which these take place:

1. Reduction of metallocenters occurs at doses as low as 45 kGy at
100 K [38]. There is some evidence [39] that cooling to 40 K
can have a significant effect on the sensitivity of metallocenters,
and helium cooling may thus be advisable for the study of
proteins with metals in the active site, if their oxidation state
is of interest.

2. Elongation and breaking of disulfide bridges [40–42].

3. Decarboxylation of glutamates and aspartates [40–42].
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(a)

(b)

(c) 

Fig. 1 Examples of images collected with the same exposure parameters from a
crystal of cubic insulin at 100 K after various levels of radiation damage. Note
how the intensity drops in the high-resolution bins and how the remaining spots
increase in size due to mosaicity increases. (a) Low dose (�kGy) dataset. (b)
High dose (30 MGy) dataset. (c) Extreme dose (60 MGy) dataset
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4. Dehydroxylation of tyrosine [40, 41].

5. Cleavage of covalent bonds to heavy atoms is common, as was
observed for the cleavage of a mercury derivative by Ramagopal
[43].

3.2 Predicting

Crystal Lifetime

Several studies have shown that radiation damage is a function of
energy absorbed per unit mass (dose ¼ J/kg). Owen et al. [44]
found that overall diffraction intensity decays linearly with dose at
100K and that a dose of 30MGywas a useful upper limit for the dose
tolerance of macromolecular crystals at 100 K. Around the same
time, Kmetko et al. [45] independently performed a similar analysis
and proposed the use of the relative B factor, Brel, which is the
difference in scaling B factor when scaling together successively
damaged datasets as a linearly dose-dependent damage metric. The
gradient of this line, the coefficient of sensitivity, was found to be
approximately 0.014 Å2/MGy.

These two metrics are the currently most widely used measures
of radiation damage. It is worth noting that both of these important
studies went to significant lengths to ensure that the distribution of
dose within the crystal volume was even and so that a one-
dimensional treatment of dose could be applied. A one-dimensional
treatment is appropriate for a crystal that is completely immersed in
a beam with a flat, top-hat profile, as was implemented in the
software program RADDOSE v1-3 [33, 34, 46].

For routine application, this approximation has obvious limita-
tions in an era when many beams are smaller than the crystals being
irradiated and when the beams can have highly featured profiles
[47]. A small beam will, under rotation, create a dose hot-spot
where the beam and rotation axes intersect, leading to a very large
range of dose values where the peak dose can be of one or more
orders of magnitude higher than the average dose within the crystal
[48]. In order to solve this problem, a weighting scheme –
diffraction-weighted dose – has been proposed which aims to give
a consistent measure of dose in cases where microbeams lead to
uneven dose profiles. Combined with a measure of total elastic
scattering, this provides a powerful tool to quantify the relative
radiation damage effectiveness of different proposed strategies.
3D models of dose are implemented in the program RADDOSE-
3D [49], available at http://raddo.se.

4 Techniques for Merging Data from Multiple Crystals

Microcrystals can diffract X-rays effectively only for a limited
amount of time, due to the ensuing radiation damage that, inevi-
tably, degrades their lattices. This is especially true at third-
generation synchrotrons, where X-ray brilliance is extremely high.
The chances to collect datasets suitable to produce proportionate
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electron density maps, i.e., datasets with at least 90 % completeness,
are very slim. The best option with microcrystals is for a complete
dataset to be assembled out of separate short sweeps from indi-
vidual crystals. The result will be appropriate for electron density
calculations only if individual crystals have a reasonable level of
isomorphism. For this reason it is essential to carry out data assem-
blage in a systematic fashion, using computing algorithms and
procedures somewhat different from traditional data processing.

A number of independent researchers [50–54] have applied
techniques from the field of cluster analysis to the aggregation or
separation of data frommultiple crystals. Their aim is the production
of one or more complete datasets with acceptable merging statistics.
Their approaches to the analysis and processing of multiple datasets
show similarities and differences. In this section the procedures and
algorithms utilized in the highlighted research programs will be
reviewed and illustrated with applications to a test case. The emphasis
will be put on one of these procedures, coded in BLEND [54], a
computer program for the analysis and processing of data from
multiple crystals. A short summary of the methods and insights
brought about by other researchers will follow.

4.1 The Grouping of

Multiple Sweeps with

Cluster Analysis

Cluster analysis [55] is a well-established technique of multivariate
statistics, often applied to the field of data exploration. It is also a
statistical research topic in continuous evolution; a good review of
this subject can be found in the article by Jain et al. [56]. As the name
suggests, the purpose of this technique is to create groups (clusters)
out of a given number of individual objects, the grouping being
based on similarity criteria. In the so-called hierarchical cluster analy-
sis, individual elements are joined together into progressively larger
groups, according to how close to each other the elements are.
Proximity between all couples is measured with some kind of
generalized geometric distance. In order to measure all distances, it
is thus necessary to assign generalized coordinates to the individual
objects. These are called statistical descriptors and can be any set of
variables characterizing each object’s features in a unique way. A
typical succession of steps in cluster analysis includes estimation of
the statistical descriptors, calculation of generalized distance between
all couples of elements, accorpation of the closest objects into larger
and larger groups, and, finally, the drawing of a so-called dendro-
gram, a kind of inverted tree where individual elements are like leaves
merging into small branches, merging into larger branches, and
eventually converging into an all-encompassing trunk. Any node in
the dendrogram is associated to a group of elements whose degree of
similarity is a function of the generalized distance. There exist many
types of distance functions (average distance, minimum distance,
maximum distance, etc.), and in cluster analysis these bear on linkage
methods, because they also control the way in which smaller clusters
are merged into larger clusters. The main steps involved in a cluster-
ing procedure are sketched in Fig. 2.
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Fig. 2 Main steps in hierarchical clustering. (a) A number of objects, in this case 31 sweeps from a multiple-
crystal data collection, are assigned statistical descriptors, i.e., parameters to identify them in a multidimen-
sional Cartesian space. In the present example, only two descriptors are used, the a and c unit cell side
lengths for a tetragonal system. From the a-c plot, it is clear that all objects group in three separate clusters,
colored in black (sweeps 1–15), red (sweeps 16–25), and green (sweeps 26–31). Although sweep 31 belongs
to the green group, its position is equally close to objects in the black group; this can have consequences for
its inclusion in specific cluster during later analysis. (b) Based on the distance between points in the plot and
on the specific type of linkage method adopted (ward linkage in this example), individual objects are merged in
clusters of increasing size until everything is joined into a single large cluster. The process can be followed in
the depicted diagram, known as dendrogram. Individual objects at the bottom are joined up initially in groups
of two elements and later in groups of three, four, and more elements. The clustering process represented by
the dendrogram provides an uncharacterized group of objects with a hierarchical structure; this can be used to
reduce greatly the huge set represented by the combination of objects. In the dendrogram shown above, it is
clear that the three groups have been correctly identified by the clustering process, with the exception of
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As in this section, the focus is on applications of cluster analysis
to the analysis of diffraction data; the individual objects to be
grouped are single diffraction sweeps collected in a continuous
fashion from multiple crystals, from multiple parts of a crystal, or
from both. Such sweeps can be by themselves not sufficient to form
complete datasets or, as stressed by Liu et al. [50–52], can provide a
not strong-enough anomalous signal. It is, therefore, desirable to
group them together into larger datasets. Unfortunately, the number
of possible groups increases exponentially with the number of indi-
vidual sweeps. With ten sweeps, for instance, it is possible to form 10
groups of one sweep each, 45 groups of two sweeps each, 120
groups of three sweeps each, 210 groups of four sweeps each, etc.
A total of 1023 groups can be obtained with ten sweeps. In general,
2n � 1 groups can be formed out of n sweeps. A possible way out of
this combinatorial explosion is through the formation of clusters
based on similarity criteria, using cluster analysis. With hierarchical
clustering, for instance, n-1 nodes are formed out of n individual
sweeps. This means that only 2n � 1 datasets will be obtained, a
remarkable reduction from the potential 2n � 1 datasets.

The statistical descriptors used in BLEND are the crystal cell
parameters as measured by integration programs. Their number
goes from one for the cubic crystal system (the cell’s side length)
to six for the triclinic system. Each sweep is characterized by one set
of cell parameters. Accordingly, sweeps will be geometrically repre-
sented as points in a space with a specific dimensionality, from a
minimum of one dimension to a maximum of six dimensions. Next,
the Cartesian distance between all couples of points is calculated,
and their merging into larger and larger clusters is carried out using
the ward linkage [55]. Several other types of linkage methods have
been tried [54], but the ward linkage has shown an overall better
performance, ultimately allowing the emergence of a higher num-
ber of datasets with good merging statistics. Other descriptors can
be used to measure data similarity. Giordano et al. [53] have
implemented a promising procedure using statistical descriptors
based on the correlation of scaled intensities. It should be pointed
out, though, that a robust scaling is only feasible with sweeps for
structures of high-symmetry space groups. Thus this type of
descriptors is more effective for complete datasets. In such an
instance, the focus is on the increase of data redundancy while

Fig. 2 (continued) sweep 31, wrongly assigned to the black group. This type of error is quite often present in
cluster analysis and should be taken care of in the follow-up analysis. (c, d) Selection of one or more merging
groups can be carried out using one or two numerical values for the height of the dendrogram. In the specific
example the selected group corresponds to all nodes included between L1 and L2; only one node happens to
be included between these levels, the one essentially corresponding to the black group (depicted with white
open circle in the figure)
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maintaining a good degree of isomorphism, a situation normally
met when the need is to increase the anomalous signal. Data
handled by BLEND typically span small wedges of reciprocal
space and are, thus, unfeasible for direct scaling. As a consequence,
only quantities directly derived from the integration process or
some simple adaptation of such quantities can be used as statistical
descriptors for sweep clustering. So far only cell parameters have
shown a clear and consistent propensity to highlight isomorphism
among groups of different crystals.

4.1.1 BLEND A diagram of the main components and procedures of the program
is shown in Fig. 3. Inputs are integrated (but unscaled) single-
sweep data from either MOSFLM [57] or XDS [58]. The correct
output to be used from XDS is “INTEGRATE.HKL,” rather than
“XDS_ASCII.HKL.” BLEND can be executed in three modes:
synthesis, analysis, and combination. The first run is always in ana-
lysis mode; subsequent runs can be either repetitions of the first run
in analysis mode, with one or more input parameters modified, or
runs in either synthesis or combination modes. During the analysis

Fig. 3 Schematic diagram of the process flow in BLEND. Input to the program consists of integrated but
unscaled sweeps of data from either MOSFLM or XDS. BLEND can be executed in three modes: analysis,
synthesis, and combination. Output from the analysis is the dendrogram, a few numeric tables and
bookkeeping files for subsequent runs. Synthesis and combination modes can be executed as many times
as desired after BLEND has been executed at least once in analysis mode. The final output consists of scaled
files in mtz format, log files, and tables of merging statistics
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mode, BLEND examines all individual input files and discards
those containing either multiple sweeps or formatting errors or
both. Next, BLEND extracts statistical descriptors and carries out
cluster analysis. The output is here formed by a series of ASCII files
with tabulated data from all accepted sweeps, a dendrogram in both
graphical and text forms and a binary file with information needed
for all runs in synthesis or combination modes. During the analysis
pass, the program also calculates a single parameter supposed to
provide an intuitive measure of non-isomorphism in the group of
crystals investigated. This is called linear cell variation (LCV) [54]
and essentially measures the largest variation of the diagonals on the
three crystal cell faces, across all crystals under study. It has been
observed empirically that values of LCVaround 1.5 % or less corre-
spond to non-noticeable structural changes.

After having executed BLEND in analysis mode, the user can
decide whether to carry out scaling of specific clusters by providing
one or two numeric values for the height in the dendrogram. This is
then executed by BLEND in synthesis mode. More in-depth ana-
lysis of results from the synthesis run might point to specific sweeps
or groups of sweeps that do not perform well but, rather, deterio-
rate merging statistics. In such cases it is possible to execute
BLEND in combination mode, where sweeps to be combined do
not necessarily belong to a same node of the dendrogram. Execu-
tions of the program tailored to more specific needs are provided
simply by adding or changing keywords in a keyword file. Output
from synthesis or combination runs is collected in directories “mer-
ged_files” or “combined_files,” respectively. This consists of all log
files from POINTLESS and AIMLESS, mtz files for pre- and post-
scaling jobs, an ASCII file with the original content of each group
of sweeps, an ASCII file with overall merging statistics tabulated,
and a plot of Rmeas vs. Completeness. The user can examine results
from any specific group of files either by direct inspection or with
CCP4 [59] tools like the program LOGGRAPH.

BLEND can easily be executed with just two command lines.
At the same time it has a good amount of flexibility where it enables
the user to repeat specific executions in a different way, simply by
changing, adding, or deleting certain keywords.

4.2 An Example A few examples on the use of BLEND are illustrated in reference
[54]. In order to target the most important aspects of processing
from multiple crystals, here, we will deal with the combination of
two sets of data from tetragonal lysozyme. These have been
prepared separately for different purposes, but similarities in their
cell parameters make them suitable for a well-informed analysis
with BLEND. The first set of 17 crystals were soaked in a sodium
bromide solution; data were subsequently collected at a wavelength
close to the bromide edge, in order to increase the anomalous
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signal for SAD phasing. The second set of 12 crystals was collected
directly from crystallization plates at room temperature; here no
heavy atoms have been added. Both were not microcrystal sets, but
all data were limited to the first 50 images or, equivalently, to only
10-degree rotation sweeps. For this reason, only combination of
crystals can provide a complete dataset, as it normally happens with
microcrystals. The space group is P 43 21 2 and data resolution was
limited to 2 Å. A summary of these 29 sweeps, including individual
completeness, is provided in Table 1, where the first group, termed
Group A, has numbers 1–17 and the second, termed Group B,
numbers 18–29.

When BLEND is executed in analysis mode on the above 29
sweeps, the dendrogram of Fig. 4a is returned. Crystals 7 and 9 are
very different from the rest and have been considered no further.
These crystals are responsible for the high value (13.98 %) of LCV.
This drops to 2.20 % when they are removed from the analysis. The
other crystals group in two main clusters, essentially corresponding
to Group A and Group B. The only exception is crystal 12, falling
within the group of lysozyme in plates while belonging to the
group of lysozyme with bromide. Why this happens is perfectly
understandable if one looks at a plot of cell side a vs. cell side c
(Fig. 4b); it just occurs that crystal 12 has a size slightly different
from the size of the other crystals in the group; the clustering
process with ward linkage, then, facilitates the absorption of this
crystal in Group B, rather than Group A. This is not a problem for
data processing in BLEND because, as we shall shortly see, crystal
12 will be discarded while assembling complete datasets.

Next, BLEND is executed in synthesis mode over all the nodes
of the dendrogram by using:

Blend -s 20

Twenty is a number higher than the last merging height of the
dendrogram; any other number higher than 20 would serve the
same purpose. The result of this synthesis job is shown in Fig. 4c,
where only clusters corresponding to datasets with completeness of
around 90 % or better are included and where the corresponding
Rmeas value is typed jointly with the cluster number. Datasets
represented by nodes 16, 19, 18, 20, and 12 should yield better-
quality electron density maps than those represented by nodes 21,
22, 23, 24, 25, and 27, because they are composed of a smaller
number of sweeps and inherently including more isomorphous
crystals. But more sweeps mean higher redundancy; this, in turn,
yields higher signal-to-noise ratio, higher anomalous signal, and
less biased structure factors. Ultimately, the choice of the best
merged dataset is a matter of balance between these factors and
the need of obtaining sufficient completeness and good merging
statistics. Before using any of the merged complete datasets,
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Table 1
Cell parameters and completeness from datasets of 29 crystals of
tetragonal lysozyme (space group P 43 21 2)

Crystal number a c Completeness (%)

1 78.277 38.076 50.3

2 78.238 38.116 36.7

3 78.160 38.004 51.0

4 78.072 37.620 44.8

5 78.494 37.785 56.3

6 78.376 37.715 55.3

7 88.990 42.699 31.5

8 78.439 37.798 46.4

9 82.691 41.061 32.6

10 78.613 37.753 42.4

11 78.341 37.621 59.2

12 79.792 37.788 49.5

13 78.168 37.301 54.9

14 78.343 37.477 54.5

15 78.298 37.651 48.4

16 78.289 37.689 52.2

17 78.293 37.623 56.0

18 78.949 38.416 43.0

19 79.162 38.461 40.6

20 78.595 38.664 44.8

21 78.706 38.355 43.2

22 79.051 38.431 41.8

23 78.784 38.517 40.9

24 78.750 38.480 36.8

25 78.989 38.695 37.3

26 78.961 38.392 41.4

27 78.940 38.455 41.8

28 79.161 38.600 24.9

29 78.826 38.436 41.1

Each dataset includes 10-degree rotation sweeps (50 images of 0.2� each). The first 17

sweeps belong to frozen crystals soaked in a sodium bromide solution (the used wavelength
was closed to the bromide edge); the last 12 sweeps were collected from a crystallization plate

at room temperature. No heavy atoms had been added to these last 12 crystals. From the

completeness column, it is very clear thatmore sweeps are needed to form a complete dataset
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though, a process of data improvement can be carried out through
filtering of bad sweeps and combination of sweeps from different
clusters, using BLEND combination mode. For example, by trying
out a few combinations of sweeps from both clusters 16 and 19, we

Fig. 4 Data processing with BLEND for the lysozyme test case. The 29 sweeps investigated come from two
groups of crystals. The first, Group A, includes crystals of lysozyme soaked in bromide solution (sweeps 1–17);
the second, Group B, includes crystals of lysozyme with no bromide, but where data were collected in situ at
room temperature (sweeps 18–20). (a) Clustering is able, in this case, to separate the two groups nearly
completely in two large clusters, with the exception of sweeps 7, 9, and 12. (b) It is clear from the a-c plot that 7
and 9 are outlier crystals, while 12 is somewhat off the average value of crystals in Group A and, therefore, has
been absorbed in Group B. (c) BLEND processing has been furthered with datasets having completeness around
90 % or more, with the aim to improve merging statistics. Clusters 17 and 11 are less than 90 % complete, but
have been included in the picture because in the following analysis some of the sweeps in these clusters are
used. (d) All numbers in red are improved Rmeas values obtained when filtering out some sweeps from the
composing clusters. The two main clusters, modified cluster 24 corresponding to Group B and modified cluster
25 corresponding to Group A, have respectable merging statistics. Their union into the modified cluster 27,
though, presents a high value of Rmeas, pointing at some non-isomorphism between the two clusters
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soon discover that sweep 23 actually is the only one to deteriorate
merging statistics for all resulting datasets. Thus, the Rmeas for
cluster 22 improves from 0.166 to 0.136 if we remove sweep 23.
Or cluster 24 improves Rmeas from 0.569 to 0.146 when, as said
before, sweep 12 is removed from cluster 17, and this is merged
with the modified cluster 22. A few more datasets can be improved
in this way; these have Rmeas typed in red in Fig. 4d. Final statistics
for all groups is shown in Table 2.

From the analysis just carried out, two complete and redundant
datasets with respectable statistics can be obtained, modified clus-
ters 24 and 25, respectively, corresponding to Group B and Group
A. Running molecular replacement jobs with PHASER [60], using
chicken egg white lysozyme as model (PDB code 1AZF, stripped of
all waters and bromides), followed by rigid body refinement and
restrained refinement with REFMAC [61] and automated addition
of waters with COOT [62], yields two structures which are spatially
close but do not overlap (Fig. 5a). This is, obviously, to be
expected, because we know that crystals in Group A were prepared
differently from crystals in Group B. Quite amazingly, the same
procedure carried out on data from cluster 27 produces an inter-
pretable electron density map (Fig. 5b), despite the poor merging
statistics for this data set.

Table 2
Final merging statistics for the clusters selected by BLEND

Some of the clusters have been modified by subtraction of specific sweeps. These are the result of trials with the program

in combination mode. These final statistics greatly improve those of the initial clustering. Datasets inside the gray-shaded
area belong to Group B; the rest belong to Group A (See main text)
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4.3 Alternative

Procedures

While BLEND deals with unscaled sweeps, other groups research-
ing data processing with multiple crystals prefer to use complete or
almost complete datasets to increase multiplicity and, thus, the
strength of the anomalous signal in those cases where it would
otherwise be weak and mostly undetectable. This is what, for
instance, Liu et al. [2, 50, 52] accomplish when phasing both
heavy-atom derivatives and native proteins through anomalous
signal from sulfur. In their work the accent is in the elimination of
non-isomorphism either by working at low resolutions (e.g., 3 Å)
or through the use of hierarchical cluster analysis with the single
linkage method to monitor isomorphism and, eventually, get rid of
unwanted outliers. Giordano et al. [53] achieve and confirm similar
results using the average linkage method. Their use of cluster
analysis seems to be more systematic and, similarly to what happens
in BLEND, is meant to provide a tool for the selection of iso-
morphous groups. Both Liu et al. [2, 50, 52] and Giordano et al.
[53] can use alternative descriptors to cell parameters because the
use of complete datasets allows scaling and, accordingly, the intro-
duction of accurate intensities. One of the descriptors used by both
research groups, for example, relates to correlation coefficients
between intensities at various resolutions. In BLEND there is an
option to use descriptors based on unscaled intensity averages in
shells of resolution; this is not the default, though, because of a
lack of systematically consistent results.

Fig. 5 (a) The two datasets corresponding to modified clusters 24 and 25 (Group B, red bonds, and Group A,
green bonds, respectively) yield two non-isomorphous structures. Their non-isomorphism, in this case, is
given by a difference in packing (displaced chains) and a difference in the inclusion or absence of bromide
atoms. (b) The dataset obtained by merging the two clusters just described into modified cluster 27, although
the union of two non-isomorphous datasets still shows a very interpretable electron density. Ambiguities
obviously arise around heavy atom sites, like the empty one shown at the top of this map
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A somewhat different approach to multiple crystal merging is
provided by Hanson et al. [63]. Their main aim is to gradually
include groups of reflections, rather than whole wedges of data, in a
controlled way, in an attempt to filter out radiation damaged inten-
sities. The selection is guided by continuous reference to a
medium-resolution complete dataset, collected at low exposure
from one of the crystals. Groups of reflections corresponding
approximately to rotation of 1� are included or rejected from the
main set according to the correlation between estimated and
measured peak profiles being above or below a threshold. A second
threshold, this time for R merge, commands the acceptance or
rejection, in the final dataset, of all reflections previously selected.
In case of rejection the first threshold is increased by 5 %, and the
whole process is repeated until a group of reflections manage to
overcome both thresholds or until all reflections from the specific
wedge of data have been examined. With this method Hanson et al.
[63] have been able to build a 97.2 % complete data set at 2.8 Å
resolution, with 90 % completeness in the last resolution shell.

5 The Strategy for Collecting Data from One Tiny Crystal

In this section, in contrast to the previous one in which we dis-
cussed the merging of data from multiple crystals (Sect. 4), we will
describe the challenge of collecting a complete dataset from a tiny
protein crystal using a microfocused beam.

As described in the introduction of this section, severe radiation
damage can be avoided by changing irradiation points during data
collection. But what is the extent we should translate for changing
irradiation points when using a 100-μm crystal and a 10-μm beam?
How should we determine the suitable step length? As in normal
experiments, the amount of absorbed dose should be estimated
using RADDOSE (Sect. 3). Furthermore, there are additional
difficulties when considering the quantity of radiation damage
when images are collected from multiple irradiation points. The
major problem is the propagation length of radiation damage,
referred to as PLRD.

Before describing PLRD, an important experimental method
to mitigate radiation damage should be noted. This method is
known as “helical data collection” and was proposed by Flot et al.
[4]. Normal data collection is performed using only a rotation axis,
and helical data collection utilizes additional translation axes for
changing the irradiation points. Normally, during the first step of
helical data collection, a three-dimensional vector is defined along
the longest axis of crystal shape. Irradiation points are distributed
along the vector with the same pitch. The name of this method is
due to the helical movements of the crystal on the goniometer
during data collection. In the study published by Flot et al. [4], a
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more important concept is included in the proposed “helical data
collection” method, which involves maximizing the number of
irradiation points during data collection even if the translation
step is smaller than the beam footprint. This is done to equalize
the radiation damage at each point. For example, it is more appro-
priate to set the translation step between each irradiation points as
1 μm, even when the beam size is 10 μm. This equalizes the amount
of radiation damage at each irradiation point, as described by Flot
et al. [4]. A plot of the relative B factors of the frames during the
scaling process shows a relatively “flat” shape, compared with the
non-helical process. Relative B factor is a good indicator of radi-
ation damage [45]. A flat series of relative B factors clearly shows
that the method is capable of mitigating severe radiation damage
using a microfocused beam.

Here, we consider the details of accumulated radiation damage
in the helical data collection from a theoretical perspective. Let us
imagine the case when we are aware of the precise PLRD of the
protein crystal. The beam profile normally shows Gaussian shape;
then, the propagation of the radiation damage could be Gaussian
shaped. Along this assumption, the following things are considered.
The distribution of radiation damage is described as “intensity
decay” of the diffracting power of a crystal. Here PLRD is defined
as the full-width half-maximum value of a function of the intensity
decay. This decay curve of diffracting power, referred to as the
DCDP, can be used to estimate radiation damage during helical
data collection (Fig. 6a). First, the integrated area of this decay
curve is set to 1.0. The total amount of decay of a crystal is regarded
as 1.0 after exposure. Figure 6b describes a simulated calculation of
the accumulated radiation damage in a virtual crystal during helical
data collection. For the first exposure, the area of 1.0 is accumulated
in the crystal. For the second exposure, simple accumulation of the
DCDP is convoluted onto the first one after the exposure position is
translated as the crystal is moved by 0.5 μm. This corresponds to the
exposure after changing the irradiation point. Performing this pro-
cess sequentially, in the same manner, can reveal an interesting curve
of accumulated damage to the crystal. The graph clearly illustrates
that the helical data collection method shows a flat region of radi-
ation damage area to crystal after some translation. The height of the
plateau region, representing the maximum radiation damage in this
virtual experiment, can be estimated by knowing the precise PLRD
and step length between each irradiation point. For example, PLRD
reported by Sanishvili et al. [64] corresponded to 2.6 μm � 3.1 μm
(H � V) for an energy of 15.1 keV and a beam size of 1.16 μm � 1
μm (H � V). Then, when this PLRD is used for a 1.0-μm-step
helical data collection, the height of the plateau region is estimated to
be 0.58 using the simulated calculation. This value corresponds to
0.5 when an absorbed dose is 20 MGy. Then, you can control the
absorbed dose by setting wider helical step length or by setting
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thicker attenuator. In the simple case, determining the data collec-
tion strategy during helical data collection requires the beam size, the
crystal size, the X-ray energy, and the intended absorbed dose. The
degree of radiation damage can be quantified by a factor compared
with the normalized DCDP, 1.0. Measurement of PLRD is also well
described by Sanishvili et al. [64]. PLRD in the crystal depends on
both the beam size and the energy of the X-rays used. The effect of
the X-ray energy is discussed in the following section. Using various
beam sizes and energies, PLRD can be determined as a function. The
function can be utilized for the estimation of maximum radiation
damage for the data collection strategy. Strategy software for helical
data collection, named KUMA, has been developed at BL32XU.
This software can simulate the radiation damage as previously
described. It suggests attenuation factors for each exposure after
the user inputs all the required information. Moreover, it enables
initial phase determination using tiny membrane protein crystals
generated by the lipidic-cubic phase method [65–68].

Fig. 6 (a) Decay curve of diffracting power (DCDP) observed on the frozen lysozyme crystal by using
1 � 10 μm beam. The peak height, negative value, roughly corresponds to 0.16, and FWHM of DCDP is
around 2.5 μm. This can be modeled as a Gaussian distribution. (b) Modeled Gaussian function can be utilized
for a simulation of “helical data collection.” This figure is an example calculation by using 1 � 10-μm beam
and 0.5-μm-step helical. The peak height of DCDP and FWHM are set to 0.16 and 2.5 μm, respectively. The
first beam is exposed to the crystal position of 10.0 μm, and the first decay curve is summed to the position.
The second exposure is on to 0.5 μm right, and the decay value from the model is summed up. This
summation is repeatedly conducted until the height of summed decay reaches to the flat region. For this
helical data collection, diffracting power of the crystal finally reduces to 0.58 times in entire crystal volume
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6 High-Energy Crystallography

The advantages of using X-ray whose energy is higher than 20 keV
for MX data collection have been discussed for a long time because
a reduction in radiation damage and an improvement in data accu-
racy could be expected [69, 70]. However, the high-energy X-rays
are not widely used. One possible reason is that the cryo-technique
began to be routinely used to reduce radiation damage. Another
reason is that high-energy X-rays can be used at only at a limited
number of beamlines, such as BL41XU at SPring-8 [71].

In the middle of 2000s, attention was drawn to the use of high-
energy X-rays because of its usefulness for microcrystallography [72].
Nave and his colleagues used Monte Carlo simulation to track the
photoelectrons generated by the irradiation of X-rays [73, 74]. The
simulation showed that photoelectrons spread a few micrometers
from the original position and escaped from the illuminated volume
if the crystal size was small enough. Thus, less energy was deposited
in the illuminated volume. This behavior became more significant
when higher-energy X-rays were used because higher-energy photo-
electrons had a longer spatial spread of trajectories.

The mitigation of radiation damage by photoelectron escape was
experimentally exploited by Sanishvili et al. [64]. They measured the
damage rate, which is the reduction of diffraction intensity per
absorbed dose, using 18.5 keV X-rays of size 1–100 μm. The result
showed that the damage rate became smaller as the beam size
decreased, if the beam size was smaller than 10 μm. They also
observed that the radiation damage propagated to 4 μm by probing
the reduction of diffraction power around a central “burn” position.
These experimental results revealed that photoelectron escape
reduced radiation damage in the illuminated volume.

Fourme et al. [75] investigated the optimum X-ray energy for
data collection using both experimental data and simulation. They
used the experimental data reported by Shimizu et al. [76], which
systematically investigated the energy dependency of radiation
damage and concluded that radiation damage solely depended on
the absorbed dose regardless of the X-ray energy. Fourme normal-
ized the number of datasets that Shimizu had collected with X-ray
energies of 6.5–33 keV by dividing by the detective quantum
efficiency of the detector. These results indicated that if a detector
had the same efficiency at all X-ray energies, one could collect a
larger number of data set using higher energy. They also calculated
the intensity-to-dose ratio, I/D, using Mote Carlo simulations,
postulating crystal sizes of 1–100 μm an X-ray energy range of
5–80 keV. The results showed that the optimum energy, which
maximizes I/D, is located between 24 and 41 keV, depending on
the crystal size. The optimum energy of a large crystal was higher
than that of a small crystal and the energy dependency of a large
crystal was less significant compared with that of a small crystal.
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They explained that this behavior of I/D was caused by a decrease
in X-ray absorption and photoelectron escape.

Although the advantages of high energy have been described
above, it also has some disadvantages. One of the disadvantages is
the reduction in diffraction intensity, which is inversely propor-
tional to the square of the X-ray energy. However, it can be over-
come by using a high-intensity synchrotron beamline. The other
disadvantage is the detector efficiency. The detector used at an MX
beamline has an optimum efficiency at around 12.4 keV, and it has
lower efficiency for high-energy X-rays because of the large trans-
mission. Therefore, development of a new detector suitable for
high-energy X-rays is essential to completely utilize the merits.

7 XFEL New Source for Protein Microcrystallography

The X-ray free-electron laser (XFEL) is a new X-ray source for
protein crystallography. The development of XFELs, which have
extremely high-peak intensity and ultrashort pulse duration, allows
data collection from biological samples with significantly reduced
radiation damage. Radiation damage is presently a major factor
limiting the attainable resolution in the imaging of biological mate-
rials, particularly when using X-rays.

The first structure obtained at an XFEL facility was of photo-
system-I, large membrane protein complex. Its structure was
revealed at the Linac Coherent Light Source at Stanford [77].
Utilizing the repetition of pulsed X-rays, 30 Hz, in this report,
the new method “serial femtosecond crystallography” was esta-
blished. Many micron-sized crystals flowed into the XFEL path
by a liquid jet system, and diffraction patterns are detected with a
high frame rate CCD detector. The use of this method, which is
now generally used for protein crystallography at the XFEL facility,
has resulted in the output of some innovative phenomena that
cannot be acquired at a synchrotron facility [78, 79]. Using the
new source has presented a number of challenges for developing
the required hardware and software. At the Japanese XFEL facility,
named SACLA (SPring-8 Angstrom free-electron LAser), serial
femtosecond crystallography and radiation damage-free structural
analysis are also conducted. Radiation damage-free structural ana-
lysis using large frozen protein crystals overcomes the resolution
limit, compared with SFX, in which smaller crystals are utilized to
flow the sample crystal into a capillary with a diameter of few tens of
microns [80, 81]. Recently, time-resolved protein crystal structure
analyses had been reported [82, 83]. Recent impacts on structural
biology from XFEL are reviewed on the papers [84, 85].

XFEL will provide considerable information for structural bio-
logy by making the maximum use of its ultrashort pulse and high
brilliance.
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Chapter 15

Structural Biology and Electron Microscopy

Kazuhiro Mio, Masahiko Sato, and Chikara Sato

Abstract

Like X-ray crystallography and NMR, electron microscopy (EM) is now widely applied to determine the
structure of proteins and their macromolecular complexes. Single-particle analysis (SPA), which recon-
structs the three-dimensional (3D) structure of a protein from its EM images using image processing, has
an advantage when the target molecule is difficult to crystallize or only a small amount of protein can be
obtained. The technique is based on the theory that two-dimensional EM images of a protein contain
sufficient information to reconstruct the original 3D structure. SPA was developed when this theory was
applied to ribosomes and the coat protein of icosahedral or helical symmetrical viruses. Because SPA does
not require protein crystallization, it is widely applicable to the analysis of solubilized membrane proteins or
supermolecular complexes. It allows conformational changes undergone by proteins to be documented.
Many other EM-based structural analysis techniques are available in addition to SPA. Electron tomography
reconstructs the 3D structure of a protein complex or a cell from a series of images recorded by tilting the
specimen in the EM column. Electron crystallography can yield the high-resolution structure of proteins
crystallized in two dimensions in a lipid bilayer. Atmospheric scanning electron microscopy directly
observes cells in aqueous solution and has realized high-throughput immuno-EM of cells without hydro-
phobic treatment. It can also visualize protein microcrystals in the crystallization buffer.

Keywords Electron microscope, Macromolecular complex, Single-particle analysis, Three-dimen-
sional structure

1 Introduction

The number of structures registered in the Protein Data Bank
(PDB; http://www.rcsb.org/pdb/) is increasing rapidly and
reached more than 100,000 in 2015. The acceleration observed
over the years is the result of improved experimental protocols, the
development of new techniques, and the funding of many national
projects. The development of crystallization robots was a particular
milestone, as these only require a few microliters of sample for each
crystallization condition search. Today, researchers aim to obtain
snapshots of conformational dynamics or the structure of protein
complexes by the co-crystallization of the interacting components.
In spite of the advances, the structural analysis of many important

Toshiya Senda and Katsumi Maenaka (eds.), Advanced Methods in Structural Biology, Springer Protocols Handbooks,
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proteins is lagging behind due to difficulties in purification and/or
crystallization.

In 1968, De Rosier and Klug demonstrated that three-
dimensional (3D) structures can be reconstructed from the two-
dimensional (2D) projections obtained in the transmission electron
microscope (TEM) [1]. This methodology was applied to analyze
ribosomes [2, 3] and spherical viruses [4, 5], the analysis profiting
from the high contrast of the RNA in ribosomes and the high
symmetry of the viruses. The technique has developed into the
method known as single-particle analysis (SPA) [6]. The resolution
attainable by SPA of cryo-electron microscopy (cryo-EM) images is
now reaching near-atomic or atomic level as a result of improved
direct detection camera (DDC) and image processing methods and
increased computational ability [7–9].

2 Materials

2.1 Electron

Microscope (EM)

The three leading EM manufacturers are:

l JEOL Ltd., 1-2, Musashino 3-chome Akishima, Tokyo 196-
8558, Japan (http://www.jeol.co.jp/en/)

l Hitachi High-Technologies Corporation, 24-14, Nishi-
Shimbashi 1-chome, Minato-ku, Tokyo 105-8717, Japan
(http://www.hitachi-hitec.com)

l FEICompany,North AmericaNanoPort 5350NEDawsonCreek
Drive Hillsboro, Oregon 97124, USA (http://www.fei.com)

2.2 Peripheral

Devices and Materials

for Electron

Microscopy (EM)

1. Glow discharge system, carbon coater, and other devices essen-
tial for imaging proteins on carbon film supported by a mesh
EM grid can be obtained from companies specialized in EM
equipment.

2. Various types of EM grids are commercially available. Quanti-
foil holey carbon film grids (Quantifoil Micro Tools GmbH)
are popular for cryo-EM.

3. Plunge freezer (“Vitrobot” from FEI or “EM GP Automatic
Plunge Freezer” from Leica). This enhances the reproducibility
of freezing a sample in a thin layer of buffer for cryo-EM.

4. Liquid nitrogen and liquid ethane (and/or propane) for cryo-
EM sample preparation, cooling the specimen and cooling the
sample holder.

5. Highly sensitive photographic films (e.g., Kodak electron
microscope film SO-163) and developing systems and a high-
performance film digitizer (scanner) or another data recording
system, i.e., a charge-coupled device (CCD) detector or a
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direct detection camera (DDC) using complementary meta-
l–oxide–semiconductor (CMOS) detectors.

2.3 Data Analysis Computational power can limit the efficiency of the analysis, espe-
cially when the size of the target is very large, the size of the dataset
is large, or the size of each image is large, e.g., for super-resolution
analysis. Several software packages are available for SPA:

IMAGIC (https://www.imagescience.de/imagic.html)

Spider (http://spider.wadsworth.org/spider_doc/spider/docs/spi
der.html)

EMAN1 and EMAN2 (http://blake.bcm.edu/emanwiki/EMAN)

XMIPP (http://xmipp.cnb.csic.es/twiki/bin/view/Xmipp/
WebHome)

Eos (http://www.yasunaga-lab.bio.kyutech.ac.jp/Eos/index.
php/Main_Page)

FREALIGN (http://grigoriefflab.janelia.org/frealign)

RELION (http://www2.mrc-lmb.cam.ac.uk/relion/index.php/
Main_Page)

3 Methods: Sample Preparation, EM, and Single-Particle Reconstruction

3.1 Protein

Purification

The isolated protein employed should be pure with minimum
protein deformation and degradation. It is recommended to carry
out a size-exclusion chromatography (SEC) step immediately
before the sample is adsorbed to the EM grid to ensure that it is
homogeneous. This step efficiently removes molecules with differ-
ent mobility due to partial denaturation or subunit dissociation. In
this section, we discuss the purification of membrane proteins and
give several tips.

Membrane proteins such as ion channels, transporters, pumps,
and cell surface receptors have at least one, and frequently more
than six, membrane spanning regions with extracellular and intra-
cellular domains. Membrane proteins are extracted from the cell
membrane using detergents. The isolated proteins are generally
unstable and denature easily. As the best detergent for protein
extraction is not always the best to ensure stability, researchers
have to find the optimum target protein–detergent combinations
for each step of the process. To minimize denaturation, solubilized
proteins should be handled in aqueous solutions containing deter-
gent above the critical micelle concentration (CMC). After extrac-
tion, they can be enriched by a combination of different purification
procedures, including affinity chromatography, ion exchange chro-
matography, and SEC. These remove impurities. SEC also indicates
the condition of the protein; additional peaks appear if there is
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significant denaturation or aggregation. As the peaks obtained by
SEC frequently become ambiguous when the buffer contains deter-
gent, the presence of a fluorescence tag on the target protein is
advantageous, allowing fluorescence-detection SEC (FSEC) to be
used [10]. The condition of the protein, especially the degree of
aggregation, can be also monitored by negative stain TEM. Here,
the protein is adsorbed to the carbon film of an EM grid and
surrounded by a high scattering salt, which gives a negative contrast
in the microscope [11]. Those who are not familiar with the nega-
tive stain TEM of detergent-rich protein samples are advised to
directly observe protein aggregation in buffer using the atmo-
spheric scanning electron microscope (ASEM) [12] in combination
with metal staining as described in Sect. 4.3.

In most cases, we obtained high-quality proteins using a com-
bination of affinity chromatography and SEC [13], both of which
are especially effective for membrane proteins. The affinity chroma-
tography step should be carried out at an early stage of the purifi-
cation process. The addition of glycerol or sucrose (up to 50 %) to
the protein sample sometimes helps to minimize absorption loss
and unstability of proteins, especially during the chromatography
and ultrafiltration.

3.2 Generation of

Antibodies for Affinity

Purification

Polyclonal antibodies against cytoplasmic tails or linkers in the
target proteins are ideal for immuno-affinity chromatography. In
our experience, finding monoclonal antibody clones appropriate
for affinity-column purification is sometimes not easy, because the
affinity of most monoclonal antibodies to the target protein is lower
than expected. Instead, it could be better to raise a polyclonal
antibody against a synthetic peptide (20–25 amino acids) that
corresponds to part of the protein. The selected sequence should
not contain too many cysteine residues to avoid various conformers
and should not include transmembrane or extracellular segments,
but rather the cytoplasmic terminal or a linker sequence of the
target membrane protein.

This approach was used to purify the voltage-gated sodium
channel of electric eels [14, 15]. Antiserum was raised by immuniz-
ing a New Zealand White rabbit with the selected oligopeptide
conjugated to keyhole limpet hemocyanin (Sigma Chemical Co.,
St. Louis, MO) [16]. Antibodies were purified by affinity chroma-
tography, using an affinity gel prepared by conjugating the oligo-
peptide to Actigel (Sterogene Bioseparations Inc., Arcadia, CA).
Antibodies that bind to such gels are usually eluted using low or
high pH buffer. In this case, low pH buffer (pH 2.5) was employed.
Finally, the affinity gel required to purify the membrane protein was
synthesized by conjugating the eluted antibodies (e.g., 1–100 mg)
to Actigel (1–10 ml). Such affinity gels can be stored for several
years in a buffer containing 0.1 % NaN3. Sometimes the affinity of
some antibodies against synthesized sequences is too high to allow
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protein elution under moderate conditions. Such high-affinity anti-
bodies can be used for the quantitative analysis such as Western
blotting procedure and/or ELISA. Peroxidase-conjugated Fabs
can be prepared for this purpose [17].

3.3 Sample

Preparation for

Observation by EM

3.3.1 Negative Staining Biological macromolecules are primarily comprised of light atoms,
such as hydrogen (H), carbon (C), nitrogen (N), and oxygen (O).
Most electrons penetrate these light atoms without scattering, result-
ing in very low-contrast images of the protein above the background
scattering of the supporting carbon. Negative stains can be used to
increase contrast when samples are dried on carbon film for EM.
Various negative stains are available; all contain heavy metals, such
as uranium (U), tungsten (W), and molybdenum (Mo).

For negative-stain TEM, a thin carbonfilmon a coppermeshEM
grid is rendered hydrophilic by glow discharge in a low pressure of air
immediately before a few microliters of the protein sample is added.
After the proteins have adsorbed to the film, excess solution is removed
by filter paper. The adsorbed proteins are washed several times with
water or a buffer containing ammonium carbonate ((NH4)2CO3).
The heavy metal solution is then added to the grid and excess stain
solution is sucked up by filter paper. This can be repeated a couple of
times (Fig. 1a, left). The heavy metal remains on the carbon film and
frequently at the molecular edge and within surface indentations and
internal cavities of each protein particle. Electrons are scattered by the
residual heavy metal and penetrate unstained regions. As proteins are
generally more hydrophobic than the glow-discharged carbon, their
surface remains mainly unstained, and they are visualized brightly
surrounded by a border of dark stain, except where the stain has filled
cavities (Fig. 1b, left). Since it gives reverse contrast like a filmnegative,
the method is called negative staining [18]. Negative-stain EM can
provide relatively rich structural information without the need to
stabilize the sample by fixation or to embed it in a resin.

3.3.2 Metal Shadowing Metal shadowing is used to observe proteins and nucleic acids.
Metals are heated by current at high voltage under vacuum, vaporize,
and adhere to the molecular surface of proteins. Since the metal coat
scatters electrons, the surface structure can be clearly observed at
high contrast. Metals with high atomic number, such as platinum,
gold, tungsten, and a Pt-Pd alloy, can be vapor deposited in this way.

3.3.3 Cryo-Embedding Crystalline ice produces a diffraction pattern on the fluorescent
screen of a TEM when the electron beam is applied. However,
when water is rapidly cooled using liquid ethane slush at liquid
nitrogen temperature (boiling point �195.8 �C) or using a copper
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metal button cooled by liquid helium (boiling point �268.9 �C),
“vitrified ice” is generated. Since this has no crystal structure, it
does not diffract the electron beam.

To prepare samples in vitrified ice, a solution containing target
proteins is applied to an EM grid coated with a perforated carbon film
(holey grid), and excess liquid is blotted away using a filter paper. At
this stage, the residual protein suspension spans the large numbers of
small holes in the perforated carbon film. This thin aqueous layer
(should be<500nm) is rapidly cooled by plunging the grid into liquid
nitrogen-cooled ethane slush either manually or in a more controlled
manner using a plunge freezer (Fig. 1a, right). The proteins become
embedded in vitrified ice in a close-to-native state [19, 20]. As the
density of protein is slightly higher than that of vitrified ice, the particle
images appear dark in a lighter vitrified ice background (Fig. 1b, right).

The vitrified ice functions as a “supporting film” for the target
proteins, which require neither fixation nor staining. However, the
contrast of particles in vitrified ice is very low, and, in most cases,
large-scale image alignment/classification and averaging are required
to obtain a clearer view. Recent progress in computational ability and

Fig. 1 Electron microscopy for structural biology. (a) Sample preparation for negative-stain EM (left) and cryo-
EM (right). In this figure, membrane proteins (green) are associated with membrane lipids (red). (b) EM images
of ribosomes purified from E. coli: left, negative-stain TEM, and right, image cryo-EM. Data were provided by
Takeshi Yokoyama. Scale bar represents 100 nm. (c) Diagram indicating the use of the TEM in the imaging
(left) and diffraction (right) mode
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algorithm development has facilitated the handling of the large
amount of image data required for high-resolution analysis.

The cryo-embedded samples are transferred to the cryo-EM at
liquid nitrogen temperature using a cryo-transfer instrument. Each
grid is observed in the cooled stage of the microscope at liquid
nitrogen or liquid helium temperature [21, 22].

3.4 EM

3.4.1 Comparison of the

LM and the TEM

The electron beam, generated in the electron gun at the top of a
TEM, is accelerated down the microscope column, passes through
the sample, and impinges on the detector below (Fig. 1c). Because
electrons are scattered by air, the microscope column is kept at high
vacuum, 10�5–10�7 Pa. Electrons that irradiate the specimen either
simply pass through it or are scattered. The latter causes them to
diverge at various angles.Magnetic lenses positioned along themicro-
scope column are used to condense or disperse the electrons. The
enlarged image of the specimen obtained can either be viewed using
the fluorescence plate at the bottom of the column or captured on
photographic film or several types of detectors (Sect. 2.2 and below).

The wavelength of an electron beam depends on the accelera-
tion voltage employed. In the TEM the accelerating voltage is
usually 100–300 kV, which corresponds to wavelengths of
0.00370–0.00196 nm. This is much shorter than the wavelengths
used for light microscopy (LM), making it possible to visualize
specimens at much higher resolution. Because the lenses of an
EM are electromagnets, the magnification can be tuned by chang-
ing their voltage. The image obtained is modulated by the contrast
transfer function (CTF), which is determined by the parameters of
the microscope including the acceleration voltage used and the
spherical aberration constant, Cs. The combination of lens com-
pensating aberrations is different in an LM. The cryo-TEM was
developed to observe samples embedded in vitrified ice at the
temperature of liquid nitrogen or liquid helium.

3.4.2 Data Recording Photographic film has been used for more than half century to
record TEM images. Sheet film is commonly employed. The film
is highly sensitive and allows a larger area to be recorded than other
detector systems. However, the response of photographic film to
the number of incident electrons is not linear and developing the
film takes time. Moreover, before image processing, the negatives
have to be digitized by a high-performance image scanner.

Phosphor-coupled CCD detectors can be used online and are
replacing photographic film. When electrons irradiate the fluores-
cent scintillator, they generate light, which is then transferred via a
lens or fiber optic to the CCD sensor. In the CCD, electrons are
first accumulated in the depletion region (potential wells), then
transferred to successive wells, and read out as electric signals. To
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suppress the dark current, the CCD is usually cooled to �30 �C or
less. CCD detectors with a larger pixel dimension (4 � 4 K) are
preferentially used for data acquisition in SPA.

DDCs were recently developed on the basis of complementary
metal–oxide–semiconductor (CMOS) technology. Each pixel con-
tains both a photodetector and an active amplifier that is addressed
and read out individually. Unlike CCDs, readout of CMOS devices
does not require pixel-to-pixel charge transfer. As a result of their
improved active pixel sensor (APS) and radiation resistance, DDCs
are now being built into cryo-EMs. They have a high detective
quantum efficiency (DQE), a very low point spread function (PSF),
and rapid readout [23–26]. Further improvement of the dynamic
range and endurable electron dose of DDCs is expected to make
these cameras even more sensitive increasing the contrast of
recorded cryo-EM images [23–25].

3.5 Data Processing Several software packages for SPA, such as IMAGIC [27, 28],
Spider [29, 30], EMAN [31, 32], XMIPP [33–35], Eos [36],
FREALIGN [37], and RELION [38], facilitate progress and
broaden the use of this method. There are differences in the analyt-
ical policy, so the details should be obtained from the original
papers or home pages. Here, we outline the basic concept and
analytical flow of SPA (Fig. 2).

3.5.1 Step 1: Data

Pretreatment

Some proteins in a sample may be partly denatured or truncated by
proteolysis. Their images cannot be used for the reconstruction and
ideally should be excluded by inspection before processing begins.
The defocus value of each micrograph should first be measured, and
the CTF should be corrected, as this is critical for the interpretation
of spatial frequencies beyond the first zero of the CTF. The CTF
correction differs slightly from program to program, e.g., EMAN2
[32] prefers to adjust the CTF for each picked particle, while
IMAGIC V [27] recommends to correct the CTF for each micro-
graph. In case of RELION and FREALING, CTF correction is
performed in the algorithms for classification and refinement. Some
modulations caused by the CTF, e.g., those resulting from malad-
justed astigmatism and sample drift, prevent precise reconstruction.
Inspection of the Thon rings is thus an effective way to identify the
micrographs that are affected by such modulations.

3.5.2 Step2: Particle

Picking

Sufficient particles have to be collected from the recorded images.
Currently, hundreds of thousands or even a million particles are
used for structure determination at near-atomic or atomic resolu-
tion from cryo-EM images and several thousands for the recon-
struction of a negatively stained sample. If the target protein has
high point symmetry, e.g., virus particles, the number of particles
required is less. Interactive particle pickup is generally used to
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obtain data from the digitized micrographs. This step can be a
bottleneck in the processing and sometimes it is difficult to distin-
guish the faint projections from the background. Images taken with
a relatively small defocus contain the high-frequency information
essential for high-resolution analysis, but the contrast is low. Thus
the “focal pair” technique is sometimes employed to facilitate
particle pickup. Here, pairs of images are recorded, the first close
to focus and the second with a larger under focus. Particles are
picked up from the first image using the coordinates obtained from
the higher contrast second image. Automated pickup programs are
also being eagerly developed. We have developed a neural network
(NN)-based particle pickup program [39] and a program based on
iterative multi-reference alignment (MRA) [40]. Motion correc-
tion of captured images with DDC enables uses of much clearer
particle images [25].

3.5.3 Step3: Alignment

and 2D Averages of

Particles

To reduce background noise and improve the signal-to-noise ratio,
the selected particle images are aligned by MRA techniques and
sorted into classes of homogeneous 2D images by automatic mul-
tivariate statistical classification procedures or NN-based classifica-
tion algorithms [41]. These characteristic views are used for the 3D
reconstruction.

Fig. 2 Workflow for 3D reconstruction by SPA. The reconstruction of TRPC3 channel from cryo-EM images is
used as an example. In this experiment, TRPC3 molecules in vitrified ice were recorded by cryo-electron
microscopy with a stable liquid helium stage. From 142,553 particles selected by the neural network system,
a 3D map was reconstructed at 15 Å resolution by the FSC >0.5 criterion [13]
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If a low-resolution volume of the target protein or a homo-
logue is already available, template-matching can be used for MRA
and further classification. Low-resolution projections are generated
from the 3D volume or crystal data and used as templates. To avoid
bias from the model, the resolution of the template should be much
less than the expected resolution of the final EM reconstruction, or
the data should be analyzed using multiple templates and the
resulting 3D reconstructions compared.

3.5.4 Step 4:

Reconstruction

To create the initial 3D structure, the Euler angle of each particle
average needs to be determined. Several methods have been devel-
oped to do this posteriorly. The common line method [42, 43] uses
the central section theorem, which states that any two projections
of a given structure share a common central line in Fourier space.
Based on this theorem, the sinogram approach was successfully
applied to structures with high point symmetry, but the robustness
is relatively low for noisy images of asymmetric or heterogeneous
molecules.

The random conical tilt method is also used to generate initial
models [44, 45]. Tilted (30–60�) and untilted EM images are taken
of the same grid area. The untilted images are used to sort the data
into classes representing characteristic views of the molecule and to
determine the azimuths, while the tilted images are used for recon-
struction. The initial model generated becomes the starting model
for the second round of alignment. Such cycles of alignment and
reconstruction are repeated until the images converge (Fig. 2).
Although this technique allows the 3D structures of proteins that
have a strong preferred orientation on the support film to be
elucidated, the reconstruction is often incomplete due to missing
data around 90� tilt (the missing cone).

For posteriori Euler angle assignment, we have developed a
novel reference-free 3D reconstruction system using simulated-
annealing algorithms [46]. This starts from an initial 3D volume
that is generated by back-projecting the randomly oriented 2D
averages on a sphere. The structure is then optimized by evaluating
the correlation coefficient between the reprojections of the volume
and the average images. The method can be applied to asymmetric
proteins of unknown structure and can overcome local minimums
that appear during the volume optimization step. Membrane pro-
teins reconstructed by single-particle analysis are exhibited in Fig. 3
[13, 47, 48].

3.5.5 Step 5:

Interpretation of the

Reconstructed Volume

The most popular way to assess the resolution of an EM reconstruc-
tion is to compare the two reconstructions generated when the
dataset is randomly divided in half and the two halves independently
analyzed. The reconstructions from, e.g., the even- and odd-
numbered images, are compared in Fourier space and the differences
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determined over different shells. A Fourier shell correlation (FSC)
threshold of 0.5 is conservative and the most common criteria used
to evaluate SPA [4]. A threshold of 0.143 is also used [49]. This
value comes from the corresponding threshold value used in X-ray
crystallography.

If it is available, fitting the high-resolution X-ray substructure
or a partial structure into the EM volume enables validation of the
reconstructed structure and also interpretation of the structure
based on quasi-atomic modeling. In addition to manual fitting,
several programs are available for rigid body fitting and flexible
fitting [50]. Labeling technique using specific antibodies or gold
conjugates will provide domain information of the target macro-
molecules (Fig. 3c).

4 Other Applications

4.1 Tomography Electron tomography (ET) is a 3D reconstruction technique; a
series of EM images are taken by tilting the sample stage in the
microscope column, and the 3D structure is reconstructed from
these images (Fig. 4a). The principle of this technique is the same as
for SPA and X-ray computer tomography (CT) and magnetic reso-
nance imaging (MRI), both of which are popular in the medical
field. In ET, images should be ideally taken from all directions;
otherwise limitation of tilting angles will cause the “missing wedge
problem.” Cryo-electron tomography, where the sample is main-
tained at liquid nitrogen or liquid helium temperature, has been
developed for the precise analysis of tissue, cells, and macromole-
cules [53]. Because scanning transmission electron microscope
(STEM) tomography can change scanning focus depth depending
on the tilt of the sample plane, it can avoid the focal gap caused by
tilting the sample for TEM tomography [51].

4.2 2D

Crystallization and

Electron

Crystallography

The plasma membrane of cells is mainly formed by a lipid bilayer
and proteins. Cells use receptor proteins integrated in the mem-
brane to transmit external signals to their interior and membrane
channel or pump proteins to perform transmembrane transport.

High-resolution structures of functionally important mem-
brane proteins have been obtained by electron crystallography of
2D crystals [54] (Fig. 4b, c). If present in sufficient quantity, the

Fig. 3 Single-particle reconstruction of membrane proteins. (a) Reconstruction of the TRPC3 channel at 15 Å
resolution from cryo-embedded specimens [13]. (b) Structure of the TRPM2 channel at 28 Å resolution from
negatively stained specimens [47]. (c) Reconstructed structure of the motor protein prestin, which amplifies
sound signal in the inner ear. Labeling with specific antibodies or gold-conjugated Fab determines the
topology of the molecules [48]
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membrane protein was extracted from the natural source using a
suitable detergent [55]. Alternatively, it was overexpressed in a
suitable expression system (i.e., bacteria cells, insect cells, yeast
cells, or mammalian cells) and similarly extracted. After purifica-
tion, membrane proteins are mixed in various ratios with detergent-
solubilized lipid. Detergent is then removed from the sample,
usually by dialysis, the sample being incubated to reconstitute the
target membrane proteins into a lipid bilayer. 2D crystals grow if
the conditions are suitable. Key parameters are the kind of deter-
gent, the pH, the temperature during dialysis, and the lipid-to-
protein ratio [55].

Some membrane proteins are highly expressed in nature and
even form 2D crystals. The purple membranes of Archaea are 2D
crystals of bacteriorhodopsin [56]. Extracted purple membrane
patches have been examined by electron crystallography. They
were treated with an ionic detergent first, which caused them to
fuse enlarging the analytical area available [57, 58].

4.3 In-Liquid

Observation of Protein

Localization and

Crystals by ASEM

In the standard EM, the sample must be observed in vacuum,
which means that it has to be dried or coated or frozen. ASEM
was developed to realize direct observation of cells or protein
complexes in aqueous solution under open atmosphere. The
ASEM is an inverted scanning electron microscope (SEM)
(Fig. 5a). The column is under vacuum being sealed at the top by

Fig. 4 ET and electron crystallography. a Polyribosome in human glioblastoma cell line visualized by ET. Left
panels (a–c) are subtomograms showing various shapes. Right panels (A.I–C.I) are isosurface models derived
from the tomographic average. From Ref. [51] with permission. b Low-magnification image of 2D crystals of
aquaporin-4 (AQP4) (upper left) and the diffraction pattern (upper right). Data were provided by Kaoru
Mitsuoka. (c) Ribbon diagrams of AQP4, resolved at 2.8 Å resolution from two-dimensional crystals [52]
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Fig. 5 ASEM observation of protein and cells. (a–c) The ASEM as used for CLEM [12]. (d) Dynamic
rearrangement of STIM1 in response to Ca2þ store depletion. STIM1-expressed COS7 cells with (lower) and
without thapsigargin treatment (upper) were immuno-labeled for STIM1 [59]. (e) Direct observation of protein
3D microcrystals in crystallization buffer without staining [60]
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the SiN film window in the base of the open ASEM specimen dish
(Fig. 5c). The sample in this dish is at atmospheric pressure and can
be in liquid. The electron beam of the inverted SEM is projected up
the column through the SiN film onto the sample and the back-
scattered electrons are collected (Fig. 5b) [12]. The observable
sample depth is 2–3 μm and the resolution obtained when imaging
a sample in solution is 8 nm near the SiN film. The inverted SEM
and a LM positioned above the sample (Fig. 5a, b) are aligned,
allowing correlative microscopy.

ASEM realizes high-throughput immuno-EM of cells, because
it does not require the time-consuming hydrophobic treatment and
resin embedding otherwise necessary for samples to endure the
vacuum of an EM. Various kinds of primary cells including neurons,
megakaryocyte, and ES cells have been cultured in the ASEM dish
and labeled in situ [61]. As illustrated by Fig. 5d, correlative light-
electron microscopy (CLEM) using ASEM allowed molecular
supercomplex formation by the Ca2þ sensor STIM1 of the endo-
plasmic reticulum in response to Ca2þ store depletion to be visua-
lized in situ [59]. Moreover, ASEM can be used to observe wet
tissue placed on the ASEM dish [62].

ASEM can also be used to directly observe micro-protein 3D
crystals in crystallization buffer without or with staining [60], to
detect and study aggregation, and to detect crystals that cannot be
resolved by OM. Further, an ASEM dish with a standard crystalli-
zation chamber has been developed to allow the in situ observation
of crystallization [60].
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Chapter 16

Structure Determination Software for Macromolecular
X-Ray Crystallography

Min Yao

Abstract

Because of the phase problem in crystallography, electron density maps can only be calculated based on the
substructure of heavy atoms (experimental phasing) or known homology structure (molecular replace-
ment) to determine the macromolecular structure. Such phasing methods include various errors and are
limited by the observed diffraction resolution of crystals. Therefore, various mathematic methods and
excellent software packages have been developed for structure determination. Specially, structural genomics
projects have advanced the development of powerful and automated methods for macromolecular crystal-
lography during the past decade. In this chapter, typical software often used for structure determination will
be introduced. We begin with an overview of the structure determination process and simple mathematic
methods in each section. After introducing software packages used in each step, we will mention the
strategy/practice for each process of structure determination.

Keywords Crystal structure determination, Phasing, Refinement

1 Introduction

The theory of X-ray crystallography was constructed early for min-
eral and small-molecule structural analysis at the beginning of the
twentieth century. Laue and Bragg, parent–child, were awarded the
Nobel Prize for discovering that crystals diffracted [1] following
Bragg’s law (2dsinθ ¼ nλ) [2–4] by exposure to X-ray in 1914 and
1915, respectively. Two decades later, Bernal and Crowfoot first
observed the diffraction photon of a protein crystal [5]. However,
the diffraction patterns of protein crystals were very complicated,
and it seemed impossible to directly elucidate the three-
dimensional structure of the protein at that time.

Basically, the diffraction of X-rays by crystals is a physical phe-
nomenon of Fourier transform (FT) due to X-rays being light
described as a wave spectrum using sine/cosine:

Toshiya Senda and Katsumi Maenaka (eds.), Advanced Methods in Structural Biology, Springer Protocols Handbooks,
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F ðkÞ ¼ FT ðρðrÞÞ ¼
ð
ρðrÞexp2πiðkrÞdr ¼ jF ðkÞjexpðiαkÞ ð1Þ

Here, complex numberF(k) is the structure factor of k ¼ (h, k, l)
with contributions from all atoms in the crystal. ρ(r) is the electron
density of the atom at position r ¼ (x, y, z). ρ (r) and F(k) is a Fourier
transformpair and exists in different coordinate systemsof real (x, y, z)
and reciprocal (h, k, l) space, respectively. If we can obtain the struc-
ture factor by exposing a crystal to X-rays, ρ(r) can be calculated from
diffracted signals of F(k) by inversed Fourier transform (FT�1):

ρ rð Þ ¼ FT �1 F kð Þð Þ ¼
ð
F kð Þexp2πi �krð Þdk ð2Þ

Unfortunately, only intensity, which is proportional to the
square of the complex amplitude as I � F kð Þj j2 diffracted by a
crystal, can be measured; thus, electron density of atoms cannot
be calculated directly using expression 2. This is a famous phase
problem in crystallography, which makes structure determination
of macromolecules very difficult, and the most developments of
protein crystallography in the past half century are primarily around
phasing. The first protein structures of myoglobin and hemoglobin
were solved in 1961 [6, 7].

In the past decade and a half, structural genomics projects have
advanced the development of macromolecular crystallographic
methods and techniques in both hard- and software, including
sample expression, preparation, crystallization, diffraction data col-
lection, and structure determination. Such powerful and sophisti-
cated developments with the use of synchrotron radiation and the
amazing progress of computer hardware have dramatically reduced
difficulties and the time required to solve structures. Today, under-
graduate students can solve protein structures with little training in
crystallographic techniques, whereas two decades ago, the success-
ful determination of a de novo protein structure may take the
period from a Master’s to PhD degree course and warrant a high-
impact publication.

Figure 1 shows an overview of structural analysis after obtaining
a crystal which is applicable to a diffraction experiment. Data collec-
tion depends on the X-ray source (X-ray beam), diffraction meter,
and collection conditions such as temperature, wavelength, exposure
time, oscillation angle, and distance between the crystal and detector.
The use of third-generation synchrotron radiation and significant
progress of detector advance the measurement of diffraction data,
consequently allow us to collect good-quality data with high
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signal/noise (S/N) ratio in several minutes, resulting in increased
success rate of structure determination.

The last four steps (data procession, phase calculation and
improvement, model building, and refinement) of structure deter-
mination shown in Fig. 1 are performed on a computer using
software programs. A variety of powerful and sophisticated pro-
grams have been developed. Among them, the typical, famous, and
commonly used program is collaborative computational project
number 4 (CCP4) suite, which collects many programs, associated
data, and subroutine libraries [8].

As mentioned above, structural genomics projects have
advanced the development of methods and software systems that
have accelerated and automated various stages of structural analysis.
Each step of structure determination on a computer (Fig. 1) can be
performed almost automatically. Even the last step, structural
refinement, which is time consuming and requires a great deal of
expertise with crystallography, can be performed semi-
automatically, recently [9, 10]. For example, the CCP4 suite has
been expanded with a computer graphics user interface (CCP4i)
and several automation pipelines [11, 12]. Other excellent soft-
ware packages such as HKL3000 [13], PHENIX [14, 15], Coot
[16], and XDS [17] have been developed. Here, advanced soft-
ware packages will be introduced following the process stage of
structure determination shown in Fig. 1.

Fig. 1 Process of X-ray structural analysis after obtaining crystals
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2 Diffraction Data Processing

High-quality diffraction data are required for all structure determi-
nation calculations. Data are collected using the oscillation method,
which is the most basic and important step during structural analy-
sis. The data process includes indexing reflections, integrating
intensity detected on frames, scaling integrated reflections recorded
on many frames, and finally merging equipollent reflections to a set
of unique reflections.

The used software histogram of PDB (Protein Data Bank)
statistics shows that the data processing programs used for most
deposited structures are HKL2000 [18], Mosflm [19], and XDS
[17]. The HKL2000 program performs all data processing
described above, and Mosflm and XDS are usually used for index
and integration steps. The SCALA [20] program in theCCP4 suite
or XSCALE [17] is used for scaling and merging reflections.
HKL2000 and Mosflm (iMosflm [21]) data processing can be
monitored in real time with GUI during the integration of all
reflections, and XDS processes data nearly automatically without
manual interruption.HKL2000 is a powerful program for indexing
using one frame, but the user must decide carefully the sport size
and reflection range for integration. Mosflm and XDS dynamically
and automatically determine the integrating range andmosaicity and
also perform 3D profile fitting for each frame with excellent algo-
rithms. Even if reflection patterns appear as if they are connected, as
shown in Fig. 2, it is able to obtain good-quality data by using XDS.
It is better to process data using one or more programs in order to
obtain quality data for difficult data processing cases. The resolution
range of processed data for the next calculation should be deter-
mined by comprehensively considering the parameters of complete-
ness, I/σ(I) (at least >1.5), Rsym, and redundancy/multiplicity.
Moreover, the twin situation must be checked.

3 Phasing

Electron density ρ(r) cannot be obtained directly from expression
2 because the phases (αk) of the structure factor are lost during
measurement. The first calculation step for structure determination
is the phase reconstruction of the structure factor after data proces-
sing. The phase reconstruction methods can be divided into the
following two categories:

1. Molecular replacement (MR) method

2. Substructure determination method using signal of heavy
atoms:
Multiple isomorphous replacement (MIR) (first generation)
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Multiple-wavelength anomalous diffraction (MAD) (second
generation)
Single-wavelength anomalous diffraction (SAD) (third
generation)

3.1 Phasing by

Molecular

Replacement

MR is a method to determine the target protein structure by using
known structural homology based on the assumption that the sharp
and inner structures are similar between the target and known struc-
ture. As shown in Fig. 3, the basic idea of this method is to find
orientation (θ1, θ2, θ3) and position (t1, t2, t3) of molecules in the
target crystal using known structure as a search model. The phasing
probability of the MR method is dependent on the similarity of the
search model to the target protein. Generally, it can solve the struc-
ture using the MR method if the sequence identity is >30 %. The
conventional MR method uses the Patterson function P(u) (expres-
sions 3, 4, 5 and 6) to search for the orientation (θ1, θ2, θ3) and
position (t1, t2, t3) of molecules in the target crystal [23]:

Fig. 2 Diffraction image of an octameric pore crystal of staphylococcal γ-hemolysin. The crystal is twin and
belongs to space group C2221 with unit cell parameters of a ¼ 206.5, b ¼ 206.1, and c ¼ 190.3. Diffraction
data were collected at beamline BL41XU of SPring-8 and processed using XDS. The structure was solved by
molecular replacement and refined with twin factor α ¼ 0.44 at 2.49 Å resolution [22]
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R θ1, θ2, θ3ð Þ ¼ 1

V

� �ð
U

P uð ÞPM ruð Þdu ð3Þ

T t1, t2, t3ð Þ ¼ 1

V

� �ð
U

P uð ÞP rot anw u þ tð Þdu ð4Þ

Here, the Patterson function P(u) is a convolution described by
a different space system (u, v, w) that is a vector set between atoms
and can be calculated from observed intensity I(k) or model ρ(r) as
shown below:

P uð Þ ¼ 1

V

� �ð
U

ρ xð Þρ x þ uð Þdx ð5Þ

P uð Þ ¼ ρ rð ÞN ρ �rð Þ

¼ FT �1 F kð Þð ÞNFT �1 F �kð Þð Þ

¼ FT �1 F kð Þ � F �kð Þð Þ ¼ FT �1 F kð Þ � F* kð Þ� �

¼ FT �1 F rð Þj j2
� �

¼ FT�1 I kð Þð Þ ð6Þ

Fig. 3 Process of MR. Step 1 is to build a search model from known structure and make a model crystal with
space group of P1. Step 2 is to search rotation parameter (θ1, θ2, θ3), and step 3 is to find the position of
molecules in target crystal with contact check
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P uð Þ ¼ 1

V

� �X
k
I kð Þexp �2πkuð Þ

¼ 2

V

� �X
k
I kð Þ cos �2πkuð Þ ð7Þ

Several algorithms and programs of MR method have been
developed. The typical MR method software using the Patterson
function is AMoRe [24] in the CCP4 package. The advantages of
AMoRe are fast calculation and easy to adjust parameters. The more
powerfulMOLREP [25] and PHASER [26] software in theCCP4
package, which combine the Patterson function with the maximum-
likelihood method, are often used. A search model is automatically
optimized based on sequence arrangement inMOLREP. PHASER
calculates phases automatically and more effectively by searching for
the small domain. PHENIX developed a new useful program called
SCULPTOR [27] in which the answer model can be modified after
the rotation and translation parameters are found to overcome the
conformation changing problem of domain or a partial structure
between the search model and the target protein.

Figure 4 shows an example of structure determination usingMR
method. Translational initiation factor eIF5B is a multi-domain
protein consisting of four domains with a high flexibility property.
The structure of the eIF5B-1A complex was attempted to be solved
by the MR method using the whole structure of eIF5B [28] with
MOLREP and PHASER in the CCP4 package and PHENIX.
However, no answers were obtained. Finally structure was solved
by a domain search using the following steps: (1) domains I–II were
used as a search model and the solution was found; (2) then, domain
III was used as a further search model with the answer from step (1)
as a fixed molecule in the target crystal structure; (3) finally, the
eIF5B domain IV was used as a search model with the answers of
domains I–II and III as fixed molecules.

Strategy of Molecular Replacement

1. Prepare a similar search model using sequence information.

(a) Search for homologous protein structures from the Pro-
tein Data Bank (PDB).

(b) Construct a model using 3D structure prediction software
on a web server such as Phyre2 (http://www.sbg.bio.ic.ac.
uk/phyre2) [29], SWISS-MODEL (http://swissmodel.
expasy.org/) [30], and Rosetta [31].

(c) If the target protein consists of multiple domains, it may
be better to use each homology domain as search model
and calculate respectively.

2. Search for the orientation and position of the target protein.

(a) Use different programs and different models.
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(b) Use separate domains to search one by one. If one domain
or one molecule is found, then fix the answer model and
continue to find the other parts.

(c) If the target is bigger, for example, >500 residues, use a
search model that only contains the main chain and Cβ
atoms as it may be effective.

3. Modify the answer model during rigid-body refinement.

If the answers seem to be found, however rigid-body refine-
ment does not give a low R free factor (>45–50 %), SCULP-
TOR program packaged in the PHENIX software system may
be effective to modify the answer structure [32].

4. Change resolution range for calculation.

Generally, the low-resolution part of diffraction data contri-
butes to the connection of a peptide chain in electron density

Fig. 4 Structures of eIF5B [28]. The structures of eIF5B were superposed by
using domain G (I). I, II, III, and IV are marks of domains G, II, III, and IV,
respectively. Red, eIF5B (3WBI); Green and yellow, two eIF5B molecules in
eIF5B-1A complex (3WBK)
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map, whereas the high-resolution part presents detailed infor-
mation for atoms such as bond lengths, bond angles, and
torsion angles (Ramachandran). Therefore, a low-resolution
region of <3.0 Å is generally used for the MR method.

5. Remove model bias by averaging the molecules in AU.
Because the MR method uses a search model to calculate
phases, the problem of model bias is introduced. The electron
density map seems to fit each part of the model well in most
cases even if wrong answers are used. Therefore, averaging
molecules is a powerful method to distinguish wrong answers
if there are multiple molecules in an asymmetric unit (AU).

3.2 Phasing Based

on Substructure

Determination

(Experimental

Phasing)

Methods using the substructure of heavy atoms (here, we define a
heavy atom as the atomic number larger than oxygen) are key to
solving the phase problem of themacromolecular structure by exper-
imental measurements. Phase calculations can be considered in two
parts: substructure determination of heavy atoms and phase calcula-
tion using the substructure. Methods such as multi- and single-
isomorphous replacement (MIR and SIR), MAD (Multiple-wave-
length Anomalous Diffraction) and SAD (Single-wavelength Anom-
alous Diffraction), direct method, or their combinations (e.g.,,
SIRAS method) were developed. In all of these methods, the sub-
structure of heavy atoms is determined first by using their scattering
single for special wavelength, which is much larger than that of the
main protein compounds (O, C, N, and H atoms) (Fig. 5, expres-
sions 8 and 9).

Here, FPH(k) is the structure factor of a protein with a heavy
atom, called the derivative, whereas FP (k) is the structure factor of
the protein. fj is the scattering factor of atom j and is proportional
to its electron number. αP can be calculated based on expression
8, 9, 10 and 11 (Figs. 5a and 6) if the site (rH) can be estimated:

FP kð Þ ¼
X

j
f jexp2πikrj ð8Þ

FPH kð Þ ¼ FP kð Þ þ FH kð Þ

¼
X

j
f jexp2πikrj þ f H exp2πikrH

ð9Þ

F 2
PH ¼ FPj jexp iαPð Þ þ FHj jexp iαHð Þð Þ2

¼ F 2
P þ F 2

H þ 2FPFH cos αp � αH
� � ð10Þ

αp ¼ αH � cos �1 F 2
PH � F 2

P � F 2
H

2FPFH

� �
ð11Þ

Moreover, when heavy atom contributes to the scattering with
an anomalous signal for special wavelength, fH should be described
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Fig. 5 Concept of substructure determination. (A) is for MIR method, and (B) is for MAD method

Fig. 6 The structure factor triangle for native protein and derivative
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by three parts fH0, f
0
H, and f˝H as expression 12 (Fig. 7). fH0 is a

scattering at signal-independent wavelength, which is only propor-
tional to the atomic number and is used in the isomorphous
replacement method (the last two parts are much smaller and can
be ignored). f 0

H and f˝H represent the anomalous scattering at
signal-dependent wavelength. Due to the development of the
beamline at synchrotron radiation facilities, f 0

H and f˝H can be
measured with a high S/N ratio and the SAD method (Fig. 5b)
has become the mainstream method at pressent.

FH kð Þ ¼ f H exp2πikrH ¼ f H0 þ f
0
H þ if

00
H

� �
exp2πikrH ð12Þ

When f 0
H and f˝H are taken as contributors to fH expression 11 can

be transformed into

αp ¼ αH � cos �1 F 2
PH λ1 � F 2

PH λ2 � F 2
H

2FPH λ1FH

� �
ð13Þ

and

αp ¼ αH � cos �1 F 2
PH λ þkð Þ � F 2

PH λ �kð Þ � F 2
H

2FPH λFH

� �
ð14Þ

for the MAD and SAD methods, respectively.

3.2.1 Substructure

Determination

Substructure determination is typically performed using the Patter-
son function P(u). Different from the MR method (expression 7),
the Patterson function P(u) uses the differences in scattering signal
(intensity I) between the native and derivative for MIR (expres-
sion 16), between wavelengths for MAD (expression 16), or an

Fig. 7 The structure factor with anomalous signal. F(k) and F(�k) is called
Friedel pair with F kð Þj j 6¼ F ðj -kÞj
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anomalous signal (Friedel pair) at a special wavelength for MAD/
SAD (expression 17), as the Fourier transform coefficient:

P uð Þ ¼ 1

V

� �X
k
I PH kð Þ � I P kð Þð Þexp �2πkuð Þ ð15Þ

P uð Þ ¼ 1

V

� �X
k
I λ1 kð Þ � I λ2 kð Þð Þexp �2πkuð Þ ð16Þ

P uð Þ ¼ 1

V

� �X
k
I λ þkð Þ � I λ �kð Þð Þexp �2πkuð Þ ð17Þ

Such Patterson functions produce strong peaks contributed by
heavy atoms compared with those contributed by the main protein
compounds, allowing the identification of the heavy atom sites.
Harker found that the self-vectors of heavy atoms in the Patterson
map appear on a special section that are independent of the site
coordinates but are derived from crystal symmetry. For example, in
the case of the P21 space group, there are two equivalent molecules:
x1 ¼ (x, y, z) and x2 ¼ ð-x, y + 1=2, -zÞ, the self-vector is x1 -
x2 ¼ 2x,ð -1=2, 2zÞ, and the self-vector peak always appears on
the section of v ¼ 1/2 in the Patterson map P (u ¼ {u, v, w}).
Such special sections are named Harker sections. The site coordi-
nates (x, z) can be estimated as x ¼ u/2, z ¼ w/2 using the self-
vector peak, and the y of the first heavy atom is free (generally, the y
value is set to 0).

The SHELX [33] program, which was developed for small-
molecule structure determination at the early stage, has been
expanded to SHELXCDE [34, 35] (C, data preparation; D, sub-
structure determination; E, phase calculation including phase
improvement) for macromolecules. The advantage of SHELXCDE
is that it determines substructure sites (heavy atoms) by using the
Patterson function P(u) combined with the direct method. Such a
combined method is effective to avoid misfounding of sites in which
cross vectors of atoms appear strongly on the Harker section, as the
first site of a heavy atom is estimated using a stronger peak on the
Harker section.

3.2.2 Phase Calculation

Including Phase

Improvement and Model

Building

The phases can be calculated as expression 11 after obtaining the
substructure of the heavy atoms; however, two answers will be
obtained. Generally, two or more kinds of heavy atom derivatives
are necessary to obtain a unique answer for MIR. The concept of
the SIRAS/MAD/SAD method is similar to that of the MIR
method, but it uses different scattering signals such as anomalous
diffraction (I(k) 6¼ I(�k)) according to the special wavelength or
scattering differences of different wavelengths. SIRAS is a combi-
nation of SIR (difference between native and derivative) and
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anomalous diffraction. While different wavelengths are used to
discriminate answers in MAD, the SAD method attempts to use
mathematic power to address two-answer problem.

Generally, the derivative is not actually isomorphous of native
crystal, as the crystal is damaged in a soaking experiment, and the
resolution of the macromolecular crystal diffraction data is limited
(normally 2.5–3.5 Å). Moreover, various errors are included in
diffraction data, such as X-ray damage, systematic errors from the
diffraction meter, arrangement of the 2D detector, and data pro-
cessing. Thus, the structure factor triangle shown in Fig. 6 should
have an error part, ε (Fig. 8). Therefore, the phases calculated by
expression 11 are very noisy, and even electron density calculated by
such phases cannot be interpreted without improving the phase
(Fig. 9). Methods of phase improvement such as solvent flatting,
histogram matching, non-crystallographic symmetry averaging,
and averaging the inter-crystal form were developed two decades
ago. The new idea developed recently is to combine these methods
with model building and using built partial model.

SHARP [37] and PHENIX (PHENIX_AutoSol [38]) have
been developed recently for experimental phasing. These two soft-
ware packages implement excellent algorithms combined with the
maximum-likelihood method for calculating phases after determina-
tion of substructure with phase improvement. The advantage of
SHARP is that it not only uses the maximum-likelihood method
in the phase calculation, but also the amplitude of the structure
factor through error, ε, is considered in the calculation. The
SHARP program is very effective for the MIR and MAD methods.
Auto_SHARP makes an automatic determination pipeline, includ-
ing SHELXCD as a substructure determination part, Solomon

Fig. 8 The structure factor triangle with error part for native protein and
derivative
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[39] as a phase improvement part using solvent flatting, and the
ARP/wARP [40] program for model building. PHENIX_Auto-
Sol is a program package that determines structures automatically
including substructure determination, phase calculation, and phase
improvement with modeling step.

The Strategy of Phasing Based on Substructure

1. Substructure determination

SHELXCDE is used to determine the substructure for all
methods described above, and the parameters CC and CCweak
in the *.res output file should be checked. If CCweak is>15 %,
the structure can be solved, and the model may be built auto-
matically to ~70 % (from the data of author’s laboratory).
SHELXCDE chooses the resolution range automatically
depending on a single of Δd/I > 0.8. Moreover, success rate
may be increased by adjustment of parameters. For example, if
the substructure sites are >10, the NTRY parameter should be
set to more than 500. If the substructure sites are >20, NTRY
should be set to at least 1,000.

2. Phase calculation
It is a way to calculate phases with the SHARP or PHENIX_-
AutoSol programs after substructure determination. The sub-
structure coordinates can be inputted into SHARP graphics
interface, and the PDB file of the heavy atom sites is used in
PHENIX_AutoSol. Generally, the coordinate, occupancy, and
the B-factor of the heavy atom sites should be refined during
phasing. In difficult cases, it may be better to refine the coordi-
nate and B-factor with fixed occupancy of the heavy atom sites.

4 Structural Refinement

The phases of the structure factor cannot be measured directly but
can be estimated indirectly using the MR method with structural
homology or using the heavy atom substructure. Such phases

Fig. 9 Phase improvement of IDH [36]. 2D projected electron density map at
initial (left) and improved (right) stage
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contain various errors from diffraction data processing, substruc-
ture determination, and phase calculation. Although the phases can
be improved as described above, phase errors and resolution limita-
tions of the measured diffraction data result in a poor-quality
electron density map which is insufficient to build a full and exact
model. Therefore, the structure determination process requires
another step called structural refinement in which close agreement
is achieved between the observed and calculated amplitudes of the
structure factors by removing conformation errors, completing
missed fragments remaining in the initial model, and adding other
molecules that exist in the crystallization reagents or samples.

4.1 Mathematics

Used for Refinement

The R factor, which evaluates whether the calculated amplitude of
the structure factor (|Fcal(k)|) is in agreement with that of observed
(|Fobs(k)|), is shown in expression 18:

R ¼

X
k

F obs kð Þj � c F cal kð Þkjk
X
k

F obs kð Þj j ð18Þ

If the current structure is close to a crystal structure, theR factor
should become smaller. The purpose of refinement is to make the R
factor smaller. Various calculation methods and programs such as
SHELXL [41], TNT/BUSTER [42, 43], X-PLOR [44]/CNS
[45], REFMAC5 [46], and PHENIX [47] have been developed
for refinement. Among methods of these programs, the traditional
mathematics used for refinement is the least squares method to
minimize Q which represents the difference between the actual
measured amplitude of the structure factor (Fobs) and the calculated
value (Fcal) (expression 19).Here,w(k) is weight estimated from the
standard error σ(I(k)), which is calculated from diffraction data, and
m is a scale factor:

Q Xð Þ ¼
X
k

w kð Þ F obs kð Þj j �m F cal k;Xð Þj jð Þ2 ð19Þ

In the simple least squares method (expression 19), the basic
adjustment parameters, X which represents position (x, y, z), the B-
factor (B, vibration around the central position of an atom), and
occupancy (occ) of each atom, are used to calculate the structure
factor Fcal. Compared with small molecules, refinement of macro-
molecules using the simple least squares method is much more
difficult due to large errors in both phases and coordinates and
the low ratio (3–5) of the number of diffraction data via refined
parameters caused by resolution limitations of macromolecular
crystals. Therefore, other methods have been developed to expand
the convergence radius of the least squares method.
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Ideal stereochemistry parameter values, such as bond distances,
bond angles, and torsion angles of peptides, can be estimated based
on the results of small-molecule structural analysis. Adding ideal
stereochemistry parameters into the simple least squares method as
a restriction has been considered (expression 20) [48]. Moreover,
methods to reduce the refinement parameters, define a peptide as a
rigid body, and only refine the torsion angles (ϕ, ψ) of peptides have
also been used:

Q Xð Þ¼
X
k

w kð Þ F obs kð Þj j�m F cal k;Xð Þj jð Þ2þrestrictions ð20Þ

Rather than using ideal stereochemistry parameter values in the
restrictions, Jack and Levitt improved the restricted least squares
method and proposed a new least squares method with a potential
energy minimization function in 1978 [49]. This potential energy
includes the potential bond distance stretch, bending of bond
angles, torsional potential, and van der Waals interactions. Using
this method, an energy, E, term has been added to the minimiza-
tion function, as shown in expression (21). Here, wx is weight
estimated from the standard error σ(I(k)) of the diffraction data:

Q Xð Þ ¼ wx

X
k

w kð Þ F obs kð Þj j �m F cal k;Xð Þj jð Þ2

þ 1� wxð Þ∗E ð21Þ
Brunger further developed the X-PLOR/CNS program with

a molecular dynamics algorithm called simulated annealing to make
the convergence radius of refinement large and to avoid falling into
a local minimum [44, 45]. In this algorithm, the energy is mini-
mized by simulating atomic movements with a high enough tem-
perature to exceed the energy barrier followed by slow cooling.

After the 1990s, the maximum-likelihood method was intro-
duced for refinement, such as in theREFCAC5 program [46]. The
basic principle of maximum likelihood is that the best model should
produce the maximum probability P to obtain current diffraction
data. In other words, this method modifies the parameters of the
model to obtain maximum probability P based on diffraction data:

P F obs kð Þj j; F cal k;Xð Þð Þ ¼
ð2π

0

p F obs kð Þj j, α,F cal k;Xð Þð Þdα ð22Þ

The least squares method is a special case of the maximum-
likelihood method. The advantages of the maximum-likelihood
method are that it converges more correctly, and that it has less
computational complexity than that of the molecular dynamics
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algorithm. An energy minimization item has recently been added to
the maximum-likelihood method.

4.2 Free R Factor It is expected that the R factor will become smaller as refinement
progresses. However, a smaller R factor does not necessarily guar-
antee that refinement has been done in correct way. As the ratio of
observed data to refined parameters is small, and restrictions are
added to the refinement algorithms, it may lead to an incorrect
structure with a low R factor (over-refining). To objectively evalu-
ate refinement results, Brunger proposed a free R factor based on a
cross-validation statistical method, which is a technique to estimate
the performance of a predictive model [50]. The R factor calcula-
tion is divided into two parts: R work and R free factors. Both
factors are calculated in the same way (expression 18) but use
different datasets W and T, respectively. After data processing, the
diffraction data are divided into two datasets with a random choice:
90–95 % working (W) measured diffraction data for all calculations
of determination and the remaining 5–10 % data (T) used only for
testing. Although R work is calculated from working data, R free is
calculated from test data. As calculating the free R factor is inde-
pendent of refinement, the refinement result can be evaluated more
correctly using the R free factor.

4.3 Refinement

Programs

Various refinement methods and programs have been developed,
and each program has its own characteristics based on the compu-
tational algorithm. SHELXL has the advantage of very high-
resolution refinement with anisotropic B-factor, but AUTO_BUS-
TER may be more effective for a good fit between |Fobs(k)| and
|Fcal(k)|, for low-resolution refinement (<3.5 Å) [51, 52]. Using
the molecular dynamics algorithm (simulated annealing), CNS is
useful to reduce model bias in cases in which the structure is solved
by MR. REFMAC5 in the CCP4 package is widely used. PHE-
NIX_refine is a refinement program developed more recently,
which includes improved valid methods and new ideas described
below.

Strategy of Refinement

1. Using bulk solvent correction

One of the advancements in refinement method development
is the introduction of the bulk solvent correction in the calcu-
lated structure factor (expression 23) for the effect of a disor-
dered solvent [53], as seen in CNS, REFMAC5, and
PHENIX_refine:

F cal kð Þ ¼ Fp kð Þp 1� csolexp �BsolS
2=4Þ� �� ð23Þ

Here, csol is the ratio of average electron density of a solvent/
protein. Introduction of the bulk solvent correction into
refinement actually improves agreement between the observed
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data and the model, resulting in lower R_free/R_work, espe-
cially for a low-resolution range (<10 Å). The REFMAC
program includes a bulk solvent correction in the σA estimate.

2. Using TLS parameters

The B-factor of an atom represents the vibration around its
central position, and it can be defined isotropically (as a sphere
by parameter B) or anisotropically (in three dimensions by six
parameters u11, u22, u33, u12, u13, and u23). The aniso-
tropic B-factor is appropriate to describe the vibration of atom
around a central position; however, it increases the refinement
parameters enormously. Therefore, the isotropic B-factor is
usually used at resolutions <1.8 Å. Schomaker and Trueblood
proposed a description of anisotropic motion using fewer para-
meters called Translation, Libration, and Screw (TLS) [54].
The REFMAC5 program implements early TLS parameters
(20 parameters/groups) of grouped atoms (total molecule,
domain, or fragment) into refinement to cover the anisotropic
motion problem with a decrease in the total number of para-
meters [55].

3. Using the H atoms
Data in the PDB show that the most macromolecular crystals
(80 %) diffract to resolution of 1.7–3.2 Å and hydrogen atoms
are unclearly shown on an electron density map (Fo-Fc or 2Fo-
Fc map). Consequently, refinement is usually performed with-
out hydrogen atoms. Moreover, the low number ratio of dif-
fraction data via the refined parameters is also a reason for
excluding hydrogen atoms from the refined parameters. A
new idea using hydrogen atoms to avoid the crash between
atoms has been added to the refinement method and is effective
for adjusting position parameters (x, y, z) of atoms during the
refinement calculation. In this case, hydrogen atoms are added
to the coordinate file with occ of zero.

4.4 Automatic

Refinement Process

A huge calculation is required to refine a protein structure as many
parameters and much data are involved. With the development of
computers, the computation time of one cycle (one big cycle
including refinement of atomic coordinates and B-factors) of
refinement has been shortened from several days to minutes or
hours depending on the size of the protein and data resolution.
Moreover, even if there are various outstanding refinement pro-
grams, the convergence range of the atomic coordinates of refine-
ment is narrow, as the ratio of the protein crystal diffraction data to
refinement parameters is small. If the model does not match the
electron density map well or if there are some missing parts, manual
fitting and building with a computer graphics program is necessary
after refinement calculation (Fig. 10). This manual intervention
requires a great deal of expertise in crystallography. Furthermore,
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each protein/nucleic acid residue must be checked one by one in
each cycle of refinement; therefore, refinement is a time-consuming
step in the structure determination process.

The Coot [16] computer graphics program has been developed
to become powerful for fitting and partly model building. How-
ever, perfecting manual operation is considerably dependent on the
operator’s skill level, particularly in the cases of relatively low-
resolution and huge molecules. If manual intervention can be
automated, it will certainly speed up and save labor for structural
analysis. We have developed an automatic refinement software
package called LAFIRE (local correlation-coefficient-based auto-
matic fitting for refinement) to realize manual intervention-free
refinement [9, 10]. This software package is designed to perform
the whole process of protein/nucleic acid structural refinement
automatically with the PHENIX_refine, REFMAC5, BUSTER,
or CNS refinement programs from an initial model that can be
approximate, fragmentary, or even only a main chain. A fully or
semi-automatic refinement process can be realized within a few
hours or days using LAFIRE.
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Chapter 17

NMR Structural Biology Using Paramagnetic
Lanthanide Probe

Tomohide Saio and Fuyuhiko Inagaki

Abstract

We describe the recent development in nuclear magnetic resonance (NMR) equipped with paramagnetic
lanthanide probe. Paramagnetic lanthanide probe provides long-range (~40 Å) distance and angular
information that can be exploited in structure determination of large proteins and their complexes,
dynamics, ligand screening, and structure-based resonance assignment. Application of the paramagnetic
lanthanide probe is not limited to metal-binding proteins but becoming general by the use of lanthanide-
binding tags. We here illustrate the practical aspects of the experiments and analyses for the use of
paramagnetic lanthanide probe. Applications to protein-protein and protein-ligand structure determination
and ligand screening are also shown.

Keywords Paramagnetic lanthanide ion, Pseudocontact shift, Paramagnetic relaxation enhancement,
Residual dipolar coupling, Long-range restraint, Nuclear magnetic resonance, Protein structure,
Ligand screening, Protein-ligand complex, Lanthanide-binding peptide tag, Lanthanide-chelating tag

1 Introduction

One of the most important features of biomolecular NMR is the
structural information in atomic resolution. Nuclei in the molecule
placed in the magnetic field provide characteristic resonances to
magnetic environment, which is determined by chemical structure
and higher-order structure, and dynamics. Thus, NMR can be
exploited for three-dimensional structure determination and for
the analysis of interaction, protein folding, posttranslational modifi-
cation, structural change, and dynamics, at atomic resolution [1, 2].
Decades ago, application of biological NMR was limited to mole-
cules less than 20 kDa. Nowadays, however, proteins over several
hundreds of kDa [3–5] and membrane proteins [6–10] are within
the range of the target, owing to the improvement of the NMR
instrument as well as method development including deuterium
(2H) labeling [11], transverse relaxation-optimized spectroscopy
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(TROSY) [12], and paramagnetic lanthanide probe method that we
describe in this chapter.

Paramagnetic lanthanide ions fixed in proteins provide plenty
of structural information that can improve both quality and effi-
ciency of the structural analysis by NMR.While nuclear Overhauser
effect (NOE), one of the most important methods used in protein
structural analysis, gives short-range (~5 Å) distance information,
paramagnetic lanthanide probe provides long-range (~40 Å) quan-
titative distance and angular information. This long-range informa-
tion is powerful in the structure determination of larger proteins
and their complexes. Structural analysis of the large proteins and
complexes is generally time-consuming and requires much effort,
due to difficulty in collecting a sufficient number of NOE restraints
for high-quality structure determination. Especially shortage of
intermolecular and/or inter-domain restraints can be a major
issue in the analysis, but paramagnetic lanthanide probe provides
a solution for this issue. Geometrical information by paramagnetic
lanthanide probe can be alternatively used to speed up the analysis
[13–15] or can be combined with local information from NOE to
obtain more accurate and precise structure [16–20]. Recent devel-
opment in the computational methods achieved de novo protein
structure determination by paramagnetic restraints without any
known structure or NOE restraint [21–24]. Structure determina-
tion is not an only application of the paramagnetic lanthanide
probe. Quantitative long-range information of the paramagnetic
lanthanide probe by simple and rapid analysis enables its application
to ligand screening [25–27], dynamics analysis [28, 29], character-
ization of structural changes [30], and structure-based resonance
assignment [31, 32]. Despite its fruitful information, paramagnetic
lanthanide probe is not yet widely applied, because of special tech-
niques required in sample preparation, NMR measurement, and
analysis. Here we describe the practical aspects needed in the appli-
cation of the paramagnetic lanthanide probe to protein structural
analysis by NMR.

1.1 What Kind of

Information Does

Paramagnetic

Lanthanide Probe

Provide?

By the use of paramagnetic lanthanide probe, one can obtain vari-
ous kinds of long-range structural information: distance and angu-
lar information from pseudocontact shift (PCS), angular
information from residual dipolar coupling (RDC), and distance
information from paramagnetic relaxation enhancement (PRE)
[33]. These paramagnetic effects can be observed simultaneously
once a paramagnetic lanthanide ion is attached to the target protein
[34]. Among them the most useful effect is PCS, since PCS pro-
vides accurate long-range distance and angular information by
simple and quick NMR experiments. PCS is a chemical shift change
that depends on the relative location of the observed nucleus to the
lanthanide ion (Fig. 1). PCS arises from through-space interactions
with the unpaired electrons of the paramagnetic lanthanide ion and
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can be observed within the range of 40 Å from the ion [17]. PCS
isosurface, which visualizes PCSs as shells of a constant PCS value,
shows that the PCS values depend on the spatial location of the
observed nuclei relative to the paramagnetic lanthanide ion
(Fig. 1b). Thus, PCS values contain distance and angular informa-
tion of the nuclei, as represented by Eq. (1)

ΔδPCS ¼ 1

12πr3
Δχaxð3cos 2θ � 1Þ þ 3

2
Δχrhsin

2θcos 2ϕ

��
ð1Þ

where ΔδPCS is the pseudocontact shift; r, θ, and ϕ are the polar
coordinates of the nucleus with respect to the principal axes of the
magnetic susceptibility tensor; and Δχax and Δχrh are the axial and
rhombic components of the magnetic susceptibility tensor
(Table 1), as defined by Eq. (2):

Δχax ¼ χzz �
χxx þ χyy

2
, and Δχrh ¼ χxx � χyy ð2Þ

Paramagnetism of lanthanide ions comes from the unpaired elec-
trons in 4f orbital (Table 1). The 4f electrons are located inside of
the 5s and 5p electrons and shielded from ligands. Consequently,
the 4f electrons take no part in bonding, and thus the chemical
properties of the lanthanides ions are similar to each other. On the
other hand, magnetic properties of the lanthanide ion vary among
the ions [35, 36]. Different lanthanide ions indicate various

Fig. 1 (a) Overlay of 1H-15N-HSQC spectra of 15N-labeled LBT-GB1 (two-point anchored) in complex with La3+

(gray), Er3+ (green), Tm3+ (blue), and Tb3+ (orange). Chemical shift difference between paramagnetic ion (Er3+,
Tm3+, or Tb3+) and diamagnetic lanthanide ion (La3+) is PCS. (b) Schematic representation of structural
information provided by PCS, drawn on the PCS isosurface depicting the PCSs of �2.5 and �0.6 ppm,
induced by Tb3+ fixed in LBT-GB1 (2rpv.pdb [20]). Blue and red surfaces indicate the special locations of
positive and negative PCSs, respectively
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magnitudes and signs of the Δχ-tensor due to the difference in the
number of 4f electrons (Table 1). The lanthanide ions with smaller
magnitudes of the Δχ-tensor generate smaller PCS, but at the same
time they generate less PRE, which is suitable to obtain the struc-
tural information close to the ion. The lanthanide ions with larger
magnitudes of Δχ-tensor provide stronger PRE as well as PCS,
where signals near the ion become too broad to be detected, but
PCS can reach to the nuclei far away from the ion. There are also
diamagnetic lanthanide ions (La3+ and Lu3+) to serve diamagnetic
references. This is important because all paramagnetic effects are
measured as the difference between the data sets measured in the
paramagnetic and diamagnetic states. In contrast to other paramag-
netic lanthanide ions having faster electron relaxation time
(10�12–10�13 s), gadolinium ion (III) has the longest electron
relaxation time (10�8–10�9 s) and generates strong PRE through
dipole-dipole relaxation mechanism while provides no PCS. PRE
caused by Gd3+ is stronger than those caused by nitroxide spin
labels and as strong as those arising from Mn2+, reaching up to

Table 1
Electron configurations and ionic radii of the lanthanides

Electron configuration Radius (pm) Paramagnetic effects

Atom Ln3+ Atom Ln3+ χb Δχαx / Δχrh b

La [Xe]a 5d1 6s2 [Xe] 187.7 103.2 – –

Ce [Xe] 4f1 5d1 6s2 [Xe] 4f1 182.5 101.0 5.6 2.1/0.7

Pr [Xe] 4f3 6s2 [Xe] 4f2 182.8 99.0 11.2 3.4/2.1

Nd [Xe] 4f4 6s2 [Xe] 4f3 182.1 98.3 11.4 1.7/0.4

Pm [Xe] 4f5 6s2 [Xe] 4f4 181.0 97.0 – –

Sm [Xe] 4f6 6s2 [Xe] 4f5 180.2 95.8 0.6 0.2/�0.1

Eu [Xe] 4f7 6s2 [Xe] 4f6 204.2 94.7 ~6 �2.3/�1.6

Gd [Xe] 4f7 5d1 6s2 [Xe] 4f7 180.2 93.8 55.1 0/0

Tb [Xe] 4f9 6s2 [Xe] 4f8 178.2 92.3 82.7 42.1/11.2

Dy [Xe] 4f10 6s2 [Xe] 4f9 177.3 91.2 99.2 34.7/20.3

Ho [Xe] 4f11 6s2 [Xe] 4f10 176.6 90.1 98.5 18.5/5.8

Er [Xe] 4f12 6s2 [Xe] 4f11 175.7 89.0 80.3 �11.6/�8.6

Tm [Xe] 4f13 6s2 [Xe] 4f12 174.6 88.0 50.0 �21.9/�20.1

Yb [Xe] 4f14 6s2 [Xe] 4f13 194.0 86.8 18.0 �8.3/�5.8

Lu [Xe] 4f14 5d1 6s2 [Xe] 4f14 173.4 86.1 � �
a[Xe] ¼ 1s2 2s2 2p6 3s2 3p6 3d10 4s2 4p6 4d10 5s2 5p6

bχ, Δχax, and Δχrh values are in 10-32 [m3] [35, 36]
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35 Å distance from the ion. A wide variety of paramagnetic effects
can be observed by the use of several kinds of lanthanide ions. This
is one of the advantages of the lanthanide probe method over the
methods using other paramagnetic ions or spin labels.

1.2 How Can

Paramagnetic

Lanthanide Probe Be

Applied to Non-

metalloproteins?

For the application of the lanthanide probe, lanthanide ion has to be
fixed in a protein frame. Due to lack of an efficient method to attach
the ion onto a protein, the paramagnetic lanthanide probe method
was limited to metal-binding proteins, by replacing their natural
metals such as calcium and magnesium to a lanthanide. The studies
on metalloproteins have established a number of useful applications
to protein structural/interaction analysis, for example, PCS-based
structure refinement [16–19], structure determination of a protein-
protein complex [13] and protein-ligand complex [27], conforma-
tional and dynamical analysis of multidomain proteins [28, 29], and
structure-based NMR signal assignment [31, 34]. Application of the
paramagnetic lanthanide probe to non-metalloproteins requires a
rigid lanthanide-binding tag, because mobility of the tag reduces
the anisotropic paramagnetic effect of the lanthanide ion, losing
accuracy and reliability of the structural information. For this pur-
pose, several lanthanide-binding tags have been developed. They are
classified into two types: lanthanide-binding peptide tags and
lanthanide-chelating reagents. Peptide tags can be attached to a
target protein through N- or C-terminal fusion [37–40], through a
disulfide bond [41, 42], or through double anchoring via N- or C-
terminal fusion and a disulfide bridge [14, 20, 25, 43]. Chelating
reagents can be attached through disulfide bond(s) [44–55] or by
the introduction of unnatural amino acid of p-azido-L-phenylalanine
(AzF) conjugated to the tag via triazole [56]. We here describe the
details about two major tags: Caged Lanthanide NMR Probe 5
(CLaNP-5) [54, 55] and two-point anchored lanthanide-binding
peptide tag (LBT) [14, 20, 25, 43].

1. CLaNP-5

In addition to the mobility, another major problem for syn-
thetic tags is peak splitting due to enantiomeric conformer of
the lanthanide-substituted tag. Keizers et al. [54, 55] have
successfully overcome these issues with CLaNP-5, where two
pyridine-N-oxides are introduced to the DOTA-based chelat-
ing tag having two arms for disulfide bridges with protein
(Fig. 2a). Double linkage of the tag in C-2 symmetric architec-
ture enables strong paramagnetic effect without peak splitting.
When two cysteine mutations are properly designed on the
protein, CLaNP-5 tag is efficiently ligated to the target protein
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by mixing the reagent with the protein solution. Another
advantage of CLaNP-5 is flexibility in the position of the tag:
the tag can be introduced basically anywhere on the surface of
the protein.

2. Two-point anchored LBT
Despite the attractive feature of the synthetic tags, they are not
widely used so far, mainly due to the limited availability of the
tag. The compound derived from multiple steps of synthetic
reactions is not always easy for molecular biologists to prepare
by themselves. Saio et al. [20] reported a rigid and easily
available lanthanide-binding tag: two-point anchored
lanthanide-binding peptide tag where lanthanide-binding pep-
tide (CYVDTNNDGAYEGDEL) derived from the EF-hand
motif and optimized for lanthanide binding [41, 42, 57, 58]
is attached to the target protein via two anchoring points, a
disulfide bridge and an N- or C-terminal fusion (Fig. 2b). The
sample preparation is simple and efficient. The LBT sequence is
fused to N-/C-terminus of a target protein with a spacer con-
sisting of three to five amino acids [20, 43], and one cysteine
residue is introduced to the surface of the protein by mutagen-
esis. After protein preparation in the reduced condition, the
disulfide bridge between the cysteines at the terminus of the tag
and on the surface of the protein is efficiently formed by the
addition of 5,50-dithiobis(2-nitrobenzoic acid) (DTNB). Two-
point anchoring of LBT suppresses the mobility of the tag,
providing strong paramagnetic anisotropic effects that can be
used for structural analysis of protein-protein [14, 43] and
protein-ligand complexes [25] and resonance assignment.
The Kd between lanthanide ion and LBT is ~50 nM [57],
which is strong enough to generate significant paramagnetic

Fig. 2 (a) Chemical structure of CLaNP-5 [54, 55]. (b) Scheme of the two-point attachment of the LBT [20].
LBT is fused to the target protein with a spacer consisting of three to five amino acids, and second anchoring
point is made by disulfide bond between Cys residues at the N-terminus of LBT and on the surface of the
protein

320 Tomohide Saio and Fuyuhiko Inagaki



effects but at the same time is not too strong to exchange the
lanthanide ion between experiments.

Paramagnetic lanthanide probe now can be applied to non-
metalloproteins by the use of the lanthanide-binding tags
including CLaNP-5 and the two-point anchored LBT. In this
chapter we describe practical aspects of the experiments and
analyses for the use of paramagnetic lanthanide probe with
paramagnetic lanthanide tag, especially two-point anchored
LBT. Though the process of the attachment of the tag is
different depending on the tag, other procedures including
measurement of PCS, tensor analysis, and structure calculation
are common to all applications.

2 Materials

2.1 Stock Solutions

of Lanthanide Ions

1. Lanthanide chloride is dissolved in water or NMR buffer at a
concentration of 5 mM.

2.2 Minimal Media

for Isotope Labeling

1. M9 salts: 6.8 g Na2HPO4, 3.0 g KH2PO4, 0.5 g NaCl, 1 g
15NH4Cl.

2. 1 M MgSO4.

3. 0.1 M CaCl2.

4. 5 mg/mL thiamin.

5. [2H13C] glucose.

6. [2H] glucose.

7. [3-Methyl-13C; 3,3-2H2] α-ketobutyrate (Cambridge Isotope
Laboratories, Andover, MA, cat. no. CDLM7318).

8. [3-Methyl-13C; 3,4,4,4-2H4] α-ketoisovalerate (Cambridge
Isotope Laboratories, cat. no. CDLM7317).

9. [Methyl-13C] L-methionine (Cambridge Isotope Laboratories,
cat. no. CLM206).

10. [3-13C; 2-2H] L-alanine (Cambridge Isotope Laboratories,
cat. no. CDLM8649).

11. 1 M isopropyl β-D(-)-thiogalactopyranoside (IPTG).

2.3 Software for

Tensor Calculation

1. Numbat [59]: http://www.nmr.chem.uu.nl/~christophe/
numbat.html

2. Echidna [60]: http://www.nmr.chem.uu.nl/~christophe/
echidna.html

3. Olivia: http://fermi.pharm.hokudai.ac.jp/olivia/ (Yokochi
et al.)

4. FANTASIAN [61, 62]
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2.4 Software for

Matrix Calculation

1. MATLAB: MathWorks, Natick, MA

2. FreeMat: http://freemat.sourceforge.net
2.5 Tools for the

Preparation of Xplor

Input Files

1. HIC-Up server [63]: http://xray.bmc.uu.se/hicup/

2. PRODRG2 server [64]: http://davapc1.bioch.dundee.ac.uk/
cgi-bin/prodrg

3. VEGA ZZ [65]: http://nova.colombo58.unimi.it/cms/
index.php?Software_projects:VEGA_ZZ

4. VEGA ZZ server: http://nova.colombo58.unimi.it/vegawe.
htm

3 Methods

Here, we describe a procedure to utilize paramagnetic lanthanide
probe method with non-metalloproteins, lacking metal-binding
site, by the use of two-point anchored LBT. The protocol consists
of construct design and optimization, sample preparation, NMR
measurement, and analysis. We also describe an application of the
paramagnetic lanthanide probe to structure determination of
protein-protein complex and to ligand screening and drug design.

3.1 Construct Design

for the Attachment of

the Lanthanide-

Binding Tag

The LBT sequence consisting of 16 amino acids,
CYVDTNNDGAYEGDEL, is fused to N- or C-terminus of the
target protein where surface-exposed cysteine is also introduced by
site-directed mutagenesis (Fig. 2b).

1. Fuse LBT sequence to N- or C-terminus of the target protein
(see Note 1), with a spacer consisting of 3–5 amino acids by
megaprimer method [66] (see Note 2). The optimal length of
the spacer tends to be 3–4 a.a. when the Cα distance between
the terminal residue and cysteine is around 5 Å and 4–5 a.a.
when the Cα distance is around 10 Å (Table 2) [43] (see Note
3). The amino acid composition of the spacer is arbitrary.

2. Pick one residue whose side chain is exposed but backbone
forms a rigid structure, e.g., forms secondary structure, and
mutate it to cysteine by site-directed mutagenesis. If the

Table 2
Spacer length between the two-point anchored LBT and target proteins and the distance between the
Cα atoms of N-terminus residue of the target and the anchoring residue disulfide bond

Anchoring point Cα atom distance (Å) Minimal spacer length References

GB1 M1-E19C 6.1 3 [20]

p62 PB1 domain S3-C26 6.0 3 [14]

FKBP12 V2-T75C 5.6 3 [43]

Grb2 SH2 domain W60-M73C 9.9 4 [25]
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protein originally contains exposed cysteines (seeNote 4), these
need to be mutated into another amino acid.

3.2 Preparation of

LBT-Attached Protein

1. The protein containing LBT needs to be purified in reduced
conditions (see Note 5). Purify the protein in the presence of
~1 mM dithiothreitol (DTT) or 2-mercaptoethanol, except at
final gel filtration step. To avoid contamination of metal ions
from the medium that may bind to LBT, add EDTA to the
sample and/or buffer before final gel filtration.

2. After gel filtration using a buffer lacking reducing reagent or
EDTA, dilute the protein to 20 μM or less and incubate the
protein with 1 mMDTNB for 2 h at room temperature to form
an intramolecular disulfide bond.

3. Dialyze the protein to remove free DTNB, followed by buffer
exchange into NMR buffer (see Note 6) using concentrator.

4. Formation of intramolecular disulfide bridge as well as the
absence of intermolecular disulfide bridge can be verified by
SDS-PAGE in nonreducing condition and byNMR (seeNote 7).

5. Add 1 equivalent of lanthanide ion from 5 mM stock solution
to the sample (see Note 8).

6. Validate the construct design based on NMR spectra for dia-
magnetic and paramagnetic state. If the construct is properly
designed, all of the diamagnetic resonances except from the
region around the anchoring points should match to those of
the original protein. Also, you should observe only a single set
of paramagnetic resonances without peak splitting or global
severe peak broadening.

3.3 Preparation of

Stable Isotope-Labeled

Protein

Use of the appropriate isotope labeling is inevitable for advanced
NMR analysis. Especially in the analysis of paramagnetic lanthanide
probe, residue-specific and/or atom-specific labeling is quite useful
to reduce spectral complexity and ambiguity. We here describe a
standard protocol for (i) uniform 2H/15N/13C-labeling, (ii)
residue-specific 15N-labeling or inverse labeling, and (iii) methyl-
specific protonation in deuterated background.

(i) Preparation of uniform 2H/15N/13C-labeled proteins

For backbone resonance assignment, the sample needs to be
labeled with 13C and 15N. Triple labeling (2H/15N/13C) is
useful for protein above 20 kDa. The protocol for uniform
2H/15N/13C-labeling is described below, but this can be
extended to uniform 15N/13C- or 15N-labeling by replacing
2H2O and 2H/13C-glucose with 1H2O and 1H/13C-glucose,
or 1H2O and 1H/12C-glucose, respectively.
1. Inoculate a sterile 50 mL tube containing 5 mL of LB

medium in 70 % 2H2O and incubate with shaking at 37 �C
for 4–6 h.

NMR Structural Biology Using Paramagnetic Lanthanide Probe 323



2. Transfer 100–200 μL of the media to a sterile 250 mL flask
containing 50 mL of 2H/13C/15N-M9medium and incu-
bate with shaking for ~16 h.

3. Pellet the cells at 3,000 g for 5 min.

4. Resuspend the cells in 1 L of M9 medium containing
2H2O and M9 salt supplemented with 1 mM MgSO4,
0.1 mM CaCl2, 5 mg/L of thiamin, 2 g/L of 2H/13C-
glucose, and appropriate antibiotic.

5. Incubate with shaking at 37 �C for 4–6 h until
OD600 ¼ ~0.4.

6. Refrigerate the medium at 15–25 �C 30 min before the
induction.

7. Add IPTG at the final concentration of 0.1–1.0 mM, and
continue the culture with shaking at 15–25 �C for ~16 h.

(ii) Preparation of residue-specific 15N-labeled or inversely labeled
proteins

NMR spectra of the protein attached with paramagnetic lan-
thanide ion show large PCSs (Fig. 1a), and sometimes it is
difficult to track all of the shifts. Residue-specific 15N-labeling,
where only selected amino acid types give resonances on
1H-15N-HSQC spectra, or inverse labeling, where the reso-
nances from selected types of the amino acids are suppressed
on the spectra, simplifies the spectra, thus making it easier to
assign the shifted resonances.
1. Inoculate a sterile 50 mL tube containing 5 mL of LB

medium and incubate with shaking at 37 �C for 4–6 h.

2. Transfer 100–200 μL of the media to a sterile 250 mL flask
containing 50 mL of M9 medium and incubate with shak-
ing for ~16 h.

3. Pellet the cells at 3,000 g for 5 min.

4. Resuspend the cells in 1L of M9 medium containing M9
salt supplemented with 1 mM MgSO4, 0.1 mM CaCl2,
5 mg/L of thiamin, 2 g/L of glucose, and appropriate
antibiotic. For residue-specific 15N-labeling, use 1 g/L of
14NH4Cl, 50 mg/L of 15N-labeled amino acid(s), and
500 mg/L of each unlabeled amino acid. Unlabeled
amino acids are added from the beginning of the culture,
and labeled amino acid(s) are added 1 h before protein
induction. For inversely labeled protein, use 1 g/L of
15NH4Cl and 500 mg/L of unlabeled amino acid(s). Unla-
beled amino acids are added 1 h before protein induction.

5. Incubate with shaking at 37 �C for 4–6 h until
OD600 ¼ ~0.4.

6. Refrigerate the medium at 15–25 �C 30 min before the
induction.
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7. Add IPTG at the final concentration of 0.1–1.0 mM, and
continue the culture with shaking at 15–25 �C for ~12 h
(see Note 9).

(iii) Preparation of deuterated proteins with methyl-specific
protonation
1. Inoculate a sterile 50 mL tube containing 5 mL of LB

medium in 70 % 2H2O and incubate with shaking at 37 �C
for 4–6 h.

2. Transfer 100–200 μL of the media to a sterile 250 mL flask
containing 50 mL of 2H15N-M9 medium and incubate
with shaking for ~16 h.

3. Pellet the cells at 3,000 g for 5 min.

4. Resuspend the cells in 1 L of M9 medium containing M9
salt supplemented with 1 mM MgSO4, 0.1 mM CaCl2,
5 mg/L of thiamin, 2 g/L of 2H-glucose, and appropriate
antibiotic.

5. Incubate with shaking at 37 �C until OD600 ¼ ~0.4.

6. Add 50 mg/L of α-ketobutyrate (3-methyl-13C, 3,
3-2H2), 85 mg/L of α-ketoisovalerate (3-methyl-13C,
3,4,4,4-2H4), and 50 mg of [methyl-13C] L-methionine
1 h before the induction. Add 50 mg/L of [2-2H, 3-13C]
L-alanine 30 min before the induction.

7. Refrigerate the medium at 15–25 �C 30 min before the
induction.

8. Add IPTG at the final concentration of 0.1–1.0 mM, and
continue the culture with shaking at 15–25 �C for ~16 h.

3.4 Measurement of

Paramagnetic Effects

We here describe how to measure PCSs that give the most useful
information in protein structural analysis. All of the paramagnetic
effects are measured by the comparison between paramagnetic and
diamagnetic state. As discussed in introduction, two ions in lantha-
nide group, La3+ and Lu3+, are diamagnetic thus are used as a
reference. PCS is chemical shift change induced via through-space
interaction between observed nuclei and electrons in lanthanide
ion. The most popular way to measure PCS is to use two-
dimensional NMR spectra (Fig. 1a):

1. Prepare NMR samples of LBT-attached protein, containing 1
equivalent of a lanthanide ion. At least two samples are
required: one containing paramagnetic lanthanide ion and
one containing diamagnetic lanthanide ion as a reference. It is
useful to use multiple paramagnetic lanthanide ions, including
ones having weaker as well as stronger paramagnetic effect
(Fig. 1a) (Table 1) (see Note 10).

2. Acquire 2D NMR spectra for each sample. 1H-15N-HSQC is
often used for the observation of backbone PCSs.

3. Assign shifted resonances based on the resonance assignment
made for diamagnetic protein. On the overlaid spectra, the
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shifted resonances from the same nucleus align in a straight line
(Fig. 1a) (see Note 10).

4. Subtract the chemical shift of diamagnetic resonance from that
of paramagnetic resonance, to obtain PCS. In the case of
backbone HSQC spectra, PCS values both for 1HN and 15N
are obtained.

3.5 Determination of

Δχ-Tensor
Δχ-tensor is anisotropic component of magnetic susceptibility ten-
sor and is responsible for the characterization of anisotropic para-
magnetic effects including PCS and RDC. Determination of Δχ-
tensor is essential for the quantitative use of the anisotropic para-
magnetic effects. Given the availability of three-dimensional struc-
ture of the protein, Δχ-tensor can be determined in principle based
only on eight PCS values where the parameters Δχax, Δχrh, Euler
angles (α, β, γ), and metal position (x, y, z) are determined. A larger
number of PCSs enable more reliable analysis, but PCSs from the
flexible region of the protein (e.g., loop or terminal region) can
disturb the fitting. PCSs should be collected from the resonances
from the rigid region of the protein. PCS-based tensor fitting is
supported by several programs such as Numbat [59], Echidna [60],
and Olivia (Yokochi et al. http://fermi.pharm.hokudai.ac.jp/
olivia/). Although the details of the operation differ from program
to program, the basic procedure is common as described below:

1. Prepare a table of PCSs and 3D coordinates of the protein
(.pdb). The coordinate should contain hydrogen if the PCS
table contains proton PCSs.

2. Perform tensor fitting. PCSs from flexible region should be
avoided. The fitting often depends on starting parameters, thus
put approximate values for parameters such as Δχax, Δχrh, and
metal position (x, y, z) (see Note 11). Tensor fitting based on
the data from multiple lanthanide ions makes the result more
reliable since one can reduce variables assuming that all of the
lanthanide ions attached to the same tag have shared metal
position (x, y, z).

3. Once the reasonable tensor parameters are obtained, back cal-
culate PCS values. Check the correlation between calculated
and observed values (Fig. 3b) to see if there is any
misassignment.

4. The PCSs from crowded regions can be additionally assigned
with the reference of calculated PCS.

5. Fit the tensor based on the updated PCS table. Although γ
term in Euler angle tends to vary by lanthanide ion, the lantha-
nide ions in the same tag generally have similar α and β that
represent the angle of χzz axis (Fig. 3a) (Table 3) (see Notes 12
and 13).
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Fig. 3 Δχ-tensor determination for LBT-Grb2 [25]. (a) Orientation of the principal axes of the Δχ-tensors of
Dy3+, Tb3+, Er3+, and Tm3+ in complex with LBT-Grb2, visualized in Sanson-Flamsteed projection. The plots
show the points where the principal axes of the Δχ-tensor penetrate the sphere. One hundred sets of plots
represent the result of Monte Carlo analysis using the 100 partial PCS data sets in which 30 % of the input
data were randomly deleted. (b) Comparison between experimental and back-calculated PCS of backbone
amide protons observed in LBT-Grb2 in the presence of Tb3+ and Tm3+

Table 3
Δχ -tensor parameters for lanthanide ions in complex with LBT-Grb2

Dy3+ Tb3+ Er3+ Tm3+

Δχaxa 22.7 � 1.3 29.2 � 1.7 �7.7 � 0.7 �17.5 � 1.6

Δχrha 17.6 � 0.7 16.9 � 0.5 �7.3 � 0.2 �17.1 � 0.5

αb 106 97 104 99

βb 57 52 57 65

γ b 53 34 36 27

aΔχax and Δχrh values are in 10�32 [m3], and error estimates were obtained by Monte Carlo protocol using 100 partial

PCS data sets in which 30 % of the input data were randomly deleted
bEuler angle rotations in ZYZ convention (degrees)

NMR Structural Biology Using Paramagnetic Lanthanide Probe 327



3.6 Use of the

Paramagnetic

Information in

Structural Analysis

Most of the major structure calculation software can now handle
paramagnetic restraints, such as PCS, RDC, and PRE. Patches for
paramagnetic restraints in structure calculation have been devel-
oped in Bertini’s group from the early stage: PARArestraints for
Xplor-NIH [67] and paramagnetic DYANA/CYANA [68]. These
patches enable the use of paramagnetic restraints along with stan-
dard restraints such as NOE distance restraints and dihedral angle
restraints. Recently more andmore software have been upgraded so
that they can incorporate paramagnetic restraints in the calculation.
For example, paramagnetic restraints are implemented in
CYANA3.0 [69], HADDOCK [70], and PCS-ROSETTA [23].
Here, we will describe, as an example, the details of the structure
calculation of protein-protein complex by rigid-body minimization
by Xplor-NIH [71] equipped with PARArestraints for Xplor-NIH
[67] (http://www.cerm.unifi.it/softwares/para-restraints-for-xplor-
nih) that has been frequently used in the structure determination of
metalloproteins [36, 72, 73] and proteins attached with lanthanide-
binding tags [14, 26, 40, 43, 74]. Examples of the Xplor script are
available in the previous reports [14, 26, 43]:

1. Attach two-point anchored LBT to one of the proteins in the
complex as described in the Sects. 3.1 and 3.2.

2. Observe PCSs for both of the proteins in the complex as
described in the Sect. 3.4.

3. Determine the tensor parameters including the metal position
based on the PCSs observed for the protein containing LBT
(see Note 14), as described in the Sect. 3.5.

4. Set up pseudo-atoms representing tensor axes and an atom for
the paramagnetic lanthanide ion. Use of the multiple sets of
PCS data from different paramagnetic lanthanide ions requires
multiple sets of tensor axes. All of the origins of the tensor axes
should match to the position of the lanthanide ion which is
determined in the tensor fitting.

5. Randomize the relative orientation of the proteins; the coordi-
nates of the protein having paramagnetic lanthanide are held
fixed, while the binding partner is treated as rigid body so that
the protein can be freely rotated and translated.

6. Starting from randomized position, dock the proteins using
PCSs observed for both of the proteins in the complex (Fig. 4).
Due to the symmetric nature of the Δχ-tensor (Fig. 1b), the
result may have degenerated solutions where the protein is
located at multiple positions that equally satisfy PCS restraints
(Fig. 5) [14, 43]. Since only one of the solutions generally has
physical contact between the proteins, the degeneracy can be
overcome by the use of contact-surface restraint derived from
chemical shift perturbation mapping (Fig. 4a) [14] or a couple
of intermolecular NOEs if available (see Note 15). This
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degeneracy also can be overcome by the use of two or more sets
of PCS data with lanthanide-binding tags introduced at differ-
ent positions or simply by the use of data sets from two-point
anchored LBT with different spacer lengths [43] (seeNote 16).

Fig. 4 PCS-driven rigid-body docking of the p62 PB1 D67A/D69R (DR) mutant and K7E/R94A (KE) mutant [14].
(a) Chemical shift perturbation of backbone amide groups of KE upon the complex formation with LBT-DR at a
ratio of 1:1. The clustered residues indicating large chemical shift perturbation are colored in red. The residues
colored in red are defined as “contact residues” in the calculation. (b) The docking structure of the DR/KE
complex, calculated based on PCSs derived from Tm3+ and Tb3+ as well as contact-surface restraints. The ten
lowest-energy structures are superimposed. The average backbone rmsd was 0.31 Å. The metal position is
represented as a sphere
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3.7 Application of

the Paramagnetic

Lanthanide Probe to

Ligand Screening and

Drug Design

Lanthanide-induced long-range paramagnetic effects are also useful
in ligand screening and drug design, especially in fragment-based
drug design (FBDD) where small simple compounds (fragments)
are screened for binding to a target protein, and the hit compounds
are then optimized to increase their affinity. For efficient FBDD, it
is inevitable to obtain structural information on the ligand-protein
complex, even for weakly bound ligands. Despite its reliability in
the detection and evaluation of the binding, NMR especially with
NOE-based conventional approach requires much effort and time
to determine the structure of protein-ligand complex. Here para-
magnetic lanthanide probe can make it shorter and simpler. Once
the paramagnetic center is introduced to the target protein, one can
exploit both of PRE and PCS by the use of appropriate lanthanide
ions. Saio et al. proposed a hybrid method that screens ligands
bound to the target protein by gadolinium (III)-induced PRE,
followed by the rapid structure determination of protein-ligand
complex based on PCS [25]:

Fig. 5 The PCS-based docking between the FKBP12-rapamycin and FRB domains [43]. The degenerated
solutions due to the symmetry of Δχ-tensor were resolved by the use of the two sets of PCSs from the two
protein samples having different spacer lengths. The calculation based on PCSs from LBT-FKBP12 with three
residues (L3) or four residues (L4) as a spacer between LBT and FKBP12 resulted in the four degenerated
solutions due to the symmetric nature of Δχ-tensor. The degeneracy was resolved by the use of the two sets
of PCS data from LBT-FKBP12 with three and four spacer residues. These structures have an average
backbone rmsd of 0.2 Å
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1. Screening: Ligands bound to the target protein can be identi-
fied from compound mixture based on Gd3+- induced PRE.

(a) Load Gd3+ to LBT attached to the target protein, by the
addition of 1 eq. of Gd3+ (see Note 8). The anchoring
points for LBT should be designed so that the lanthanide
ion is located close (<25 Å) to the ligand-binding sites.
The sample should be prepared in 2H2O solution.

(b) Add ~0.1 eq of the protein containing Gd3+ into the
mixture of ~10 compounds dissolved in 2H2O, and
acquire 1H spinlock 1D NMR spectra [75, 76] with spin-
lock period of 10 or 200 ms (Fig. 6a). The compound
bound to the protein is identified by the signal reduction
due to Gd3+-induced PRE.

2. Structural analysis: The ligands identified in the screening step
are further analyzed, where the structure of the ligand-protein
complex can be rapidly determined based on PCSs [25–27,
40]. PCS restraints can be collected by replacing the Gd3+ ion
with other paramagnetic lanthanide ions, such as Tb3+, Tm3+,
and Dy3+, that have anisotropic magnetic susceptibility tensors.
Once Δχ-tensor parameters are determined for each lanthanide
ion based on the PCSs observed from the protein, PCSs from
the ligand can be readily translated into quantitative structural
information on the complex.
(a) Prepare two or more protein samples: one containing Lu3+

as a diamagnetic reference and the others containing Tm3+

or other paramagnetic lanthanide ions having anisotropic
magnetic susceptibility tensor. The sample should be
prepared in 2H2O solution.

(b) Titrate the protein into the compound dissolved in 2H2O
step by step and measure 1H 1D NMR spectra (Fig. 6b).

(c) In the case of the lower-affinity ligands, which are the
major targets in FBDD screening, the observed chemical
shift changes are the weighted averages of the free and
bound states because of the fast exchange process. The
chemical shift differences between the free and bound
states (Δδboundppm) of the ligand were calculated from
the curve fitting to observed chemical shift change
(Δδppm), using Eq. 3:

Δδppm¼Δδboundppm

½L�þ½P �þKd�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð½L�þ½P �þKdÞ2�4½L�½P �

q
2½L� , ð3Þ

where [L] and [P] are the concentrations of the ligand and protein,
respectively, and Kd is a dissociation constant (seeNote 17). PCS of
the bound state, PCSbound, is calculated by Eq. (4)
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Fig. 6 Application of paramagnetic lanthanide probe to ligand screening [25]. (a) 1H spinlock 1D NMR spectra
of the pYTN tripeptide in the presence of the other six compounds. The spectra were acquired with a spinlock
period of 10 ms or 200 ms in the presence of 0.2 eq. of LBT-Grb2 SH2 with Gd3+. The resonance from pYTN
peptide that binds to Grb2 SH2 is indicated by asterisk. (b) Selected region of the 1H NMR spectra of the pYTN
tripeptide, acquired during titration of LBT-Grb2 containing Tm3+. (c) The ten lowest-energy structures of
pYTN tripeptide in complex with Grb2 SH2 determined by PCSs. The yellow sphere represents the position of
the lanthanide ion. Phosphorylated Tyr, Thr, and Asn in the tripeptide are colored in blue, green, and orange,
respectively. Despite the moderate convergence of the peptide, the binding surface and the orientation of the
peptide well correspond to the X-ray crystal structure (d) of Grb2 SH2 in complex with a phosphorylated
peptide (PSpYVNVQN) (1jyr.pdb [79])
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PCSbound ¼ Δδboundppm parað Þ � Δδboundppm diað Þ; ð4Þ
where Δδboundppm(para) and Δδboundppm(dia) are the chemical shift
differences of the ligand upon the binding to the proteins loaded
with a paramagnetic and diamagnetic lanthanide ion, respectively.

(d) The ligand can be docked onto the protein based on the
calculated PCSs, following the procedure described in the
Sect. 3.6 (Fig. 6c) (see Notes 18 and 19).

4 Notes

1. In the case of N-terminal fusion of LBT, expression tag or
affinity tag can be cleaved without any artificial amino acid left
by TEV protease where the C-terminal Gly in the recognition
sequence (ENLYFQ/G) is substituted by Cys (Fig. 2b).

2. The LBT sequence can be easily cloned into the plasmid coding
the target protein, without any restriction enzyme site, by the
use of overlap extension PCR using megaprimers [66]. This
method consists of two PCR steps. In the first PCR, LBT
sequence is amplified by chimeric primers that have 30 end
complementary to LBT sequence and 5’ end complementary
to the plasmid of the protein. The PCR product is purified by
gel recovery and used as primers in the second PCR, where the
entire plasmid is amplified. The product of the second PCR
contains LBT sequence inserted into the plasmid of the protein.
The parental plasmid is digested by DpnI, followed by trans-
formation to E. coli.

3. The length of the spacer as well as the position of the Cys
mutation can be optimized by NMR spectra in the presence
of paramagnetic lanthanide ion such as Tm3+ and Yb3+. The
optimal constructs give significant PCS without peak doubling.
Peak doubling is an indication of shortage of the spacer.
Reduced PCS with broad signals means undefined paramag-
netic center, indicating too much spacer. The constructs also
can be evaluated based on melting temperature that is acquired
by differential scanning fluorimetry (DSF), differential scan-
ning calorimetry (DSC), or circular dichroism (CD) spectros-
copy [43].

4. Exposed cysteine can be detected by Ellman’s reagent
(DTNB). In the presence of exposed thiol group, the addition
of DTNB results in the dissociation of yellow-colored NTB2-

ion that is quantified with extinction coefficient of
14,150 M�1cm�1 at 412 nm wavelength.

5. Introduction of LBT and Cys mutation may affect the solubility
of the protein. However, the protein expressed in insoluble
fraction can be easily recovered by high-pressure refolding
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where 250 MPa of the hydrostatic pressure is applied to the
pellet resuspended in buffer containing reducing reagent for
~16 h [77]. Unlike traditional refolding method using chao-
tropic reagents such as urea or guanidine, hydrostatic pressure
refolding doesn’t fully unfold the protein.

6. Avoid phosphate for NMR buffer, since lanthanide ion binds to
phosphate group. MES and Tris buffers are often used.

7. Formation of intramolecular disulfide bridge is confirmed by
NMR in the presence of paramagnetic lanthanide ion. If intra-
molecular bridge is properly formed, the significance of overall
PCSs should be reduced by the addition of ~5 mM DTT, since
the release of disulfide bridge results in higher mobility of the
lanthanide ion that averages out anisotropic paramagnetic
effect.

8. Addition of concentrated solution of lanthanide ion sometimes
induces protein precipitation. Stock solution at lower
(5–10 mM) concentration is preferable.

9. Longer incubation after addition of IPTG may cause scram-
bling. Shorter incubation time (e.g., 12 h at 18 �C or 6 h at
25 �C) is recommended.

10. Since the 1H and 15N atoms of each amide group are close in
space, the PCS has similar ppm values in both 1H and 15N
dimensions. This linearity helps to track large PCSs induced by
strong paramagnetic lanthanide ions based on smaller PCSs
induced by weaker paramagnetic lanthanide ions (Fig. 1a).

11. The paramagnetic lanthanide ion ligated in the same coordina-
tion should give similar tensor parameters, given the
lanthanide-binding tag is well fixed in the protein frame. In
the case of LBT, the initial parameters for Δχax and Δχrh can be
taken from previous reports [14, 20, 25, 35, 41–43]. Initial
metal position can be set at one of the side-chain atoms of the
residue mutated to Cys for LBT attachment.

12. Most of the tensor fitting program defines the axes according
to |χzz| > |χyy| > |χxx|, which sometimes results in swapped
axes of χzz and χyy, especially for the lanthanide ions with higher
rhombicity such as Tm3+ and Yb3+. The swapped axes cause
apparently very different Euler angles compared to other lan-
thanide ions, even though the actual tensor axes are similar to
each other. The Δχax and Δχrh can be recalculated using
Eq. (1), by exchanging χzz and χyy. Euler angles also can be
updated by matrix calculation using MATLAB or FreeMat,
where the Euler angles are translated into matrix and then the
frame is rotated so that χzz axis is aligned with χyy. To avoid
complexity in Euler anger representation, the axis orientations
can also be visualized in Sanson-Flamsteed projection, in which
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points where the principal axes of the Δχ-tensor penetrate the
sphere are plotted (Fig. 3a).

13. Orientation of the principal axes of Δχ-tensor depends on the
atomic coordinates of the protein; a different pdb file of the
same protein gives different angles.

14. Xplor equipped with PARArestraints for Xplor-NIH uses van
Vleck units (vvu; m3/3.77 10�35) for Δχax and Δχrh.

15. In the use of chemical shift perturbation for contact-surface
restraints, interfacial residues are selected according to the
three criteria [14, 78]: (A) significant chemical shift perturba-
tion is observed upon complex formation, (B) at least one or
two atoms of the residue are exposed on the surface of the
protein, and (C) the selected residue is involved in a cluster of
residues on a contiguous, single binding surface. The contact-
surface restraints are set up as distance restraints between the
atoms of the selected residues of the protein and all atoms of
the binding partner using the r�6 averaging option [78]. For
the r�6 averaging option, the distance between selected sets of
atoms is averaged according to the equation:

d ¼
X
ij

r�6
ij

 !�1=6

ð5Þ

where rij represents the distance between the atom i in the
selected residues of the protein and atom j in all residues in
the binding partner. Averaging the minus 6th power of the
distance emphasizes the smaller distance values; thus, a restraint
is satisfied when at least one pair of the atoms locates close to
each other:

16. The degeneracy also can be resolved by the use of multiple PCS
data set with different metal positions and different directions
of the principal axes of Δχ-tensor, which can be obtained from
two-point anchored LBT with two different spacer lengths
(Figs. 2b and 5) [43]. Two-point anchored LBT allows at
least two sets of the spacer lengths: “minimum” and “mini-
mum plus one” (Table 2), resulting in two different sets of PCS
that suppress the degenerated solutions (Fig. 5c).

17. In order to obtain better fitting, Kd may need to be fixed. Kd

can be obtained by another experiment such as NMR titration
where the compound is titrated into the labeled protein, iso-
thermal titration calorimetry, fluorescence, and surface plas-
mon resonance.

18. Xplor-NIH calculation handling organic compound requires
several input files for the compound, such as topology file,
parameter file, and PSF file. Topology file (*.top) and parame-
ter file (*.par) can be generated from .pdb file of the compound
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on HIC-Up server. .pdb file can be generated from chemical
structure of the compound on PRODRG server. PSF file can be
generated by VEGA ZZ software or VEGA ZZ server.

19. Although the structure determined based on PCSs is less con-
verged compared to ones determined by standard method
using NOEs (Fig. 6c, d), the structure has enough resolution
to provide the binding site on the protein and orientation of
the ligand. The quality can be improved by the use of multiple
sets of PCSs obtained from the lanthanide-binding tags at
different positions [26].
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