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Dedicated to the late Prof. Yoh’ichi Tohkura



Forewords

The Japan Science and Technology Agency (JST) is a major organization in Japan
to promote science and technology policies and to provide research funds to
researchers mainly in academia in order to support innovative science and tech-
nology. CREST is one of the funding programs promoted by JST, and in the field of
Information and Communications Technologies, eight research areas are ongoing,
one of which is “Creation of Human-Harmonized Information Technology for
Convivial Society.” Under the Research Supervisor, Prof. Toyoaki Nishida, who
took over from the late Prof. Yoh’ichi Tohkura, 17 projects have been initiated.
I have served as a research advisor for two different areas, one of which is this area.
There are 17 highly advanced projects selected in the area. I noted as an advisor that
the important point of projects in this area is to focus on the technologies for
“convivial society.” There have been several element technologies studied up to
now such as virtual reality, augmented reality, robotics, sensing technologies, and
so on. These technologies have been rapidly progressing, but in order to realize a
convivial society, these element technologies should be combined and harmonized
based on the requirements for convivial societies. The chapters in this publication
can contribute to the creation of new theories, new architecture, new systems, and
the invention of advanced applications to provide convivial societies. Such societies
are required not only in the 2020s and 2030s, but in the 2040s, when “singularity of
artificial intelligence” is envisaged to be a reality.

Tomonori Aoyama
Professor Emeritus, The University of Tokyo

Visiting Professor, Keio University

A harmonization between human beings and machines is becoming a more
important function in daily life. The human-harmonized information technology
that can understand a human’s internal intentions will be able to realize healthy and
cultured living and good preparation for an aged society. Some interesting themes
of the human–machine harmonization have been explored by Prof. Tohkura and
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researchers in a CREST project. Chapters appearing in this book bring fascinating
results not only to the harmonized society but also to Cyber Physical Systems and
the Internet of Things.

Kazuo Asakawa
Fujitsu Laboratories, Ltd.

When the late Yoh’ichi Tohkura, Ph.D., started a field of research with the theme of
harmony between human beings and the information environment, “information
circulation” was emphasized as a key word that must never be forgotten. It not only
referred to the processing of information but also pointed out the importance of
feedback of the processed results to human beings. It expresses the idea that we
should consider comprehensively the nature of the information environment being
created, including “how” is “what feedback” given and whether the results will be
useful at all. This book is the first to discuss the information circulation from three
perspectives—with regard to people, information, and machines. The research
findings introduced here serve as a persuasive guide to the design of our infor-
mation society.

Eisaku Maeda
Vice President, Head of NTT Communication Science Laboratories

Technological singularity is widely considered as an Artificial Intelligence disaster
triggered by highly advanced information technology. This idea of an exclusive
relationship between human beings and machines is fascinating and seems to be a
relationship inspired by the old story of Frankenstein’s monster. The concept of
human–machine harmonization, advocated by Prof. Tohkura, considers both human
beings and machines as the necessary parts of the “information circulatory system”
in human-harmonized information technology. This book predicts the future
appearance of technological singularity that would not exclude humans; it will
create a harmonious relationship between humans and machines in the information
circulatory system. In the future, humanity will have its embodiment harmonized
between humans and machines.

Taro Maeda
Professor, Graduate School of Information Science and Technology, Osaka

University/Center for Information and Neural Networks, NICT

This book guides the reader through cutting-edge research trends anticipating the
way in which humans will live their lives in the rich information environments
of the near future, receiving intellectual assistance while they work, study, eat, and
have fun. The book’s chapters cover a wide range of topics, but the reader may find
that they come together under a coherent idea of looking ahead into the future. The
entirety of this book is related to a research field of JST CREST, one of the most
prestigious research grant schemes in Japan. This fact alone, however, does not
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fully account for the impression the book strikes on its readers. I am fond of the late
Prof. Tohkura’s stance in which a JST CREST research area should virtually
function as a national research institute, with the research supervisor acting as its
director. This was undoubtedly his role as the first research supervisor of the
“Creation of Human-Harmonized Information Technology for Convivial Society”
research area. From the beginning, he clearly showed his views regarding the
definition of a convivial society, as well as how human-harmonized information
technologies should be in such societies. In this regard, he emphasized that an
information environment should enhance humans’ intellectual capabilities. He
showed his strong and talented leadership and excellent discernment while selecting
all the research directors, who are responsible for each of the chapters in this book
now with the prominent research outcomes. Moreover, he, as well as his successor,
Prof. Nishida, continuously encouraged the research directors to not only pursue
their original research objectives, but also to actively seek the opportunity to discuss
and collaborate in joint research projects with other colleagues, in particular those
working in this research area. I can say that those stances resulted in great success.
I am sure the reader will enjoy going through every chapter.

Yôiti Suzuki
Professor, Research Institute of Electrical Communication, Tohoku University

Japan is becoming a super-aged society ahead of the rest of the world, and with it,
the number of persons who have cognitive disabilities is sharply increasing.
Moreover, persons who have developed visual or auditory function disorders or
communication disorders in their youth must keep living in a society while bur-
dened with a major handicap. Information technology (IT) compensates for
weaknesses in human information processing, and the hope has been that IT will
serve as a tool to assist those with language and/or communication disorders. While
it is said that current artificial intelligence (AI) has functions that exceed human
potential, we must wonder if it has become a technology that is beneficial to
everyone. There is also the chance that globalization of useful IT will even lead to
the homogenization of human thoughts and sensitiveness.

This project does not simply aim for IT that exceeds human ability for intelli-
gence, but explores the underlying potential and diverse functions of humans while
examining what IT should be, such as AI, for harnessing the potential and diverse
functions of humans. Through my own research I have experienced how the
underlying potential and diverse functions of humans can often surface for the first
time after persons develop a physical disability. Persons who have developed
language and/or communication disorders will try to converse through gestures or
tactile means, while elderly persons who have developed cognitive impairments
will increasingly try to convey something through facial expressions and gestures.
However, that is insufficient to properly communicate with others and leads to
social isolation, and society has yet to come up with a good approach for how to
assist these people.
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Fortunately, the researchers of the themes in this project have taken on the
challenge of elucidating information on the processing function that lies deep
within the brain; not just “intelligence”, but also “emotion” and “consciousness”
that lie in the background of intelligence. Furthermore, several of the themes feature
highly creative approaches, such as discovering the possibilities of humans from
new perspectives and helping to revive the aesthetic sense and spiritual cry that lie
deep within the brain during the course of evolution. I believe that these approaches
will contribute greatly to revealing and fostering human creativity, which are major
goals of the project.

This book summarizes the results to date of this project. For example, it
describes IT that grasps meanings conveyed by tactile means or movements in
addition to words, whereby a computer answers using expressions with universal
understanding. Persons with cognitive impairments and those with language and/or
communication disorders have been waiting for this technology, which will become
highly useful as a tool to promote their social participation. Additionally, research
that reveals and fosters human creativity could give rise to various arts, such as new
and yet familiar-sounding music that crosses racial and ethnic boundaries. This will
give the joy of creativity to humans and give new purpose to living. This book
describes how AI and IT should be developed, so that humans can truly understand
each other and share the joy of creativity, and describes many hints and approaches
for realizing this.

Professor Yoh’ichi Tohkura, the program officer for this project until 2014, was
a friend of mine for more than 40 years. We shared the same dream of creating IT
that is truly useful to humans, the kind described in this book. I hope that those of
you who also wish to realize the same dream will enjoy this book.

Tohru Ifukube
Professor Emeritus, Institute of Gerontology, The University of Tokyo
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Preface

The late Prof. Yoh’ichi Tohkura envisioned an information era in which information
is used to achieve harmony for cultivating human and social potential, and proposed
the idea of human-harmonized information technology. The vision was so fasci-
nating that the Japan Science and Technology Agency (JST) decided to launch a
EUR 40 million JST-CREST research area in FY2009 to substantiate a basic core of
his grand idea in 8 years. Participated in by 17 research teams, the project has been
actively working on building the human-harmonized information technology for
significantly activating the inner power of individuals and the society for evolving
creative life, and not just trying to passively follow their intentions. Although it was
a profound sorrow that Prof. Tohkura passed away in December 2013 after inten-
sively fostering the project in its infancy, the project kept growing after that tragedy
and started to bear fruit.

This book is the first of two volumes that describe the major outcomes obtained
from the JST-CREST research area on the creation of human-harmonized infor-
mation technology for a convivial society, as delineated above. The challenge
I tackled to assemble this book centered on uncovering not just hidden trails but
also trunk highways, the untold philosophy, to restore the strategy of technical
development toward a convivial society. To put it another way, I wanted to redraw
a big picture that would tell why we need to develop a new technology for trans-
forming the ongoing technical society into a convivial society, and moreover,
exactly what difference and contribution we have been attempting to bring about by
our human-harmonized information technology.

After nearly a couple of years of discussions, we have found that the idea of the
human and social potential beautifully explains everything. Even though the current
development of artificial intelligence would eventually release us from labors either
physical or informational, the individuals and society will need to find new styles
and ways of living for wellness in the new technology world. It is quite probable
that we may have to overcome a great deal of suffering to reestablish a conciliation
with technology, as the nature of our life and society to be brought about in a new
AI-geared technology might be drastically different from the conventional one we
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have been familiar with, and the change might be much faster and overwhelming
than we might have thought. It is evident that people will need to find a nontra-
ditional style of self-actualization and society will aspire to a new principle of
endorsing harmony.

Human potential is the power of an individual that enables her or him to actively
sustain an endeavor to achieve a goal in maintaining a social relationship with other
people. It involves vision, activity, sustainability, empathy, ethics, humor, and
aesthetic sense. Social potential is the power that a society of people possesses as a
whole. It encompasses generosity, supportiveness, conviviality, diversity, con-
nectedness, and innovativeness. We believe that human and social potentials
complement each other to enable conviviality, and that Prof. Tohkura focused on
human perception to explore the research into the human-harmonized information
technology on the road toward the convivial society. The framework of the
human-harmonized information technology centers on understanding and enhanc-
ing cognitive dynamics resulting in the interaction between pathos based on
embodied perception and logos based on modern civilization.

First, we have been shedding light on high-level but often tacit sensations in the
search for better scientific understanding and technological support. For example,
we have found that a sensation of presence results from complex dynamics over
multiple sensations and tactile information—for instance, a feeling of hugging plays
a critical role in convincing us of a presence. We have identified some tacit non-
verbal cues that help people a lot in dealing with interpersonal relationships. We
have also found that overtrust may result from an unconscious dependence on tacit
cues.

Second, we have been developing artificial systems that can recognize the world
in the way humans do. These new artifacts are useful in building a common ground
in human–artifact symbiosis, which may make human–artifact interaction both
proficient and reliable. The haptic sensation is a relatively new area of research.
Some research teams in our research area have worked on not only
high-performance recognition and production but also on integrating haptic sen-
sation techniques in a multi-modal interaction environment.

Third, we have worked on design and dissemination. Design is a key to applying
technology to produce satisfaction in society. Design encompasses activities of
inventing social activities to composing a solution to achieve a desired goal by
combining existing solutions and negotiating with the users for a consensus pos-
sibly with compromises in return for benefits. We have exploited the state-of-the-art
technology to design novel services ranging from information display to a life-long
infrastructure for food. Disseminating a tool is an important contribution from
research based on computer science. Dissemination has many aspects in common
with design, as tools need to be designed generically so they can fit into many
application scenes.

Finally, we placed much emphasis on longitudinal large-scale interactive display
at public places such as the National Museum of Emerging Science and Innovation
(Miraikan) as well as long-term sustained field trials, where we can not only reach
out to a large number of people with a broad background but also learn directly or
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indirectly from discussions on the spot where the technology is displayed. In this
book, each contribution lays much weight on discussing the philosophy, concepts,
and the implications underlying the project. The first volume, with the subtitle
Vertical Impact, includes the nine works resulting from the projects launched in
2009–2010, while the second, with the subtitle Horizontal Expansion, the eight
works from those launched in 2010–2011. Overall, the first concentrates more on
basic perception, while the second more on compositional aspects.

Kyoto Toyoaki Nishida
August 2015
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Chapter 1
Introduction to Human-Harmonized
Information Technology

Toyoaki Nishida

Abstract The JST-CREST research area on the creation of human-harmonized
information technology for a convivial society aims for the establishment of basic
technologies to achieve harmonybetween humanbeings and the information environ-
ment by integrating element technologies encompassing real-space communication,
human interfaces, and media processing. It promotes a trans-disciplinary approach
featuring (1) recognition and comprehension of human behaviors and real-space
contexts by utilizing sensor networks and ubiquitous computing, (2) technologies
for facilitating man-machine communication by utilizing robots and ubiquitous net-
works, and (3) content technologies for analyzing, mining, integrating, and structur-
ing multimedia data including those in text, voice, music, and images. It ranges from
scientific research on cognitive aspects of human-harmonized information processes
to social implementation that may lead to breakthroughs in the harmonious interac-
tions of human and information environments. This chapter presents the underlying
philosophy, background, core concepts, and major results obtained from the first half
of projects that were selected to pursue new findings in this research area.

Keywords Changingworld ·Computer and communication technology ·Convivial
society · Human and social potential · Human-harmonized information technology

1.1 Prologue

The Japan Science and Technology Agency (JST) is one of the core institutions
sponsored by the Japanese government and it is responsible for the implementation

T. Nishida (B)
JST-CREST Research Area on Creation of Human-Harmonized Information
Technology for Convivial Society, Kyoto University, Kyoto Japan/Research Supervisor,
Tokyo, Japan
e-mail: nishida@i.kyoto-u.ac.jp

© Springer Japan 2016
T. Nishida (ed.), Human-Harmonized Information Technology, Volume 1,
DOI 10.1007/978-4-431-55867-5_1
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2 T. Nishida

of science and technology policy in Japan.1 As well as other grants, JST provides
researchers with three types of competitive funds: those for strategic basic research
programs, those for research anddevelopment programs focused on technology trans-
fer, and those for global activities. The total amount of competitive funds from JST for
FY2014 was slightly more than 700 million Euro.2 About two thirds of these funds
were provided to Strategic Basic Research Programs where our Core Research for
Evolutionary Science and Technology (CREST) and 10 other programs were incor-
porated. CREST is a funding program for network-based (team-based) research that
has given rise to outstanding results that are believed to lead to scientific and tech-
nological innovation. Thirty seven research areas consisting of 431 research teams
were active in FY2014. Eight research areas were in green innovation, eleven were
in life innovation, nine were in nano-technology and materials, and nine were in ICT.

Our research area is funded under the title of “creation of human-harmonized
information technology for a convivial society.3” It was founded by the late Professor
Yoh’ichi Tohkura and launched in FY 2009 to address strategic objectives to create
a basic technology that enables an information environment that is in harmony with
people. We propose a focus on perceptual information processing to harmonically
interface between the human and information environment. The three main features
of our program are:

• Recognition and comprehension of human behaviors and real-space contexts by
utilizing sensor networks and ubiquitous computing,

• Technologies for facilitating man-machine communication by utilizing robots and
ubiquitous networks, and

• Content technologies that are related to analyzing, mining, integrating, and struc-
turing multi-media information processing.

Seventeen research teams were chosen from FY2009 to 2011: eight in the first year,
five in the second, and four in the third as a result of peer reviews that followed
applications that were received in response to calls for proposals each year. Each
research team was funded for slightly more than 5years. This chapter encompasses
the entire scope of our research area and reports the results that were obtained by
eight research teams that were launched in the first year together with another one
that was launched in the second year and upgraded to an exploratory research for
advanced technology office (ERATO) project from FY2014.

I will first discuss the impact that rapid progress in technology may eventually
bring about in our daily lives and society in the long run in the rest of this chapter and
point out vulnerabilities in humanity and society, as these comprise the background
to and motivation for our research area. I will then introduce the concept of human-
harmonic information technology as ameans of enhancinghumanand social potential
that is threatened by the surge in social change accelerated by technology. Finally,

1http://www.jst.go.jp/EN/index.html.
2Based on the exchange rate: 1 EUR = 130 JPN.
3http://www.jst.go.jp/kisoken/crest/en/research_area/ongoing/areah21-1.html.
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1 Introduction to Human-Harmonized Information Technology 3

I will overview the results obtained from the first group of research teams, discuss
future perspectives, and conclude this chapter.

1.2 Changing World

The grand idea of human-harmonic information technology originated from Profes-
sor Tohkura’s impressive conjecture that concerned the five-staged shift in roles of
information in human society (Fig. 1.1). The first two stages were hunter-gatherer
and agricultural societies. Information was used for survival in these stages. Just
like other creatures, humans needed to find cues from the environment to survive
by finding food while avoiding potential dangers. Unlike other creatures, humans
invented a means for communication not just with allies but also with descendants
beyond generations by handing down stories with spoken languages. The expression
and preservation of thoughts in written language is far more stable and endowed
mankind to evolve with memes or cultural genes that were orders of magnitudes
faster than biological genes. It allowed mankind to significantly increase the capa-
bility and stability of producing food, which was first accomplished by hunting and
then by agriculture.

The social structure in these two stages might be characterized as one that was
supported by human intelligence, as schematically outlined in Fig. 1.2, where major

Fig. 1.1 Professor Tohkura’s grand conjecture concerning the five-staged shift in roles of informa-
tion in human society
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Fig. 1.2 The human society was supported by humans. c© 2015, Toyoaki Nishida and At, Inc.
Reproduced with permission

communications anddecisionmaking in corporationswere supportedbyhumanswho
conducted physical tasks. Printing technology contributed a great deal to preserve
information and communicate it beyond generations and geographic distances.

Mankind exhibited enormous interest in improving the productivity of energy,
materials, and machinery at lower cost and with less labor, which allowed us to wit-
ness the emergence of an industrial society inwhich energy,materials, andmachinery
enhanced one another to accelerate increases in productivity. The movable-printing
technology that Gutenberg invented in the 15th century contributed to the rapid and
reliable dissemination of knowledge that was required for production. Information
was used by people to maintain and improve productivity. People were gradually
freed from the burden of the heavy physical tasks that were involved in agriculture
and hunting. The information tasks imposed on people were not greatly alleviated
until the emergence of electrical and electronic engineering where electricity was
used to represent signals by converting them into electronic representations for stor-
age, transmission, and reproduction. The creation of new jobs allowed workers to
become involved in contract-based work that released them from their previous des-
tiny. Although the notion of automation was introduced, the logic for automation
was tenuous when logic was mechanically implemented. The critical role of people
shifted to information tasks, the control of artifacts using their capabilities for per-
ception and cognition, and the design of novel products and services. This brought
about the notion of employment, which in turn added another role to information,
i.e., information for living.

Meanwhile, the structure of communication and decision making did not change
much from the scheme in Fig. 1.2, even though the advent of electronics and elec-
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tronic engineering and the modern transportation system significantly improved the
efficiency of communication.

We witnessed the birth of digital computers in the last century. This reflected
a trend in mathematics to formalize the idea of computation as mathematics. This
idea was brought to fruition through electronic engineering. The invention of digital
computers and networks rapidly penetrated into human society, having transformed
it into an information society. The theoretical foundation for information and com-
munication technology originated from the idea of a universal computing machine.
This now called the universal Turing machine, which Alan Turing proposed in 1936,
that for any recursive function, f , one can always program the universal Turing
machine so it may calculate f . This is a super innovation as it suggests that if some-
body builds a universal Turing machine, U , through some physical means such as
electronic circuits, U can compute any recursive function “simply” by symbolically
describing it, e.g., as a punched paper tape, and one does not need to reconstruct
the whole electronic circuit for computing a given function. In fact, the idea of a
universal Turing machine was substantiated by von Neumann and other innovators
around 1945, and since then, technical improvements to digital computers have been
exponentially taking place.

Another innovation in information and communication technology was the rapid
development of digital networks that interconnected computers. The Internet rapidly
reached world-wide, after the period of academic use that followed the military
experimental stage and the invention of a hypertext mark-up language (HTML), its
interpreters known as browsers, and the introduction of powerful search engines in
the 1990s. Thus, there were 1.02 billion Internet users around the globe in 2005,
which has kept growing at about 12.4% per year, until it reached 2.92 billion in
2014. This is expected to reach 5.5 billion by 2025 according to Cisco.4

The exponential growth of computer and communication technology reached a
point at the end of the last century that convinced people that digital computers and
networks constituted the most important part of our infrastructure that controlled
energy and materials, as has been summarized in Table1.1.

Many people now came to think of computers as new tools [21]. In fact, huge num-
bers of computer tools and systems were deployed to support human life. Although
the tasks conducted by them were rather simple repetitive tasks, they potentially
involved tremendous amounts of computation and complex logic. Both computers
and networks became quite inexpensive compared with their performance at the
beginning of this century while digital computers and networks were very slow and
programming was quite expensive and non-dependable in the early days. Significant
portions of basic software as well as data became open and free so many people
could participate in activities to build ever new values on top of the new information
and communication infrastructure.

It not only provided efficient and reliable transmission of information and com-
puting, but it also gradually took over information tasks that had been conventionally
imposed on people to support other people. The scheme presented in Fig. 1.2 was

4http://newsroom.cisco.com/press-release-content?type=webcontent\&articleId=888280.

http://newsroom.cisco.com/press-release-content?type=webcontent&articleId=888280
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Table 1.1 The rough history of the development of information and communication technology

Year Epoch

1936 Turing Machine

1947 von Neumann Computer

1948 Information Theory, by C. Shannon and W. Weaver

1948 Cybernetics by N. Wiener

1957 FORTRAN by J. Backus

1961 Mathematical theory of Packet Networks by L. Kleinrock

1963 Interactive Computer Graphics by I. Sutherland

1968 Mouse and Bitmap display for oN Line System (NLS) by
D.C. Engelbart

1969 ARPA-net

1970 ALOHAnet

1970 Relational Database Theory by E.F. Codd

1972 Theory of NP-completeness by S. Cook and R. Karp

Mid 1970s Alto Machine by A. Kay and A. Goldberg

1976 Ethernet

1979 Spreadsheet Program Visicalc by D. Bricklin

1982 TCP/IP Protocol by B. Kahn and V. Cerf

Mid 1980s First Wireless Tag Products

1987 UUNET started the Commercial UUCP Network Connection
Service

1988 Internet worm (Morris Worm)

1989 World Wide Web by T. Berners-Lee

1989 The number of hosts on the Internet has exceeded 100,000

1992 The number of hosts on the Internet has exceeded 1,000,000

1994 Shopping malls on the Internet

1994 W3C was founded by T. Berners-Lee

1997 Google Search

1998 XML1.0 (eXtensible Markup Language) by W3C

1998 PayPal

2001 Wikipedia

2003 Skype/iTunes store

2004 Facebook

2005 YouTube/Google Earth

2006 Twitter

2007 Google Street View

Adapted from [19]

transformed into the one in Fig. 1.3, where increasinglymore complex and intelligent
tasks were delegated to computers that could serve as apprentices to human experts
and not just as tools.
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Fig. 1.3 The human society was supported by human-AI hybrid teams. c© 2015, Toyoaki Nishida
and At, Inc. Reproduced with permission

Significant portions of information tasks in corporations became replaced by com-
puters that were able to perform these tasks both efficiently, reliably, and incessantly
at low cost. As a result, people have been increasingly released from the labori-
ous duties of repetition of simple information and have shifted into higher levels
that require more abstract forms of intelligence, such as aesthetic sense, intuition,
wisdom, or high-risk, high-return investments. People have simultaneously come to
believe that essential value consists in information that maymean a ticket to pleasure.

The exponential growth in computer and communication technology did not stop
or even slow down and still kept growing in the new century. It gave rise to an
information explosion or the big data phenomenon. Many aspects of human life
started to be featured or described as data.

The machine learning and data mining technologies that have been developed in
artificial intelligence have beenwidely utilized to derive useful information fromdata
to provide better services. The more data that are available results in the emergence
of more intelligent machines, which in turn produces more data for further intelligent
machines. In fact, this trend can be seen in the history of the development of ICT
and AI technologies, which are roughly listed in Table1.2.

It is evident that although AI technology was initially meant just to address a
new academic challenge due to limitations in the scale and power of computers and
available data, it became socially influential around 2010. It is now believed that AI
has the potential to address the value of information and significantly amplify it. The
synergy between big data and intelligent machines may eventually bring about an
intelligence explosion.
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Table 1.2 The rough history of AI technology development

Year Epoch

1952–62 Checker program by A. Samuel

1956 Dartmouth Conference

1961 Symbolic Integration program SAINT by J. Slagle

1962 Perceptron by F. Rosenblatt

1966 The ALPAC report against Machine Translation by R. Pierce

1967 Formula Manipulation System Macsyma by J. Moses

1967 Dendral for Mass Spectrum Analysis by E. Feigenbaum

1971 Natural Language Dialogue System SHRDLU, by T. Winograd

1973 Combinatorial Explosion problem pointed out in The Lighthill
report

1974 MYCIN by T. Shortliffe

Mid 1970s Prial Sketch and Visual Perceptron by D. Marr

1976 Automated Mathematician (AM) by D. Lenat

1979 Autonomous Vehicle Stanford Cart by H. Moravec

1982 Fifth Generation Computer Project

1984 The CYC Project by D. Lenat

Mid 1980s Back-propagation algorithm was widely used

1985 the Cybernetic Artist Aaron by H. Cohen

1986 Subsumption Architecture by R. Brooks

1989 An Autonomous Vehicle ALVINN by D. Pomerleau

1990 Genetic Programming by J.R. Koza

Early 1990s TD-Gammon by G. Tesauro

Mid 1990s Data Mining Technology

1997 DeepBlue defeated the World Chess Champion G. Kasparov

1997 The First Robocup by H. Kitano

1999 Robot pets became commercially available

2000 Honda Asimo

2004 The Mars Exploration Rovers (Spirit & Opportunity)

2010 Google Driverless Car/Kinect

2011 IBM Watson Jeopardy defeated two of the greatest champions

2012 Siri

Adapted from [19]

However, a couple of problemsmay arise [20] on the dark side. The first problem is
technology abuse: new technologies can be applied to illegal or malicious activities.
The second is responsibility flaws: the more complex artifacts become, the less likely
it is that humans can place them under control, i.e., neither the product maker nor the
owner of a complex artifact may take full responsibility for an artifact, if it is fairly
complex.
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Fig. 1.4 The human society was supported by artificial intelligence. c© 2015, Toyoaki Nishida and
At, Inc. Reproduced with permission

1.3 Toward a Convivial Society

As many authors have discussed in the discourse of the latter half of the chessboard
arguments, it will not take long until such exponential growth will rapidly change the
social structure. AIwill be able to outperform people so long as the criteria are clearly
defined [3, 5]. Even very high-level information tasks that previously required a very
abstract form of intelligence will be conducted by intelligent autonomous agents
and the ratio of autonomous agents against humans in corporations will increase to
infinity, which will result in the scheme of an AI-supported society illustrated in
Fig. 1.4.

1.3.1 Brightness and Darkness in AI-Supported Society

The AI-supported society involves AI that is heavily used to mediate between peo-
ple and services [20]. Social interactions may be accomplished hierarchically. The
role of social interactions at low levels is to dynamically allocate computational
resources to achieve maximal utility by taking into account fairness under priority
settings. Social interactions at higher levels may be for more abstract social inter-
actions including information sharing, collaboration, negotiation, contract making,
coalition, and arbitration. Social interactionsmaybedesigned at the sociological level
to negotiate conflicting intentions. Philosophers such as Thomas Hobbes discussed
the negotiation between individuals and the government as a social contract problem
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of arbitration of conflicting benefits in a world governed by natural laws [16]. Appar-
ently, positions such as “each person is to have an equal right to the most extensive
basic liberty compatible with a similar liberty of others” and “social and economic
inequalities are to be arranged so that they are both (a) reasonably expected to be
to everybody’s advantage, and (b) attached to positions and offices open to all” pro-
posed as part of a theory of justice by Rawls [22] should be respected. However,
these positions should only be taken as desiderata, and not as rigorous rules that are
approximately implemented into artifacts and artificial societies. Such a best effort
attitude is significant in the Internet age in the sense that providers only promise
to make best efforts to offer good services and customers have to get used to these
efforts. The technology for AI-mediated social interaction might resolve problems
with technology abuse and responsibility flaws.

In addition, the AI-supported society will eventually even release humans from
information tasks. Even though various people will continuously take care of corpo-
rate businesses, AI will automatically make the optimal decisions to run corporations
to supportmankind.AI-corporationswill range from the infrastructure to highly intel-
lectual tasks such as education or care-giving, due to its reliability, cost, and nice
personalized interfaces. The less people that are required to run corporations, the
fewer costs they will require. The total cost of supporting mankind will eventually
be significantly reduced. Although some peoplewill still work even harder than today
in the AI-supported society, it will not be because they have to support themselves or
their family or do it for some inescapable reasons, but because they want to achieve
some accomplishments that they probably set up voluntarily as a goal to satisfy their
dreams. The elderly and small children will be able to gain autonomy with the full
support of intelligent physical assistants. The notion of profession will remain not
as someone who is paid who has high-level and often licensed skills, but as a highly
motivated and skilled person often with an implicit or explicit mission statement,
such as someone who can release mankind from pain or entertain people to make
them happy. In other words, professions as an obligation or ameans of earningmoney
will decrease, while those that require self-motivation will increase. The question is
whether AI-supported society will be nice to people. Is that bad?

However, AI-supported society might bring about new problems. The first is a
crisis in morality; as AI-assistants handle most social conflicts, people might become
ignorant about ethics and humanity. Carr points out that we have started handing off
moral decisions to computers [7]. Another problem is overdependence on artifacts:
[20] as a result of AI being introduced, society might assume the infallibility of
artifacts without rationale and people might use artifacts without a balanced sense
of judgment. AI might bring about infirmity to individuals and society at the human
level; as AI can do better than professional people who have respected expertise,
human societymay encounter significant social changes, and as a result, peoplemight
preferAI to people, as has beenpointed out byTurkle [27].Weneed to overcome these
problems until we reach the convivial society introduced by Professor Tohkura where
information is used for harmony and empathy between humans and technology [18]
is achieved so people and technology can know each other, feel each other, and share
emotions and morals.
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1.3.2 Transition to a Convivial Society

The transition phase from an information society to a convivial society might be
painful. It involves such issues as end of work [8, 23] and race against the machine [4].
They are essentially caused by the conflicts between new and old regimes. Although
change is welcome, human society does not seem to be prepared for any significant
change to the AI-supported society. Among others, the end of work issue may cause
the most serious concern, as work is not just a means of earning money, but also
fulfills a more essential desire: self-actualization [17]. Even though one may find AI-
supported human society suitable, s/he cannot necessarily adapt to her/his economical
life to that shift. AI might become fairly creative, in the sense that it can even make
important scientific discoveries. As a result, most people might eventually lose not
just their jobs but also the opportunity for self-actualization, so long as employers
want cheaper and better employees who can accomplish specified jobs. Although
some jobs, such as those that require individual responsibility or symbolic ones that
can only be done by a small number of people, e.g., top human players, will remain
dedicated to humans, they are extremely competitive, as was described in Ando’s
enlightening book [2]. Although this is fair, it is not easy for people as they are not
familiar with that kind of lifestyle.

People need to find other areas of self-actualization. It is extremely difficult to
establish creativity at a level that other people can admire and recognize. People
might lose the confidence, self-efficacy, and even self-esteem that originate from
their skills and expertise in the conventional regime. Such desperation might lead
to a loss of identity. People may give up on retaining identity by finding something
that others cannot do. Even human autonomy might be lost; if people look for a
better choice, they had better follow decisions made by AI. As Carr pointed out [7],
excessive automation might alienate humans from activities, which are the source of
humanity. He argues that this happens even today by referring to an article published
in the Economist in 2012 that pointed out that “for most people, the servant (i.e., the
smart phone) has become the master (of the owner)”.

We need to completely design and implement the social regime for the transition
to be successful, ranging from lifestyles to working styles and the redistribution of
wealth. It is often quite difficult to destroy the social structure with which we have
been familiar, particularly under circumstances where the outcome is not completely
clear and not everybody may agree on the aspects of transition, though not the
transition itself. Second, we need to change ourselves tomatch the new social regime.
Even though people understand that work shift [9] is inevitable, it might not be easy
at all for many people to change their work habits and void the expertise they have
fostered during their lifetimes.

We will need to revamp the relationship between humans and technology, not
just by inventing human-friendly technology, but also by making technology explore
new forms of perception, activity, and creativity. This may suggest that human nature
might be significantly influenced by technology and some virtues mankind has har-
nessed in history might be lost or at least threatened as a result. We need to teach
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computers about ourselves and our society, as computers as a metaphor for appren-
tices should be transformed into computers as a metaphor for partners in the transi-
tion phase. This includes numerous things, from commonsense to highly professional
knowledge and skills. Even though teachingmay be fun andmeaningful to amajority
of people, what is waiting for them after the transition will be rather difficult. As AI
workers will undertake simple tasks, people need to be more creative than before, or
engage in tasks only humans can do, e.g., those involved in evaluating other people or
taking a certain amount of risk and responsibility to defy unpredictable challenges.
This is pretty harsh, as the success ratio will be much lower than before. The success
ratio might follow a power law rather than a normal distribution where people may
become happy if they can be within the scope of being significantly over average.
People understand effective traditional practices, such as diligence, to achieve suc-
cess. In contrast, those virtues may not always be effective in achieving a very high
degree of creativity, such as becoming a superstar. Indeed, no fixed paths seem to
exist to achieve success in an information society [28].

The use of technology to increase empathy in society will be necessary to lead
to the idea of the convivial society proposed by Professor Tohkura within a broader
context. This is an approach to designing a good relationship between human society
and technology by coping with the threat to humanity and human society both at the
transitional stage that we will have to go through and the asymptotic stage that we
will eventually witness, and that will therefore be enhanced through adequate means.
I believe that the notions of human and social potential exist at the center.

1.3.3 Human and Social Potential

Issues on the transition to a convivial society are summarized in Fig. 1.5. It has been
argued that human society will have to resolve numerous difficulties in the transition
phase to the convivial society. We will have to make serious efforts on enhancing
our own wisdom and resilience to build a new social regime and reach the convivial
society in which humans and technology are in harmony.

We consider human and social potential to be a central issue. Human potential
is the power of an individual that enables her/him to actively sustain an endeavor
to achieve a goal in maintaining a social relationship with other people. It involves
vision, activity, sustainability, empathy, ethics, humor, and aesthetic sense. Vision
permits one to initiate a long-term coherent activity. It involves setting up a goal if
it is considered important and meaningful even though it is painful and risky. Activ-
ity implies a decision of changing thought into actions when faced with numerous
difficulties. Sustainability relies on a strong will to adhere to a plan when various
kinds of unexpected events and failures occur. Great wisdom is needed from time
to time to revise the initial plan on time, and whenever necessary. Empathy is the
ability to reflect on the thoughts and emotions of other people and regard them as if
they had happened to oneself. Ethics regulates one’s intentions and activities to pay
a great deal of respect to other people as well as following ethical principles. As a
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Fig. 1.5 Issues in the Transition to the Convivial Society. c© 2015, Toyoaki Nishida and At, Inc.
Reproduced with permission

result, one may sacrifice oneself to help others and refrain from taking advantage of
the weakness of others. A sense of humor may be used to entertain oneself or other
people by turning otherwise ridiculous or even negative events into a cheerful story.
An aesthetic sense is about the creation and appreciation of beauty, which may make
our lives pleasant and lovely. Although human potential is considered to be innate to
individuals, it might be under threat due to rapid, unpredictable, and overwhelming
torrents in the transition phase. People may forget or even lose the virtue of human
potential under such difficulties.

Social potential is the power that a society of people possesses as a whole.
It encompasses generosity, supportivity, conviviality, diversity, connectedness, and
innovativeness. Generosity maximally alleviates the degree of potential penalty in
failure to encourage members to address difficult challenges. Supportivity not only
actually helps members engage in various challenges but also provides them with
a feeling that their activities are being supported by society. Diversity encourages
members to be different to increase the success of both society as a whole and
individual members. Connectedness provides participants with the feeling of being
connected to help one another to overcome difficulties and provokes the synergistic
effect of sharing pleasure. Innovativeness is a shared attitude of individuals who aim
at innovations as a whole society.

Human and social potentials complement each other to enable creativity. Human
potential allows individuals to explore, set up, and sustain meaningful goals and
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efforts to achieve them. Even if the path is filled with difficulties and pains that have
resulted from failure, human potential serves as a source of encouraging individuals
not to give up. Social potential legitimately supports creativity. The more creative
a society is trying to be, the lower the success ratio that results from this. Thus, a
creative society tends to reward successful people more, is generous when failures
occur, and promotes collaboration.

Among others, I believe that play and game are the center to human and social
potential. As is suggested by “homo ludens” [10], play, defined as “a voluntary activ-
ity or occupation executed within certain fixed limits of time and place, according to
rules freely accepted but absolutely binding, having its aim in itself and accompanied
by a feeling of tension, joy, and the consciousness that it is ‘different’ from ‘ordi-
nary” life,5” is essential to humanity in the sense that “play is older than culture.”
Caillois [6] elaborated on the idea, shifting the focus from play, defined as an activity
which is essentially free, separate, uncertain, unproductive, governed by rules and
make-believe, to game which is classified into four categories: agon (competition),
alea (chance), mimicry (simulation), and ilinx (vertigo). We have good reason to
believe both play and game are closely related to the creativity of individuals and
conviviality of a society in the AI-supported society.

1.3.4 Roadmap for Enhancing Human and Social Potential

A roadmap for enhancing human and social potential (Fig. 1.6) may consist of mul-
tiple levels, ranging from philosophy to technology.

The top level constitutes a manifesto from the viewpoints of ethics and human-
ities. It should promote the development and use of technology to enhance human
and social potential, where the technology should be designed to encourage active
participation for creativity in a technology-supported society, and not to deactivate
people. The convivial society needs to be discussed in depth, and consensus in this
society should be democratically formulated. Among others, the end of work issue
should be discussed from the viewpoint of ethics and humanities until a global con-
sensus is obtained. The potential difficulty and pain in the transition phase to it
need to be addressed. Even though spontaneous painstaking for innovation might be
encouraged, people should not be compelled to accept pain.

The strategy level should pave the road for the convivial society so that each
sector in the society may smoothly depart from the conventional social and economic
regime without excessively suffering from difficulties. Coping with work shift might
be among the most critical issues and a maximally effective strategy for this needs
to be formulated and shared. A practical strategy for incrementally taking advantage
of advanced technology and embedding it into society needs to be figured out to
formulate an empathic relationship between technology and mankind. People with

5p. 28 in [10].
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Fig. 1.6 Roadmap to the Convivial Society

great expertise in the conventional paradigm should be respected and protected in
the transition phase.

New technical challenges need to be identified at the technology level to create
the transition and achieve the convivial society. Scenarios regarding how new tech-
nologies contribute to enhancing human and social potential need to be made explicit
and shared. Human harmonized information technology, to be presented in the rest
of this chapter, is focused on to enhance human perception of the convivial society.

1.4 Human-Harmonized Information Technology

The JST-CREST research area on creation of human-harmonized information tech-
nology for the convivial society was established in 2009 to address the imbalance
between humans and technology, which may hinder rather than help the creativity
of humans through fast and overwhelming technological developments. We placed
particular emphasis on innovative theory and technology to achieve an innovative
perceptual information environment in harmony with people not just to adapt to
them but also to cultivate spontaneous activities to enable creativity and establish
an empathic relationship between humans and technology. Our program features
recognition and comprehension of human behaviors and real-space contexts by uti-
lizing sensor networks and ubiquitous computing, technologies for facilitating man-
machine communication by utilizing robots and ubiquitous networks, and content
technologies related to analyzing, mining, integrating and structuring multi-media
information processing.

We focus on innovative approaches in human-harmonized sensations by encom-
passing analysis and modeling and computational realization and applications. Our
scope not only includes basic computational sensations such as audio-visual informa-
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tion processing that has a long history of research and tactile and haptic information
processing that is relatively new, but it also strives for novel computational sensations
such as a sense of presence and distrust/mistrust, which have been rarely addressed
before. Although we encouraged each team to span from basic research to applica-
tions in the open calls for proposals and in fact placed equal emphasis on technology
deployment and social implementation as well as basic research and technical devel-
opment, we gave greater priority to innovative proposals that might lead to deep
insights into research topics.

1.4.1 Organization of Research Teams in Research Area

We selected 17 teams for funding out of the 223 proposals we received over 3years
from 2009–2011, as listed in Table1.3. We promoted collaboration among different
teams after the selection so that they could not only help but also stimulate one
another to achieve more challenging innovations. In this volume, we assemble the
first nine teamswhichwere already concluded, wewill report the forthcoming results
from the remaining eight teams in the succeeding volume. This volume is with the
subtitle “Vertical Impact” as it is the first impact that spans from the foundation not
only to application but also to social implementation, whereas the second volume
will be with the subtitle “Horizontal Expansion” as it will demonstrate the breadth
of the scope.

Chapter 2 describes the results obtained from a project entitled “studies on
cellphone-type tele-operated androids transmitting human presence” conducted by
Ishiguro [11]. Ishiguro’s team addressed a new communicationmedium for transmit-
ting human presence and developed a series of new tele-operated androids. Telenoid,
among others, was designed to allow the user to transmit her/his presence to a distant
location by using the Telenoid so that a conversation partner in the location could
talk to the Telenoid as if it were the user herself/himself. A significant reduction in
the cortisol levels was found for participants who had conversations with huggable
devices, such as the Telenoid, in an experimental evaluation.

Chapter 3 reports the results from a project entitled “modeling and detecting
overtrust from behavior signals” led by Takeda [26]. Based on large signal corpora,
Takeda’s team investigated the mathematical modeling of human behaviors by map-
ping the behaviors onto two discrete-continuous hybrid systems, i.e., a cognition-
decision process and a decision-action process. This research involved building a
behavioral model that could relate the human internal state and observed behavioral
signals. The results from the research were applied to detecting over-reliance in an
automated driving system.

Chapter 4 explains what was obtained from a project entitled “life log infrastruc-
ture for food” led by Aizawa [1]. Although food is one of the most important and
regularly consumed factors in our daily lives, it has rarely been viewed as an object
of information processing. Aizawa’s team developed an infrastructure for life logs,
with an emphasis on food and food-related activities in our daily lives. It allowed

http://dx.doi.org/10.1007/978-4-431-55867-5_2
http://dx.doi.org/10.1007/978-4-431-55867-5_3
http://dx.doi.org/10.1007/978-4-431-55867-5_4
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Table 1.3 Teams of the JST-CREST research area on creation of human-harmonized information
technology for Convivial Society

Year ID Team

2009 P1 Life Log Infrastructure for Food (PI: Kiyoharu Aizawa)

P2 Dynamic Information Space based on High-speed Sensor
Technology (PI: Masatoshi Ishikawa)

P3 Developing a communication environment by decoding and
controlling implicit interpersonal information (PI: Makio
Kashino)

P4 Smart seminar room based on multi-modal recognition of
verbal and non-verbal information (PI: Tatsuya Kawahara)

P5 Elucidation of perceptual illusion and development of
secse-centered human interface (PI: Yasuharu Koike)

P6 Sensing and controlling human gaze in daily living space for
human-harmonized information environments (PI: Yoichi Sato)

P7 Modeling and detecting overtrust from behavior signals (PI:
Kazuya Takeda)

P8 Construction and Utilization of Human-harmonized “Tangible”
Information Environment (PI: Susumu Tachi)

2010 P9 Studies on cellphone-type teleoperated androids transmitting
human presence (PI: Hiroshi Ishiguro)

P10 aDevelopment of a sound field sharing system for creating and
exchanging music (PI: Shiro Ise)

P11 aEnabling a mobile social robot to adapt to a public space in a
city (PI: Takayuki Kanda)

P12 aDevelopment of Fundamental Technologies for Innovative
Use of Character/Document Media and Their Application to
Creating Human Harmonized Information Environment (PI:
Koichi Kise)

P13 aBehavior Understanding based on Intention-Gait Model (PI:
Yasushi Yagi)

2011 P14 aBuilding a Similarity-aware Information Environment for a
Content-Symbiotic Society (PI: Masataka Goto)

P15 aPedagogical Machine: Developmental cognitive science
approach to create teaching/teachable machines (PI: Kazuo
Hiraki)

P16 aUser Generated Dialogue Systems: uDialogue (PI: Keiichi
Tokuda)

P17 aHarmonized Inter-Personal Display Based on Position and
Direction Control (PI: Takeshi Naemura)

a : in volume 2

them to investigate the capture, analysis, visualization, and interfacing of multimedia
logs of food and related experiences. They drew on this data collection to investigate
potential community discovery, support for communications, standardization of life
log data, and privacy control issues. Healthcare was addressed as an application.
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Chapter 5 presents the results obtained from a project entitled “dynamic infor-
mation space based on high-speed sensor technology” by Ishikawa [12]. A new
information space was constructed in this project that allowed humans to identify
phenomena that exceeded the limitations of human senses. Crucial to this effort
were: perfect detection of underlying dynamics and a new model of sensory-motor
integration drawn from work with a kilohertz-rate sensor and display technologies.
As the sampling rate within the information space is matched with the dynamics of
the physical world, humans are able to deterministically predict the attributes of the
surrounding, rapidly-evolving environment. This leads to a new type of interaction,
where the learning rate and capacity of our recognition system are augmented.

Chapter 6 overviews the outcome from a project entitled “construction and uti-
lization of a human-harmonized ‘tangible’ information environment” that was led
by Tachi [25]. The aim of Tachi’s project was to construct an intelligent information
environment that was both visible and tangible, where real-space communication, a
human-machine interface, and media processing were integrated. Tachi’s team cre-
ated a human-harmonized “tangible information environment” to attain this end that
allowed human beings to obtain and understand haptic information in real space, to
transmit the thus-obtained haptic space, and to actively interact with other people
using the transmitted haptic space. The tangible environment enables telecommu-
nication, tele-experience, and pseudo-experience with the sensation of working as
though one were in a natural environment. It also enables humans to engage in cre-
ative activities such as design and creation as though they were in a real environment.

Chapter 7 presents the work by Yasuharu Koike on his project [15] entitled “eluci-
dation of perceptual illusion and development of a sense-centered human interface.”
Koike’s team shed light on replicating physically plausible information by providing
a real sensation of presence in tele-existence. Koike’s team proposed the concept
of a sense-centered human interface as a technique of producing haptic sensations
without the use of haptic devices. The concept was achieved through pseudo-haptics,
which is a technique of simulating haptic sensations by using visual feedback. Its
applications includeTouch-Centric interaction embodiment eXploratorium (TCieX),
surgery robots, and power-assist robots.

Chapter 8 describes the results from a project entitled “sensing and controlling
human gaze in daily living space for human-harmonized information environments”
by Sato [24]. The main goal of this project was to develop novel technologies for
sensing and controlling human gaze non-invasively in daily living space. Such tech-
nologies are the key to achieving human-harmonized information environments that
can provide us with various kinds of support more effectively without distracting
us from our other activities. Sato’s team developed gaze estimation techniques to
attain this goal, which required none or very limited calibration efforts by exploiting
various cues such as the spontaneous attraction of people’s visual attention to visual
stimuli. Sato’s team took two approaches to shifting gazes to required locations in
a non-disturbing and natural way to attain gaze control: subtle modulation of visual
stimuli based on visual saliency models, and non-verbal gestures in human-robot
interactions.

http://dx.doi.org/10.1007/978-4-431-55867-5_5
http://dx.doi.org/10.1007/978-4-431-55867-5_6
http://dx.doi.org/10.1007/978-4-431-55867-5_7
http://dx.doi.org/10.1007/978-4-431-55867-5_8
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Chapter 9 gives an overview of a project entitled “smart Posterboard: multimodal
sensing and analysis of poster conversations”, which was led by Kawahara [14].
A smart posterboard was developed in this project that employed multiple sensing
devices to record poster conversations, so the user could review who came to the
poster and what kind of questions or comments he/she made. Conversation analysis
combines speech and image processing such as head tracking, speech enhancement,
and speaker diarization (identification of who spoke when information was obtained
in amulti-party conversation). High-level indexing of interest and the comprehension
level of the audience was accomplished based on their multi-modal behaviors during
the conversation.

Chapter 10 discusses the insights obtained from a project entitled “developing
a communication environment by decoding and controlling implicit interpersonal
information” that was led by Kashino [13]. The team studied smooth and effec-
tive interpersonal communication that strongly depended on implicit, non-symbolic
information that emerged from the interaction between partners (implicit interper-
sonal information: IIPI).Kashino’s teamdeveloped newmethods to improve the qual-
ity of communication by decoding IIPI frombrain activities, physiological responses,
and body movements, and by controlling IIPI by using sensorimotor stimulation and
non-invasive brain stimulation.

1.4.2 Structured Overview of First Outcome

I combined the results into a big picture because a structural description of the results
from each team is given in succeeding chapters and here discuss how they contributed
to achieving human-harmonized information technology. Table1.4 provides us with
a bird’s eye view of the entire contribution.

1.4.2.1 Basic Research Level

We obtained basic conceptualizations and scientific findings for human-harmonized
information technology, which encompasses human perception and cognition at the
basic research level.

Ishiguro’s team introduced sonzai to represent human presence or existence and
sonzaikan to represent a feeling of presence in the challenge to transmit human
presence [11]. They argued that although sonzai is used to refer to an objective
presence, sonzaikan is only present when its presence is recognized by a person.
Thus, recognition is crucial for one to perceive sonzaikan, and at least twomodalities
are needed. The idea of using minimal modalities to induce sonzaikan brought about
the idea of sonzaikan media from minimal design that combines auditory and tactile
sensations. They proposed to examine changes in cortisol hormones to measure the
effect of interaction with sonzaikan media on the human neuroendocrine system.

http://dx.doi.org/10.1007/978-4-431-55867-5_9
http://dx.doi.org/10.1007/978-4-431-55867-5_10
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Table 1.4 A Bird’s Eye view of the human-harmonized information technology in this volume

Category and features

Basic

• Sonzai and sonzaikan: cognitive model of sense of presence [11]

• Cognitive model of excessive trust [26]

• Implicit interpersonal information in communication [13]

• Haptic primary color model [25]

• Conceptual model of sense-centered human interface based on illusions in perceived
heaviness [15]

• Multi-modal corpus for poster conversation [14]

Platform

• Smart Posterboard for archiving poster conversation [14]

• Technology for sensing and controlling human gaze in daily living space [24]

• Tangible information environment encompassing haptic information display (Gravity
Grabber, TACHTILE Toolkit, a vision-based thermal sensor that uses themosensitive paint
and camera), Telexistence avatar robot system: TELESARV, RPT-based full-parallax
autostereoscopic 3D: RePro3D, and an autostereoscopic display for seamless interaction
with the real environment mixed together: HaptoMIRAGE [25]

• Dynamic information space based on integrated high-speed 3D vision for insensible
dynamics sensing, high-speed resistor network proximity sensor array for detecting nearby
object, noncontact low-latency haptic feedback, and high-speed display of visual
information [12]

Application

• FoodLog Web with image processing for food-balance estimation and FoodLog app for
assisting food recording by image retrieval [1]

• A suite of sonzaikan media: Telenoid, Hugvie, and Elfoid [11]

Social implementation

• Field studies with FoodLog Web and app [1]

• Field studies on sonzaikan media: eldery care and education support [11]

Takeda’s team worked on a cognitive model of excessive trust in human cog-
nition and behaviors in (semi-) automated system environments, which was aimed
at achieving accompanying intelligence that could assist the user in how to behave
in complex environments [26]. They used piecewise auto- regressive systems with
exogenous input (PWARX) models to express decision/action situations to comple-
ment them to adapt to new data and consistently identify the models. They used their
method to build an integrated model of gaze and vehicle operational behavior and
demonstrated that it was effective in detecting risky lane changes.

Kashino’s group studied implicit interpersonal information (IIPI) that is consid-
ered to enable people to enable smooth and effective interpersonal communication.
Their findings consists in the four lines of research: (1) decoding mental states, such
as saliency, familiarity, and preference frommicro-saccade and change in pupil diam-
eter; (2) identification of the cause of impaired communication in high-functioning
autism spectrum disorder (ASD); (3) the development of the methods for improving
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the quality of communication by controlling IIPI and/or neural processes involved
in he processing of IIPI; and (4) elucidation of neural mechanisms involved in the
processing of IIPI.

Based on studies on how information is mapped between the physical, physio-
logical, and psychological spaces, Tachi’s team has proposed a haptic primary color
model that can serve as the foundation for designing a haptic information display to
recreate cutaneous sensation [25].

Koike’s team addressed the conceptualization and perceptual foundation for a
sense-centered human interface [15]. Koike’s team investigated the illusion in per-
ceived heaviness induced by the time offset between visual and haptic contact. They
found that an object was perceived to be heavier when force was applied earlier than
visual contact and perceived to be lighter when it was applied later. They also found
that an illusion became smaller after participants had been conditioned to the time
offset. Furthermore, they introduced two indices, i.e., the point of subjective simul-
taneity (PSS) and the point of subjective equality (PSE) to quantitatively measure the
subjective evaluation of timing and weight perception. In addition, they conducted
an fMRI experiment to estimate the representation of motion in the brain. Their
results conformed with previous results that have been reported so far. They are cur-
rently working on applying their insights to touch-centric interaction embodiment
exploratorium (TCieX), which is a surgery robot augmented with a sensor-centered
human interface, and power assist robots.

Kawahara’s team studied a multi-modal corpus that was obtained with the Smart
Posterboard they developed and gained some useful insights into the prediction of
turn-taking, speaker dialization, hot spot detection, and the prediction of interest and
comprehension levels by analyzing multi-modal conversations. Eye-gaze informa-
tion was generally found useful in predicting turn-taking and in improving speaker
dialization. It was found that about 70% of next speakers in turn-taking events could
be predicted by combining eye-gaze objects, joint eye-gaze events, duration, and
backchannels.Multi-modal speaker dializationwas achieved by integrating eye gazes
and acoustic information. This indicated that eye-gaze information was useful for
dialization in noisy environments. Hot spots were not necessarily associated with
laughter but consistently andmeaningfully with reactive tokens and specific prosodic
patterns. It was found that interest levels could be predicted by using the occurrence
of questions and prominent tokens and comprehension levels could be estimated
from question types.

1.4.2.2 Platform Research Level

Weobtained generic computation schemes and systems that could serve as a platform
for building human-harmonized information systems at the platform research level.

Ishikawa’s team developed four technologies: high-speed 3D vision for insensible
dynamics sensing, a high-speed resistor network proximity sensor array for detecting
nearby objects, noncontact low-latency haptic feedback, and a high-speed display
of visual information toward achieving a dynamic information space that could har-
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monize a human perception system, a recognition system, and a motor system [12].
The first technology allowed them to capture depth images containing 512 × 512
pixels in real time at 500 fps on a high-frame-rate (HFR) camera-projector system.
Time division multiplex 3-D structured-light measurements were implemented on
theHFR camera-projector system to acquire complete 3-D informationwithminimal
occlusion using multiple camera-projector modules. The second technology brought
into being a high-speed proximity sensor array to simultaneously detect azimuth and
elevation. The main features of the proposed dome-shaped sensor included rapid
responsiveness and simpler wiring, while maintaining a 360◦ sensing range and
detection from the sensor’s sides to the top. The third technology was based on an
airborne ultrasound tactile display (AUTD). A freely extendable phased array sys-
tem allowed them to construct an array of a 576 × 454.2mm2 aperture. The system
was able to produce highly localized vibrotactile sensations on human skin 600mm
away from the device with a focal intensity of 74mN, and programmable vibrotactile
sensations of 2 kHz and 320-level quantization. The fourth technology consisted of
a high-frame-rate LED display, smart LED tiles (SLTs), and aerial imaging by using
retro-reflection (AIRR). The high-frame-rate LED display was driven by an LED
video processor that distributed an input image into image data for the tiled LED
units. Spatiotemporal coding was used to transmit HFR images to a conventional
digital video interface. The SLTs integrated a microcontroller, sensors, a wireless
module, and battery within the size of an LED panel. The SLTs were used to build
a wireless sensor network to share sensed information even when the smart tiles
were moved. AIRR was achieved by using retro-reflected material to create images
from an HFR LED panel (960 fps). Ishikawa’s group demonstrated how a system
for dynamic information space could be developed by using these four technologies.
Their demonstration included an AR typing interface for mobile devices and a high-
speed gaze controller for high-speed computer-human interactions, as well as more
integrated systems such as a VibroTracker, which is a vibrotactile sensor for tracking
objects, and an AIRR Tablet, which is a floating display with a high-speed gesture
user interface.

Tachi’s team developed a rather comprehensive suite of platforms for a tangi-
ble information environment [25]. They developed a number of haptic information
displays. Gravity Grabber can present normal and tangential forces on a fingertip.
The TACHTILE Toolkit is an introductory haptic toolkit for disseminating haptic
technologies as the third medium in the field of art, design, and education. A vision-
based thermal sensor uses themosensitive paint and a camera. Thermosensitive paint
is used to measure thermal changes on the surface of the haptic sensor for telexis-
tence, as it changes its color according to thermal changes. The telexistence avatar
robot system, TELESAR V, is a telexistence master-slave robot system that can pro-
vide the experience of an extended “body schema” to permit the user to maintain an
up-to-date representation in space of the positions of her or his various body parts.
Retro-reflective Projection Technology (RPT)-based full-parallax autostereoscopic
3D (RePro3D) can generate vertical and horizontal motion parallax, allowing the
user to view a 3D image without having to use special glasses when she or he looks
at the screen through a half-mirror. RePro3D may be combined with Gravity Grab-
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ber to produce tactile interaction with a video image, e.g., a virtual character. An
autostereoscopic display called HaptoMIRAGE can produce a 3D image in mid-air
with a wide angle of view of 180◦, which allows up to three users to observe the
same image from different viewpoints.

Sato’s team developed a suite of techniques for sensing and controlling human
gazes not only in a laboratory environment but also in a living life space. They
introduced and implemented three key ideas for gaze sensing: (1) an appearance-
based gaze sensing method with adaptive linear regression (ALR) that could make
an optimal selection of a sparse set of training samples for gaze estimation, (2) a
new approach to the auto-calibration of gaze sensing from a user’s natural viewing
behavior that was predicted with a computational model of visual saliency, and (3)
user-independent single-shot gaze estimation. They studied two methods of guiding
the human gaze: (1) a subtle modulation of visual stimuli based on visual saliency
models (e.g., modulation of intensity or color contrast) and (2) the use of a robot’s
nonverbal behaviors in human-robot interaction.

Kawahara’s team developed a Smart Posterboard system that could record the
conversations and related behaviors of participants during a poster session. The cur-
rent version consists of a large liquid-crystal display (LCD) screen that can serve as
a digital poster and attached sensors that include a 19-channel microphone array on
the top, six cameras, and two Kinect sensors. It allowed them to build a multi-modal
corpus for detailed quantitative analysis.

1.4.2.3 Application Level

Application depends on a story that can be shared between the society and the tech-
nology. It is quite challenging to spin a story that is not only technologically novel
and feasible but also beneficial from the viewpoints of society and business. In
our research area, Ishiguro’s team succeeded in developing a suite of sonzaikan
media, consisting of Telenoid, Hugvie, and Elfoid. Telenoid was created as a test-
bed based on the minimal design of a human. Hugvie was a human-shaped cush-
ion phone. Human-likeness in visual and tactile information was emphasized in
Telenoid’s design to facilitate human-robot and mediated inter-human interactions.
Hugvie focused on a human voice and a human-like touch. Elfoid was a hand-held
version of Telenoid. The cellular phone version could connect to a public cellular
phone network and was designed to provoke stronger sonzaikan than normal cellular
phones. The underlying technologies included motion generation through speech
information and motion generation and emotional expression through visual stimuli.
Aizawa’s team developed FoodLog Web and app. FoodLog Web is a system that not
only allows the user to create a food log simply by shooting a photograph ofwhat they
have eaten but also applies image processing to analyze the uploaded photograph to
generate food balance information to enable food assessment [1]. Foodlog app runs
on smart phones to allow the use of photographs as a means of easily adding textual
descriptions. Work by other teams is in progress whose outcome will be reported in
Volume 2 of this book.
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1.4.2.4 Social Implementation and Field Study

Long-term public installation plays a critical role in social implementation. It is far
more than that many citizens come to touch and feel state-of-the-art technology;
interaction with a large number of people brings about honest and frank criticisms of
the technology from which researchers can gain plenty of invaluable insights about
the future research. In the case of our research area, we have encouraged the PIs
to host a long-term exhibition at the National Museum of Emerging Science and
Innovation (Miraikan)6 which attracts about a million of visitors per year. So far,
four teams from our research area, those led by Naemura,Ishiguro, Tachi, and Yagi,
respectively, have hosted or are hosting along-term exhibition directly or indirectly
related to their research theme in this research area for around a half year or more
(Fig. 1.7).

The first exhibition by Naemura’s team had been mounted for 164days from
July 3rd, 2013 to January 13th, 2014. It was entitled “the studio—extend your real
world—.7” It demonstrateddisplaydesign in themixed reality environment (Fig. 1.7a)
and attracted about 130,000 visitors. During the exhibition period, numerous open
events, such as introductory talks, workshops, laboratory events have been orga-
nized. The second exhibition by Ishiguro’s team has been sustained for over an year
since June 25th, 2014. The exhibition8 keeps asking each visitor a question what is
human, through the interaction with Androids and a Telenoid (Fig. 1.7b). The esti-
mated number of visitors is more than 500,000. Over a ten thousand visitors have
actually experienced communication through Hugvie or other androids. Over 1500
media reports were published by the end of February 2015. The third exhibition
by Tachi’s team had been open under the title “touch the world, feel the future”,
from October 22nd, 2014 to June 15th, 2014.9 It allowed the visitors to feel the
world through a sense of touch (Fig. 1.7b). Around 140,000 people had visited in the
first half of the entire exhibition period. The fourth by Yagi’s team started on July
15th, 2015.10 It is about behavior understanding based on an intention-gait model.
The exhibition will be held until April 11th, 2016. Progress report will be given in
Volume 2 of this book.

There are a couple of teams that have gone farther. Ishiguro’s team conducted
numerous field studies on sonzaikan media [11]. The acceptability of Telenoid was
first estimated. Then, elderly carewithTelenoid, cultural differences towardTelenoid,
and educational support with Telenoid were investigated in field studies. Fourteen
organizations were using the FoodLogWeb API that was provided by Aizawa’s team
when this article was written [1]. A joint project with a nonprofit organization called
Table for Two (TFT) is ongoing, which provides a unique program called “calorie

6http://www.miraikan.jst.go.jp/en/.
7http://miraikan.jp/medialab/en/12.html.
8https://www.miraikan.jst.go.jp/en/exhibition/future/robot/android.html.
9http://miraikan.jp/medialab/en/14.html.
10http://www.miraikan.jst.go.jp/en/exhibition/future/digital/medialabo.html.

http://www.miraikan.jst.go.jp/en/
http://miraikan.jp/medialab/en/12.html
https://www.miraikan.jst.go.jp/en/exhibition/future/robot/android.html
http://miraikan.jp/medialab/en/14.html
http://www.miraikan.jst.go.jp/en/exhibition/future/digital/medialabo.html
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Fig. 1.7 Technology exhibitions at the National Museum of Emerging Science and Innovation
(Miraikan). Reproduced with the courtesy and permission of Miraikan. a Laboratory for newmedia
12th exhibition “The Studio—Extend Your Real World—”. b Robot world “Android: What is
Human?” c Laboratory for new media 14th exhibition ‘Touch the World, Feel the Future’. d Labo-
ratory for new media’s 15th exhibition “Let’s Walk! The first step for innovation”

transfer” to support school lunches for children in five African countries so that
eating healthy meals may help needy children in underdeveloped countries.
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1.5 Conclusion

This chapter overviewed the JST-CREST research area on the creation of human-
harmonized information technology for a convivial society. I emphasized changing
world phenomena as a background and characterized our research area as a challenge
to develop key technology for the convivial society in which humans and technology
are in harmony. I referred to late Professor Tohkura’s grand conjecture concerning
the five-staged role shift in information in society, and pointed out that we are at
the stage of an information society and are moving toward an AI-supported society.
I have argued that a key idea in making a successful transition to the convivial
society is through human and social potential. Human potential is the power of an
individual that enables her or him to actively sustain an endeavor to achieve a goal
in maintaining a social relationship with other people. It involves vision, activity,
sustainability, empathy, ethics, humor, and aesthetic sense. Social potential is the
power that a society of people possesses as a whole. It encompasses generosity,
supportivity, conviviality, diversity, connectedness, and innovativeness. We believe
that our research area contributes to building a technology for enhancing human and
social potential. The outcome from the first group encompasses a suite of topics
ranging from the foundation to social implementation, covering novel subjects such
as implicit interpersonal information, sense-centered human interfaces, excessive
trusts, and sense of presence (sonzaikan). The applications include FoodLog and a
suite of sonzaikan media that has been socially implemented through field trials.
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Chapter 2
Transmitting Human Presence Through
Portable Teleoperated Androids: A Minimal
Design Approach

Hiroshi Ishiguro

Abstract In this article, results from the JST/CREST project “Studies on cellphone-
type teleoperated androids transmitting human presence” are described. The goal of
this project is to develop new robotic communication devices that can provide a
strong feeling of human presence, called “sonzaikan”, by distance and to clarify the
principles of human nature behind this. We took a synthetic approach, exploring
three bidirectional processes: system development, field studies, and evaluation. We
first define sonzaikan, which forms the core concept of this study, and then in the
following sections describe various implementations of sonzaikan media prototypes
and supporting technologies, evaluations of sonzaikan media, and field studies using
prototypes we developed. We discuss the results in detail and then conclude this
article with a brief summary of our essential findings and a mention of future work.

Keywords Teleoperated android · Minimal design · Human presence · Robotic
media · Telenoid · Elfoid · Hugvie

2.1 Introduction

In the past two decades, people have acquired countless new means for communica-
tion: cellphones, e-mail, online chat, social networking services, and so on.With such
a plethora of communication media, along with progress in information technolo-
gies and devices such as the World Wide Web and smartphones, the modern human
lifestyle has rapidly changed. We can now talk with others anywhere, anytime and
can send and receive not just text or voice data but also images and movies to express
our ideas and feelings in finer detail. Such changes have not only increased the band-
width and relaxed the distance limitations of communicationthey have also changed
how people communicate with each other. Although such technologies seemingly
increase opportunities for social relationships, studies have shown that more and
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more people feel socially isolated [1]. Our current technologies are failing to create
a strong subjective feeling of being with others.

There are now various types of robots being developed and appearing on the
market that are designed to work in our daily environment. Some robots can make
simple conversation with people autonomously, while other cannot speak but are
anthropomorphized by people who talk to them. Still others function as a mobile
video chat system. Robots differ from other information devices in that they can
physically interact with real world objects. Specifically, they can move around in the
world in whichwe live, can carry things, and can touch people or be touched by them.
One can feel a strong presence of the robot itself, and as such, when robots are used
as communication devices, they may have advantages over current communication
tools.

Recent studies in cognitive science have argued that an object is represented as
the integration of multimodal information in the human brain [2, 3]. For example,
one study showed that people more accurately and rapidly identify objects when
they are defined by a combination of auditory and visual cues than when the same
objects are defined by unimodal cues alone [4]. Ernst and Banks proposed maxi-
mum likelihood estimation as a general principle of human sensory integration both
within and across modalities for robust perception [5, 6]. Interestingly, their model
suggests that the variance in an integrated estimate is reduced and the robustness of
perception is increased by combining and integrating sensory information not only
from within but also across modalities. These studies imply that the integration of
sensory cues across different modalities is an alternative approach to facilitate and
improve object recognition other than the integration of rich informationwithin a sin-
gle modality. Besides, we are fine tuned to recognize and interact with other humans.
Many functionalities in our brain are specialized toward perceiving and reacting to
other people. From this viewpoint, humanlike robots may be a key component for
realizing a revolutionary new style of communication that is in harmony with human
nature, easy to use, and provides new meaning in communication.

The question then arises: how much in the way of humanlike characteristics must
we reproduce on the media to create the feeling of a human presence? Eliminat-
ing elements that are not required to induce a feeling of human presence might
enhance the feeling because only relevant verbal and non-verbal information for
human perception would be presented. In addition, developing a humanlike robot
with the essential elements to feel human presence would help us understand how
we perceive each other and enable us to design a robot’s internal mechanism suited
to natural interactions with people.

In this article, results from the JST/CREST project “Studies on cellphone-type
teleoperated androids transmitting human presence” are described. The goal of this
project is to develop new robotic communication devices that can provide a strong
feeling of human presence, called sonzaikan, by distance and to clarify the prin-
ciples of human nature behind this. We took a synthetic approach, exploring three
bidirectional processes system development, field studies, and evaluation (Fig. 2.1).

As afirst step,wemust construct an appropriate roboticmedium tounderstandhow
people recognize humanlike robotic media created with a minimal design approach.
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Fig. 2.1 Overview of JST/CREST project “Studies on cellphone-type teleoperated androids trans-
mitting human presence.” A synthetic approach using bidirectional processes including system
development, field studies and evaluation is taken

In this process, existing findings in cognitive science and psychology stimulate dis-
cussion of possible elements to enhance sonzaikan since they provide detail on the
impact of each cue in the sensory information relating to humans on human per-
ception. We also need artistic intuition to design an entire system based on such
elements.

Besides the design of a robotic medium, we need to develop new technologies
to allow people to easily use them as an effective communication media. Normally,
teleoperated robots require complex operation and their human interface aspects
have rarely been examined, as they are currently used only in specialized areas
such as large-scale construction or the exploration of hazard scenes. Besides, when
creating communication media for daily use, the robotic body needs to be portable
and compact, and only a limited space is available to embed the equipment (such as
actuators) that make up a robotic medium. In light of these requirements, we need
new means to implement the necessary functionalities for sonzaikan media.

After developing a newmedium, it remains unclear howpeoplewill treat it because
it provides new experiences for them. In this case, we must observe a variety of
interactions between ordinary people and the medium in actual situations to generate
and test several hypotheses. Field studies are essential to investigatewhich features of
themedium contribute to sonzaikan. They also provide new ideas aboutmedia design
and improvement. At the same time, experiments under controlled conditions must
be conducted to verify the discovered hypotheses and to evaluate the media’s effect.
The verification and evaluation results are useful in terms of identifying possible
applications and improving the media to enhance sonzaikan.
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Oncewe identify the important features to enhance the feeling and the problems to
be solved in the existingmedia through observation using case studies and evaluation
of the media, the process focuses on system development. To this end, we develop
new media with fewer features and new technologies to confirm and improve the
effect of the features or to explore elements to enhance the feeling. We again observe
the effect of the developed media using case studies and evaluate them through
laboratory experiments.

In the following sections,wefirst describe the definition of sonzaikan,which forms
the core concept of this study. In Sects. 2.3 and 2.4we describe our implementation of
sonzaikanmedia prototypes and their supporting technologies. Section2.5 introduces
studies evaluating sonzaikan media, and various field studies using the developed
prototypes are described in Sect. 2.6. We then discuss the results and conclude the
article with a brief summary of our essential findings and a mention of future work.

2.2 Presence, sonzai, and sonzaikan

In the past, we have run studies on android robots to create robots with humanlike
presence and have developed several androids for this purpose. The most popular
android we have developed is the Geminoid HI modeled on Ishiguro (the author), as
shown in Fig. 2.2. The operator of the Geminoid HI talks with a visitor by watching
the monitors. The operator’s voice is sent to the android via the Internet and the
operator’s computer analyzes the voice and generates corresponding lip movements
on the android. The computer also tracks the operator’s face and head movements
on the basis of images from a USB camera and synchronizes the android’s face and
head movements to the operator’s. That is, the operator can see on the monitor the
android moving the lips and head as the operator talks and moves and can make sure
that he/she talks with a visitor by using the android body.

In our earlier experiments, we found that both visitor and operator can feel as if
the android were a human. When Ishiguro operates the android modeled on himself,
the visitor interacts with the android as if it were he. At the same time, Ishiguro,
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Fig. 2.2 Geminoid™ HI: teleoperated android of an existing person
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who is operating the android, feels the android body as his own body. We have
studied a teleoperated android called the Geminoid for the purpose of developing a
new information media that can transmit human presence to distant places [7, 8].
“Geminoid” means a twin or doppelganger whose presence is not separate from the
operator.

The Geminoid is a robot system that transmits the operator’s presence to distant
places. In order to investigate and discuss the many interesting phenomena concern-
ing this system, we need to start with a careful study of “presence.” In Japanese, we
have two terms, sonzai and sonzaikan, corresponding to “presence.” Sonzai means
“presence” or “existence” in English. There is no Englishword that perfectlymatches
the notion of sonzaikan, but as sonzaikan comprises sonzai and -kan, where -kan lit-
erally means “feeling”, it might be translated as “a feeling of presence”. However,
this translation does not capture the precise meaning of the term.

The differences between sonzai and sonzaikan are subtle but substantial. Sonzai
or presence of an object, say a human or a robot, implies the obvious or objective
presence of the human or the robot, and many people can equally share its presence.
Needless to say, it is difficult to theorize about presence per se, but we submit that
whatever is present, e.g., Ishiguro the man or the Geminoid modeled on Ishiguro,
many people share an awareness of the presence of them. For example, Ishiguro is
considered to be present because anyone can see, hear, or touch him.

In contrast, sonzaikan is to feel sonzai or presence, and it differs from the obvious
presence. An object may have sonzaikan even if we cannot see, hear, or touch it. That
is, sonzaikan is the feeling of presence, and the relevant kind of feeling may not be
sensory.

2.2.1 Hypotheses on Recognition and sonzaikan

In the Geminoid system, there are two types of sonzaikan: the sonzaikan visitors feel
about the android and the sonzaikan operators feel through operating the android.
These have some common features. Here, we focus on the first type, i.e., the feeling
of a human presence in an android. Before proceeding, we need to consider what
recognition is. For something to have sonzaikan (to a person) is for its presence to be
recognized (by the person) in some sense. Therefore, we have to define “recognition”
before considering sonzaikan.

Recognition is defined differently in different fields. For example, in psychology it
is defined as consciousness of information that comes from the external world and is
loadedwithmeaning, while in informatics it is usually defined as pattern recognition.
This definition implies that recognition is to collect data about a particular target from
various sensors.While bearing inmind the definitions in psychology and informatics,
we propose an original and simpler definition: namely, recognition is to “represent
information obtained through more than one modality”. For example, we cannot
recognize an orange as such merely on the basis of its shape. The recognition of an
orange requires (at least) one more modality, typically smell. If we can perceive the
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smell of an object when we see its shape, then we can recognize it as an orange.
Recognition of an object involves representing it in more than one modality and
linking representations in different modalities with each other. We can apply this
general idea of recognition to the specific recognition of human presence. We need
to have at least two modalities to feel the reality of human presence or sonzaikan.
Paradoxical as it may seem, robots or media can have sonzaikan if we can feel them
in just two modalities.

2.2.2 The Minimum Design Requirements for Providing
sonzaikan

Whenwe interactwith a person,we obtain via various sensors a variety of information
related to his or her appearance, movement, voice, smell, and so on and recognize
who it is by integrating this information. Then, how many sensors do we need? How
many modalities do we need in order to recognize the person? To help with this
inquiry, we developed the Telenoid, Hugvie and Elfoid, described in the following.

The Telenoid is different from the Geminoid in that its appearance and movement
lack human likeness. The Telenoid was developed in the pursuit of the minimal
design of a human being. It looks vaguely like a human, but we cannot tell its age or
gender. The Hugvie is even more deprived of humanlike appearance, but even so, we
can still feel sonzaikan when we are with a Hugvie. The modalities that the Telenoid
can provide are much fewer than the Geminoid provides, but it still maintains a basic
humanlike appearance, movement, and voice. In contrast, the Hugvie only provides
human voice and humanlike touch.

The Hugvie is a human-shaped cushion designed to be used as a smartphone
folder. There is a pocket for a smartphone on the head. Users talk while hugging it.
That is, users can hear a human voice from the Hugvie and feel its humanlike surface
by touch. The Hugvie is totally different from regular smartphones. When we use it,
we have a feeling of holding the person who is speaking, even though he or she is
nowhere near us. Our hypothesis is that we feel the sonzaikan of a human if we feel
it through (at least) two modalities. Our earlier experiments with Hugvies contribute
to verifying our hypothesis, at least to some extent.

Another interesting finding in our experiments is that we humans always fill in
the lack of information with one or another positive interpretation when we feel
sonzaikan in a limited number of modalities. When we use Telenoids or Hugvies,
we identify the person who is speaking from the voice. However, identification by
voice may fail. In such cases, we have some mental image of the speaker. If we
hear an unknown but appealing voice from a Hugvie, we always imagine that the
person speaking is attractive. We never have negative images. Similar effects have
been confirmed in Telenoids. This may be why the elderly particularly like Telenoids
(as discussed later).
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We consider the Telenoid, Hugvie and Elfoid to be “sonzaikan media,” mean-
ing media that produce feelings of humanlike presence. Sonzaikan media are often
more widely accepted than Geminoids that have a humanlike presence. Geminoids,
perhaps because of their fixed and detailed appearance, limit one’s imagination,
whereas sonzaikan media, because they do not have such appearances, leave room
for imagining its identity and coming up with positive interpretations thereof.

2.3 System Development of Sonzaikan Media

In this section, we introduce the development of three sonzaikan media, Telenoid,
Hugvie, and Elfoid, based on the minimal design concept of sonzaikan.

People tend to attribute humanlike qualities to nonhuman objects to some extent,
regardless of whether they resemble humans and whether they have intelligence
[9, 10]. Based on this anthropomorphism tendency, researchers have demonstrated
that people will treat even simple robots like a human in typical human-robot interac-
tions. Matsumoto et al. developed Muu, which only has one eye, in a minimal design
approach that eliminated the nonessential components and kept only the most funda-
mental functions for human-agent communication [11]. Osawa et al. demonstrated
that attaching body parts to an object generates a virtual body image of it [12]. They
also developed a ring-shaped robot called Pygmywith eyes and a mouth to anthropo-
morphize the user’s hands [13]. They designed robot agents by focusing on the facial
elements as the minimal parts of a human. Although they enhanced the user’s feeling
of being with socially interactive agents, their designs seem inappropriate to convey
a human presence since their robots do not resemble humans. As a consequence, the
interaction between users and robots is not the same as human-human interaction.

Oneoption to enhance sonzaikan is to interactwith a robot teleoperated by a person
at a distant location. Many teleoperated robots have been developed to facilitate
telecommunication. Some robots, which are utilized in elderly care [14], medical
care [15], and group work [16], are equipped with a display monitor to project the
teleoperator’s image [17]. Others have a movable artificial head rather than a monitor
for telecommunication [18, 19]. These robots have achieved some level of success in
terms of enhancing sonzaikan because they convey teleoperator movements, voices,
and images. However, these studies ignore the perception of interaction partners
because they aim to provide telepresence for the teleoperators.We address the design
issues in terms of the perception of the person who is facing the robots.

2.3.1 Telenoid

Telenoid was made as a test-bed in the pursuit of the minimal design of a human
being [20]. The Telenoid robot is 70cm long and weighs about 3kg (Fig. 2.3). It
has nine degrees of freedom (DoFs), most of which are assigned to control its eyes,
mouth, and head with the rest devoted to its left and right hands.
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Fig. 2.3 Telenoid™. Photo copyright by Rosario Sorbello

Telenoid’s design emphasizes its human likeness in visual and tactile information
to facilitate both human-robot andmediated human-human interactions. To provide a
contrast to existing androids such as Geminoid HI [8], we removed as many features
less important for communication with a human as possible from Telenoid.

We designed Telenoid in three steps. First we identified the important features
for communication with a human and eliminated non-neutral and less important
ones. Psychology has shown that non-verbal information such as gaze behavior and
bodily gestures plays a crucial role in communication [21, 22], so we considered not
only voice but also a humanlike head and body to be important while eliminating
non-neutral and less important features such as beards, hair, and eyebrows.

Second, we reevaluatedwhether the chosen features fit the design requirements by
eliminating less important ones. We eliminated legs since we assume that a robotic
medium and its partner do not move around. Although fingers are often used for
hand gestures, especially pointing, in human communication [21], we eliminated
hands and retained arms because pointing is possible if a robot has arms. Even
though facial expressions provide fundamental information about emotions, we do
not consider them in our current development because vocal information conveys a
person’s emotion to some extent [23].

Finally, we integrated the crucial features we chose. We kept the symmetry in
Telenoid’s face because a symmetrical face increases attractiveness [24]. Personality
biases, including gender and age, cause problems because such personal informa-
tion about virtual and robotic avatars affects both the teleoperator’s attitude and the
partner’s to the avatar [25, 26]. To avoid this, we designed Telenoid’s face and body
in our current design as both ageless and sexually neutral.

Telenoid is covered with soft vinyl chloride. Its tactile quality resembles that of
humans and it is much more robust and suitable for physical contact than silicon
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rubber (as was used for Geminoids). It enables people to feel that they are touching
a person during such physical interactions as hugging.

We chose a teleoperation system to control Telenoid because this allows Telenoid
to not only be used as a robotic avatar but also to pretend to be an autonomous agent
by using a Wizard of Oz approach. We do not implement an autonomous system
on Telenoid since our focus is how people react to its appearance and/or behavior,
regardless of its behavioral robot architecture and the cognitive processes that might
occur inside the robot. In the following experiments, we used Telenoid as a robotic
avatar and participants were informed of the existence of a teleoperator behind it.
The Telenoid teleoperation system conveys its teleoperator’s movements and vocal
information. We used the teleoperator’s head movements and lip motions to produce
these movements for Telenoid. The actual motor commands are computed by face-
tracking and lip motion systems and sent to a server by TCP/IP. The teleoperator can
also display such predefined behaviors as goodbyes or hugs using GUI buttons on
the laptop screen. Some involuntarymovements including breathing and blinking are
generated automatically so that the interaction partner feels as if Telenoid is alive.
The system is easy to use and carry: it requires only a single laptop with a Web
camera.

According to our hypothesis that sonzaikan is enhancedwhen sensory information
representing ahuman fromat least twodifferentmodalities is presented,Telenoid pro-
vides rich information even though much information is eliminated since it presents
visual, tactile, and audio information. This richness allows us to investigate the effect
of possible combinations of modalities on sonzaikan in various interactions.

2.3.2 Hugvie

Observations from field studies with Telenoid have shown that physical contact with
it, especially hugging, is a primary form of interaction and has a strong psychological
impact on a wide age range of users. This implies that a combination of auditory
and tactile sensations enhances sonzaikan, supporting our hypothesis that the feeling
is enhanced when information is presented from at least two different modalities.
On the basis of this finding, we developed a human-shaped cushion phone called
Hugvie [27] (75cm, 600 g) as a communication device that focuses on the hugging
experience (Fig. 2.4). While Telenoid maintains a minimal humanlike appearance,
movement, touch, and human voice, Hugvie focuses on just the human voice and
humanlike touch. It is a soft cushion filled with polystyrene microbeads and is cov-
ered with spandex fiber, which is often used for microbead pillows. It resembles a
person with open arms for a hug and enables us to bring the hug experience into
telecommunication by putting a hands-free mobile phone inside a pocket in its head.
Since the phone is in the pocket, people can call and talk while hugging Hugvie. As
they converse with a distant partner, they become immersed in the vocal and tactile
information since they almost do not see Hugvie while they are hugging it. This
increases the feeling that they are actually hugging their distant conversation partner.
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Fig. 2.4 Hugvie™. A user inserts his/her smartphone in a pocket at Hugvie’s head and talks by
hugging it

Preliminary studies with a Hugvie revealed that conversations with a female while
hugging it stimulated the affections that heterosexual male users felt to her [27, 28].

2.3.3 Elfoid

Elfoid is a hand-held version of Telenoid [29]. Figure2.5 shows a cellular phone
version of Elfoid that can connect to a public cellular phone network and enables
communication with other telephones. In addition to the cellular phone version, we
have developed a Bluetooth version that has functionality similar to a Bluetooth
headset for cellular phones.

Similar toTelenoid,Elfoid has a simplifiedhuman shape and is designed to transfer
the speaker’s voice and gestures using the cellphone network.Unlike Telenoid, Elfoid

Fig. 2.5 Elfoid™. In contrast to cellphones, people use Elfoid by holding it in front of them and
talking to others through it
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is covered with urethane gel, which provides a soft, pleasant feeling on touching
and holding it. Its functionality is further reduced from that of Telenoid, having
a smaller size, fewer appearance features, and reduced embedded equipment. We
assume Elfoid to be used as shown in Fig. 2.5, where the user is holding it in hand
in front and talking to it. In this way, we expect people to feel stronger sonzaikan
of others compared to usual cellular phone usage while maintaining the ubiquity of
cellular phone, thus enabling people to use it anytime, anywhere.

2.3.4 Exploration of Human Form from Ancient
Human Design

Although Telenoid, Hugvie, and Elfoid were designed with a minimal design
approach, it remains unclear whether their components actually satisfy the mini-
mal requirements to enhance sonzaikan. To explore this, we studied the minimal
requirements of the human form by investigating the chronological development of
Dogū, one of themost ancient examples of attempts to create an artificial human form
[30]. The purpose of these small human/animal figures remains unknown, but they
were probably meant to represent a human or to communicate with invisible spirits
that take human form [31, 32]. We surveyed the development of Dogū and found
that the torso, not the face, was considered the primary element for representing a
human. Less attention was paid to the arms, legs, hair, and ears, all of which were
represented very crudely. On the basis of these survey findings, we examined what
kind of body representation is necessary to feel sonzaikan by using a conversation
task consisting of one speaker and five hand-held avatars whose body forms are dif-
ferent. In the experiment, participants spoke to an experimenter through one of the
avatars or the speaker in his/her hand about a topic provided by the experimenter.
After the conversation, they rated the degree to which they felt the experimenter’s
presence on a five-point Likert scale from 0 (not at all) to 4 (very strongly) and then
repeated conversations with different avatars on different topics. The experimental
results showed that the forms for the torso and head enhance this feeling most sig-
nificantly, while the arms and legs have less impact. This implies that Telenoid’s
appearance satisfies the requirements to feel sonzaikan and that we can eliminate
more elements from it, such as arms and legs.

2.4 Technologies Behind sonzaikan Media

The development of a new medium requires new background technologies for the
human interface as well as for the internal structures. In this section, we describe
some of the technical studies that support our implementation of sonzaikan media.
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2.4.1 Motion Generation Through Speech Information

In our field studies, we observed that people sometimes had difficulty communicating
with Telenoid because the teleoperator’s voice is not synchronized with Telenoid’s
movements when we generated its movements by vision-based head and lip tracking
techniques, such as active appearancemodels. A problemwith such image processing
techniques is that their performance depends on good lighting conditions and image
resolution. This is often crucial for applications in the real world. For example, our
system failed to capture a teleoperator’s movements in experiments at a shopping
mall and at an elderly care facility because of poor lighting conditions. Therefore,
complementary approaches are required that use information other than visual. A
motion capture system achieves synchronization, but it is too expensive and complex
for daily use. If the motions are reproduced from vocal information, synchronization
can be easily maintained.

Ishi et al. generated lip motions based on the teleoperator’s speech information.
They transformed the formant spaces where vowel information is associated with lip
shape in strong correlations between the two and demonstrated that the transformed
space allows us to generate natural lipmotions from the teleoperator’s speechwithout
any sensor system for motions [33]. They also analyzed the head motions associated
with speech in human conversations and found a strong relationship between head
motion and such dialogue acts as affirmative or negative reactions, the expression of
emotions like surprise or unexpectedness, and turn-taking functions. On the basis of
this finding, they constructed a model to generate head movements from teleopera-
tor’s dialogue acts andwere able to improve the naturalness of robot headmovements
[34].

2.4.2 Motion Generation and Emotional Expression
Through Visual Stimuli

In use cases with Telenoid, both young and elderly users pointed out that it was
too heavy. Its weight (3kg) is mostly due to the electric motors used as its actua-
tors, although we did try to minimize them. To further reduce the weight, we need
another implementation to produce its movements. This approach is especially use-
ful to develop small, cheap, and portable robots because electric motors increase
costs and reduce portability. If a robot can help users perceive the illusory motions
of its limbs by light, sounds, or vibrations, it can support natural interaction without
embedded actuators that move the limbs. Sakai et al. induced the illusion of motion
with Elfoid by embedding blinking LEDs in its face [35]. After evaluating several
possible patterns, we designed a blinking LED pattern to induce an illusory nodding
motion, which is an important nonverbal expression in face-to-face communication.
We demonstrated that Elfoid with illusory nodding motions eased participant frus-
trations more than with a random blinking pattern when participants grumbled at it.
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This approach is a new way to achieve a portable robot avatar designed with minimal
elements to enhance feelings of sonzaikan.

The idea of using blinking LED patterns for motion generation is also applicable
to emotional expressions. Fujie et al. explored this possibility [36] by investigat-
ing which emotions are conveyed by blinking color patterns. Multi-color LEDs were
embedded intoElfoid’s face, its torso, and a spherical object. Eight color patterns (red,
blue, green, yellow, purple, orange, blue-green, and yellow-green) were displayed
with three different blinking patterns (continuous emission, emission at 0.1 s inter-
vals, emission at 1.0 s intervals). Thirty-two participants saw all conditions randomly
and evaluated each one with Plutchik’s set of eight basic emotions (joy, acceptance,
fear, surprise, sadness, disgust, anger, and anticipation) [37] on a six-point scale from
1 (not felt at all) to 6 (felt extremely strongly). While no conspicuous difference was
observed between Elfoid and the spherical object with respect to red, blue, green,
yellow, and yellow-green light, different impressions were created by purple, orange,
and blue-green lights between Elfoid and the spherical object. With Elfoid, a pur-
ple light increased negative emotions, an orange light at the chest decreased anger,
and a blue-green light increased fear. For both Elfoid and the spherical object, high-
speed blinking increased surprise. Elfoid’s humanlike appearance induces different
emotions conveyed by color patterns compared to simply shaped objects.

2.5 Evaluation of sonzaikan Media

2.5.1 Impact of Physical Embodiment on sonzaikan

Although Telenoid’s physical embodiment apparently conveys sonzaikan, it remains
unclear which factors play an important role in enhancing that feeling. Tanaka et
al. evaluated the impact of several key factors on sonzaikan, including physical
presence, voice, body motion, and appearance [38, 39]. In their experiments, they
controlled the factors with different communication media. Participants explained
electronic devices for more than 1min in the same room to a remote conversation
partner through Telenoid, a static Telenoid, an audio speaker, a virtual avatar, a
video chat system, or their partner. The partner gave vocal backchannel feedback
with head nodding. In this conversation, each medium presented the information
shown in Fig. 2.6. To evaluate the impact of the physical embodiment on sonzaikan,
participants rated how realistically they felt theywerewith the partner on a nine-point
Likert scale.

Results showed that the movements presented by the media enhanced sonzaikan.
Interestingly, this effect was significantly stronger when a physical entity (an actual
person or Telenoid) was presented than when a teleoperator’s image or a virtual
avatar was projected on a display monitor or only the partner’s voice was presented.
Telenoid’s score was significantly lower than the score of the actual person. On
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Fig. 2.6 Effect of physical embodiment. Combination of elements were compared to check their
contribution to presence transmission

the other hand, its scores nearly equaled those of the video chat system, although
it provides less visual information than video chat systems. These results indicate
that Telenoid’s humanlike physical presence enhances sonzaikan in comparison with
vocal information and displayed visual images. Also, sonzaikan is more enhanced
when Telenoid moves.

2.5.2 Personality Conveyance

SinceTelenoid has a humanlike appearance that consists of the important components
to represent a human, people can easily recognize it as a teleoperator, unlike other
robots whose appearance greatly differs from that of the teleoperator. Kuwamura et
al. verified that Telenoid can convey the teleoperator’s personality, hypothesizing that
teleoperated robots whose appearances differ from humans distort the teleoperator’s
personality more than those that resemble humans because such appearances make
different impressions on the teleoperator [40]. Participants conversed with a teleop-
erator who talked through one of three physical entities with different appearances
(Telenoid, a stuffed-bear robot, and a video chat system) in three different face-to-
face conversations: free talk, teleoperator’s self-introduction, and interviews by the
teleoperator.

The teleoperator’s personality was measured by the Japanese Big Five personality
test, a 60-itemquestionnaire that represents five personality parameters (extraversion,
neuroticism, openness to experience, agreeableness, and conscientiousness) that was
translated from the Adjective Check List [41, 42]. We evaluated the distortion effect
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with the consistency of the answers to questions from each parameter in the mea-
surement. We found that if a physical medium’s appearance differs from that of the
teleoperator, the answers to questions related to each parameter cause inconsistencies
because some questions in each parameter are answered on the basis of impressions
of the medium’s appearance while others are answered on the basis of those of the
teleoperator. The stuffed-bear medium had poor consistency on extraversion in the
interview situation and on agreeableness in the self-introduction situation. Such poor
consistency was not observed for Telenoid or in the video chat cases. This indicates
that the personality transmitted through the stuffed-bear robot was distorted under
certain situations, while Telenoid conveyed the teleoperator’s personality to a similar
extent to what a video chat system can convey. Although we did not directly com-
pare Telenoid with its teleoperator, the results imply that Telenoid can maintain the
teleoperator’s sonzaikan.

2.5.3 Changes in Impression Toward Others

In another study, we examined whether the act of using sonzaikan media through
can enhance positive feelings toward others [27]. Hugvie was designed so that its
users could naturally hug the device in order to listen to their conversation partner’s
voice. In most cultures, social morals strongly discourage hugging strangers; if you
are hugging someone, you are in close relationship with that person, sometimes an
intimate relationship. However, using Hugvie, you are naturally led to perform the
act of hugging even when you are talking with a stranger. Does this act of hugging
change your impression toward the stranger?

In 1974, Dutton and Aron showed that one’s affections are sometimes mistakenly
evoked [43]. In their experiment, male participants were interviewed either on a fear-
arousing suspension bridge or a non-fear-arousing bridge. The participants showed
stronger response in the fear-arousing situation, but only when they were interviewed
by a female. From these results, Dutton et al. concluded that misattribution of arousal
happened to those participants; that is, their raise in tension and heartbeat change due
to the fearful situation were mistakenly perceived as due to the attractiveness of the
interviewer,which led to a stronger positive impression toward the female.Nishimura
et al. showed that similar changes can be induced by controlling the frequency of the
heartbeat-like vibration provided to participants [44].

In the experiment, we focused on hugging behavior through media among young
people and found that using Hugvie enhances the feeling of being together and
being loved compared to a Bluetooth headset. All participants were male university
students and were told to interact with the other participant, which was actually a
recorded female voice played by the experimenter, and watch a movie together while
connected by the media. After the interaction, participants answered a questionnaire
and were briefly interviewed. We used a “Loved-Liked scale,” a passive version of
a questionnaire, to measure positive impression toward others, specifically, partic-
ipants’ impression on how the people on the other side thought about themselves.
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We found significant differences in both loved and liked scales: when using Hugvie,
people tended to feel that they are more liked/loved by others than when using a
normal headset.

We also found that participants with Hugvie were more impressed by a movie
scene where a boy says, “I love you.” This is a scene in which one typically feels
rather embarrassed even if watching alone, and even more so when watching it with
someone else nearby. This seems to indicate that using Hugvie provided participants
with a much stronger and realistic feeling of their conversation partner’s presence.

2.5.4 Physiological Measures

Even though the results from the above studies seem to suggest that sonzaikan media
has a strong effect on people, it remains unclear whether the usage of such media can
produce physiological responses as observed in real human interactions, or some-
times even stronger responses than toward other people. To address this issue, we
investigated whether endocrine changes are observed following a brief conversation
through a huggable communication device [45]. This approach enables us to quanti-
tatively evaluate the physiological effects of the mediated touch without relying on
subjective reports of affective states.

We hypothesized that communication with a remote person by giving a hug to a
physical device would be sufficient to influence the human neuroendocrine system.
To test this idea, we examined the changes in cortisol hormone, which is a reliable
bio marker of psychological illnesses [46], before and after participants engaged in
a human-human conversation mediated by a huggable communication device. We
focused on the cortisol hormone because stress relief is one of the most critical
issues in providing social support to facilitate recovery from many types of mental
and physical illness [47]. Considering the potential applications of communication
media for social support, the impact of the media on stress relief is highly relevant.

In the present study, participants had a conversation with a stranger while hug-
ging a Hugvie (Hug group). In a control group, participants went through the same
procedure but used a mobile phone instead of Hugvie (Phone group). To assess the
neuroendocrine responses to the social interaction with the communication media,
we measured cortisol levels before and after the conversation session. We collected
the cortisol levels both from the blood and salivary samples since they can be dis-
sociated due to differences in their regulatory mechanisms [46]. We predicted that
physical contact with the huggable device would reduce the cortisol levels at a greater
rate than the control group inwhich participants had conversations on amobile phone
without physical contact. We also evaluated the effect of physical contact on sub-
jective psychological states with a post-session questionnaire that assessed positive
effect, negative effect, and calmness.

Results showed that hugging the communicationmedium reduced the cortisol lev-
els in both saliva and blood. These results, which support our hypothesis that physical
contact with communication media can produce an effect even at the endocrine level,
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suggest that physical contact with such a mediummight be effectively used for men-
tal stress relief. To the best of our knowledge, this is the first study that demonstrates
an endocrine effect from physical contact with a communication medium.

Wealso found a reduction of the cortisol levels in both the blood and saliva samples
and a positive correlation between the changes in salivary and blood cortisol. This
indicates that we can use salivary cortisol, which can be more easily handled than
blood cortisol, to evaluate the effect of physical touch with communication media.
We expect salivary cortisol to be a promising new measure to assess the effects of
physical touch with communication media that have previously been evaluated only
with behavioral or psychological measures.

Our results provide us with two important implications. First, they suggest that
communication media do not need to actively stimulate a person’s skin to reduce
cortisol levels. In previous research on interpersonal touching, active touching by
others, such as stroking the arm and massaging, was primarily used as tactile stimuli
[48–50]. Other studies used a combination of several types of inactive touch, such as
holding hands and hugging, along with other factors (e.g., watching romantic videos)
[51, 52]. There has been little investigation on the endocrine effect of single inactive
touch, aside from one study that reported changes in the heart rate and blood pressure
during gentle touches of the wrist [53]. Our results demonstrate that 15min inactive
touching with an inanimate object reduces the levels of stress hormone.

Second, our results indicate that communication media can be used as research
tools to investigate the positive effects of physical touch independently of the touching
situation and the person doing the touching. The effects of interpersonal touch on
physiological responses are affected by how people are touched and by whom [54].
For example, while positive physiological changes are induced by a hug with a
friend or family member, such changes do not occur for a hug with a stranger of
the opposite sex because it could be taken as sexually offensive. By contrast, our
present study shows that hugging an inanimate object reduces cortisol even during
conversations with a stranger of the opposite sex. This suggests that communication
media allow us to separate the actual effects of physical contact from the effect of
intimate relationships in interpersonal touching, which could inducemultiple effects.

The ability to reduce cortisol levels seems suitable for improving the quality of
intimate social interaction inwhich trust andbonding are crucial. For example, remote
counseling services are widely used to improve patients’ psychological states and
mental health. The quality of communication with therapists, typically conducted
with telephones, the Internet, or videophones, may be enhanced by huggable devices
[55].

2.6 Field Studies with sonzaikan Media

We brought Telenoid into public places, elderly care facilities, and an elementary
school to observe how people react to its appearance and/or behavior and what
information substantially enhances sonzaikan. In this section, we first report ordinary
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people’s responses to Telenoid in such public places as a shopping mall and then
describe the responses of seniors in one-to-one conversationswith Telenoid in elderly
care facilities to investigate their impressions.We also compare interaction responses
with Telenoid between Japan and Denmark to examine cultural differences. Finally,
we report on Telenoid’s effectiveness at representing a remote person’s presence in
a group setting.

2.6.1 Acceptability from People

Since Telenoid is a new robotic medium, it is unclear to what extent it makes people
feel sonzaikan. Ogawa et al. observed how people responded to it through a demon-
stration at a shopping mall [20]. Seventy-five people, many of whom were in their
20s, had 5min conversations with an experimenter through Telenoid. After the con-
versations, we asked whether Telenoid was better than a telephone for talking to a
remote person. More than 70% felt that Telenoid outperformed the telephone. They
were also asked for their impressions of Telenoid. About 36% admitted that it was
strange at first glance. However, about 73% said that their attitudes became more
positive after hugging it. These tendencies were also observed for elderly people.
At an open house at Advanced Telecommunications Research Institute International
in Kyoto, 47 elderly people had 5min conversations with Telenoid and were also
asked whether Telenoid was better than a telephone, with 66.6% preferring Telenoid
and 88.8% giving positive comments. Interestingly, all of the elderly users hugged
it immediately after they got it. These results show that ordinary people generally
accept Telenoid, although some had a cautious first impression. Physical contact with
Telenoid might be a primary component to enhance sonzaikan because hugging it
made the users’ attitudes more positive.

2.6.2 Elderly Care with sonzaikan Media

The fact that elderly people are attracted to Telenoid suggests possible applications
to elderly care. Yamazaki et al. used Telenoid at a residential care facility to observe
the reactions of elderly people to it [56]. The participants were ten elderly women
with dementia (mean age, 86.6years), includingmildly demented patients who could
live independently with supervision and patients with moderate to severe dementia
who had difficulty communicating with others.

Each participant had a relaxed, 20min conversation about her health, hobbies,
or family with Telenoid, which was teleoperated by the experimenters or the chief
caretaker at the facility (Fig. 2.7, left). The caretaker reported that the overall reactions
of participants were quite positive. We also observed that they frequently interacted
with Telenoid by talking to and touching it. The verbal and non-verbal responses
of nine of the ten participants to Telenoid were positive from the very start. The
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Fig. 2.7 Elderlies interacting with Telenoid in Japan (left) and in Denmark (right)

patients with mild dementia were especially responsive in verbal interactions. At
first glance, almost every senior reacted positively to interactionwith it, oftenmaking
such comments as “You are really cute.” Generally, attachment to Telenoid increased
when they held it. Although the participants with severe dementia had difficulty
maintaining verbal communication, they intermittently caressed its back and arms
and slowly interacted with it. Interestingly, some participants asked it questions like,
“May I hold you?”Although theymight speak to it, such asking behavior is not typical
for interaction with a doll, implying that the participants treated Telenoid more like
a human. In fact, some seemed to confuse Telenoid with a child; one woman said,
“You look about five years old” when the teleoperator asked the woman to guess
its age. Perhaps its appearance, which was designed with fewer human elements,
provides enough information to enhance sonzaikan.

2.6.3 Cultural Differences in Responses Toward Telenoid

Although it has been shown that elderly people accept Telenoid, is this attitude
specific to Japan? In a field experiment in Denmark, Telenoid was introduced into
care centers and the homes of elderly persons to investigate cultural attitudes to it
[57]. In one case, we observed 2-hour free conversations between Telenoid and two
participants who were living alone in houses attached to care facilities: a healthy 92-
year-old and a 75-year-old with mild Alzheimer’s disease. In both cases, Telenoid
was set up in the relaxing environment of a living room (Fig. 2.7, right). Telenoid
was teleoperated by experimenters, nursing students, or the patient’s friends. The
conversation topics included health, hobbies, family, and a cooperative map game.
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As observed in Japan, Telenoid elicited positive responses and behaviors from
both participants, who actively talked with it and engaged in conversations from the
beginning. For example, the healthy participant entertained Telenoid by playing the
piano and singing. The participant with mild Alzheimer’s basically remained quieter
and calmer, but he did talk about his interests. Both participants engaged in physical
contact, such as touching, holding, hugging, imitating, and kissing. Our observations
indicate that both physical contact with Telenoid and its appearance might play an
important role in enhancing sonzaikan across cultures, although investigation with
more participants from various age groups and cultural backgrounds is required.

2.6.4 Education Support with sonzaikan Media

While the above studies focused on adults, Yamazaki et al. introduced Telenoid into
an elementary classroom’s group activities to observe how children dealt with and
adapted to it [58]. A class consisting of 28 children participated in the experiment
in a typical Japanese classroom. They were divided into six groups of four or five
students to discuss scenarios for a four-frame cartoon. One member of each group
teleoperated Telenoid from a small room next to the classroom during the group
discussions. We qualitatively assessed the effect of Telenoid by comparing the group
work with or without its intervention on the basis of recorded dialogues, the recorded
children behaviors, and post-interviews (Fig. 2.8).

Weobserved each group’s changing structure in the interaction among the children
and the Telenoid controlled by a group member. Before Telenoid was introduced,
the children’s participation in discussions was limited because they were dominated
by a member who had been assigned as the leader; other members performed tasks
irrelevant to the group task (partial participation). After Telenoid was introduced,
however, all of the children started to negotiate with the operator, who became a
newcomer to the group, since they were attracted to the novel tool. However, once
group work began, they realized Telenoid’s limited function to cooperate with them

Fig. 2.8 Group-work in elementary school with Telenoid. One of the students is joining the class
through Telenoid
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and so began to work together to help the operator (cohesion and negotiation). Once
Telenoid was accepted as a member of the group with the help of the others, the
operator also made valuable contributions to the group. She began to take on the
role of coordinator because she was able to keep an objective eye on the behaviors
and roles of the others. Interestingly, as discussion continued, some of the children
said that Telenoid seemed to be the operator herself. In other words, they felt the
operator’s presence (full participation). These observations indicate that Telenoid
can maintain a classmate’s sonzaikan due to its physical embodiment. They also
demonstrate Telenoid’s usefulness for facilitating group work.

In another study, Hugvie was used in school to help increase the concentration
of students [59]. This was based on the idea that the stress reduction and human
presence enhancement effect of Hugvie would allow younger students, especially
first graders, to better concentrate on listening to their teacher. Children this age
have not yet learned that listening to others is a very active process and is critical for
learning andmemory [60]. Despite the importance of listening, many young students
have a problemwith it; theywalk around the classroom, chat with friends, and exhibit
other restless/disobedient behaviors during class. The inability to concentrate in class
causesmanyproblems for children, especially those in the lower grades of elementary
school, because it lowers academic performance in later life. Hugvie can relieve this
problem by encouraging children to pay more attention in class.

In this study,we introducedHugvie into a storytelling context to 33 preschool chil-
dren who will soon start elementary school. They were given Hugvies and instructed
how to use them. Two volunteers told them stories that were illustrated with picture
cards.

Somewhat surprisingly, no child walked around the room or chatted with friends
during the talking stories of the volunteers. Figure2.9a shows a typical scene during
storytelling. Although we had worried that some children might play with their
Hugvies, all of the children calmly listened to the volunteers in both storytellings.
About two thirds listened to the volunteer voices from their Hugvies, while the rest
used them like cushions. Many children preferred to listen to the storytellers through
the Hugvies. Children at the back of the room seemed to listen to the volunteers’
voices from Hugvies without any complaints, even though they had difficulty seeing
the picture cards. Hugvie seemed to help children continue to pay attention even
from the back of the room.

In contrast, while not using Hugvie, the attention of the children in the back of
the room shifted to other things, even as the children in the front continued to focus
on the volunteers. Some children in the back walked around the room and others
started playing with their friends (Fig. 2.9b). This might be because the volunteers
sometimes concentrated on themselves without addressing the children. However,
since more of the children who showed restless behavior were observed in the back
of the room than in the front, perhaps the children in the back had less feeling that
the volunteers were talking to them due to the distance.

These results demonstrate that Hugvie has the potential to help children maintain
their attention to listening to others by reducing their stress and strengthening the
feeling that a storyteller is close. Our observation of storytelling to children supports
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Paying attention Not paying attention

(b)

(a)

Fig. 2.9 a Storytelling with Hugvie and b paper-cutout activity without Hugvie

such potential, suggesting that Hugvie is a useful tool to relieve the educational
problem caused by children who show restless and disobedient behavior during
class. We believe that concentration on listening can improve learning and memory
performances, as suggested in a listening model [61]. We also believe that Hugvie’s
effect is useful for childrenwith such developmental disorders as attention deficit and
hyperactivity disorder (ADHD), who typically have difficulty maintaining attention
in class. We have begun applying our system for storytelling to such special-needs
children.

2.7 Discussion

Our field studies showed that ordinary people easily accepted Telenoid and enjoyed
talking with it. Their positive impressions seemed enhanced when they hugged it.
Studies at a shopping mall and elderly care facilities showed that seniors also quickly
accepted Telenoid and actively talked to it. These results highlight the possible con-
tributions of its appearance, movements, voice, and touch for enhancing sonzaikan.
The combination of humanlike touch and a human voice seems especially important.
This finding supports our hypothesis and inspired us to develop Hugvie. Although
Hugvie shows sufficient effect to change human attitude, further studies are required
in terms of its shape. For example, if it had a normal cushion shape instead of a
humanlike shape, would the same results hold? Would a user still have the feeling of
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hugging a distant conversation partner in such a case?Wewill address these questions
in future work.

Our observations in an elementary school revealed that introducing Telenoid into
group activities changed the group’s structure. Its physical embodiment and itsmove-
ments captivated the children and helped them accept Telenoid as their classmate.
Consequently, their distant classmate became more integrated into the group’s activ-
ities. These results indicate that a medium designed with our approach has enough
human information to convey a teleoperator’s personality and to encourage involve-
ment in group activities, even though it provides much less information than Gemi-
noids.

Some of our field work findings were evaluated in controlled experiments.
Telenoid’s physical presence and motions created greater sonzaikan feelings than
virtual avatar systems and an audio speaker. Its humanlike appearance conveyed
a teleoperator’s personality with less distortion than a non-humanlike appearance.
Therefore, its physical embodiment andmotion features provide significant effects of
this feeling. Our results confirmed that Telenoid has advantages over existing media
in terms of its enhancement of sonzaikan and personality conveyance. However, its
appearance can be simplified because experimental results based on the findings
from ancient human Dogū forms imply that a simpler human appearance has the
same effect as Telenoid. It is also worth investigating whether sonzaikan provided
by Telenoid and a simpler robot is comparable with that by Geminoid and whether
they can induce natural responses from people as Geminoid can. Even though in
our field studies we found that tactile interaction was observed as a primary factor,
no investigation has evaluated the effect of physical contact with the media on this
feeling. We have to verify the effect in controlled experiments.

2.8 Conclusion

In this paper, we proposed a minimal human design approach to explore the mini-
mum requirements to enhance the feeling of a human presence, or sonzaikan, and
gave an overview of our work with Telenoid, which was developed using minimal
human design. Since developed communication media always provide new experi-
ences for people, careful observations in exploratory studies are necessary to identify
the primary factors to achieve sonzaikan as well as evaluation in control conditions
and system development. These three processes, system development, field study,
and system evaluation, must be repeated to explore the minimal requirements to
enhance such feelings of a human presence. From field studies with Telenoid, we
found that its physical embodiment and physical contact with it are crucial factors
to experience the sonzaikan feeling. In controlled experiments, we verified some of
our findings, which helped us develop a new medium and improved technologies to
enhance the feeling. We also discussed some potential advantages of our approach.
The lack of information might not be a disadvantage because it promotes positive
social interaction.
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We developed a simple but effective communication media for Hugvie based
only on the minimal design approach (not on existing approaches) to telepresence
media that reproduced the original modalities. Beyond the existing communication
media, this approach will also usher in a new fashion of sonzaikan media that might,
for example, make us feel another person’s presence only by auditory and tactile
information. We expect that this approach will improve social support systems in
our future highly networked societies and help us understand how we recognize a
human and how we design an autonomous system that can naturally interact with
ordinary people.

Several technical challenges related to problems found in the field work and the
evaluation results were addressed. Motion generation from vocal information [34]
was easily synchronized between voice and motion, which is often a problem during
teleoperation, without a large sensor system such as a motion capture system. The
design of motion and emotional expressions with blinking light patterns [35, 36] is a
new idea to achieve high portability. Although these methods show effective perfor-
mance in certain telecommunication aspects, evaluating their effects on sonzaikan
must be conducted in the future since they have not yet been assessed in this context.

Even though several issues of behavior generation were addressed, less attention
has been paid to the development of recognition systems. To enhance sonzaikan,
the teleoperator and conversation partner states must be extracted as precisely as
possible. However, we have to avoid devoting too much computation to recognizing
them since this prevents real-time conversation. Image processing forces a system
to spend excessive computational loads. Cloud computing is a possible solution to
reduce the computational load. We plan to design an effective facial recognition
system by exploiting cloud computational resources.

In sonzaikan evaluations, many different subjective measures were used. We have
to develop a unified measure for future evaluations. For example, we will integrate
several measures of telepresence, social presence, and copresence that were used
to evaluate the virtual agents [62]. In addition, physiological evaluations, including
changes in brain activity and hormonal activities, must be conducted not only to
evaluate sonzaikan but also to show how feeling sonzaikan affects our mental and
physical health. We have already started addressing this issue in an investigation of
the stress release of Hugvie with hormonal tests [45].

At the timewe started the series of studies described here, wewere not completely
sure what exactly is entailed by transferring human presence to a remote operator.
Through the development of sonzaikan devices and several basic studies, our ideas on
sonzaikan have become much more clear and we were able to build a hypothesis on
essential elements for sonzaikan transfer. First, as described in Sect. 2.2, we clarified
our idea in terms of presence, sonzai and sonzaikan. Sonzai denotes explicit status
as being human or robot as commonly accepted by many people. We can assume
something exists when many people share a common belief on its status. In contrast,
sonzaikan denotes the feeling that something is present. While being present or not is
clear and explicit, there are degrees of sonzaikan, from strong to weak. In an extreme
case, we can feel the sonzaikan of an entity even if it is not visible.
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On the basis of these definitions, we composed a hypothesis on the principles
embedded in us for establishing the sonzaikan of others. That is, the sonzaikan of
people requires at least two unique modalities of human likeliness. Mere voice trans-
fer is not sufficient; the transfer of an additional modality, such as vision (humanlike
appearance or motion) or humanlike tactile sensation, is required. In the studies
described here, we have been investigating the minimum necessary modality to rep-
resent human sonzaikan. Field tests using the developed sonzaikan devices, namely
Telenoid and Hugvie, seem to support our hypothesis. In most cases, the teleoper-
ated robotic media exhibited a strong and significant effect, sometimes even stronger
than interacting with people face to face. Such results are supported not only in Japan
but also in European countries, especially in Denmark, and the development of real-
world application such as in care facilities has already started. Through investigation,
both in basic studies and in practical usage of our robotic media, we aim to establish
a firm design guideline for developing further advanced sonzaikan media and new
forms of human communication.
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Chapter 3
Modeling and Detecting Excessive Trust
from Behavior Signals: Overview
of Research Project and Results

Kazuya Takeda

Abstract An approach which would allow us to better understand behavioral states
inherent in observed behaviors is proposed, based on the development of a mathe-
matical representation of driving behaviors signals using our large driving behavior
signal corpus. In particular, the project is aimed at developing technologies for pre-
venting excessive trust in users of automated systems. Misuse/disuse of automation
is introduced as a cognitive model of excessive trust, and methods of quantitative
measurement are devised. PWARX and GMM models are proposed to represent dis-
crete and continuous information in the cognition/decision/action process. We also
develop a method of modeling visual behavior aiming at understanding environmen-
tal awareness while driving. We showed the effectiveness of the model experimentally
through risky lane change detection. Finally, we show the effectiveness of the method
to quantify excessive trust based on developed technology.

Keywords Behavior signal processing · Driving behavior · Misuse/disuse of
automation systems · GMM · PWARX model · Visual behavior · Excessive trust in
automation systems · Telephone fraud

3.1 Overview of Research Project

The objective of this research was to develop an approach which would allow us to
better understand behavioral states inherent in observed behaviors. This was achieved
through mathematical modeling of human behavior using large scale signal corpora to
integrate data modeling and physical/cognitive modeling. This research also aimed to
establish practical detection techniques which could be applied to detecting excessive
trust in automated systems in order to prevent negative outcomes, such as bank
transfer fraud and traffic accidents.
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Fig. 3.1 Project overview

Figure 3.1 illustrates the scope of the technologies involved in this project. The
central objective of the project was to construct an Accompanying Intelligence which
could assist users of automated and semi-automated systems by controlling their
interactions. This accompanying intelligence needs to be able to understand human
behavior in terms of how and what this person likes to do, in addition to conven-
tional artificial intelligence functions, i.e., environmental awareness, planning and
operation. In order to understand human behavior, it is necessary to mathematically
model these behaviors. Although we are aware that excessive trust is the result of over
acceptance of positive support, even when the users goal conflicts with the intention
of the accompanying intelligence, quantitative measurement of this phenomenon
is difficult, creating a need for research into cognitive modeling of excessive trust.
Moreover, technologies used to detect excessive trust need to be tested under realistic
conditions.

In this chapter, we discuss our research project and our results from three per-
spectives, as described below:

Section 3.2: Mathematical modeling of human behavior.
Section 3.3: Cognitive modeling of excessive trust.
Section 3.4: Evaluation of technologies which detect excessive trust.
Section 3.5: Detecting excessive trust in telephone fraud calls.
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3.2 Mathematical Modeling of Human Behaviors

3.2.1 Large Scale Behavior Signal Corpora

With the coming acquisition and distribution of big data, behavior signal corpora will
become crucial elements of real world research into human behavior. This research
project is part of this data-centric understanding of human behavior, which we seek
to lead by constructing a large corpus of behavior signals recorded in real world
environments. We also wish to develop methods for collecting behavior signals in
real world environments, as well as tag labeling methods for acquired data, and to
make this data available to the public for research purposes.

In particular, we have been collecting multi-sensor vehicle driving behavior sig-
nals continuously for more than ten years. Using a vehicle equipped with a variety
of sensors, e.g., sound, video, kinematics and driver physiology, we have collected
data from over 1,000 real world drivers (Fig. 3.2). In addition, in connection with this
study, we have collected driving behavior data during 1,000 highway driving passing
(overtaking) events, since this represents a typical situation in which excessive trust

Fig. 3.2 Test vehicle equipped with a variety of sensors. Our test vehicle is equipped with various
kinds of sensors for collecting driving behavior and biological data from drivers, as well as data
on peripheral vehicles. As part of our passing behavior study, we recruited five instructors from a
driving school and five ordinary drivers, and had each driver drive a circular route which contained
expressways twice. For our project to model excessive trust, we collected data from more than forty
passing events for each driver, for a total of about 1,000 lane change events
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Fig. 3.3 Labeling of gaze direction. We labeled driver gaze direction with tags, using the lane
change driving data mentioned above. A gaze direction labeling tool was developed which can
classify gaze direction into one of 10 categories based on video images of drivers faces. We used
the collected driving data and gaze label data to successfully model the relationship between driver
gaze behavior and driving behavior

in an automated system may occur. We developed tags for driver gaze behavior dur-
ing passing events (Fig. 3.3) and subjective risk scores were assigned to each passing
event by five driving safety evaluators, based on collected video footage.

3.2.2 Mathematical Modeling of Human Behavior

In order to achieve a symbiotic relationship between human beings and automated
systems, we first need to describe human behavior in relation to such a system
mathematically, as a sequence of motions. Although machine control theory has
traditionally been used to describe human behavior as a sequence of motions, methods
which can handle a wide variety of non-deterministic human behaviors, which result
from a range of human internal states, have not been sufficiently developed, and
methods of identifying control parameters have also not become clear. In this project,
we attempt to boldly use information technology to describe human behavior as a
sequence of motions, and to develop data-centric, dynamic methods of constructing
human behavior models.

To achieve this, we focus on Piece-Wise ARX models (PWARX) and Gaussian
Mixture Models (GMM), powerful mathematical models which can be used for rep-
resenting the dynamics of human behavior. The technical details of applying these
models to driver behavior modeling are described in [1, 2]. These two models are
mathematically equivalent to each other when squared error is used as the optimiza-
tion criteria. Thus, we aim to improve both models developmentally from a comple-
mentary viewpoint, and then evaluate them with experiments using a test vehicle. By
using mathematical behavior models, we can predict unique driving behavior asso-
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ciated with a particular driver, which makes it possible to optimize vehicle control
for an individual driver. For example, the subjective risk level from the surrounding
environment felt by a driver can be estimated using a behavior model, which can
then be used as an evaluation criterion in path planning problems.

In one of our previous studies, we confirmed the stability of such a human-in-the-
loop system through an experiment using a small electric vehicle equipped with a
longitudinal driving assistance system, which was controlled using the same type of
individualized path planning method described above [3].

PWARX Modeling In our project, PieceWise Auto Regressive systems with eXoge-
nous input models (PWARX) are primarily used as a mathematical expression of
decision/action situations, but the original model has two problems:

1. It cannot simultaneously classify and estimate piecewise auto regressive systems;
2. It is not robust to probabilistic variability in training data.

Therefore, we needed to improve the original model by incorporating probabilis-
tic elements into the piece-wise ARX model. For the purpose of extracting human
identity and behavioral characteristics from large volumes of data, we employed a
probabilistic approach and proposed a Probability Weighted ARX (PrARX) model,
which also includes a parameter estimation method [2, 4, 5].

Gaussian Mixture Modeling The technical merit of GMM formulation compared
to PWARX is its compatibility with data-centric approaches, e.g., adaptation to new
data and/or consistent model identification. In order to complement PWARX imple-
mentation in this project, we developed two adaptations for GMMs for application
with driving behavior signals. For the model adaptation problem, we developed a
Maximum A posteriori Probability (MAP) adaptation of distribution weight to cor-
respond to mode distribution while driving, e.g., frequent stops during city driving
versus uninterrupted driving on highways [6]. A non-parametric Bayesian approach
was also implemented to estimate the optimal model structure (number of distribu-
tions) for a given set of training data. This approach has proven to be very effective
when building robust models using data collected under real world conditions. Also,
it then becomes possible to automatically determine which model structure to employ
to correspond to changes in the environment. As a consequence, the range of models
which can be applied is expanded.

Hitherto, it has been common, when we want to describe a driver’s behavior, to
consider the driver as a signal source or as a controller who can decide outputs based
on external environmental input information. However, there are also situations in
which the impact of environmental information is primary, in which drivers respond
according to their own risk evaluation function (i.e., each driver’s unique interpre-
tation of the situational risk level). Therefore, if we can estimate how a driver’s
behavior is controlled by these risk evaluation functions, it becomes possible to con-
struct a robust driver model. Based on this observation, we studied collision avoid-
ance maneuvers and examined driver risk perception of local environments as the
evaluation function of a path decision problem, and attempted to estimate the eval-
uation function.
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Fig. 3.4 GMM driver models trained by non-parametric Bayesian estimation based on Dirichlet
process. Each GMM represents a probabilistic function of the vehicle velocity under the given
following distance for each individual driver

By investigating adaptation of a non-parametric Bayesian method using the
Dirichlet process, the number of Gaussians of each GMM can be determined. It
also becomes possible to automatically decide which model structure to employ,
corresponding to changes in the environment. Figure 3.4 shows the distributed struc-
ture of the trained driver model. It can be confirmed that the optimal number of
Gaussians has been selected, and that optimal shapes have been trained.

3.2.3 Integrating Visual Behavior into the Mathematical
Driver Behavior Model

By considering human behavior as a holistic system of cognition, decision and action,
we can attempt to model the process from cognition to decision as the process that
converts consecutive signals from the outside world into a sequence of discrete
internal states. Thus, we can formulate this as a conventional pattern recognition
problem. As a result of this process, we discovered a new approach to constructing
driver behavior models, which considers the driver’s internal state, by modeling
the mutual relationship between environmental changes, gaze behavior and driving
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behavior. Using large amounts of driving behavior signals from our corpus, we have
investigated the proposed modeling method, which integrates driver gaze behavior
(cognition of the environmental situation) and operational behavior (decision making
and vehicle operation), and the effectiveness of our model was verified [7–9].

3.2.4 Analysis of Gaze Behavior in Relation to
Environmental Change

Drivers internal states are influenced by external stimulation, and actions in response
to this stimulation are manifest as reactions. Therefore, there should be a correlation
between gaze behavior and changes in the driving environment. By characterizing
the relationship between signals associated with gaze behavior and environmental
change, we can detect differences in a driver’s internal state, such as concentration
or distraction, for example Fig. 3.5.

When considering passing cars as external stimulation, it was confirmed that
drivers in a normal operating state (concentrating on the surrounding environment)

Fig. 3.5 Analysis of internal driver state based on synchronicity of changes in driving situation
and gaze behavior. In order to understand the relationship between changes in the driving situation
and gaze behavior, we analyzed differences in driving situations in which drivers exhibited either
concentration or distraction (such as searching for music while driving) using a large-scale data
corpora
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reacted more quickly to changes in the environment than distracted drivers (who were
searching for music using a speech recognition interface). This was indicated by the
visual fixation of focused drivers on surrounding vehicles, resulting in a significant
difference in response time of about 500 ms. Utilizing this difference between focused
and distracted driving, we employed maximum a posteriori probability estimation
based on a Naive Bayes method, and achieved an improvement in the precision of
detection of a driver’s internal state of approximately 20 % in comparison to a driver
state identification method used in previous studies, namely anterior fixation gaze
ratio [10, 11]. In addition, based on principal component analysis of gaze direction,
it was also confirmed that gaze shifting patterns are synchronized with surrounding
driving situations when drivers are in a state of concentration, but that gaze shift
patterns are not in synchronization when drivers are distracted. On average, gaze
movement in response to passing vehicles is delayed when drivers are distracted.
These differences in gaze movement can be used to improve the accuracy of inatten-
tive driving detection [12].

3.2.5 Integrated Model of Gaze and Vehicle Operation
Behavior

We then focused on lane change scenes in which both gaze behavior and vehicle
operation behavior were crucial for safety, and evaluated the effectiveness of mod-
eling the correlation between gaze behavior and vehicle operation behavior signals
by attempting to detect risky lane changes. Our driving signal corpus of 1,000 lane
changes was used for this experiment.

The correlation between signals was modeled using a Hidden Markov Model
(HMM) which had 3–5 states, each of which was characterized by a multivariable,
discrete symbol distribution, i.e., gaze direction, pedal operation, longitudinal and
lateral acceleration, etc. Each variable was coded into 4–10 discrete symbols, as
shown in Fig. 3.6. Two different HMMs were trained using two sets of training data,
i.e., the 5 % safest and 5 % riskiest lane change events, and were labeled Safe HMM
and Risky HMM, respectively.

Based on the likelihood ratio between the probabilities calculated using the Safe
and Risky HMM models, experiments to detect risky lane change events were per-
formed. Figure 3.7 shows the results of these experiments. As shown in the figure,
by integrating visual and operational behaviors we were able to improve risky lane
change detection accuracy by 10 %, achieving 90 % accuracy with a false positive
rate of 20 % [7–9]. Using this approach, the degree of correlation between driver
concentration and driving operation can be quantified using a combination of visual
and driving behavior signals. The technology developed here will be utilized for
detecting excessive trust in Sect. 3.4.
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Fig. 3.6 Integrative modeling of gaze behavior and vehicle operation behavior. Integrative cognitive
behavior modeling was used to describe the cognitive state of a driver, in relation to both the
surrounding environment and to the driver’s gaze behavior, in a mathematical and integrative manner.
In this model, gaze behavior and driving behavior are represented as a time series of discrete events,
based on a Hidden Markov model. It was confirmed that dangerous vehicle operation behavior can
be detected with a high degree of accuracy and also that an HMM can characterize safe and risky
lane changes

Fig. 3.7 Detection results for risky driving using the integrated model. This figure shows the
improvement in the risky driving detection rate achieved using the proposed integrated model,
confirming that the proposed integration of driver gaze and behavior data greatly improved detection
accuracy, compared with models using only gaze or only driving behavior. Thus, the degree of driver
concentration can be quantified using gaze direction, vehicle behavior and driver operation behavior
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3.3 Cognitive Model of Excessive Trust

3.3.1 Misuse/Disuse of Automated Systems

In this project, excessive trust is defined based on misuse/disuse of automated sys-
tems. As shown in Fig. 3.8, misuse/disuse of a system is a function of the relative
performance of the automated system compared to the performance of manual opera-
tion by the user. When an automated system is not used, even though its performance
is superior to that achieved during manual operation, the automated system is dis-
used. When an automated system is used, even though its performance is inferior
to that achieved during manual operation, the automated system is misused. As part
of this study, we developed a method of quantitatively analyzing the misuse/disuse
of automated systems using a 3D plane, as shown in Fig. 3.9. The decision whether
or not to use an automated system is made based on reliance on the system, which
does not exactly correspond with the actual capabilities of either the automated sys-
tem (Ca) or performance during manual operation (Cm). Therefore, in general, the
discrepancy between use of the automated system and its actual capabilities can be
measured by observing how much the user misuses or disuses the system (Fig. 3.10).

3.3.2 Measuring Misuse/Disuse

The basic scenario used to measure misuse/disuse of the system can be described
as follows. The subject performs a line tracing task with the help of an automated
drafting system. The subject can use either auto or manual mode for performing the
task, but the accuracy of both the automated system and the manual drawing system
are manipulated so that they do not work properly sometimes. If the subject uses
the assistance system effectively, the frequency of usage is expected to approach the
frequency of accurate functioning of the system. When a subject uses the automated
system much less frequently than its frequency of accuracy, the user is considered
to have a tendency to disuse the system. Results are characterized using a three

Fig. 3.8 Misuse/disuse of
automated systems
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Fig. 3.9 Cognitive model of user switching between manual operation and an automated system,
based on Gao and Lee [13]

Fig. 3.10 Characterization of misuse/disuse. The tendency to misuse/disuse an automated system
can be characterized by changes in the frequency of using an automated system compared to manual
operation, taking into account the given capacities of both the automated system Ca and manual
operation Cm , i.e., f (Cm , Ca). It was found that operators who disuse automated systems are more
sensitive to changes in manual performance, based on the observation that the slope of Cm (∂ f /∂Cm)

is larger than that of Ca

dimensional plane consisting of the frequency of auto-mode usage, user satisfac-
tion with auto system functioning and user satisfaction with the results of manual
drawing. In order to control manual performance, the system is designed to also
behave incorrectly at the same given frequency even when in manual mode. There-
fore, we can measure the misuse/disuse tendency as a function of both automatic and
manual drawing. This basic experiment was performed using 200 subjects and the
effectiveness of the scenario was confirmed [14].

As shown in Fig. 3.11, this experiment can be implemented using different plat-
forms, including a real vehicle, a driving simulator, or a simple PC gaming interface.

This misuse/disuse testing framework can be used to quantify the degree of exces-
sive trust in an automated system. The results of this experiment clearly showed
that, compared with subjects who have a tendency to misuse the automated system,
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Fig. 3.11 Multi-platform test environments. Test conditions, which included multiple platforms
with different degrees of abstraction, included a real vehicle, a driving simulator and a video game.
The experimental scenario was common to all of the systems, and all of the systems used a similar
driving course. By using such a multi-platform test, it is possible to discuss the consistency of
behavior across different systems. a Real car (real system). b DS (virtual system). c Game (laboratory
system)

subjects who disused the system were unable to evaluate the capabilities of the sys-
tem properly. Disusers were more sensitive to changes in functioning capability when
making decisions [15–17]. In addition, by modeling misuse/disuse tendencies with
the proposed integrated cognitive architecture (ACT-R), we were able to confirm our
hypothesis [18, 19].

3.4 Study Measuring Overreliance on an Automated
Driving System

We then conducted a simulator study to quantify the degree of driver overreliance on
an automated driving system by modeling the consistency of driver decision making
and driver gaze behavior during automated driving [20].

3.4.1 Definition of Over-Reliance

Figure 3.12 shows our hypothetical model of driver over-reliance on an automated
driving system. We assumed that a driver is more dependent on the automated sys-
tem if he or she was less sensitive to the risk level of the surrounding environment
when making decisions during automated driving compared to conventional driving.
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Fig. 3.12 Degree of driver over-reliance on an automated system as represented by the gap in
decision making ambiguity between conventional and automated driving

In other words, over-reliance on a system can be represented by a decrease in the
consistency of a decision making threshold during automated driving as compared
to during conventional driving.

3.4.2 Experimental Conditions

3.4.2.1 Visual Behavior Based Situational Awareness

We focused on an automated driving system which requires drivers to monitor the
surrounding environment and vehicle behavior in order to be ready to take control
of the vehicle during critical situations. Since drivers are not required to operate the
gas or brake pedals or steering wheel during automated driving, the degree of driver
over-reliance on the automated system needs to be detected by observing behavior
other than vehicle operation. In this study, we focused on using driver gaze behavior
during lane changes to measure situational awareness. We analyzed the gaze behavior
of fifteen drivers and observed their decision making process when changing lanes
during conventional and automated driving.

3.4.2.2 Traffic Scenario

Fifteen subjects drove on a simulated, straight highway consisting of two lanes of
traffic moving in the same direction using a driving simulator (Fig. 3.13). Each sub-
ject drove under conventional and automated driving conditions. They each made
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Fig. 3.13 Traffic scenario used in the driving simulator. Drivers under time pressure make lane
changes into the faster moving lane. Then the faster moving lane gradually becomes congested and
turns into the slower moving lane, and drivers move back into their original lane. The speed of the
traffic flow alternates iteratively between lanes

approximately 40 lane changes, both to the left and to the right, under each condi-
tion. Subjects were instructed to reach their destination as quickly as possible while
driving close to the speed limit, by passing other vehicles ahead of them by making
lane changes, if possible.

During automated driving, subjects could take their feet off the gas and brake ped-
als and their hands off the steering wheel, but were instructed to continue monitoring
the roadway so that they could take control of the vehicle at any time, such as when
automated control of the vehicle becomes risky. They could intervene in control of
the vehicle by operating the pedals or steering wheel themselves if they felt there
was any danger.

3.4.3 Estimation of Driver’s Risk Tolerance When Making
Decisions

We represented the driver’s risk tolerance when making decisions as a two-
dimensional surface, estimated using logistic regression. Figure 3.14 shows an exam-
ple of the surface obtained for a sample driver. The driver’s lane change decisions
during conventional and automated driving are shown in the graphs on the left and
right, respectively. Each dot in the graph shows the result of the driver’s decision
whether or not to make a lane change, according to the risk level of the surround-
ing environment. We can see the round and triangular dots on the graph overlapped
more widely during automated driving than during conventional driving, and that the
decision surface became more uniform during automated driving, indicating that the
decision-making threshold became more ambiguous.
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Fig. 3.14 A driver’s decisions whether or not to make lane changes based on the risk level of the sur-
rounding environment with probability surface, derived using logistic regression (Left Conventional
driving. Right Automated driving)

3.4.4 Gaze Behavior During Lane Changes

Driver gaze direction was classified into one of five directions using the driver’s
gaze coordinates on the screen of the simulator. Figure 3.15 shows an example of
the gaze behavior of a driver during lane changes. The figure shows the relative
frequencies of the five gaze directions accumulated at each point in time during right
lane changes. The top and bottom graphs correspond to conventional and automated
driving, respectively. We analyzed gaze direction for 20, 10 s before and 10 s after
the beginning of each lane change.

We can see from Fig. 3.15 that the proportion of the driver’s gaze directed in front
of the vehicle decreased significantly during automated driving. The driver also
looked to the right or into the right rear-view mirror more often when the vehicle
was making automated right lane changes than when the driver made manual right
lane changes. He also looked more to the left or into the left rear-view mirror when
the vehicle was making automated left lane changes than when he made manual left
lane changes.

3.4.5 Detection of Excessive Trust by Analyzing Relationship
Between Driver Decision Making and Gaze Behavior

Figure 3.16 shows the relationship between increased inconsistency in decision mak-
ing and deviation in gaze behavior during automated and conventional driving. The
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horizontal axis represents increasing inconsistency in a driver’s decision to make a
lane change during automated driving as compared with inconsistency during con-
ventional driving. The vertical axis shows the deviation in driver gaze behavior
during automated driving from gaze behavior during conventional driving. We can
observe some correlations between these parameters. For example, this figure shows
that drivers who showed a larger deviation in consistency between automated and
conventional driving also tended to be less sensitive to risk factors in the surround-
ing environment. This data also confirms that driver over-reliance on an automated
driving system could be detecting by monitoring the deviation in driver gaze behavior
between automated and conventional driving.

Fig. 3.15 Driver gaze behavior during right lane change (Top Conventional driving. Bottom Auto-
mated driving)

Fig. 3.16 Deviation in gaze
behavior between automated
and conventional driving in
relation to increased
inconsistency in lane change
behavior
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3.5 Detecting Excessive Trust in Telephone Fraud Calls

This method of detecting excessive trust is applicable to other problems as well. For
example, “Ore-Ore” (“It’s me”) telephone fraud has become a serious problem in
Japan. Victims receive a telephone call from a fraudster who pretends to be a family
member—a grandson, for example—who is in some kind of trouble. Eventually, the
victim begins to believe the fraudster (i.e., develops excessive trust in the situation)—
the “grandson” really is about to be arrested if the missing company funds are not
recovered, so the victim transfers a large sum of money to him in order to save him.
These kinds of crimes are successful due to excessive trust in the reality of the faked
urgent situation, as well excessive trust in the fraudster. In order to prevent this kind
of fraud, we applied a different type of behavior model from the one used in driver
modeling. We theorized that the conversational behavior of victims during fraud
calls may change in two ways, namely, vocabulary and speech quality. Therefore,
we used keyword spotting technology and developed a speech quality measurement
technique that characterizes physical changes in the vocal cords, i.e., stiffness. To
measure these physical changes, we used Power Difference in Sub-band Spectrum
(PDSS) to measure the harmonic structure of vocal cord vibration, a measurement
technique originally developed for speaker recognition [21]. As shown in Fig. 3.17,
stressed utterances recorded during simulated fraud call situations lack the regularity
of harmonic structure in the higher frequency band which occurs in unstressed speech.

We conducted a field test of our “Ore-Ore fraud” detection system which combined
the above mentioned speech quality measure and keyword spotting technologies to
count special words such as “transfer”, “police” and “lawsuit”, used during fraud-
related conversations. With the help of the Okayama Prefectural Police and a bank, we
evaluated the performance of our system in a real-world field test. During the field test
there were no reported cases of telephone fraud scams in Okayama Prefecture, when,
on average, there are 4–8 cases per month, an obvious, pronounced effect. Although
we could not precisely confirm the effectiveness of the detection system, we could
confirm that there were no false cases of fraud detection during the experiment.

Fig. 3.17 Spectral characteristics of vocal cord vibration in normal and stressed utterances. The
observed irregularity in the high frequency region can be quantified using PDSS
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3.6 Conclusion and Details of Ongoing Project

The purpose of this project was to develop an approach which would allow us to bet-
ter understand behavioral states inherent in observed behaviors. In order to develop
a mathematical model of driving behavior we developed two models, a PWARX and
a GMM model. Furthermore, we extended the basic formulation of these models in
order to improve their robustness and to make them more adaptable to new envi-
ronments. Fully utilizing our large driving behavior signal corpus, we also analyzed
and modeled the visual behavior of drivers during lane changes. We confirmed the
effectiveness of the visual behavior model through experimental evaluation involv-
ing the detection of risky lane changes. Finally, in order to quantify excessive trust
in automated systems, we conducted a simulator study which compared driver gaze
behavior during lane changes during conventional and automated driving, and our
experimental results showed that drivers who exhibited greater deviation in gaze
behavior tended to be over-reliant on the automated driving system.

The driver behavior modeling technologies developed during this research will
have a big impact on the safety and energy efficiency of intelligent vehicles. Our
research on behavior during semi-automated (mixed-mode) driving is very important,
particularly during the early stages of the commercialization of automated driving
technologies. Nevertheless, since the achievements of these projects have only been
verified under simulated or limited experimental conditions, the robustness of these
technologies will need to be tested and improved in real-world situations. In 2014,
the Ministry of International Trade and Industry of Japan (MITI) began a research
project on next generation advanced driving assistance systems, in order to develop
advanced safety technologies utilizing big data and mathematical driver models. The
project focuses on building large signal corpora that contain a sufficient number of
accidents/events, and then building a safe driver model using these corpora. The
approach developed in the current research project is also used as the fundamental
method of modeling driving behavior in the MITI project. The biggest challenge the
MITI project faces is verifying how any developed technologies will scale up to incor-
porate big data that will include almost every possible real-world driving situation.
To achieve that goal, the authors are studying technologies that can subdivide traffic
situations into meaningful chunks, and generate huge but discrete representations of
actual driving situations.
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Chapter 4
FoodLog: Multimedia Food Recording
Tools for Diverse Applications

Kiyoharu Aizawa

Abstract Our daily food is an emerging target for multimedia research community.
Health care field is paying considerable attention on dietary control, which requires
that individuals record what they eat. We developed and made publicly available
multimedia applications, that are, FoodLog, multimedia food recording tools that
allow users to take photos of their meals and to produce food records. We devel-
oped two kinds of tools: One is FoodLog Web and the other is FoodLog app used
by smartphones. In both systems, image processing techniques are incorporated.
For example, in case of FoodLog app, unlike conventional smartphone-based food
recording tools, it allows users to employ meal photos to help them to input tex-
tual descriptions based on image retrieval. We summarize the outline of FoodLog,
its deployment in diverse applications including health care, and analysis of data
captured by a year-long operation of FoodLog app.

Keywords Food log · Food record · Dietary assessment · Image processing ·Mul-
timedia

4.1 Importance of Food Recording

Food is an emerging issue for multimedia technology. It is indispensable in our daily
life. It is also deeply related to many different matters such as healthcare, nutrition,
diet, cooking, recipes, restaurants, social interaction, food marketing, food produc-
tion, agriculture and culture etc. In this project, we investigated capture, processing
and utilization of multimedia data of our daily food, with the objective of improving
the health and quality of our life in a practical way. Our technology can be related to
various applications as well. In our project, which was supported by the JST CREST
project (from October 2011 to March 2015), we created “FoodLog: a multimedia
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Fig. 4.1 Progress of healthcare technology. Food intake is the one which most needs IT innovation

food recording tool”, which is a novel method to record our daily food intake primar-
ily for healthcare purposes. In addition to healthcare, it has diverse applications. As
far as we know, FoodLog is the only food recording service available for the public
that makes use of image processing techniques.

Food recording is an important issue for healthcare. Healthcare requires the mon-
itoring of three factors as shown in Fig. 4.1: energy consumption (i.e. activity), vital
signs (i.e. blood pressure etc.), and energy intake (i.e. food). Energy consumption
monitoring is easy by using the widely available wearable activity meters. Vital signs
can be also measured by household instruments which are also available. However,
recording food intake inmost cases follows the traditional method, which depends on
human memory, and manually complete forms to remember what was eaten. Man-
ually recording detailed information about meals is a tedious task, and it is difficult
for people to adhere to the process for a long time. Thus, there is a strong demand
for information technology to help people record their food intake [1].

In this chapter, we would like to present FoodLog: multimedia food recording
tools primarily for healthcare applications. Differing from conventional food record-
ing tools, FoodLog tools make full use of images of foods. There are two types:
FoodLogWeb[2] and FoodLog app [3]. The former is the one wemade earlier before
smartphones have become widely available, and the latter is our later outcome. Both
are made open to public use. We will describe the outline of each of them and some
applications. FoodLog was initially created in our university research project. Later,
in parallel to our project, a startup company foo.log Inc. takes care of its management
and contributes to developing new services, while we, in the university, continue to
work on various research issues of data analysis and new possibilities related to
FoodLog.



4 FoodLog: Multimedia Food Recording Tools for Diverse Applications 79

4.2 Related Works: “Food” Is an Emerging Issue
for Information Technology

Food is merging as the object of works in information processing as shown in the
multiple workshops. For example, meetings such as “Workshop on Multimedia for
Cooking and Eating Activities”, “Computer Cooking Contest (in the field of AI)”,
and “Workshop onMultimedia Assisted Dietary Management” are open in 2015 [4].
In addition, giant IT companies such as IBM and Google recently announced their
efforts in food-related developments.

Most of the previous work on the image processing of food images has focused
mainly on recognition of meals or food items. Joutou and Yanai [5] investigated
recognition of the meal associated with a food image from among 50 selected meals.
They estimated the meal with an accuracy of up to 61.30%. Their approach involved
a bag-of-features (BoF) model, color histograms and Gabor texture features as the
image features and multiple kernel learning as the machine-learning method. Zhu
et al. [6] estimated the amount of food that a person had eaten. They used pho-
tographs of the food and the plates both before and after the meal. When taking the
photographs, they used a white dish on a black and white checkerboard. They iden-
tified 19 food items in a small dataset of 63 images and the accuracy was between
84.5 and 95.8%, depending on the amount of training data used within the dataset.
Wu and Yang [7] estimated the calorie content of a limited set of fast-food menus.
They used the matching of SIFT features and Web-based calorie data for fast food.
The estimation accuracy was between 40 and 73%.Yang et al. [8] proposed amethod
for identifying fast-food items. They used pairs of pixels and their local features. The
accuracy was up to 28%. Bosch et al. [9] evaluated various global and local image
features for food classification. The number of images in the dataset was limited to
179 images in total, and they found color features contributed most and local features
such as SIFT were also efficient. Kawano developed FoodCam, a smartphone imple-
mentation of food image recognition composed of GrabCut segmentation and linear
SVM. They built a dataset of food images, that is EUC-Food 101 which consists
of 101 food classes with app. 100 images per class, to evaluate the recognition per-
formance, and obtained 79% classification rate for top 5 category candidates [10].
Bossard et al. applied a random forest algorithm to mine descriminative superpixels
of food images and applied SVM for classification [11]. For the evaluation, they
built a food image dataset, Food-101 containing 101 classes of foods with 1000
images per class collected from a social media. Very recently, following the signif-
icant advance of Deep Learning, CNNs have been applied to food images as well.
Bossard reported CNN showed better performance compared to their proposal [11].
Kagaya et al. investigated the parameters of CNN, compared them against existing
techniques based on SVM, and showed CNN outperform them [12].

Apart from recognition of food images,Kitamura et al. [13] presented our previous
system for detecting food images and estimating food balance [14] i.e., the catego-
rization of food into grains, vegetables, meat/fish/beans, fruit and milk products. The
system extracted image features such as colors, circles and scale-invariant feature
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transform (SIFT) features from each image, and analyzed them using either support
vector machines (SVMs) or AdaBoost. The performance with respect to food-image
detection was 92% and food-balance estimation had an average error of 0.69 SVs in
each category per image. Miyazaki et al. [15] presented calorie content estimation
based on visual similarity, in which the food photograph is visually searched using
low-level features in a food-photograph dataset with calorie values and the higher-
ranked candidates are used in a regression to produce the estimation. The average
estimation error of their method was 140kcal per image. In general, previous works
all used general datasets and did not consider any statistical bias that depends on
a specific person. Aizawa et al. [16] presented that the estimation was made more
accurate by personalization by making use of personal dietary tendencies in image
analysis. Ogawa et al. [17] and Aizawa et al. [18] developed a smartphone based
food recording tool that assists users by visual search of a food domain interactively
specified on the touch screen.

From application system point of view, a few systemswere proposedwhich can be
potentially applied to food recording. For example, in TADA project, a mobile based
system was proposed, which includes food image recognition function mentioned
above [6]. A crowd sourcing, Platemate [19], was designed for food recording using
food images in such a way that tasks for food region segmentation, labeling food
region and nutrition value counting were separated. However, none of those systems
have been utilized in real situation. On the other hand, our FoodLog tools have been
used by general public users. FoodLog web has been open since 2009, and FoodLog
app since 2013.

In the following, we would like to summarize our works in making practical food
recording tools, FoodLog: FoodLog web and FoodLog app. We made both tools
available to general public. FoodLog app, a smartphone based tool has been accepted
by a number of people, and the number of food records exceeds one million after
one year operation. We found the data acquired by users are largely diverse and the
number of food classes surprisingly huge. We also describe our work investigating
the diverse nature of the data.

4.3 FoodLog Web with Image Processing
for Food-Balance Estimation

To make it easy to keep a record of one’s meals using photos, we first developed
the FoodLog web-based system [13, 16]. In this system users create a food log
simply by taking a photo of what they eat, using their mobile phone or smartphone,
and uploading the photo to the server. In addition to displaying the uploaded photos,
FoodLog performs image processing analyses on the photos to generate food-balance
information. FoodLog is the world’s only website open to the public that offers these
features. Food-balance is a simple way to assess a meal by classifying food into five
categories, namely staple foods (e.g.: grains), main dishes (e.g.: meat/fish/beans),
side dishes (e.g.: vegetables), dairy products, or fruits.
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Fig. 4.2 FoodLog web: the
user uploads his/her photos,
the images are analyzed and
they are arranged into food
diary with estimation of food
balance

The following is an overview of the six main functions currently offered by the
FoodLog website (see Fig. 4.2).

(1) FoodLog makes recording meals as simple as possible.
A user takes a photo of amealwith a digital camera,mobile phone, or smartphone
and uploads the photo. Users can upload photos directly to FoodLog or using a
photo-sharing website such as Flickr. After linking the accounts, if necessary,
FoodLog imports the photos and creates the food log.

(2) An image processing engine analyzes the content of the meals.
The image processing engine determines whether the picture is a food image.
If so, it processes the image to determine what food types appear in the picture
and how they fit into the dietary balance. It then estimates the dietary balance
values. Dietary balance is a simple way to assess a meal by classifying food
into one of five categories, namely staple foods (e.g., grains), main dishes (e.g.,
meat/fish/beans), side dishes (e.g., vegetables), dairy products, or fruit. Figure4.3
(top) shows the monthly calendar view of the food photos and an example of a
result of details of the estimation of food balance (bottom).

(3) FoodLog displays the photos and presents an analysis of the results in visual
form.
The system displays the information recorded in various formats. Users can view
their food log in calendar format, as a list of meal times or as photos of meals
appearing on a map if the photos provide location data. They can also view the
results of a dietary balance analysis in graphical form.

(4) Users can interactively correct data.
Because the analysis offered by the image-processing functionmay not be 100%
accurate, the software lets users correct the results as necessary.

(5) Users can label tags for search.
A user can add a description of a meal (such as the name of the dish) and then
later conduct a search using these keywords.

(6) Users can share their logs.
Users can view pictures of meals from other users if permission has been given.
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Fig. 4.3 FoodLog web. Calendar view (top) and the result of food balance estimation for the food
(bottom)
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Food images largely vary between users because of not only the food content itself,
but also the imaging environment (camera and illumination). The food image content
is very distinct among people. Accordingly, the processing of food log images has
to be personalized. The personalization is an important nature of multimedia food
data processing [16].

Although FoodLog was designed as a self-monitoring tool, it can also enable
third parties such as dietitians, nurses, and doctors to monitor their clients. A health
insurance organization uses FoodLog to monitor and instruct a group of its clients.
For such usage, the browser is customized so that the dietitian can give comment
feedback to the patient.

4.4 Image Analysis of FoodLog Web

4.4.1 Overview of Existing System

Both food-image detection and food-balance estimation were performed via image
analysis. Supervised learning based on multiple image features was used.

The food-image detection uses SVM with the common image features except
block features described below. Using the image features, SVM is applied to classify
the image into the binary classes, namely, “food” or “nonfood”.

In the estimation of the food balance, the quantities of five dietary components,
based on the Japanese Food Balance Guide [14] (Fig. 4.4), are estimated. It classifies
food into five categories, namely grains, vegetables, meat/fish/beans, fruit and dairy

Fig. 4.4 Japanese food-balance guide [14]
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products. It assesses ameal by the value of SVs in each category. The SV unit enables
ordinary people to assess their food intake easily, giving a reasonable description of
the volume of each food category. For example, as shown in Fig. 4.4, food balance
is used in general as a discrete value for simplicity. The value varies by the volume
and content of the food. For example, if the food image contains a cup of rice, a dish
of salad, a dish of baked fish, it is evaluated as 1 SV in grain, 1 SV in vegetable,
and 2 SVs in meat/fish/beans categories. The specification has guidelines on how
many SVs in each category should be consumed per day. An ordinary person is
recommended to take in a day 5–7 SVs in grain, 5–6 SVs in vegetable, 3–5 SVs in
meat/fish/beans, 2 SVs inmilk/dairy and 2 SVs in fruit categories. FoodLog users can
compare their daily consumption with these guidelines to keep track of and improve
their dietary balance. Because each category in general has several or a few levels
of SVs, the estimation of food balance can be considered a classification problem.
The level will be called a “class” below. Unlike the general classification problem,
we evaluate the results by average distance between classes of the actual and the
estimated SVs, which corresponds to the mean errors of the estimation.

The food-balance estimation has two major components. The first component
is an analysis of blocks of the image using image features, that is, assigning each
block into one of the six labels including the five categories and “nonfood”. The
second component is the analysis of the whole image using image features and the
histogram of the labels (block features) made by the block-wise analysis. The image
is standardized into 320× 240 pixels during preprocessing, the size of each block is
16× 16, and as a result, there are 300 blocks in the image.

Image features such as colors and BoF of local features were chosen. These
features are widely used. Colors and textures are considered important for food
images. Bosch et al. [9] also showed that colors and local features are most effective
in food recognition. In addition, we also used a circle feature, which possibly reflects
round objects such as plates in the images.

All of the above features were finally merged into a 552-dimensional feature
vector. Different AdaBoost classifiers were formed for each food category. Finally,
SVs of each food category of the image were estimated by classifying the vector
into one of several or a few classes by AdaBoost. Regarding the performance of
the current deterministic approach, the accuracy of food-image detection is over
90%, and the average error in food-balance estimation is 0.69 SVs. The error of
food-balance estimation is measured by the average absolute difference between the
classes; for example, the estimation error would be 1 SV if the image of 2 SVs of
grain would be estimated as 1 SV.

The automatic estimation is not always correct, and the user can adjust the esti-
mation if needed.
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4.4.2 Improving Estimation by Using Personal Dietary
Tendencies

Estimation relying on photograph-only seems unnecessarily limited because we
know that dietary habits are richly diverse. We can imagine that food images of
each individual reflect personal dietary tendencies to some extent because of indi-
vidual preferences. For example, Fig. 4.5 shows sets of images uploaded by three
FoodLog users labeled A, B and C. There are significant visual differences for these
different users. Therefore, we decided to improve the accuracy of food-balance esti-
mation by making use of personal dietary tendencies that differ from the estimation
made by the global model.

We introduce aBayesian framework in place of the deterministic approach in order
to make use of personal dietary tendencies improve the estimation. The Bayesian
framework facilitates incrementally updating the estimator using the correction.
Specifically, likelihood, prior distribution and mealtime categories are taken into
account.

The extension of this Bayesian approach to food-balance estimation involves the
following equation.

P(θi |FN , c j ) = P(FN |θi , c j )P(θi |c j )

P(FN |c j )
(4.1)

Here, each c j indicates one of the five categories of food balance (grains, veg-
etables, meat/fish/beans, fruit and dairy products), FN is the N -dimensional feature
vector extracted from the image and θi indicates the class corresponding to the SV
being estimated. Grain, meat/fish/beans and vegetables have four classes each, with
fruit and dairy products having two classes each. P(FN |θi , c j ) is called the likeli-
hood, and P(θi |c j ) is the prior probability. Mealtime, such as breakfast, lunch and
dinner, is also taken into account by defining five categories for each meal time.
Expression (4.2) can be used for Bayesian estimation because the right-side denom-
inator P(FN |c j ) of expression (4.1) is invariant with respect to the class θi .

P(θi |FN , c j ) ∝ P(FN |θi , c j )P(θi |c j ) (4.2)

Fig. 4.5 Differences between user images
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Fig. 4.6 Mean absolute
errors when using all three
factors: personal trends, prior
probabilities and mealtime
categories. The average error
for the five food groups is
significantly improved from
0.69 to 0.28 SVs

The prior probability can be calculated simply by using statistical information,
whereas the likelihood requires an approximation because it is not easy to evaluate
directly. A global Bayesian estimation model is created using the data from many
users. To adapt the global model to a specific user, the Bayesian estimation model
should be updated by corrections made by the user. Please see the details in [16].

In the experiment to investigate food-balance estimation, we used the 616 food
images from 79 users of FoodLog to create the general model, and 497 images for
the test from two users (215 from user A, and 282 from user B). The results shown
in this section are the average of results for the two users, there being no significant

By incorporating likelihoods, prior probabilities andmealtime categories together
to the food-balance estimation, the average error was found to improve significantly,
from 0.69 SVs to 0.28 SVs, as shown in Fig. 4.6. In the figure, the results for three
major categories, namely grains, meat/beans and vegetables, are greatly improved
by using the three factors.

4.5 FoodLog App: Assistance of Food Recording
by Image Retrieval

In the second phase of our project, we built a FoodLog app that runs on smartphones
with connection to cloud storage [17, 18]. Differing from FoodLogWeb, which only
contains images and food balance evaluation, we aimed at including more detailed
description (meal name and volume) of food in a similar way to the traditional
food recording methodology. Using a food nutrition database, the meal name and
volume of food are sufficient to compute the nutritional content such as energy
(calorie). Although the description result follows the traditional method, we make
use of multimedia technology to assist users. Screen shots are shown in Fig.4.7.

FoodLog app allows users to use photos of meals to help them input textual
descriptions based on image retrieval. It has two modes for the input of names for
food items: a text-based mode and an image-assisted mode as shown in Fig. 4.8.

The text mode is the baseline method in the system and the image mode assists
users to input textual descriptions via image retrieval. In the text-based mode, the
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Fig. 4.7 Screen shots of FoodLog app. Calender views (top) and detailed views (bottom). In the
calender view, the food domains cut out from the images are shown. In the detailed view, the textual
descriptions are shown for the image, and tags of calories displayed for food domains

food name and portion size are required inputs. Part of the name is sufficient as
an input because partial match searching is enabled. A default common database is
searched when part of the name of the dish is entered as text. A personal database
based on the user’s history is also searched simultaneously. Both of the search results
are displayed as a list. The user can select from the list and select the portion size.
Free text input is also available if no items are found in the databases.

We developed the image-assisted mode to make these interactions simpler and
more intuitive using an image retrieval technique. The system is operated as follows.
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Fig. 4.8 Flowchart of food recording with FoodLog

Fig. 4.9 Image assisted
mode of FoodLog app.
A user takes a photo and
specifies a food domain
(left), and visual search in a
personal database results
in top 20 candidates

(1) Take a photo of a meal.
(2) Specify the food domain by touching the screen and adjust the size.

of the domain (Fig. 4.9 left). A visual similarity search in the personal image
database is performed by the smartphone, and the top 20 results are shown as a
list (Fig. 4.9 right).

(3) Choose the appropriate food from the list and adjust its portion size.
The specified food domain is then registered in the personal image database for
the next search. The visual search process was sufficiently fast because the time
required to search was much less than 1 second. Since FoodLog makes use of a
user’s personal database, the precision of top 20 candidates is sufficiently high.

Provided that the food can be identified in the candidate list, the user operations
are simply touch, adjust, and select. However, if the target food is completely new
or the visual search results do not contain the appropriate food, the user employs the
text-based mode to specify the food domain.
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4.6 FoodLog App: Accuracy of Food Image Retrieval

Regarding the visual search of the image retrieval, FoodLog app currently makes
use of food image data only in his/her personal use history (personal database).
Then, at the beginning of the use, FoodLog app functions as a text based baseline
system. As the user uses FoodLog app, he/she grows the amount of food images in
the personal database. Since eating is habitual, it is often we have the same food
again in a short interval. The next time the user has the same meal as the one already
recorded, FoodLog can likely assist the user by image retrieval. The current visual
search makes use of color-based image feature, that is, a spatial pyramid of color
feature. Food contents are very diverse among users and the imaging conditions such
as lighting are diverse aswell. The use of personal data helps keeping accuracy higher
in the retrieval.

Figure4.10 shows evaluations of its precision of the personalized visual search.
The precision of the retrieval is sufficiently high.Wemade a dataset of three different
users’ food records which were obtained from their three month long use. 1/4 of
the data were chosen for the test, and the evaluation was repeated 5 times. The
number of unique food items was different among the three. User A, User B and
User C had 461, 165 and 501 different food items, respectively. Figure4.10 shows
top 5, top 10 and top 20 precision for the three users. Top 20 precision was higher
than 80% for all the three: For User B, it was higher than 94%.

As described above, the cold start, that is, the user has to start with a text only
system, is one of the limitations of the current system. In order to improve the cold
start problem, the use of huge number of images uploaded by many different users
would be beneficial. Considering the state of the art of image recognition, making

Fig. 4.10 Precision of
image retrieval for a dataset
of three different users of
their three month long use
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use of deep features would make visual search accurate [12]. However, there are a
lot of problems in making use of the huge data from many users before applying the
new methodology. We are currently in the process of these improvements.

4.7 User Studies of FoodLog App: Is the Image
Assistance Beneficial?

We investigated if the novel function of FoodLog app (image-assisted mode) benefits
users. We compared two food recording tools: One is FoodLog app with image
assistance, and the other is a food recording tool with text input only, which was the
baseline of FoodLog app [18]. Hereafter, FoodLog app, and FoodLog with text input
only are abbreviated as FL-I and FL-T, respectively. Eighteen university students
were recruited for the one month long experiments. The students were not familiar
with the FoodLog application. They used the tools in their daily lives. They were
divided into two groups, one group started using FL-I, and the other FL-T. After two
weeks, the FL-I group started using FL-T for another two weeks. At the same time,
the FL-T group switched to the FL-I system for another two weeks. In total, each
group used the Foodlog systems for one month.

Figure4.11 shows the result of their subjective evaluation in terms of ease of
use (A1), fun (A2), frequency of browsing (A3), and intention to continue using
the system (A4). The subjective evaluation showed significant differences in the
responses to questions (A2), (A3), and (A4) for FL-I and FL-T. The remarkable
difference in question (A2) indicated that all of the participants had fun when using
FL-I. The responses to question (A3) showed that the participants browsed their food
recordsmore frequentlywith FL-I than FL-T. The responses to question (A4) showed
that the participants were more positive about their intention to continue using FL-I
than FL-T. The difference in ease of use (A1) was not significant. Regarding (A1),

Fig. 4.11 Subjective
evaluation results, showing
the average scores for: ease
of use (A1), fun (A2),
frequency of browsing (A3),
and intention to continue use
(A4)
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according to the comments written in the questionnaires, a few participants who
scored text input higher reported that they felt unpleasant when they missed taking
meal photos, and they might have needed more time to get used to it.

In summary, the image assistance is beneficial for the user to keep food records.
At the same time, there is a need to improve the user interface. This result is very
encouraging for further improvements.

4.8 Analysis of FoodLog Data

FoodLog app was launched in July 2013 in the Apple’s AppStore and in October
of the same year in Google’s Play Store. Since then, food recording data has been
continuously accumulated. At the end of the first year’s operation (July 2014), the
number of food records (textual description) exceeded one million. We started the
investigation of the food records using the one year long data.What was surprising to
us was that within one million food names, we found approximately 70,000 unique
food names. Our default food database has approximately 2,000 names. There were
so many new food names, registered or customized, that we found it overwhelmingly
difficult to calculate even simple statistics because of the variation of the food names.

Because of this fact, we summarized food names to represent food categories [20].
In order to create such food category representatives, each food name was decom-
posed into words, which were then grouped with similar group of names of entire
FoodLog data. A word graph was made for the group and the minimum path found
was used as the representative. The abstract level of the representatives is controlled
by changing the size of the group. Figure4.12 shows the frequency of the represen-
tatives when the number of them is approximately 15,000. As it is possible to see,
the frequency follows a very steep power law. Only 500 representatives ( indicated
by the dotted line) are enough to cover 80% of the entire data.

Fig. 4.12 Frequency versus
food category representatives
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Fig. 4.13 The top 100 frequent representatives of FoodLog data: the larger the font size, the higher
the frequency. The top 10 frequent representatives are shown at the bottom

Figure4.13 shows top 100 food category representatives extracted from the entire
FoodLog data. In the figure, the top 10 frequent representatives are numbered. They
are rice, grilled, salad, miso soup, yogurt, simmered, bread, coffee, vegetable, and
soup. See the bottom of Fig. 4.13 for their correspondence to Japanese words. Note
that “grilled” and “simmered” are familiar words related to cooking methodsthey
appeared because of the decomposition of the food names.

4.9 Development and Applications

FoodLog Web and FoodLog app share their database, and the data uploaded by
FoodLog app can be seen in FoodLog Web interface, too. The database plays the
role of platform for various extended applications as shown in Fig. 4.14.

Currently, Web API is provided to 29 organizations and 14 of them are in use
of either real services or limited experiments. For example, we have a collaboration
with the hospital of the University of Tokyo, where they focus on self-management
of health for diabetic patients. Three factors are used by them: vital signs, exercises,
and food intake [21]. Vital sign and exercises are recorded by home instruments and
wearable devices, and the data is uploaded to their servers. FoodLog included in their
interface works for food recording. Proper comments are informed to the patients
based on these records. The system is being evaluated in the hospital.

Donation associated with food logging [22] is another interesting example of
its application which creates new value for FoodLog through a joint project with a
nonprofit organization called Table for Two (TFT). TFT provides a unique program
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Fig. 4.14 Development of FoodLog. FoodLog platform is applied to various applications

called “calorie transfer” to support school lunches for children in five African coun-
tries. TFT partners with hundreds of corporate cafeterias, university dining halls, and
restaurants, and offers a healthy, set of TFT menu items. Whenever a diner orders
one of these items, 20 yen of his/her payment is donated to TFT, where one school
lunch costs 20 yen. In developed countries, where overeating and obesity are serious
problems, the TFT program offers healthy menus and it encourages people to make
healthy choices. As a result, eating more healthily helps children in need in underde-
veloped countries. The system we developed through joint efforts by FoodLog and
TFT is now available free of charge as an iPhone app (called the TFT app) based on
the FoodLog platform[23]. The concept of the system is drawn in Fig. 4.15. Its main
features are as follows.

(1) The TFT app runs on a smartphone. The user can simply take a photo and upload
it via the smartphone.

(2) As one of its basic functions, the app creates a food log similar to that created
by FoodLog, enabling users to keep a meal diary to help manage their dietary
balance. In addition to supporting dietary balance, it provides an estimation of
the calorific content of the food [15].

(3) Each time a user uploads ameal photo, he/she clarify whether themeal is healthy
or not.

(4) Each time a user declares a healthy meal and uploads the photo to FoodLog, this
single upload generates a donation of one yen. Uploading 20 photos of healthy
meals pays for one school lunch. At the end, the screen shows a photo of African
children and a “Thank you” message.

The only thing users need to do is to upload photos of the healthy meals they
eat. The actual donation money comes from contributions that companies make to
TFT, not from the users themselves. Users can find value in accumulating meal
photos by helping not only themselves, but also other people and society as a whole.



94 K. Aizawa

Fig. 4.15 An application of FoodLog for reducing international imbalances in food intake, with
photos of healthy food being transformed into donations

The donations are more than simple cash donations because they are generated by
people’s decisions to eat healthymeals. The systemof donations thereforeworks both
ways. In what might sound like an overstatement, the system encourages people who
might overeat to becomehealthierwhile providingmeals for children in impoverished
countries. The contributions of the companies that make donations are also twofold:
they not only support food for the children overseas, but also promote healthy eating
at home.

4.10 Conclusion

In this chapter, we summarized our research project on multimedia FoodLog. Food-
Log is a specific application, but it is possible to generate new applications from the
existing logs. For user of FoodLog tools, the value lies in personal enjoyment, in
managing their health, or in making a social contribution, depending on how they
choose to use it. Being able to generate such additional applications may be a key
factor in encouraging users to change their lifestyles.

There are still a lot of topics untouched. The huge accumulating food data is
excellent source for data analysis. Finding knowledge in the data will leads to far
wider applications of food related services. Food is so essential in our daily life.
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Chapter 5
Dynamic Information Space Based
on High-Speed Sensor Technology

Masatoshi Ishikawa, Idaku Ishii, Yutaka Sakaguchi, Makoto Shimojo,
Hiroyuki Shinoda, Hirotsugu Yamamoto, Takashi Komuro,
Hiromasa Oku, Yutaka Nakajima and Yoshihiro Watanabe

Abstract The purpose of this research is to realize a dynamic information space
harmonizing human perception system, recognition system, and motor system.
Toward this purpose, our key technology is high-speed sensor technology and dis-
play technology focusing on vision and haptic sense which performs at the order of
kHz. Based on these technologies, our information space can obtain the dynamics
of humans and objects in perfect condition and displays information at high speed.
As subsystems for our goal, we have newly developed four important elemental
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technologies including high-speed 3D vision toward insensible dynamics sensing,
high-speed resistor network proximity sensor array for detecting nearby object, non-
contact low-latency haptic feedback, and high-speed display of visual information
for information sharing and operation in real space. Also, in order to achieve the coor-
dinated interaction between individual humans and this information space, we have
conducted the research about the human perceptual and motor functions for coor-
dinated interaction with high-speed information environment. In addition, we have
developed various application systems based on the concept of dynamic information
space by integrating the subsystems.

Keywords High-speed vision ·Proximity sensor ·AirborneUltrasoundTactileDis-
play (AUTD) · High-speed LED display · Human interface · Dynamic information
environment

5.1 Introduction

In this research, we aim at realizing a dynamic information space harmonizing human
perception system, recognition system, andmotor system. Toward this goal, we focus
on the acquisition of the human and object dynamics perfectly in a information space
and the high-speed display whose performance is dramatically improved. Integrating
these functions, the platform of the new information space become possible to be
built.

However, the conventional visual information sensing and display at video rate
(30Hz, for example) does not have enough performance for the dynamics involved in
the high-speed human/object motion. Similarly, the sensing and display technologies
of the haptic information does not have enough speed. Also, haptic technologies have
a limit requiring physical contact between device and target. In order to allow the
high-speed dynamics in the information space, it is essentially required to achieve
the non-contact and unrestricted sensing and display.

Therefore, we have developed four new technologies including high-speed 3D
vision toward insensible dynamics sensing, high-speed resistor network proximity
sensor array for detecting nearby object, noncontact low-latency haptic feedback,
and high-speed display of visual information for information sharing and operation
in real space.

On the other hand, information provided by the sensing and display exceeding
the speed of human perceptual ability is difficult to be utilized for human. In order
to overcome this limit, we have conducted the research about the human perceptual
and motor functions for coordinated interaction with high-speed information envi-
ronment. This allows us to realize the coordinated interaction between individual
humans and this information space.

As a final goal, we have developed various types of dynamic information space,
which are mainly for the computer-human interfaces, by integrating these technolo-
gies. This integrated system allows high-speed user interaction in a contactless man-
ner without any constraints about the moving humans and targets.
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5.2 High-Speed 3-D Vision Toward Insensible Dynamics
Sensing

High-speed vision systems that can capture and process real-time imagery at hun-
dreds or thousands of frames per second (FPS) are an important step toward the real-
ization of harmonized dynamic information environments. These systems are pow-
erful sensing tools for detecting “insensible dynamics,” which the human eyes can
only barely sense. To completely capture rapid human motion in three-dimensional
(3-D) space with only minor occlusions, multiple depth images in different views
must be simultaneously captured and processed at a high frame rate. In this section,
we introduce structured-light high-speed 3-D vision systems that can capture and
process depth images containing 512 × 512 pixels in real time, at 500 FPS on high-
frame-rate (HFR) camera-projector systems.

Our structured-light high-speed 3-D vision system contains a 3-D module con-
sisting of a high frame rate (HFR) camera head, an HFR projector, an IDP Express
board [1], and a personal computer (PC) equipped with a GPU board. The 3-D
module uses a Digital Light Processing (DLP) development kit projector for HFR
projection, which is based on digital micromirror device (DMD) technology (Texas
Instruments Inc., US), and a monochrome camera head (Photron Ltd., Japan). A
system overview in which the DLP LightCommander 5500 is used as a projector is
shown in Fig. 5.1. On a level surface 550mm below the camera, depth information
over a 484 × 484mm square is captured as a 512 × 512 image.

The DLP LightCommander 5500 can project hundreds of 1024 × 768 binary
patterns at 1000 FPS or greater. The IDP Express was designed to implement
various image-processing algorithms, and to record images and features at a high
frame rate onto PC memory. The camera head captures 8-bit gray-level 512 × 512
images at 2000 FPS. The IDP Express board has two camera inputs, along with a

Fig. 5.1 System overview
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Fig. 5.2 Pipelining-output
of depth images

frame-straddling function and trigger I/Os for external synchronization. Two 512 ×
512 images and their processed results can be mapped onto PCmemory at 2000 FPS,
via a Peripheral Component Interconnect Express (PCI-e) bus. The Tesla C1060 is
a computer processor board based on the NVIDIA Tesla T10 GPU. It is capable of
a processing performance of 933 Gflops/s, using 240 processor cores operating at
1.296GHz and a bandwidth of 102 GB/s for its internal 4 GB memory. We use a
PC with the following specifications: ASUSTeK P6T7WSmain board, Intel Core i7
3.20 GHz CPU, 3 GB RAM, two 16-lane PCI-e 2.0 buses. To compute depth images
at a high frame rate with minimal synchronization errors, a motion-compensated
structured-light algorithm [2], which is based on Inokuchi’s method [3], was imple-
mented; binary light patterns coded with an 8-bit gray code are projected at 1000
FPS, and the projected light patterns are captured at 1000 FPS. Depth image process-
ing was accelerated using parallel processing with 512 blocks of 1 × 512 pixels on
the GPU board; the total time is 1.81ms, and depth image processing of 512 × 512
images can be conducted in real time at 500 FPS (Fig. 5.2).

Figure5.3 shows the 3-D measurement results for a human hand moving peri-
odically; (a) shows the experimental scenes captured using a standard camera, (b)
shows the x, y, and z coordinates of the right hand, (c) depicts the depth images
measured by our motion-compensated structured-light method with an 8-bit gray
code using a 1000 FPS video (denoted by MCGC1K), (d) shows the 8-bit gray-code
structured-light method without motion compensation [4] using a 1000 FPS video
(GC1K), and (e) depicts 30 FPS video (GC30). The hand was moved horizontally in
a circular orbit at a certain distance from the desk plane at a frequency of once per
second. On the desk plane, a computer keyboard, books, and many 3-D objects were
placed as background objects, and the left hand was kept stationary. In Fig. 5.3b, the
centroid position of the right hand, which was computed by subtracting the back-
ground from the MCGC1K depth images, was periodically changed at a rate of once
per second. Compared with the MCGC1K and GC1K depth images, the GC30 depth
images were incorrect; this occurred because synchronization errors generated by
3-D measurements of moving objects (using different frames) increase when the
frame interval is increased.
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Fig. 5.3 3-D measurement of a moving human hand. a Experimental scenes, b xyz coordinate
values, c depth images (MCGC1K), d depth images (CGC1K), e depth images (GC30)

Fig. 5.4 3-D measurement of finger-tapping on a computer keyboard. a Experimental scenes, b
depth image, c temporal images of tapped keys

Synchronization errors were significantly minimized by introducing an HFR
camera-projector system. Compared with the GC1K depth images, the MCGC1K
depth images show that the 3-D shape of the human hand was accurately measured
with minimal synchronization errors when the hand was moving. Figure5.4 shows
(a) the experimental scene, (b) the MCGC1K depth image, and (c) the depth infor-
mation of the “j” key and “i” key, when the forefinger of the right hand taps the
“j” key and its middle finger taps the “i” key alternatively at a 5Hz frequency. Our
3-D vision system can detect high-speed finger motions, and the timing of each key
tapping, to detect the input content.

By adding an RGB projector to expand the HFR camera-projector system, pixel-
wise projectionmapping can be conducted onto time-varied 3-D scenes. Infrared (IR)
light patterns projected from an IR HFR projector are simultaneously captured and
processed for depth image calculation, and the RGB light patterns are interactively
generated and projected from theRGBprojector onto the 3-D scene. The IR andRGB
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Fig. 5.5 Pixel-wise projection mapping results for a moving lion relief. a Plaster lion relief, b
color-mapped scenes

projectors have the same projection fields. A camera head with an IR wavelength
filter can capture only IR light patterns for the 3-D structured-light measurement
when the RGB light patterns are projected for enhanced tasks. Figure5.5 shows
the experimental scenes captured using a standard camera, when depth-based color
mapping with a cyclic jet color map was conducted onto a 10cm-deep plaster lion
relief (for sensitive and distinct depth visualization). The relief was moved with
periodic up-and-down motions and slight rotations by a human hand. It can be seen
that the white-surface relief was enhanced by pixel-wise projection mapping with a
cyclic jet color map, which can directly visualize its detailed height information for
human eyes. Such projection mapping techniques based on high-speed 3-D vision
will extend augmented reality (AR)-based applications for dynamic human computer
interactions.

To conduct complete 3-D information acquisition with minimal occlusion using
multiple camera-projector modules, time division multiplex 3-D structured-light
measurement was implemented on an HFR camera-projector system. The timings
of light pattern projection and image capture are straddled using a short time delay;
this enables each camera-projector system to simultaneously obtain 3-D information
in its view field without crosstalk between light patterns projected from different
camera-projector systems. Figure5.6 shows a prototype system for time division
multiplex 3-D structured-light measurements; it is composed of two opposing HFR
camera-projector modules, an IDP Express board, and a PC equipped with a Tesla
C1060 GPU board. The camera-projector module consists of an HFR projector of
854 × 480 pixels (DLP LightCrafter 4500; Texas Instruments Inc., US) and an HFR
color camera head of 512 × 512 pixels (Photron Ltd., Japan). In the present imple-
mentation, both camera-projector modules are operated with 0.5ms-exposure image
capture and 0.7ms-duration light pattern projection at 500 FPS, whereas the two
modules are straddled with a 1-ms time delay. The state of each module is alterna-
tively switched at 1ms intervals, to reduce interference from the light-patterns pro-
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Fig. 5.6 Time division multiplex HFR camera-projector system. a Experimental setting, b camera-
projector module

Fig. 5.7 Experimental results when a color-patterned object is moved by a human hand. a Exper-
imental scenes, b texture-mapped 3-D scenec

jected by the other module. Accelerated by parallel processing on the GPU board,
the 512 × 512 pixel depth and color RGB images are computed in 1.43ms for each
camera input; both the left- and right-side-view depth images can be simultaneously
processed at 250 FPS on our time division multiplex HFR camera-projector system.
Figure5.7 shows (a) the experimental scenes and (b) the synthesized 3-D scenes
when a color-patterned tape box was moved by a human hand. The 3-D scenes that
are texture-mapped with color images are synthesized using the left- and right-side-
view depth images, and displayed using the OpenGL environment. It can be seen that
both sides of the 3-D shapes of the color-patterned tape box and human hand were
displayed with minimal occlusion in real time when the human hand was rapidly
moving.

To enlarge the viewfields in 3-D structured-lightmeasurement,whichwould facil-
itate more accurate 3-D image acquisitions, the number of camera-projector modules
can be increased by connectingmany 3-D structured-lightmeasurement systemswith
short time delays via a TCP-IP network. This extension can be conducted without
decreasing the acquisition rate of depth images; however, the exposure time used



104 M. Ishikawa et al.

Fig. 5.8 3-D structured-light measurement using four HFR camera-projector modules.
aExperimental setting, b measured depth images

for image capturing and the duration time used for light pattern projection should
both be reduced, in inverse proportion to the number of camera-projector modules.
Figure5.8 shows (a) the experimental setting and (b) themeasured depth images from
different view angles, when a planar head sculpture was observed using four HFR
camera-projector modules. Synchronizing the four camera-projector modules with
0.5, 1.0, and 1.5ms time delays, the four different-view-angle depth images were
simultaneously computed at 250 FPS with no crosstalk from light patterns projected
from different angles.

Such a structured-light 3-D vision system using HFR camera-projector modules
allows the simultaneous detection and localization of dynamic behaviors. It enables
complete 3-D information acquisition with minimal occlusion for human-computer
interactions; standard cameras operating at dozens of FPS are generally unable to
perform such acquisitions. High-speed 3-D vision technology will play a role as
one of the most important dynamic sensing technologies in next-generation dynamic
information environments.

5.3 High-Speed Resistor Network Proximity Sensor Array
for Detecting Nearby Object

This research focuses on the development of high-speed proximity sensor array that
excels at close-range sensing from contact to several tens of centimeters. The sensor
uses a photo-reflector comprising a light-emitting diode (LED) and a photo-transistor
as its detection element. Photo-transistors capture reflected infrared light from the
LED, and the position of a proximal object is inferred according to the photo-current
distribution. A primary feature of this sensor is that object position inference can
be performed using analog computation by a resistor network circuit [5]. Serially
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reading the response levels of individual photosensitive elements, as in the case of a
general-purpose CCD image, requires complex wiring due to the number of elements
and the size of the unit. Moreover, data acquisition and processing times are long.
On the other hand, when using proposed sensor, high-speed response (less than 1ms)
and simple wiring requirements are retained, even when the number of elements is
increased to accommodate the form of the installation surface. This is an important
consideration for application to a complex shape, such as a grip designed to fit the
human hand.

5.3.1 Sensor Design and Detection Principles

We refer to the developed azimuth and elevation proximity detector as a dome-
shape sensor. The dome-shape sensor is formed from two sensor ring (Fig. 5.9) [6].
Each of the two ring can obtain one-dimensional positional coordinates. Azimuth is
determined by orthogonally aligning each sensor’s coordinate axis. Each ring can
also measure the distance to target objects. Elevation is determined by placing rings
in two layers in the height direction, and performing distance detection with each.

This section describes the one-dimensional resistor network proximity sensor
array (RNPS), which is the most fundamental part of the dome-shape sensor.
Figure5.9 shows the overview and the circuit structure. The one-dimensional RNSP
consists of a resistor network. The resistor network is formed from n − 1 internal
resistors ri (i = 1 ∼ n − 1) between the photo-reflectors, and an external resistors R0

that connect the terminals on both ends VS1, VS2 and a negative supply V [−]. Light
from an infrared LED reflects off of objects proximal to the sensor, and is collected
in the photo-transistor. This causes photocurrent distribution that corresponds to the
distribution of reflected light at the phototransistor surface. When a photocurrent Ii

occurs at the i th element, the currents flowing between terminals VS1 and VS2 are
described as follows:

Fig. 5.9 Left The dome-shape sensor is formed from two ring of one-dimensional resistor network
proximity sensor array (RNPS). The rings are placed in two layers in the height direction. Right
Circuit diagram of the one-dimensional RNPS: When a photo current occurs at the element, the
currents diverges and flows to the negative supply V [−] [6]
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Ii1 =
∑n−1

k=i
rk + R0

∑n−1

k=1
rk + 2R0

Ii , Ii2 =
∑i−1

k=1
rk + R0

∑n−1

k=1
rk + 2R0

Ii (5.1)

The difference between the currents flowing to terminals VS1 and VS2 is therefore

Ii1 − Ii2 =
∑n−1

k=i
rk −

∑i−1

k=0
rk

∑n−1

k=1
rk + 2R0

Ii (5.2)

The numerator in Eq. (5.2) is the product of the resistance at each element from the
center of the serially connected resistor network with the current flowing through it,
and represents the one-dimensional moment of the current at the center. When a pho-
tocurrent arises in the each element, the photocurrents will therefore flow together,
and the following equations will hold:

n−1∑

i=1

(Ii1 − Ii2) =
n−1∑

i=1

Ii

∑n−1

k=i
rk −

∑i−1

k=1
rk

∑n−1

k=1
rk + 2R0

= VS1 − VS2

R0
(5.3)

n−1∑

i=1

Ii = Iall = VS1 + VS2 − 2V [−]

R0
(5.4)

Removing the one-dimensional moment calculated by Eq. (5.3) from the overall cur-
rent Iall calculated by Eq. (5.4) allows identification of the photocurrent distribution’s
central point. To improve ease-of-use, Eq. (5.5) is used on the one-dimensional RNPS
output to normalize the center point to the range [−1, 1].

xc = −
⎛

⎜⎝1 + 2R0
∑n−1

i=1
ri

⎞

⎟⎠
(

VS1 − VS2

VS1 + VS2 − 2V [−]

)
(5.5)

When the amount of reflected light gathered by the phototransistor changes according
to the distance between the sensor and the proximal object, the total current through
the resistor network also changes. This allows estimation of the approximate distance
to the object by using Eq. (5.4) to obtain the total current through the resistor network.

5.3.1.1 Azimuth Detection

The azimuthal orientation of the object is detected by deriving cosine and sine values
from the one-dimensional RNPS output. Figure5.10a shows the circular arrangement
of the sensor elements of the one-dimensional RNPS. The internal resistors in the
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Fig. 5.10 Structure and
output of the circular
one-dimensional RNPS: The
positioning output forms a
cosine wave for an object at
the outer sensor periphery by
the circular arrangement of
the sensor elements and the
internal resistors set [6]. a
Structure of sensor 1, b
output of sensor 1

Fig. 5.11 Detection
principle of azimuth: The
orthogonally orienting two
circular sensor allows
derivation of the cosine and
sine value of the object’s
azimuth from these
positioning output [6]. a
Structure of sensor, b output
of sensor

proximity sensors are set so that positioning output forms a cosine wave when an
object goes around the sensor, as shown in Fig. 5.10b. In the case where six elements
are used (Fig. 5.10), the ratios of internal sensors will be 1:2:1 in proportion to
real-space positions. Two such circular one-dimensional RNPS are used, and are
respectively called sensor I and sensor II. As Fig. 5.11 shows, orthogonally orienting
these sensors creates a 90◦ phase shift between them, allowing derivation of the sine
value of the object’s azimuth from the positioning output. The positioning output
(xc1, xc2) obtained by the respective sensors and Eq. (5.6) can therefore uniquely
determine the object’s azimuth φ.

φ =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

π
2 sgn(xc2) xc1 = 0

arctan

(
xc2

xc1

)
xc1 > 0

πsgn(xc2) + arctan

(
xc2

xc1

)
xc1 < 0

(5.6)

5.3.1.2 Elevation Detection

The two circular one-dimensional RNPS provide two distance outputs Iall , which
are used to detect elevation without compromising the azimuth detection character-
istics. The two circular RNPS are placed as shown in Fig. 5.12a. Because changes in
elevation will change the distance to each of the sensors, the photocurrent flowing



108 M. Ishikawa et al.

(a) Two-stage Arrangement (b) Sensor prototype

Fig. 5.12 Detection principle of elevation: a The two circular sensors are placed in two layers in
the height direction. The changes in elevation will change the distance to each of the sensors. b
Overview of simulation operation for determining element tilts: The angle at which the normalized
elevation output is 0 is taken as 0◦, and a 90mm square object wasmoved through the space between
−90◦ and 90◦ with respect to the origin of the elevation angle OE [6]

through sensors 1 and 2 will also change. Specifically, taking the distance output
of the two circular RNPS as Iall1, Iall2 allows use of Eq. (5.7) to find the elevation
output θ , normalized to the range [−1, 1].

θ = Iall1 − Iall2

Iall1 + Iall2
(5.7)

The normalized elevation output will be+1 if only sensor 1 is responding,−1 if only
sensor 2 is responding, and continuously varying in the range−1 < θ < 1 in the case
where both sensors are responding. In this method, the range at which elevation can
be detected depends on the tilt and positioning of the two circular RNPS. This allows
the detection range to be set according to the intended purpose of the dome-shape
sensor.

5.3.2 Prototyping and Experiments

5.3.2.1 Sensor Prototype

When designing a dome-shape sensor, it is possible to adjust element tilt and posi-
tioning according to the intended application. Here we developed equipment for the
purpose of tracking a human hand. We identified the following design requirements:

• The elevation detection range must include the space to the sides and above the
dome-shape sensor.

• The sensor must be shaped to fit a human hand, based on a circular form with
approximately 65mm diameter.
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• Detected objects would primarily be human palms, and thus an approximate planar
square of 90 × 90mm2.

We varied the tilt of the elements in sensors 1 and 2 (αs1, αs2, respectively), and deter-
mined the element positioning best suited to our basic circular form. Because it would
be difficult to create and test prototype sensors with a variety of tilt combinations,
we used a RNPS detection simulator developed in our lab.

As a result of the simulations, Fig. 5.12b shows the side view of the dome-shape
sensor prototype. Twelve elements were evenly spaced along the dome sensor’s
periphery.

5.3.2.2 Detection Characteristics

(1) Azimuth Detection Characteristics

In this section, we examine the azimuth detection characteristic by an experiment
with the prototyped dome-shape sensor. The distance between the sensor and the
object was 30–60 mm.

Figure5.13a shows the results of the experiment.
The figure indicates that the azimuth output of the sensor increasedmonotonically

with increasing azimuth of the object.

(2) Elevation Detection Characteristics

Figure5.13b indicates that the absolute value of elevation output near 0◦ or 90◦
increases with increasing distance.

(a) Azimuth output (b) Elevation output

Fig. 5.13 a Experimental results with changing the distance of 30–60 mm. Detection is possible
over the entire 360◦ range. Detection error was within approximately ±5◦. b Elevation output of
the experimental results with changing the distance of 30–60 mm
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Fig. 5.14 Human-machine interface usage of the dome-shape sensor: The sensor with the rapid
response features can be applied to non-contact human interface applications. This photo shows a
detected palm position [6]

The elevation output difference due to distance change decreases with decreasing
distance between the sensor and the object. Thus, incorporating the dome-shape
sensor into the grip will allow tracking of hands by using the result in proximity as
target.

5.3.3 Conclusion

The present study developed a high-speed proximity sensor array for simultaneous
detection of azimuth and elevation. The features of the proposed dome-shape sensor
include rapid responsiveness and simpler wiring, while maintaining a 360◦ sensing
range and detection from sensor sides to top. The rapid response features of the
method can be applied to noncontact human interface applications (Fig. 5.14). In
future research, we plan to create more practical dome-shape sensors with wider
detection range on the same principle, and investigate potential applications.

5.4 Noncontact Low-Latency Haptic Feedback

One of the key components of the Dynamic Information Space is a haptic display
without constraining users’ behavior. Haptics would be an indispensable modality
in the computational support of human dynamic motion though it is still in an early
stage of the applications. In order to indicate the motion direction, notify the motion
timing, and comprehend the circumstance in fast human motions, haptics would be a
promising modality to transmit such information with acceptable delays as realtime
feedbacks. A problem in haptic feedbacks had been physical stimulation to human
skins. If the device is a bulkymechanical system installed on the ground or a table, the
workspace is limited to a narrow area around the device. It is also difficult to receive
passive stimulation in free motions using such mechanical systems. Therefore, the
recent technological main stream is to develop small and lightweight haptic devices
wearable or installed in a mobile device. Based on the recent technological achieve-
ment, haptics is beginning to find wide ranging applications as computer interface.
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However, the problem that still remains is the area to receive haptic stimulation is
limited and localized in practical scenes. It is not straightforward to stimulate various
body parts to support the motions. And it is also a problem that such devices should
be worn in advance before haptic feedbacks are necessary, which cannot be supposed
in some applications.

With this background, we developed a noncontact tactile display that produces
tactile sensation using ultrasound traveling in the air [7]. Airborne Ultrasound Tactile
Display (AUTD) was first proposed by the authors and demonstrated with a small
ultrasound phased array [8, 9]. In this project, we extended this to a large aperture
phased array to widen the workspace. In the following subsection, we describe the
system design to realize such large aperture and effective tactile display. The total
system combined with sensors and visual displays will be described in the later
section.

5.4.1 Remote Vibrotactile Sensation Produced
with Airborne Ultrasound

There are some options to generate tactile sensations in noncontact manners. Air
flow produced by a propeller or jet nozzle would be a feasible method to stimulate
the human skin remotely. Very strong infrared would induce temperature elevation
when it is radiated on the skin. The features of ultrasound stimulation are:

1. A small spot comparable to the sound wavelength can be selectively stimulated.
The distance from the sound source can be as large as the aperture of the phased
array keeping the convergence,

2. Low frequencyultrasound∼40kHzcanpropagate a longdistance (with−1dB/m
at 40kHz),

3. Ultrasound amplitude can be modulated at a frequency as high as 1kHz. The
force produced by the ultrasound radiation pressure on the skin can be controlled
with 1kHz bandwidth.

Though the maximum pressure would be limited to 100mN practically and a large
aperture ultrasound transducer array is necessary, the above features are desirable for
non-constrained high speed tactile feedback. A problem in principle is that time delay
by the sound velocity is inevitable. For 340m/s sound velocity, the stimulation delay
is as large as 3ms/m. But for many applications, this delay would be acceptable.

The key physical phenomena called radiation pressure is a nonlinear acoustic
phenomenon, to convert the alternating sound pressure amplitude into static pressure
on the reflection surface. The details are described below.



112 M. Ishikawa et al.

5.4.1.1 Acoustic Radiation Pressure

Physics showed sound waves are accompanied with radiation pressure proportional
to the energy density of the sound [10]. Since ultrasound with a short wavelength
can be localized in a small area, it can create a concentrated radiation pressure on a
skin. The radiation pressure applied to the surface reflecting an ultrasound is given
as

P = αp2

ρc2
(5.8)

where p [Pa] denotes the effective value of sound pressure, c [m/s] the sound velocity
in the medium, ρ[kg/m3] the density of the medium, and α a coefficient determined
by the reflectance. When ultrasound propagates in the air and blocked off by liquid
or solid, almost all of the ultrasound is reflected on the boundary and in this case α

becomes 2 in vertical incidence. Following this equation, we can control temporal
profiles of radiation pressure by amplitude modulation of ultrasound pressure. The
attenuation of ultrasound propagation in the air depends on its frequency. The atten-
uation rate of 40kHz ultrasound in air is about 1dB/m, while the frequency is much
higher than the highest frequency that human can feel as vibrotactile stimulation
(∼1kHz) [11].

5.4.1.2 Controlling Radiation Pressure

The Airborne Ultrasound Tactile Display (AUTD) in this project is an ultrasound
transducer array with 10mm period [8, 9]. By setting a proper phase shift on each
transducer, the three-dimensional position of the focal point can be controlled. Let
ri be the position of the i th transducer among N transducers and rF be the desirable
focal position. The phase shift on i th transducer is calculated so that it compensates
the phase delay through distance:

θi = k|ri − rF |, (5.9)

where k denotes the wavenumber. In the prototype, a 1.5-cm-diameter spot of radi-
ation pressure can be formed around the array. The spot center can be moved in
accuracy of 1mm horizontally. Its position can be switched at a refreshing rate of
over 2kHz. The whole phase calculation can be done within 50µs in the system,
which is faster than 2kHz.

The ultrasound amplitude is controlled with pulse width modulation. The pulse
frequency is fixed to the transducer’s resonant frequency f = 40kHz and the ampli-
tude is controlled with the pulse width d [s] as

p = p0 sin(πd/T ) (5.10)
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Fig. 5.15 Airborne
ultrasound tactile display
with 3 by 3 units [7]. The
size of a unit is 19 × 15cm2

where T = 1/ f , and p0 denotes the maximal amplitude for d/T = 1/2 [9]. The
pulse width d(t) is calculated so that the radiation pressure P becomes the target
value. It should be noticed that the radiation pressure P always has a positive value
(Fig. 5.15).

5.4.2 Multi-unit Phased Array Scheme

In this project, we developed a freely extendable phased array system [7]. Extending
the phased array aperture size enlarges the workspace where focusing is ensured.
We design an AUTD unit of 19 × 15cm2 having a serial input port and three output
ports as shown in Fig. 5.16. Each unit has FPGAs that calculate each signal phase of
the transducer on it. The serial signal receiver is programmed in the Master FPGA.
Master FPGA receives the focal point position (x, y, z) and the amplitude p, and
transmit the information to the next unit. Since the signal delay between the neighbor
units is sufficiently small (≤50ns), multiple units can be connected freely. Since it
has three output ports, 1 + 3 + 32 + 33 + 34 = 121 units can be connected within
200ns delay.

Each AUTD unit must know its position in the global coordinates and its own
posture in advance. This information is at first sent to the Master FPGA of each
AUTD unit. Since all the focal information sent is in the global coordinates, the
Master FPGAs convert it to their own local coordinates, which the Slave FPGAs
receive. Slave FPGAs calculate the phase delays and generate all driving signals on
transducers according to the focal position and the amplitude.

The duty cycle of 40kHz pulse d(t) can be quantized up to 640 levels. As the
result, the radiation pressure P(t) is quantized up to 320 levels. The current system
can switch the duty cycle fast enough to generate vibrotactile sensation with the
temporal resolution of 0.5ms (2kHz).
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Fig. 5.16 System architecture of an AUTD unit

5.4.3 Experiments

We fabricated a phased array composed of 3 × 3 units as shown in Fig. 5.15 and
measured the spatial distribution of generated ultrasound amplitude, in order to con-
firm ultrasound focusing. The 9-unit AUTD was mounted on an aluminum cabinet
so that the transducer surface faced the ground, parallel to the ground. A standard
microphone (B&K Type 4138) with a pre-amplifier (B&K Type 2670) was mounted
on the 3D stage, with the xy-plane parallel to the AUTD. The xy-coordinates corre-
sponded to the lattice of transducers and the z-axis was vertical to the AUTD surface.
The recorded voltage was amplified with a power amplifier (B&K Type 5935). We
used the reference sound source that provides 94dB sine wave of 1kHz for the map-
ping of the recorded voltage to sound pressure. The frequency characteristic of the
whole recording system was almost flat from 0 to 40kHz. The total array size was
576 × 454.2mm2.

The focal point was set to (0, 0,−600mm). We measured sound pressure near
the focal point and estimated the produced radiation pressure from Eq. (5.8). The
parameters were set as c = 340m/s, ρ = 1.18 kg/m3 and α = 2. The left figure of
Fig. 5.17 depicts the calculated radiation pressure distribution in the plane at z =
−600mm. High radiation pressure can be seen localized within the diameter of
10 ∼ 15mm. The right figure of Fig. 5.17 shows a 1D distribution across the focal
point along (y, z) = (0,−600). Focusing is clearly observed.

5.4.4 Conclusion

A non-contact vibrotactile display with a wide workspace was developed and its
performance was examined. The developed AUTD is extendable by connecting mul-
tiple ultrasound transducer units and we constructed an array of 576 × 454.2mm2

aperture. The system succeeded in producing highly localized vibrotactile sensations
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Fig. 5.17 Experimental results [7]. Distribution of acoustic radiation pressure measured at 60cm
from a 3 × 3 unit AUTD

on human skin 600mm apart from the device. The focal intensity was experimen-
tally demonstrated to be 74mN. Temporal profiles of vibrotactile sensations were
programmable with a sampling rate of 2kHz and 320-level quantization.

5.5 High-Speed Display of Visual Information
for Information Sharing and Operation
in Real Space

Recent requirements for information displays include not only resolution but also
frame rate and latency because interactive interfaces must show the responses with-
out noticeable delay for users. Light emitting diode (LED) is a prospective light
source for high-speed operations. Instantaneous operation of visual information in
real space is considered to be one of the essentials for human-harmonized infor-
mation technology. In this section, high-frame-rate and low-latency LED displays
are described in Sects. 5.5.1 and 5.5.2. In Sect. 5.5.3, we describe aerial imaging
technique that enables floating LED screen with wide viewing angle.

5.5.1 High-Frame-Rate LED Display

In current LED display systems, a large LED screen is constructed by tiling LED
units. The control signals for LED units are given by an LED video processor, which
distributes an input image into image data to tiled LED units. In order to transmit
high-frame-rate (HFR) images via a current digital video interface, we introduced a
spatiotemporal coding, as shown inFig. 5.18. Four sub-fields pixel values are spatially
arranged into quad pixels in a frame. The coded image signal is transmitted into the
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Fig. 5.18 a Composition of a coded image. b Spatiotemporally coded image signal is input into
a video processor at an interval P (=8.3ms for 120Hz). c The spatiotemporal codes are decoded
by the video processor. Sub-frames are re-freshed at the quadrupled rate (480 fps) of the input DVI
signal

Fig. 5.19 a Composition of 480-fps LED display system. SD denotes signal distributor. OFC is an
optical fiber cable. b A photograph of an LED unit

LED video processor at the refresh rate of the graphic card. When using 120Hz DVI
signal, the interval is 8.3ms. The LED video processor decodes the spatial codes into
temporal displayed images. The decoded image data are fed to each LED unit at the
quadrupled frame rate of the input DVI signal. Thus, we have developed the HRF
LED panel displays full-color (24-bits) images at 480 fps. Its maximum luminance
is 5000cd/m2 [12] (Fig. 5.19).

The developed HFR LED panel was utilized for a kind of steganography, of
which objective is to provide decoding fun of a hidden secret with a waving hand
[13, 14], as shown in Fig. 5.20. The proposed method of displaying information is a
kind of steganography technique with a novel way of decoding the hidden message.
Such steganography can be enabled by LED’s high speed of response time and high
brightness that is enough to make afterimage.

In this experiment, a pair of coded images were alternatively shown on the LED
panel. A text was embedded in black andwhite on a gray background image. A secret
text was embedded into HFR images and represented at 240 fps. When the video
image of the LED display was taken with camera at 60 fps, as shown in Fig. 5.21a,
no text was perceived. A high-speed video (1200 fps) reveals flip-flop of the encoded
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Fig. 5.20 a Schematic illustration of hand-waving steganography. By viewing the high-frame-rate
LED panel, the viewer perceives the embedded information. b A photograph at an exhibition of
hand-waving steganography

Fig. 5.21 a Schematic illustration of hand-waving steganography. By viewing the high-frame-rate
LED panel, the viewer perceives the embedded information. b A photograph at an exhibition of
hand-waving steganography

images, as shown in Fig. 5.21b. An example of viewed image through a waving hand
is shown in Fig. 5.21c. Moving fingers blocked a portion of the flip-flop images
and the hidden text was decoded. The position of the decoded portion was changed
instantaneously because waving the hand was not synchronized to alternating the
encoded images on the LED panel. However, after waving the hand in a certain
time, the secret text was perceived. Viewers enjoy decoding with waving their hands
continuously until they read the text.

5.5.2 Smart LED Tile

For the applications for visualization of sensory outputs, such as visualization of
sound, acceleration, and rotation, it is necessary to reduce the total latency. We have
originally designed and developed a new LED display module that integrate the
sensors and display devices, named smart LED tile (SLT) [15].

Architecture of SLT is shown in Fig. 5.22. SLT integrates a microcontroller, sen-
sors, a wireless module, and battery within the size of an LED panel, as shown in
Fig. 5.23. We have designed all the circuit boards of which size is smaller than the
LED panel (5 cm × 5 cm). It is possible to put the smart LED tiles face to face. The
wireless network communication is based on ZigBee standard. SLT shows sensed
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Fig. 5.22 Smart LED architecture that integrates LED panel, LED driver, sensors, a processor, a
wireless communication module, and battery

Fig. 5.23 a Smart LED tile and b its electronic boards and LED panel

information instantly and automously without any assistance with a host PC. SLT
builds a wireless sensor network to share sensed information even when the smart
tiles are moved. This feature is a solution for addressing and communication prob-
lems for a large LED screen with real-time sensor inputs.

Visualization of the acceleration vector of a smart LED tile has been conduct-
ed. Acceleration vector is mapped onto the RGB color space. The color is changed
depending on the direction and the value of the acceleration. Experimental results
are shown in Fig. 5.24. It is confirmed that changes of the acceleration are shown
instantly on the LED panel when a smart LED tile is waved in front of a camera.

5.5.3 Aerial Imaging by Retro-Reflection (AIRR)

Aerial and transparent display is a prospective technique for digital signage to pro-
vide sensation to viewers. We propose aerial imaging by retro-reflection (AIRR)
[16, 17]. Its principle is shown in Fig. 5.25a. Light rays that are reflected on the
beam splitter impinge the retro-reflective material. After the retro-reflection, the
lights travel reversely toward the light source. About a half of the retro-reflected
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Fig. 5.24 a Visualization of acceleration by use of a smart LED tile. b Acceleration sensor outputs
and converted color shown on the smart LED tile

Fig. 5.25 a Principle of aerial imaging by retro-reflection (AIRR). b Aerial image is independent
from the curvature of the retro-reflectors

Fig. 5.26 a A photograph of 960-fps LED panel. The inset is a close-up of the LED panel. b Aerial
image of the LED panel formed between hands

lights are transmitted through the beam splitter and form aerial image of the light
sources. The basic setups were used for inverting pseudoscopic images in holo-
graphic display [18]. As shown in Fig. 5.25b, the image position does not depend on
the position and curvature of the retro-reflective fabric.

Experimental results are shown in Fig. 5.26. HFR (960 fps) LED panel [19] was
used for the light sources. Aerial image is floating between the hands. Note that the
black regions between LED lamps (about 3mm), shown in the inset of Fig. 5.26a,
are filled in the aerial image.
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5.6 Human Perceptual and Motor Functions
for Coordinated Interaction with High-Speed
Information Environment

It is essential to understand the nature of human sensori-motor system in order to
achieve the coordinated interaction between individual humans and information envi-
ronment. In this research project, we have dealt with three research topics related
to this issue: (1) Effective error feedback timing for visuo-motor adaptation, (2)
Prediction of human action based on spatio-temporal structure of human bodymove-
ment (i.e., motor synergy), and (3) Nature of human visual perception for high-speed
stimulus presentation. Below, we describe the first and third topics in detail.

5.6.1 Effective Error Feedback Timing for Visuo-Motor
Adaptation

One of the human astonishing abilities is sensori-motor learning/adaptation: Humans
can flexibly update internal memory so as to achieve a given task in a changing
environment. In shooting a ball to a visual target, for example, people can readily
modify the throwing action according to the ballweight.When the visual environment
is distorted by a wedge prism or virtual reality devices, moreover, the shooting error
gradually decreases and people correctly shoot the target after a few dozen trials.
Such flexible ability plays a significant role when humans act in new information
environments.

How does our brain acquire the information required for regaining task perfor-
mance? For prism adaptation in a shooting or reaching task, visual information of the
endpoint is essential because the adaptation hardly proceeds if the endpoint cannot
be seen. The endpoint error calculated from visual information drives the adaptation.
Here, in addition to spatial (or position) information, the timing of information feed-
back is also significant. Specifically, Kitazawa et al. [20] demonstrated that prism
adaptation was slowed when the visual feedback was delayed: If visual presenta-
tion of the endpoint was delayed for more than 50ms, the magnitude of adaptation
diminished significantly. This effect has been replicated by recent studies [21, 22].
These findings suggest that human brain may accept error signals most effectively
when they are synchronized with the end of reaching movements. In other words,
temporal association between the motor action and its sensory consequence is an
essential factor in visuo-motor learning [22].

In a shooting task, a ball reaches a target some time after it leaves the shooter’s
hand, meaning that the timing of the task-end (i.e., ball impact) is dissociated from
that of motor execution (i.e., body movement). Here, an interesting question arises
whether error feedback should be linked to task-end ormovement-end (Fig. 5.27a, b).
Considering that the motor adaptation is the mechanism for maintaining task per-
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Fig. 5.27 Effect of error feedback timing on visuo-motor adaptation

formance, the timing of task-end, rather than movement-end, may be critical for
accepting feedback information.

To answer the above question, we conducted a behavioral experiment using a
virtual shooting task: Subjects were asked to control their wrist movements to shoot
a target on a screen by moving a cursor as accurately as possible. A visual shift
was implemented by displacing the ball trajectory on the screen. The time from the
throwing action to impact was fixed to 600ms, independent of the wrist movement
speed. The timing of visual feedback of the impact location was manipulated as an
experimental condition. The amount of visual feedback delay/advance was chosen
from nine values: −500, −300, −200, −100, 0, 100, 200, 300, and 500ms, where
negative valuesmean that the task feedbackwas brought in advance of the ball impact
and positive values mean the delayed feedback. We also prepared a condition that
the impact timing was indicated by an additional timing cue so as to examine the
effect of certainty of the impact timing. The magnitude of adaptation was measured
by the amount of aftereffect estimated from the adaptation curve.

First of all, the visual shift introduced in our virtual shooting environment resulted
in a learning curve similar to those reported for prism adaptation experiments. This
confirmed that our experimental environment was meaningful.

The result shows that the amount of aftereffect varied depending on the timing
of feedback. The aftereffect was large under the −500ms condition (that is, when
feedback was given just after movement-end) and decreased under the −300ms
condition. It then increased again and peaked broadly across the 0–500ms feedback
delay range (i.e., around task-end). When the feedback was delayed 1000 ms, the
aftereffect decreased again. The effect of feedback delay was statistically significant.
A similar pattern of results was obtained when the impact timing was indicated by
an additional timing cue.

These results demonstrate that the efficiency of visuo-motor adaptation varied
depending on the timing of error feedback, and increased around movement-end
and task-end. This tendency was consistently observed irrespective of the time
betweenmovement-end and task-end, and regardless ofwhether a timing cue signaled
task-end. Therefore, the present result indicates that the timing of error feedback
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significantly affected the efficiency of visuo-motor adaptation, and that efficiency
was enhanced both around movement-end and task-end (Fig. 5.27c).

Finally, we would like to discuss the mechanism underlying the acceptance of
error information in visuo-motor adaptation. At least three ways are possible in
which the brain determines the timing of error acceptance: (1) locked to the time of
motor command generation; (2) specified by the sensory information accompanying
movement-end or task-end; or (3) predicted within the brain. As we discussed in
our journal paper in detail [23], however, we consider that no single mechanism
determines the timing of error acceptance. Therefore, we speculate that multiple
error acceptance mechanisms must be involved in visuo-motor adaptation.

5.6.2 Human Perception for High-Speed Visual Presentation

We investigated the nature of human visual perception for flicker stimuli using a high-
speed video projector. The point is that we used flicker stimulus with a wide range of
frequencieswhich could not be presentedwith conventional video displays (including
CRT and LC displays). In another study, we examined the perception of a high-speed
moving object. A high-speed projector improves the temporal resolution of stimulus
presentation, which brings temporally dense visual information: Moving stimuli
can be presented more continuously and smoothly compared with the conventional
display devices.

It is broadly accepted that people could not detect the temporal change in lumi-
nance of a flickering stimulus if its frequency is higher than 50–60Hz. This threshold
frequency is called “critical fusion frequency (CFF)”. CFF has a quite important role
in visual device. For example, the refresh rate of visual displays has been deter-
mined to be higher than CFF. People cannot distinguish two above-CFF flickering
stimuli with equal subjective luminance if they are presented simultaneously at dif-
ferent locations. Recently, however, it has been reported that when the stimuli are
presented sequentially at the same position, a transient ”twinkle” can be perceived
around the moment of their changeover [24]. We name this phenomenon ”transient
twinkle perception (TTP),” and examined its nature by a psychophysical experiment
(Fig. 5.28a, b).

Significance of this phenomenon is that it suggests that human visual system can
deal with the above-CFF visual stimuli. Recent progress in device technology has
brought us new display devices with high refresh rates. Investigation of nature of
our visual system for high-speed visual presentation is important for examining the
merits and demerits of such novel devices.

On the other hand, this phenomenon is suggestive for understanding the com-
putational process of our visual system. What mechanism causes TTP? A simple
hypothesis is that perceptual luminance is determined by the temporal moving aver-
age of the physical luminance of the stimuli. In the present study, we examined
whether this hypothesis can explain the TTP phenomenon using a computational
model (boxes in Fig. 5.28a, b).



5 Dynamic Information Space Based on High-Speed Sensor Technology 123

Fig. 5.28 Transient twinkle perception (TTP) [25]

In the psychophysical experiments, we adopted a high-speed video pro-jector
(DLP) for presenting high-speed visual stimuli. In the experiment, ring-shaped stim-
uli having a sinusoidal luminance profile were presented on a uniform background
(50cd/m2). Subjects were asked to discriminate TTP condition (sequential presenta-
tion of stationary and flickering stimuli) from no TTP condition (stationary stimulus
only) by temporal 2-AFC. Flicker frequency was set to 70, 75, or 85Hz in one exper-
iment (using CRT), and to 100, 150, 200, 250, or 300Hz in the other experiment
(using DLP).

Subjects could discriminate TTP from no TTP conditions while the flicker fre-
quency was no more than 200Hz. In addition, correct rates were decreased as the
amplitude of the flicker stimulus was smaller. This means that our visual system
can detect the transient luminance change above CFF, but such detection requires a
sufficient luminance difference between flickering and stationary stimuli [25].

We built a computational model for explaining these experimental findings. Our
model consists of two processing stages, moving average and nonlinear transforma-
tion. In order to normalize the output of moving average, we calculated the relative
deviation of the moving average from the long-term mean (DMR). Next, we trans-
formed the DMR into the probabilistic value by applying a non-linear function. The
resultant probability corresponded to the ratio that the subjects perceived the tran-
sient twinkle. Parameter values of the model were optimized to fit the result of the
psychophysical experiments.

The behavior of the computational model is quite similar to that of human subjects
(Fig. 5.28c). In addition, this model successfully replicated the result of another
psychophysical experiment where the temporal deviation of moving average was
induced by temporal perturbation to the stimuli. These results suggest that TTP
may be basically brought by the short-term luminance averaging mechanism in the
visual system, and that the larger luminance difference results in the larger temporal
deviation from the long-term luminance mean which causes TTP. In other words,
the perception of transient twinkles is determined by whether or not the amount of
temporally averaged luminance around the transition exceeds a certain threshold.
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As for the perception of a moving object, we have examined several topics; below,
we briefly report the result on the misperception of position of a moving object.

It has been known that position of a moving object is often misperceived.
Especially, the distance between the endpoints (or the length of motion path) of a
reciprocally moving object tends to be perceived shorter than the veridical distance.
However, it has been reported that this ”perceptual shrinkage” hardly occurs if the
object moves in one-way and /or at high speed [26]. In the present study, we tested
this using a high-speed video projector which can present moving stimuli with a
refresh rate of 500Hz, much higher than the previous experiments. We measured the
perceptual bias at the onset and offset positions of an one-way (12.8◦) moving object
at a speed faster than 30 deg/s. Different from the previous reports [26], perceptual
shrinkage was observed also in the high-speed one-way motion: The onset position
was perceived shifted toward the direction of motion while the offset position was
perceived shifted backward. The amount of the shift was larger at the onset position
than those at the offset position.

Therefore, the present study demonstrates that the high-speed and one-waymotion
could distort the perceptual position of a moving object, using high-speed visual
presentation. This result supports themodel that the perceptual position is represented
by the spatiotemporal positional averaging and trajectory detection mechanism, even
in the high-speed condition, again implying that the simple averaging mechanism
may be the fundamental signal processing of our visual system [27].

In summary, we examined the characteristics of visual system for high-speed
visual information in the present study. We have obtained several other findings
related to visual motion perception, including position perception and trajectory
prediction of a moving object. These results were obtained by means of utilizing a
high-speed video projector whose refresh rate wasmuch higher than the conventional
video devices. In this sense, the high-speed visual technology can be a novel tool for
investigating the mechanism of human visual system. Together, it implies that novel
visual devices have possibilities to extract human potential abilities and to realize
more sophisticated coordination between humans and information environments.

5.7 Development of the Systems for Dynamic Information
Space

5.7.1 High-Speed and Non-contact Interfaces for Human
Support

With the progress of hardware and image processing technologies, camera-based
user interfaces are becoming familiar. For example, a gesture interface in which users
can remotely control devices is realized by recognizing human hand motions from
images captured by a camera. Augmented reality (AR) technology is also attracting
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attention, which fuses real space and virtual space by overlaying computer graphics
(CG) on images captured by a camera.

However, user interface systems using a camera/cameras have a problem of input-
output delay (latency). Even in conventional input interfaces such as a mouse, delay
of image drawing and displaying sometimes affects their operability. When a camera
is used, the delay due to the camera’s low frame rate, transfer delay, and image
processing delay are added, which often results in a system with low responsivity.

On the other hand, we are developing new user interface systems which realizes
high responsivity by using a high frame rate camera instead of a standard camera. In
this section, an example of such systems is shown.

5.7.1.1 AR Typing Interface for Mobile Devices

Mobile devices equipped with a touch panel, such as smartphones, have become
widely used. One of the advantages of a smartphone is that it allows the user to do
works anywhere that previously required a PC. However, the screen of a smartphone
is small and there are users feeling that the device lack usability because of the small
operating area on the surface. This problem is particularly annoying in character
entry.

To solve this problem, we have proposed an interface that allows a user to type on
a virtual keyboard with his/her multiple fingers in the space behind a mobile device.
This interface overlays a virtual keyboard and the user’s hand on real images captured
by a camera, and recognizes user’s hand motions using optical flow information. We
named this interface AR typing interface as it uses AR technology, which overlays
CG on real images from a camera.

We constructed a PC-based experimantal system instead of using a real mobile
device to evaluate the usability of the proposed interface. The system consists of a
4.3-in. display, a small high-frame-rate camera, and a PC. The image size and the
frame rate of the camera is 320 × 240 pixels and 112 fps, respectively. Figure5.29
shows an appearance of the system.

Fig. 5.29 The appearance of
the experimental
system [28]. A small
high-frame-rate camera (112
fps @ 320 × 240 pixels) is
attached to the back of a
small (4.3 in.) display. A
virtual keyboard is overlaid
on real images captured by
the camera. A user can
operate the keyboard with
his/her hand in the space
behind the device
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Fig. 5.30 The process to calculate optical flow [28]. A hand region is extracted by using skin color
information. Optical flow is calculated in the hand region outside the shrunk convex hull of the hand
region and above the centroid of the hand region

The system uses optical flow information to recognize typing action. To reduce
computational cost, optical flow is calculated only in the regions around fingertips.
The process is shown in Fig. 5.30. First, a hand region is extracted from a camera
image by using skin color information. Then, the convex hull of the hand region is
extracted and shrunk. Optical flow is calculated in the hand region outside the shrunk
convex hull and above the centroid of the hand region.

After calculating optical flow, moving regions are detected by thresholding the
flow magnitudes. The regions are separated by labelling and the average of the flow
magnitudes in each region is calculated. The region with the maximum average
magnitude is regarded as a key pressing region and its centroid is used as the pressed
position.

When the whole hand is moving, almost all fingertip regions are regarded as
moving regions. In such a case, the system does not perform key pressing action
recognition.

Using this simple algorithm, fast typing recognition with a processing time of
8.33ms (about 120 fps) is realized.

By using the recognition method above, we developed a keyboard typing appli-
cation named AR-keyboard. A virtual keyboard is overlaid on captured images, and
the user’s hand image is also overlaid on the keyboard. By doing so, it is possible for
users to perform key typing with the sense that there were a real keyboard under the
user’s hand. When a key pressing action is detected, the key on the keyboard at the
pressed position is typed. A user can operate AR-keyboard not only in the air but at
any space behind the display such as on the desk and on his/her knees.

Figure5.31 shows the screenshot of AR-keyboard and sequential images of key
typing. Multiple fingers are used for typing and multi-finger typing is realized. Also,
high responsivity is realized by performing fast image processing with a high frame
rate of 120 fps, which enables users to perform comfortable key typing with small
delay.
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Fig. 5.31 Screenshot of AR-keyboard and multi-finger typing images [28]. Multiple fingers are
used for typing

5.7.2 High-Speed Gaze Controller for High-Speed
Computer-Human Interaction

5.7.2.1 Introduction

Gesture recognition based on computer vision is one promising approach for
Computer-Human Interaction (CHI), since computer vision can recognize the oper-
ator’s gesture without any contact nor bindings. In particular, if high-speed vision
system, that can acquire images typically at 1000 fps, is adopted as the computer
vision, very quick and smooth interaction is able to be achieved.

Most computer vision is usually used with a fixed field of view (FOV). Thus the
area of interaction is limited within the FOV of the vision system. And there also
exists a trade-off between the interaction area and the image resolution of the target,
such as a human hand or body. If the interaction area is set to be much larger than the
target size, the ratio of the target size to the FOV becomes smaller. Thus the vision
systemhas to recognize the target from the coarser image. This trade-off can be solved
by a pan/tilt camera that can control their gaze by two-axis rotational mechanical
platform, commonly used for the monitoring and security purposes. However, if the
high-speed vision is mounted on the conventional pan/tilt platform, the slow steering
speed becomes system bottleneck and limits the advantage of the high-speed vision.

A new type high-speed gaze controller was developed originally to solve this
problem. The goal was set to achieve a high-speed pan/tilt camera with the ability
to change its gaze direction extremely quickly comparable to the frame rate of the
high-speed vision. Conventional mechanical approach is difficult to achieve this goal
due to the large inertia of the vision system usually composed of a camera lens and a
housing of an imager. Thus, a special optical component that can steer the direction of
the vision system was developed, so that the mounted camera was able to change its
gaze direction without any physical movement. The developed component was also
able to steer the projection direction of a conventional projector. And this function



128 M. Ishikawa et al.

Fig. 5.32 Illustration of a
general pan/tilt camera (a),
and the high-speed gaze
controller (b)

can realize a new projection mapping method on a dynamic object, including human
body and hand.

5.7.2.2 Saccade Mirror and 1 ms Auto Pan/Tilt (APT) Technology

To realize a high-speed gaze controller, it’s important to eliminatemovingmechanical
parts with large inertia. We focused on two-axis rotational mirrors for gaze control
as shown in Fig. 5.32b, because:

• The inertia of a mirror can be considerably reduced by adopting small size mirrors.
• Flat mirror is known as one of an ideal optical components because they have no
chromatic aberration and can easily achieve high optical performance with precise
flat shape.

However, direct coupling of two-axis rotational mirrors and a camera requires a
significant area of the mirror and reduces quick response ability.

To solve this problem, a pupil shift lens was inserted between the camera and
rotational mirrors. The pupil is a position that limits the incident rays to the camera,
which corresponds to the pinhole of the pinhole camera model. The pupil shift lens
can shift the pupil to another place in open space in front of the camera lens. Since
the ray bundle at pupil has the minimum cross-sectional area, even a small mirror
can reflect all the necessary incident ray. For the details, refer the reference [29].
This type new high-speed gaze controller was named “Saccade Mirror” [29].

The saccade mirror can be applied to a noble video shooting system for moving
objects by coupled with the high-speed vision system. It can capture the certain
moving target as if it stopped and was fixed at the center of the field of view, and
this technology was named “1ms Auto Pan-Tilt (APT)” [30]. Figure5.33 shows
the photograph of a prototype and system connection of the 1ms APT (a), and
the captured image sequence with full high-definition size of a basket ball passed
between two persons. The thrown ball is almost always tracked at the center of the
FOV. Due to the high-speed response of the whole system, the 1ms APT system had
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Fig. 5.33 Photograph of the prototype and schematic figure of the system connection (a), and
captured image sequence while tracking a thrown basket ball (b)

also demonstrated the stable tracking of a high-speed table tennis ball in rally, and a
quickly rolling yoyo [31, 32].

5.7.2.3 Lumipen: Active Projection Mapping on Dynamic Objects

The saccade mirror was explained as a gaze controller in above. However, if a pro-
jector is mounted on the saccade mirror instead of a camera, the saccade mirror can
also control the projecting direction. Due to the principle of reversibility of light rays,
the structure of the projector is very similar to the structure of the camera. Only the
direction of the light ray is inverse. And this is the reason that the saccade mirror can
work with projectors.

If the projection direction is always kept at the center of a moving object based on
the 1ms APT technology, the projected image would appear on the object as if it is
printed on its surface. Because the conventional projectors have considerable timing
delay (∼100ms) from the input of an image signal and the projection of the image,
this delay makes it very difficult for the conventional projectors to fit the projection
image position onto the object position precisely, and there exists the position shift
between the object and projected image when the target is moving. The saccade
mirror has much shorter delay of ∼3.5ms and make it possible to project the given
image precisely on the surface of the moving object.
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Fig. 5.34 Schematic figure of the system connection (a), and the projected image sequence on a
lifting table tennis ball (b). A facial expression image was stably superimposed on the surface of
quickly moving ball

This active projection technology was named “Lumipen” [33, 34]. Figure5.34a
shows a configuration of the Lumipen system. The projector is mounted on the sac-
cademirror sharing the optical axis with the high-speed vision so that the both instru-
ments share the field of view/projection. Stable tracking control enables the projector
always project an image on the surface of the target object. Figure5.34b shows the
projected image sequence on the lifting table tennis ball. The facial expression was
always projected on the bouncing ball.

5.7.3 Integrated Systems

5.7.3.1 Concept and Related Systems

We have designed various types of the information space integrating high-speed
sensing technology, high-speed display technology and human model.

As one of the promising conceptual architecture, “Invoked Computing” is pro-
posed [35]. Direct interaction with everyday objects augmented with artificial affor-
dances is clearly a very efficient approach leveraging natural human interaction capa-
bilities. Hence the idea of conceiving ubiquitous computing as an invisible world can
be “condensed” on real objects. Ubiquitous computing field actually is described as
an “enchanted village” in which people discover hidden affordances in everyday
objects. In “Invoked Computing”, we explore the reverse scenario: a ubiquitous
intelligence capable of discovering affordances suggested or represented symboli-
cally by human beings (as actions and scenarios involving objects and drawings).We
propose the following example: taking a banana and bringing it closer to the ear. The
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Fig. 5.35 VibroTracker: a vibrotactile sensor tracking objects [36]

gesture is clear enough: directional microphones and parametric speakers hidden in
the room would make the banana function as a real handset on the spot.

Also, in order to enhance the experience in the information space, we newly
have developed “VibroTracker” by integrating the “Saccade Mirror” and vibration
meter [36]. For example, it is exciting merely to watch sports events, but simulating
the haptic sensations experienced by a player would make spectating even more
enjoyable. This is not peculiar to sports events. In addition to video and audio,
the ability to relive the sensations experienced by others would also offer great
entertainment value at temporal and spatial distances. The existing systemshave some
problems in measuring vibrations. A contact-type vibrometer deforms the original
vibrations and is a burden to wear or carry. Even with a non-contact sensor like
a microphone, it is difficult to measure slight vibrations of a fast-moving target
against the surrounding noise. Our VibroTracker system solved these issues by using
a laser Doppler vibrometer (LDV) and a high-speed optical gaze controller (Saccade
Mirror), enabling users to relive the vibrotactile sensations experienced by others.
Figure5.35 shows the concept and the results of the developed system.

Moreover, we have developed a new type of wearable user interface involving
high-speed vision technologies. The current trend towards smaller and smallermobile
devices may cause considerable difficulties in using them. Based on this background,
we propose an interface called “Anywhere Surface Touch”, which allows any flat or
curved surface in a real environment to be used as an input area [37]. Figure5.36
shows the developed system. The interface uses only a single small camera and a
contact microphone to recognize several kinds of interaction between the fingers of
the user and the surface. The system recognizes which fingers are interacting and in
which direction the fingers are moving. Additionally, the fusion of vision and sound
allows the system to distinguish the contact conditions between the fingers and the
surface. Evaluation experiments showed that users became accustomed to our system
quickly, soon being able to perform input operations on various surfaces.
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Fig. 5.36 Anywhere surface touch: utilizing any surface as an input areawith awearable device [37]

We also have developed two more systems which integrates the subsystems
described in the previous sections.

5.7.3.2 Visual and Tactile Cues for High-Speed Interaction

This is a new system which integrates two subsystems. Figure 5.37 shows the devel-
oped system. One subsystem can extract a 3-dimensional position of a moving object
every 2ms, and project pictures (e.g. a screen of a video game or a computer, a movie
etc.) on the moving object at the same time, using two “1ms Auto Pan-Tilt” systems
described in Sect. 5.7.2 which can track an object in 3-dimensional space without
delay by high-speed vision and two rotational mirrors. Another subsystem can dis-
play tactile sensation on an object depending on its 3-dimensional position, especially
a particular position on a palm of a hand, using “Airborne Ultrasound Tactile Display
(AUTD)” described in Sect. 5.4. This time, we realized a demonstration that papers
around us and our hands are transformed into a screen of a computer or a smart-
phone, and we can feel even tactile sensation. In a sense, this system can be regarded
as a moving object version and a tactile sensation version of projection mapping
technology.

This system recognizes our hands and objects existing in the environment at a
high-speed beyond human’s ability of recognition by high-speed image processing
technology, and it is possible to use the system to display and input information
without uncomfortable feelings such as a delay. Thus, this system shows that we can
use an object as a tool for human interfaces even if the object is moving. While we
aim to embed intelligent function into objects such as conventional computers and
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Fig. 5.37 Visual and tactile cues for high-speed interaction

smartphones, this systemembeds information into existing environments andobjects;
it points the way toward future dramatic changes in our information environment.

5.7.3.3 AIRR Tablet: Floating Display with High-Speed Gesture UI

This system integrates high-speed and high-brightness floating display and high-
speed 3D gesture recognition. For the aerial image, we use a display technology
calledAIRR technology described in Sect. 5.5.3 and the 3D high-speed hand tracking
and gesture recognition [38] made it possible to manipulate the aerial image in high
speed.

Webelieve that thiswill be the next generation of user-friendly 3Ddisplay technol-
ogy. Previousmethods to generate aerial image are based on lenses andmirror arrays.
By using AIRR, much wider viewing angle is achieved. Furthermore, by using our
newly developed LED display, bright image can be formed even under strong room
lighting. In addition, the image can be viewed by multiple persons simultaneously
(Fig. 5.38).
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Fig. 5.38 AIRR Tablet: floating display with high-speed gesture UI

The high-speed 3D gesture recognition utilize super high-speed stereo cameras,
which makes it possible to recognize gesture and track 3D position (500 fps) with
extremely small latency. Not only the user can expand and rotate the floating screen,
even if we perform extremely fast action such as punching it can still be detected.
It can be said that high speed operation on floating image will become the next
generation of information environment.

The system we integrated is called “AIRR Tablet” which recognizes hands or any
other objects in high speed beyond human perception. We achieve input and output
without any delay, and we show that we can turn the empty space into a large tablet.
Unlike conventional computers and smartphones, we can perform operations without
any physical collision. It enables high-speed 3D input and output.
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Chapter 6
Haptic Media: Construction and Utilization
of Haptic Virtual Reality and Haptic
Telexistence

Susumu Tachi

Abstract This project aims to construct an information environment that is based
on our proposed theory of haptic primary colors and is both visible and tangible.
This environment will be one where communication in real space, human interfaces,
and media processing are integrated. We have succeeded in transmitting fine haptic
sensations, such as material texture and temperature, from an avatar robot’s fingers
to a human user’s fingers by using a telexistence anthropomorphic robot dubbed
TELESARV. Other results of this research project include RePro3D, a full-parallax,
autostereoscopic 3D (three-dimensional) display; TECHTILE Toolkit, a prototyping
tool for the design and improvement of haptic media; and HaptoMIRAGE, a 180◦-
field-of-view autostereoscopic 3D display that up to three users can enjoy at the same
time.

Keywords 3D ·Autostereoscopy ·Haptics ·Haptic primary colors ·Haptic editors ·
Virtual reality · VR · Augmented reality · AR · Retroreflective projection technol-
ogy · RPT · Virtual shutter glasses · Teleconference · Videoconference · Teleoper-
ation · Telepresence · Telexistence · TECHTILE Toolkit · RePro3D · TELESAR ·
HaptoMIRAGE

6.1 Introduction

The author and his team are trying to construct an intelligent haptic information
environment that integrates communication in real space, human interfaces, and
media processing [1, 2]. In other words, we seek to establish methods for collecting,
understanding, and transmitting haptic information in real space and for displaying
it to humans located at remote sites. Furthermore, we want to use an information
space that feels like the natural space in which people move and act not only to
make remote communication, remote experiences, and pseudo-experiences possible
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but also to build human-harmonized “haptic media” in which creative activities such
as content design and production can take place in ways similar to the ways they
currently do in the real world.

The information we acquire through real life gives us a holistic experience fully
incorporating a variety of sensations and bodily motions—seeing, hearing, speaking,
touching, smelling, tasting, moving, etc. However, the sensory modalities that can be
transmitted in our information space are usually limited to the visual and auditory.
Haptic information is rarely used in our daily lives’ information space, except in the
case of warnings or alerts such as cell-phone vibrations.

Generally, human haptic sensations can be categorized into cutaneous sensation
(the sensing of pressure/force, vibration, pain, and temperature) and proprioception
(kinesthetic sense—i.e., the sensing of position, movement, and weight/force). Hap-
tic media providing both proprioception and cutaneous sensations would let users
feel like they were touching distant people and objects and would let them “touch”
artificial objects. Transmission of texture, mass, warmth, moisture, and other sensory
information would expand the current passive information space, which comprises
only images and sounds, to an active and human-harmonized information space
where the user could extend his/her hand and feel the presence of an object that isn’t
really there.

A number of technologies have been developed to build a haptic information
space, but they fail to provide a holistic experience because of two shortcomings:

1. The technologies can communicate only a select spectrum of haptic sensation
because they use ad hoc methods based on an insufficient and still-primitive
understanding of haptic sensation.

2. They offer only a narrow definition of haptic sensation, one that does not suffi-
ciently incorporate visual/auditory sensation and bodily motion.

To establish foundation technologies for the “recording and analysis,” “transmission,”
and “playback, synthesis, and display” of haptic information and to build technolo-
gies to fully transmit haptic sensation and bring haptic sensation to a level where it
can be treated as information media, much like visual and auditory sensations, this
research will:

1. expand upon the principle of haptic primary colors previously formulated by the
author and his team, further elucidating the haptic sense mechanism in humans,
and

2. establish a design method for haptic information combined with visual sensation
and bodily movement.

Figure6.1 shows the concept of haptic media comparable to visual media, which
transmits and/or creates a realistic visible and tangible three-dimensional (3D) envi-
ronment based on the haptic primary color theory.
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Fig. 6.1 Haptic media comparable to visual media [1]

6.2 Haptic Media Project

This research concerns the development of a “haptic information space,” an informa-
tion system that makes possible the simultaneous delivery of high-resolution haptic,
visual, and auditory information. Figure6.2 shows the outline of the project. The real
world is sensed by a haptic scanner, and the scanned information is analyzed and
decomposed using the formulation of haptic primary colors before being transmitted
to distant places. It is also possible to store the scanned information, which can be
retrieved and edited using haptic editors. Transmitted or retrieved information is syn-
thesized using the formulation of haptic primary colors and is displayed to human
users through a haptic display.

Fig. 6.2 Information transmission and creation of realistic tangible 3D environment [1]
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Fig. 6.3 Museum implementation (left), tangible product catalog (middle), and co-creation
(right) [1]

Some possible applications of these systems would include implementation of
the information content of museums and libraries, as well as training in the fields
of medicine and space research. For example, visual and haptic data for a precious
object in a museum’s collection (that one is normally not allowed to touch) could be
archived in a computer, andusers could access the object via a studio-type information
space that lets them experience touching the object with their own hands (see Fig. 6.3
left). These systems could also be used in daily life. For example, a shop could store
visual and haptic information about all its products and produce a tangible catalog of
its goods. The customer could customize the product on the spot and try it out prior
to deciding on a purchase (Fig. 6.3 middle), or two people at distant locations could
cooperate in creative activities (Fig. 6.3 right).

6.2.1 Haptic Device Design Based on Haptic Primary Colors

Our understanding of human perceptual mechanisms for processing visual and audi-
tory information continues to progress through physiological and psychological
research, and visual and auditory information measurement and design methods
for human presentation based on principles of human sensory perception are already
established. It is for this reason that cameras, televisions, audiovisual displays and
other general-use devices that acquire, transmit, and display visual and auditory
information have been designed and widely used. Similar progress, however, has not
been made with regard to haptic information. There are no standard methods and/or
devices acquiring, transmitting, and displaying haptic information that are compara-
ble to those used with visual and auditory information. This research has as its goal
the establishment of design methods for processing haptic sensory information in
ways that are based on a better understanding of sensory mechanisms.

Broadly speaking, human haptic sensation can be divided into cutaneous sensation
(pressure sense, vibration sense, thermal sense, and pain sense) and proprioception
(kinesthetic sense, position sense, and movement sense). Cutaneous perception is
created through a combination of nerve signals from several types of tactile receptors
located below the surface of the skin.

If we consider each type of activated haptic receptor as a sensory base, we should
in principle be able to express any given pattern of cutaneous sensation through the
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synthesis of the signals from these bases. For pressure and vibration there are four
kinds of tactile receptors—Meissner’s corpuscles, Merkel cells, Pacinian corpuscles,
and Ruffini endings—each activated by a different stimulus or different combination
of stimuli.

Because in color theory three colors are called the primary colors, we have called
these haptic information bases the “haptic primary colors” and continued to investi-
gate them. Using this concept of haptic primary colors as a foundation, our technical
concern is the recreation of cutaneous sensation through signal delivery to each
sensory base separately (i.e., by selectively stimulating tactile receptors). We offer
selective stimulation of theMeissner’s corpuscles andMerkel cells through electrical
stimulation as one method for the reproduction of haptic primary colors. We have
developed a cutaneous sense display capable of high spatial and temporal resolution,
thereby demonstrating the efficacy of the formulation of haptic primary colors [3].

The development of force vector distribution sensor called “GelForce” has made
possible the collection of real-world temporal and spatial haptic information. The
haptic telexistence system has been devised by using these technologies in measure-
ment and presentation. The system allows for long-distance transmission of haptic
information through the use of a robotic hand with GelForce sensors embedded in its
fingertips and a “master hand” with an electro-tactile display embedded in the finger-
tips. Haptic information about the objects gripped by the robotic hand is transmitted
to the operator, who is therefore able to operate the robotic hand smoothly [4].

However, although it is already possible to recreate simple conditions like contact
andpressure, it is not yet possible to createmore detailed natural haptic sensations like
the feel of metal and the texture of paper. Reproducing natural haptic sensations will
require physical information collected from the realworld to be “resolved” into haptic
sensory bases and will require selective stimulation of each type of tactile receptor
through composition of the nerve-firing patterns of human tactile receptors. To date,
there have been virtually no examples of a conversion system for this decomposition
and composition, and no effective methodologies have been established. This is one
reason that previous haptic sensory research has been limited to individual tactile
sensations.

In this investigation, we expand upon our principle of haptic primary colors. By
adding cold receptors (free nerve endings), warmth receptors (free nerve endings),
and pain receptors (free nerve endings) to the original four haptic sensory bases
and reconsidering sensory activation as a temporal and spatial composition of seven
sensory bases, we aim to attain a better understanding of the haptic primary colors
formula for converting haptic information through decomposition and composition.
In order to expand the current selective stimulation method fromMeissner’s corpus-
cles and Merkel cells to other sensory bases, we must first deepen our biological
understanding of haptic receptors. And to develop a new method for selective stimu-
lation, we need to better understand the nature of temporal and spatial perception of
haptic sensation. We will formulate design principles for haptic sensors and tactile
displays that better fulfill the formula of haptic primary colors, and we will develop
transmission systems that can transmit natural haptic sensations.
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6.2.2 Construction Method for Embodied Haptic Contents

The use of image editing software, three-dimensional CAD, computer graphics
libraries like DirectX and OpenGL, and other information composing and editing
technologies has resulted in an information environment where anyone can freely
create visual information contents.

In this investigation we aim to develop fundamental technologies for the creation
of haptic information contents and to integrate visual information contents into haptic
information, thereby constructing a haptic information space. When one touches an
object with his/her hand or fingers, the haptic information is barely sensed at all
unless the hands and fingers are moved. The complete haptic information about
the object is collected only when one moves his/her hands and fingers. In addition,
the hand and finger haptic sensations for the same portion of the same object can
differ depending on many factors, including the angle, speed, and pressure of the
touch. The haptic sense differs greatly from the visual and auditory senses in that the
haptic perception processes are mediated by bodily movement. Haptic sensations are
thoroughly embodied perceptions. This creates a necessity, when expressing haptic
information contents, to control the reproduced haptic information and respond in
real time to a user’s bodily movement throughout the information experience.

Kinesthetic sensation can be quantified and presented in real time by using physi-
cal simulation technologies, but it is not yet possible to simulate cutaneous sensation
in real time. Using our understanding of human haptic perception, we are working
to develop (1) technologies for a haptic scanner that can capture real-world haptic
sensations (texture), (2) methods for mapping haptic sensory textures by using 3D
computer graphicsmodeling, and (3) technologies that can be used to compose haptic
sense information in response to arbitrary bodily movements based on the collected
haptic sensory textures. We are also trying to establish a method for building haptic
sensory contents with a sense of embodiment.

In this research we seek to compress motion-based haptic sense information, sim-
plify haptic sense quantifications, and establish technologies for creating embodied
haptic information contents (Fig. 6.4).

Fig. 6.4 Technologies for creation of embodied haptic information content [1]
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6.2.3 Tangible Visuo-Haptic 3D Display

Touching an object as it is viewed is an absolutely essential element in experiencing
the “reality” of the target object. It has been proven that if the user of an advanced
stereoscopic display system cannot extend his/her hand and touch a stereoscopic
image, he/she will lose cognizance of the “reality” of the target object and experience
a sense of discomfort. There is thus a strong awareness that with the popularization of
stereoscopic images it is necessary to fuse visual and haptic information. Since for the
content offered by conventional visual displays the concept of direct “touch” is not
considered, with them it is not possible to align the positional relationship between
visual information and haptic information. If a head-mounted display (HMD) is used,
presenting stereoscopic images within the grasp of the user is achievable; however,
it is hard to say that a “human-harmonized ‘tangible’ information environment,”
which is the object of this study, is suited to such use since HMDs are isolated
from the surrounding environment. Assuming that haptic information is available,
the ability to provide 3D haptic information at the user’s fingertips and the ability
to move one’s hands freely without a device at the location where information is
provided are requisite conditions. In this study users are able to take and touch three-
dimensional images as well as perform operations while perceiving autostereoscopic
visual information using binocular parallax and motion parallax. In other words, a
3D visuo-haptic display that can provide “reality” to target objects is being developed
(Fig. 6.5).

6.2.4 Construction and Verification of Embodied Tangible
3D System

6.2.4.1 Transmission of Realistic Tangible 3D Environment

The interim milestone for the present study was to construct, within a three-year
target period, a haptic information transmission system. The system was supposed
to transmit signals from a haptic sensor in real time and provide haptic sensations,

Fig. 6.5 From a conventional 3D visuo-haptic display to a 3D visuo-haptic display that presents
reality [1]
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Fig. 6.6 Creation of realistic
tangible 3D environment

including temperature sensations, to a haptic display in such a way that haptic sen-
sations are integrated with visual sensations. We have succeeded in transmitting fine
haptic sensations, such as material texture and temperature, from an avatar robot’s
fingers to a human user’s fingers by using the experimentally constructed TELESAR
V system.

6.2.4.2 Creation of Realistic Tangible 3D Environment

The final milestone of this study was to construct a tangible information environment
system that presents integrated visual and haptic information. Visual as well as haptic
models of real objects should be acquired and added to a database to produce content.
RePro3D and HaptoMIRAGE have been invented to demonstrate the final milestone,
and they have enabled information content to be “experienced” in situations that
unite haptic senses, visual senses, and motion. These demonstrations have revealed
that necessary and sufficient haptic information has been acquired, transmitted, and
presented.

Future goals will be to verify and assess such complex haptic items as a sense
of touching a fish as well as feeling water resistance, moistness, and slipperiness.
Figure6.6 shows such a future demonstration using a haptic aquarium.

6.3 Haptic Primary Colors

Humans do not perceive the world as it is. Different physical stimuli give rise to
the same sensation in humans and are perceived as identical. A typical example of
this fact is color perception in humans. Humans perceive light of different spectra
as having the same color if the light has the same amount of red, green, and blue
(RGB) spectral components. This is because the human retina typically contains
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Fig. 6.7 Haptic primary color model [1]

three types of color receptors called cone cells or cones, each of which responds
to a different range of the color spectrum. Humans respond to light stimuli via 3-
dimensional sensations, which generally can be modeled as a mixture of red, blue,
and green—the three primary colors.

This many-to-one correspondence of elements in mapping from physical to psy-
chophysical perceptual space is the key to virtual reality (VR) for humans. VR
produces the same effect as a real object for a human subject by presenting its virtual
entities with this many-to-one correspondence.We have proposed the hypothesis that
cutaneous sensation also has the same many-to-one correspondence from physical
to psychophysical perceptual space, via physiological space. We call this the “haptic
primary colors” [1]. As shown in Fig. 6.7, we define three spaces: physical space,
physiological space, and psychophysical or perception space. As shown in Fig. 6.7,
different physical stimuli give rise to the same sensation in humans and are perceived
as identical.

In physical space, human skin physically contacts an object, and the interaction
continues with time. Physical objects have several surface physical properties such
as surface roughness, surface friction, thermal characteristics, and surface elasticity.
We hypothesize that cutaneous phenomena can at each contact point of the skin be
resolved into three components—pressure/force p(t), vibration v(t), and temperature
e(t)—and objects with the same p(t), v(t), and e(t) are perceived as the same even
if their physical properties are different.

We measure p(t), v(t), and e(t) at each contact point with sensors that are pre-
sented on an avatar robot’s hand. Then we transmit these pieces of information to the
human user who controls the avatar robot as his/her surrogate. We reproduce these
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pieces of information at the user’s hand via haptic displays of pressure/force, vibra-
tion, and temperature so that the human user has the sensation that he/she is touching
the object as he/she moves his/her hand controlling the avatar robot’s hand. We can
also synthesize virtual cutaneous sensation by displaying computer-synthesized p(t),
v(t), and e(t) to human users through the haptic display.

This breakdown into pressure/force, vibration, and temperature in physical space
is based on the human restriction of sensation in physiological space. Human skin
has limited receptors, as is the case in the human retina. In physiological space,
cutaneous perception is created through a combination of nerve signals from several
types of tactile receptors located below the surface of the skin. If we consider each
activated haptic receptor as a sensory base, we should be able to express any given
pattern of cutaneous sensation through synthesis by using these bases.

Recall the four kinds of tactile receptors mentioned in Sect. 6.2.1: Merkel cells
activated by pressure, Ruffini endings activated by tangential force, Meissner’s cor-
puscles activated by low-frequency vibration, and Pacinian corpuscles activated by
high-frequency vibration, respectively. Adding cold receptors (free nerve endings),
warmth receptors (free nerve endings), and pain receptors (free nerve endings) to
these four vibrotactile haptic sensory bases, we have seven sensory bases in phys-
iological space. It is also possible to add the cochlea, to hear the sound associated
with vibration, as one more basis. This is an auditory basis and can be considered
cross-modal.

Since all the seven receptors are related only to pressure/force, vibration and
temperature applied on the skin surface, these three components in physical space
are enough to stimulate each of the seven receptors. This is the reason that in physical
spacewehave three haptic primary colors: pressure/force, vibration, and temperature.
Theoretically, by combining these three components we can produce any type of
cutaneous sensation without the need for any “real” touching of an object.

6.4 Haptic Information Display

When we use the haptic primary colors as a foundation, a technical concern is the
recreation of cutaneous sensation bydesigning a haptic information display [1]. There
are two ways of designing a haptic information display: through the physical layer
or through the physiological layer. The latter involves the delivery of the stimulus
to each sensory base separately, i.e., the selective stimulation of tactile receptors.
We have realized selective stimulation of the Meissner’s corpuscles andMerkel cells
through electrical stimulation as one method for the reproduction of haptic primary
colors. We have developed a cutaneous sense display that is capable of high spatial
and temporal resolution and have thereby demonstrated the efficacy of the haptic
primary color theory [5, 6].

A force vector distribution sensor called “GelForce” has been developed for the
quantification of pressure sense information [7]. It made possible the collection of
real-world temporal and spatial haptic information and has been used, along with
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presentation technologies, in a haptic telexistence system [4]. The system allows for
long-distance transmission of haptic information through the use of a robotic hand
with GelForce sensors embedded in its fingertips, and a “master hand,” worn by
the human operator, with electro-tactile displays embedded in its fingertips. Haptic
information about the objects gripped by the robotic hand is transmitted to the human
operator, who is then able to operate the robotic hand smoothly.

However, although it is already possible to recreate simple conditions such as
contact and pressure, it has not been possible to create more detailed natural haptic
sensations, such as the feel ofmetal or the texture of paper, by direct stimulation of the
physiological layer. To display texture information naturally, we are using physical-
layer information such as force/pressure, vibration, and temperature instead of the
physiological-layer information. We have made prototype devices that are able to
display normal/tangential force, vibration, and temperature. These are described in
Sects. 6.4.1, 6.4.2, and 6.4.3, respectively.

6.4.1 Normal/Tangential Force Display: Gravity Grabber

We have developed a wearable haptic display, called Gravity Grabber [8], that
presents normal and tangential forces on a fingertip (Fig. 6.8). It has a pair of geared
DC motors with rotary encoders (Maxon Motor Corp., RE10, 1.5W, gear ratio = 1:
16) to activate a belt. The belt depresses and drags the palm side of a fingertip. As
shown in Fig. 6.9, the motors work in a complementary manner to generate forces in
two directions.

The most fundamental sensation of grasping is the normal force (vertical force).
A Gravity Grabber reproduces this type of force sensation by driving the two motors
in opposing directions to roll up the belt and generate a normal force (vertical force).
The prototype device can generate a force of up to 6.5N.

Fig. 6.8 Gravity grabber in
use
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Fig. 6.9 Methods for
generating vertical force
(normal force) (left) and
shearing force (tangential
force) (right)

When we hold an object such as a bottle, we feel the shearing force between the
bottle and our fingers; this feeling is important because it tells us not to drop the
bottle. The tangential force needed to reproduce it is generated by driving the two
motors in the same direction to roll up one end of the belt and to release the other
end. In this way, the tangential force (shearing force) can also be presented by this
device. The current prototype has a frequency range of 0–200Hz. By combining the
normal force and the tangential force applied to a fingerpad, we can display force
vectors in any direction.

We have found that fingerpad deformation caused by the weight of an object
can generate a reliable weight sensation even when the proprioceptive sensations on
the wrist and arm are absent. This indicates that a simple ungrounded display for
presenting virtual mass can be realized by reproducing the fingerpad deformation.

6.4.2 Vibration Sensor and Display: TECHTILE Toolkit

TECHTILE Toolkit [9] is an introductory haptic toolkit. Combining “TECHnology”
with “tacTILE” perception/expression, it is intended to disseminate haptic technol-
ogy as a third medium in the fields of art, design, and education. The new medium
will extend conventional “multimedia,” which currently comprise only visual and
auditory information.

The current version of the toolkit (see Fig. 6.10) is composed of haptic recorders
(microphones), haptic reactors (small voice-coil vibrators or Force Reactor vibra-
tors), and a signal amplifier that is optimized to present not only the zone of audibility
(20–20,000Hz) but also low-frequency (1–20Hz) vibrotactile sensation.

This toolkit is intuitive to use and can reduce development costs. It can deliver
more highly realistic haptic sensations than many other conventional haptic devices.
TECHTILE Toolkit uses the conventional method of auditory media. The sources of
auditory sensation and tactile sensation are the same.
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Fig. 6.10 TECHTILE Toolkit

The vibration of an object generates a sequence of vibrations of the air that is
perceived as sound; conversely, if the object were touched directly, it would be
perceived as a tactile sensation. The auditory sensation can be recorded as a sequence
of sound waves that are easily editable and that can be shared on the Internet via
services such as YouTube and via other content-sharing websites.

6.4.3 Thermal Sensor and Display

We have proposed a vision-based thermal sensor that uses thermosensitive paint and
a camera. Thermosensitive paint changes its color when its temperature changes. We
have used the thermosensitive paint to measure the thermal change on the surface of
the haptic sensor for telexistence.

Figure6.11 shows the configuration of the proposed vision-based thermal sen-
sor [10]. This sensor consists of an elastic sheet with thermosensitive paint, a trans-
parent elastic body, a camera, a heat source, and a light source. The thermosensitive
paint is printed on the inside of the sensor surface so that its color changes corre-
sponding to the thermal change on the sensor’s surface. The camera detects the color
of the thermosensitive paint and converts it to the temperature of the sensor’s surface.

Fig. 6.11 Configuration of
the proposed vision-based
thermal sensor
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We ensure that the compliance of the elastic body is the same as that of a human
fingertip, so the elastic body can mimic the deformation of human skin caused by
contact. The heat source maintains the temperature of the sensor and that of the
human fingertip at the same level. The temperature of the sensor surface is controlled
to follow the temperature of the fingertip.

To convert color into temperature, we use the hue of the captured image. Note
that the color of normal thermosensitive paint stops changing when the temperature
changes by more than 5 ◦C or 10 ◦C. Therefore, to include the temperature measure-
ment range of 15–45 ◦C, we must use several paints that have various temperature
ranges.

The measured temperature is reproduced by Peltier actuators placed on the oper-
ator’s fingertips.

6.5 Telexistence Avatar Robot System: TELESAR V

Telexistence [2] is a concept named for the general technology that enables a human
being to have a real-time sensation of being at a place other than where he or she
actually is and to interact with the remote environment that may be real, virtual, or
a combination of both. It also refers to an advanced type of teleoperation system
that enables an operator at the control to perform remote tasks dexterously with the
feeling of being in a surrogate robot working in a remote environment. Telexistence
in the real environment through a virtual environment is also possible [11, 12].

TELESAR V (TELExistence Surrogate Anthropomorphic Robot version V)
[1, 13–16] is a telexistence master–slave robot system that was developed to realize
the concept of telexistence. It was implementedwith a high-speed, robust, full-upper-
body mechanically unconstrained master cockpit and a 53-degree-of-freedom(DOF)
anthropomorphic slave robot. The system provides an experience of our extended
“body schema,” which allows a human to maintain an up-to-date representation in
space of the positions of his/her various body parts. Body schema can be used to
understand the posture of the remote body and to perform actions with the belief that
the remote body is the user’s own body.With this experience, users can perform tasks
dexterously and feel the robot’s body as their own body through visual, auditory, and
haptic sensations, which provide the most simple and fundamental experience of
feeling that one is someone somewhere. The TELESAR V master–slave system can
also transmit fine haptic sensations, such as the texture and temperature of a material,
from an avatar robot’s fingers to a human user’s fingers.

As shown in Figs. 6.12 and 6.13, the TELESAR V system consists of a master
(local) and a slave (remote). A 53-DOF dexterous robot with a 6-DOF torso, a
3-DOFhead, 7-DOF arms, and 15-DOFhandswas developed. The robot also has Full
HD (1920 × 1080 pixels) cameras for capturing wide-angle stereovision, and stereo
microphones are situated on the robot’s ears for capturing audio information from
the remote site. The operator’s voice is transferred to the remote site and outputted
through a small speaker installed in the robot’s mouth area.
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Fig. 6.12 TELESAR V master (left) and slave robot (right)

Fig. 6.13 TELESAR V system configuration

On the master side the operator’s movements are captured with a motion captur-
ing system (OptiTrack) and sent to the kinematic generator PC. Finger bending is
captured to an accuracy of 14 DOF with the modified “5DT Data Glove 14.”

6.5.1 Development of 53-DOF Human-Size
Anthropomorphic Robot

As shown in Figs. 6.14 and 6.15, the TELESAR V slave robot consists of four main
systems: a body, a head, arms, and hands. The body is a modified “Mitsubishi PA



152 S. Tachi

Fig. 6.14 TELESAR V
slave robot

Fig. 6.15 Kinematic
configuration of
TELESAR V
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10-7C Industrial RobotManipulator” placed upright. The first six joints of themanip-
ulator arm are used as the torso, and the final joint with separately attachedDCmotors
is used as the 3-DOF (roll, pitch, and yaw) head.

Custom-designed 7-DOF human-size anthropomorphic robotic arms are fixed
between body joints 6 and 7 so that the robot resembles a human-sized dexterous
robot. To increase the level of dexterity of the slave robot’s arms, they were designed
with joints (with limited angles) similar to those of human arms. However, we have
included a position-based electrical limit overriding the mechanical limit to provide
extra safety in case of a joint-angle overshoots.

The arm joints are driven by 12V DCmotors, and the first three joints (J1, J2, and
J3) use harmonic drive gears to keep backlash and vibration low while providing the
necessary torque. The hands are custom-designed human-sized anthropomorphic
robotic hands with a number of joints similar to that in real human hands. The
robotic fingers of each hand are driven by 15 individual DCmotors, and dynamically
coupled wires and a pulley-driven mechanism connect the remaining joints that are
not directly attached to a motor. All of the DC motors are connected to standard DC
motor drivers, and a combination of optical encoder output potentiometer readings
is used as position measurements. Furthermore, voltage and current are monitored at
each motor, and the torque at the motor shaft is calculated. Communication between
the motor drivers and the PC is carried out through a PCI-Express ×1 bus.

6.5.2 Development of Wide-Angle HD Stereovision System

To capture Full HD video from the robot, we used as each of the robot’s eyes a CMOS
camera head (model: TOSHIBA IK-HK1H) and awide-angle lens (model: FUJINON
TF4DA-8) configuration. Two cameras were installed 65mm apart and parallel to
each other. To provide a HD wide-angle stereovision sensation to the operator, a HD
(1280 × 800 pixels) wide-angle head-mounted display (HMD) was developed. To
provide a wide–angle view while maintaining a small footprint, we used a 5.6-in.
LCD display (model: HV056WX1-100) and increased the length of the optical path
by using a special lens arrangement. The HMD has two parallel virtual projection
planes located 1m from both eyeballs, to present stereoscopic vision independently
between the eyes, thus enabling the operator to sense the distance correctly [11].
A knob is provided at the front of the HMD so that the operator can adjust the
convergence angle of the left and right eyes for clear stereovision.

With the above specifications, we were able to produce a wide-angle field of view
for each eye (61◦ horizontally and 40◦ vertically). In addition, two cameras were
installed on the front of the HMD. This is useful when the operator needs to change
his/her vision to the video see-through mode (see Figs. 6.16 and 6.17).
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Fig. 6.16 Telexistence head-mounted display with see-through videocameras

Fig. 6.17 Telexistence head-mounted display assembly view

6.5.3 Development of Thermal and Haptic Transmission
System

As shown in Fig. 6.18, the haptic transmission system consists of three parts: a haptic
scanner, a haptic display, and a processing block.When the haptic scanner touches an
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Fig. 6.18 Haptic system configuration

object, it obtains haptic information such as contact force, vibration, and temperature.
The haptic display provides haptic stimuli on the user’s finger to reproduce the haptic
information obtained by the haptic scanner. The processing block connects the haptic
scanner with the haptic display and converts the obtained physical data into data that
include the physiological haptic perception reproduced by the haptic display. The
details of the mechanisms for scanning and displaying are described below [17].

First, a force sensor inside the haptic scanner measures the vector force when
the haptic scanner touches an object. Then two motor-belt mechanisms in the haptic
display reproduce the vector force on the operator’s fingertips. The processing block
controls the electrical current of eachmotor to provide torques based on themeasured
force. As a result, the mechanism reproduces the force sensation when the haptic
scanner touches the object.

A microphone in the haptic scanner records the sound generated on its surface
when the haptic scanner is in contact with an object. Then a force reactor in the
haptic display plays the transmitted sound as a vibration. This vibration provides a
high-frequency haptic sensation, so the information should be transmitted without
delay. The processing block therefore transfers the sound signals by using amplifiers
and an equalizer.

A thermistor sensor in the haptic scanner measures the surface temperature of the
object. The measured temperature is reproduced by Peltier actuators placed on the
operator’s fingertips. The processing block generates control signals for the Peltier
actuators, and the generation of each signal is based on a PID control loop with
feedback from a thermistor located on the Peltier actuator.

Figures6.19 and 6.20 show the structures of the haptic scanner and the haptic
display. Figure6.21 shows the left hand of the TELESAR V robot with the haptic
scanners and shows the haptic displays set in the modified 5DT Data Glove 14.
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Fig. 6.19 Structure of haptic scanner

Fig. 6.20 Structure of haptic
display

Fig. 6.21 Slave hand with
haptic scanners (left) and
master hand with haptic
displays (right)

Figure6.22 showsTELESARVperforming various tasks: picking up sticks, trans-
ferring small balls from one cup to another cup, producing Japanese calligraphy,
playing Japanese chess (shogi), and feeling the texture of a cloth.
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Fig. 6.22 TTELESAR V conducting several tasks transmitting haptic sensation to the user

6.6 RePro3D: Full-Parallax Autostereoscopic 3D Based
on Retroreflective Projection Technology (RPT)

Autostereoscopic 3D creates 3D images based on the human binocular perception of
3D depth without requiring the viewer to use special headgear or glasses. Most com-
mon stereoscopic displays are based on the binocular stereo concept, but binocular-
stereo-based displays without motion parallax cannot render an accurate image and
cannot create images that provide different perspectives of the same object or scene
from different points of view. Motion parallax plays an important role in the man-
ner in which humans perceive 3D shapes. Multiview autostereoscopic 3D provides
the perception of left–right motion parallax, and full-parallax autostereoscopic 3D
provides the perception of both left–right motion parallax and up–down motion
parallax. Full-parallax 3D, which provides different perspectives according to the
viewing direction, is not only useful for motion parallax for a single viewer but is
also necessary for simultaneously displaying stereoscopic images to a large number
of people.
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Most conventional multiview or full-parallax autostereoscopic3D systems are
based either on the parallax barrier method or on the integral photography (IP)
method. In the parallax barrier method, a barrier with a number of slits is placed
in front of an image source so that a different pixel is seen from different viewing
angles. However, the parallax barrier method is not capable of generating vertical
parallax and thus cannot provide full-parallax autostereoscopic 3D. Thus, IP is the
most appropriate method of realizing full-parallax autostereoscopic 3D. In the IP
method a light field is reproduced by placing an array of microlenses in front of an
image source, and the number of viewpoints can easily be increased depending on
the resolution of the image source. However, because the resolution of the 3D image
from a viewpoint depends on the number of lenses per unit area, the lenses must
be sufficiently small to have the necessary resolution. Thus only relatively crude
implementations have been produced using today’s technology.

Moreover, for the user to view the displayed object as a real object, full-parallax
autostereoscopic 3D alone is not sufficient. The object’s image should not be dis-
played on a screen but superimposed in real space. That is, a full-parallax autostereo-
scopic 3D image must be produced as an aerial image (i.e., one floating in the air).
However, conventional IP produces 3D images in front of a screen and cannot pro-
duce aerial images.

Figure6.23 shows the basic principle of RePro3D, which is the RPT-based full-
parallax autostereoscopic 3D displaymethod [18, 19].When images from a projector
array are projected onto a retroreflector, light is reflected only in the direction of each
projection lens. Images from the projector array are projected onto the retroreflector.
When users look at the screen through a half-mirror, they can see, without the use
of glasses, a 3D image that has motion parallax. RePro3D can generate vertical and
horizontal motion parallax. An identical number of viewpoints are created on either
side of the axis of symmetry of the half-mirror. The resolution of the image from each
viewpoint depends on the projector resolution, and the number of viewpoints is equal
to the number of projectors. It is therefore easy to improve the image resolution. It

Fig. 6.23 Basic principle of
RePro3D, consisting of a
projector array, a half-mirror,
and a retroreflector
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is also easy to produce a full-parallax autostereoscopic 3D image as an aerial image
because RePro3D inherently uses a half-mirror.

When a large number of projectors are arranged in a matrix, a 3D image can be
viewed from multiple viewpoints. To realize smooth motion parallax, the density
of projectors in the projector array must be sufficiently high. With commercially
available projectors, however, it is difficult to make a projector array in which the
projectors are located very close to each other. One reason for this is that the distance
between adjacent viewpoints is limited by the size of each projector. In addition, the
system scalewould increase and the large number of video outputswould increase the
system’s cost. A virtual high-density projector array has therefore been developed
by arranging a single LCD display, a lens array, and a Fresnel concave lens. The
distance between viewpoints can be diminished by making a virtual lens array of the
real lens array by using the Fresnel concave lens. Because a single LCD display is
used for the projector array, a single video output can be used as an image source, the
cost of which is lower than that of using many image sources for multiple projectors.

Figure6.24 shows the principle of such an arrangement. The system consists of a
number of lenses, an LCD, a half-mirror, and a retroreflector that serves as the screen.
The lenses are located at an appropriate distance from the imaging area of the LCD
so that the projected areas of the projection lenses overlap. Shield plates are placed
between the lenses to prevent light from other viewpoints from entering a lens. The
luminance of the projected image depends on the LCD luminance, viewing angle,
and retroreflector performance. The resolution of the image from each viewpoint
depends on the LCD resolution. The number of viewpoints is equal to the number
of projection lenses.

Fig. 6.24 RePro3D configuration
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Fig. 6.25 Appearance of
RePro3D prototype

Figure6.25 shows the prototype. We used 42 projection lenses, each 25mm in
diameter and having a focal length 25mm. The Fresnel concave lens used in the
prototype was 370mm in diameter, and its focal length was 231mm. We used a
high-luminance LCD with a resolution of 1680 × 1050 pixels and a luminance of
1000cd/m2 and used Reflite 8301 retroreflector. The projection lenses were arranged
in a matrix with 6 rows and 7 columns; therefore, the total number of viewpoints was
42. The resolution of the projected image seen from each viewpoint was 175 × 175
pixels. The distance between viewpoints was 16mm. The device was able to project
up to 400mm from the user’s viewpoint. The image was projected in a space of size
200 × 200 × 300 mm.

Figure6.26 showsa3Dobject thatwasprojectedonto the retroreflective screen and
could be seen from several viewpoints. The positional relationship of each displayed
object changed according to the change of viewpoint. This finding indicates that our

Fig. 6.26 Motion disparity
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Fig. 6.27 Visuo-haptic system overview

proposed method can produce a stereoscopic image superimposed in real space with
smooth motion parallax. We placed an infrared (IR) camera (Point Gray Research,
Firefly MV) with an IR pass filter and IR LEDs above the projected area to capture
the user’s hand movements as shown in Fig. 6.27. Then we implemented the user
input system, which recognizes the degree of contact between the user’s hand and
the displayed image. Using this function, we built an application that enables the user
to touch a character floating in space. If the user touches the character, the character
reacts to the user’s touch, and the user can perceive this reaction by looking at the
changes in the character’s appearance and from sound cues.

Figure6.28 shows a demonstration installation inwhich the character, an animated
fairy floating in real space, reacts when touched by the user’s finger. In addition, the
user wears a haptic device on his/her finger. When the user touches the 3D image,
he/she feels a tactile sensation generated by the haptic device. The mechanism that
produces the sensation on the user’s finger is based on theGravityGrabber technology
[8]. Gravity Grabber produces fingerpad deformation by using a pair of small motors
and a belt as described in Sect. 6.4.1. To create a “pushing” sensation, the dual motors
are driven in opposite directions so that they roll up the belt, thus delivering vertical

Fig. 6.28 Interaction with a virtual character
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Fig. 6.29 Interaction with
haptic feedback via Gravity
Grabber

force to the user’s fingerpad (see Fig. 6.29). The belt tension is determined by the
degree of contact between the finger and the 3D image.

The results of tests using the RePro3D prototype confirmed that our proposed
method produces autostereoscopic images superimposed in real space and does so
with smooth motion parallax. In this prototype we also realized a user interface that
enables users to interact physically with a virtual character floating in space. We thus
demonstrated that RePro3D provides a visual and haptic interface that enables users
to see and touch a virtual 3D object as if the object were real.

6.7 HaptoMIRAGE

HaptoMIRAGE is an autostereoscopic display for seamless interaction with real and
virtual objects. This system can project the 3D image in mid-air with 180◦–wide-
angle of view based on our proposed ARIA technology described below, and up to
three users can see the same object from different points of view. The 3D image can
be superimposed on the real object so that the user can get natural interaction with
the mixed reality environment. HaptoMirage not only superimposes 3D images on
the real environment but also lets the user draw autostereoscopic 3D line drawings
on the real object. So it enables us to interact with the mixed reality environment
in a natural manner and to easily create and feel the mixed reality world. Our goal
is to implement a mixed reality platform with natural 3D interaction for creative
design, storytelling, entertainment, and remote collaboration by seamlessly mixing
the “real” and “virtual” worlds.

6.7.1 Virtual Shutter Glasses Using ARIA (Active-shuttered
Real Image Autostereoscopy)

As discussed in Sect. 6.6, integral photography and RPT-based autostereoscopy are
two major methods to realize full-parallax autostereoscopy. In addition to the 3D
image being displayed in full-parallax autostereoscopic 3D, it must be produced as
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Fig. 6.30 Realization of virtual shutter glasses using ARIA optics

an imagefloating in the air. RePro3D,which is anRPT-based full-parallax autostereo-
scopic 3D display, is capable of not only generating vertical and horizontal motion
parallax but also producing a full-parallax autostereoscopic 3D image as an aerial
image (i.e., floating in the air). However, RPT-based autostereoscopy has a drawback:
its small area of observation. It is difficult to get a large area of observation without
constructing a huge array of projectors.

On the other hand, the frame sequential method using shutter glasses (a time-
division 3D method has an advantage for multiviewpoint stereoscopy. Because it
measures the human user’s position, it can present a 3D aerial image that can be
observed in wide area of observation. Its drawbacks are that a user must wear shutter
glasses and that it is not at all autostereoscopic.

We have proposed a new method of frame sequential stereoscopy that does not
require thewearing of any special eyewear as shutter glasses; i.e., an autostereoscopic
frame sequential method. It is based on active-shuttered real-image autostereoscopy
(ARIA) [20]. Figure6.30 shows how ARIA is used to realize virtual shutter glasses.

As is shown in Fig. 6.30, a liquid crystal display (LCD) and an active-shutter are
placed at distances of S1 and S3, respectively, behind a Fresnel lens of focal length f .
The real images of the LCD and the shutter are made by the lens at distances of S2
and S4, respectively.

1

S1
+ 1

S2
= 1

f
,

1

S3
+ 1

S4
= 1

f

A human user observes the real image on LCD through the real image of the
shutter. On the LCD, the image for the left eye and the image for the right eye are
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displayed frame by frame alternately. The user’s right eye position (xR, yR) and left
eye position (xL , yL) are measured by a motion-sensing device with eye recognition
ability, such as Kinect for Windows. When the image for the left eye is presented
as the real image, the corresponding part of the active-shutter in front of the left eye
(i.e., between y1L and y2L ) is open. When the image for the right eye is presented,
the corresponding part of the active-shutter in front of the right eye (i.e., between
y2R and y1R) is open. It is also possible to change the design so that the shutter in
front of the right eye closes when the image for the left eye is displayed, and vice
versa. Thus the active-shutter acts as virtual shutter glasses.

When the effective display size of the LCD is 2K, by putting K ′ = S2
S1

K , we get
the following equations.

y1R = yR(S4 − S2) − K ′(xR − S4)

xR − S2

y2R = yR(S4 − S2) + K ′(xR − S4)

xR − S2

y1L = yL(S4 − S2) − K ′(xL − S4)

xL − S2

y2L = yL(S4 − S2) + K ′(xL − S4)

xL − S2

Real coordinates on the LCD display can be obtained as follows:

y′
1R = − S3

S4
y1R, y′

2R = − S3
S4

y2R, y′
1L = − S3

S4
y1L , y′

2L = − S3
S4

y2L .

For an interpupillary distance d, the 3D observable distance x is in the following
range:

S4 ≤ x ≤ S4 + d

2K
· S1

S2
(S4 − S2).

6.7.2 Prototype System

Figure6.31 shows the prototype HaptoMIRAGE 180◦ 3D display system. In this sys-
tem, the parameters are set as S1 = 0.4m (S2 = 0.4m), S3 = 0.23m (S4 = 1.53m),
2K = 0.2m, and f = 0.2m. The system consists of three components, each hav-
ing a 60◦ field of autostereoscopic view based on our technology called ARIA. The
Fresnel lens makes the real image from the LCD display, the position of the user is
measured by a camera-based motion capture system, and the active shutter using a
transparent LCD panel provides the virtual shutter glasses. The shutter is switched
at 60Hz, the user can see the real image as a floating 3D image, and up to three users
can see the autostereoscopic image from different viewpoints at the same time.
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Fig. 6.31 Overall view of HaptoMIRAGE system

Fig. 6.32 Direct interactionwith floating 3Dobject (left), drawing 3Dobject (center), andmatching
3D virtual object with real objects (right)

Without wearing any special glasses, the users can see the 3D image floating in
the real environment as in Fig. 6.32. When a user points a finger at certain area of the
3D image, the other users can easily find where it is. The users can use their fingers
to make colorful line drawings on the real object. This is similar to light drawing,
but the difference is that the users can see the 3D image of their finger’s trajectory
before their eyes and can interact with the drawings.

6.8 Summary

In this project, we are trying to construct an intelligent information environment,
based on our proposed theory of haptic primary colors, that is both visible and tan-
gible and is one where real-space communication, human-machine interfaces, and
media processing are integrated. The goal is to create a human-harmonized “tangible
information environment” that allows human beings to obtain and understand haptic
information about the real space, to transmit the thus obtained haptic space, and
to actively interact with other people using the transmitted haptic space. The tan-
gible environment would enable telecommunication, tele-experience, and pseudo-
experiencewith the sensation ofworking as though in a natural environment. It would
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also enable humans to engage in creative activities such as design and creation as
though they were in the real environment.

We have succeeded in transmitting fine haptic sensations, such as material texture
and temperature, from an avatar robot’s fingers to a human user’s fingers. The avatar
robot is a telexistence anthropomorphic robot dubbed TELESAR V, with a body and
limbs having 53 degrees of freedom. This robot can transmit not only visual and audi-
tory sensations of presence to human users but also realistic haptic sensations. Other
results of this research project include RePro3D, a full-parallax, autostereoscopic 3D
(three-dimensional) display with haptic feedback using RPT (retroreflective projec-
tion technology); TECHTILE Toolkit, a prototyping tool for the design and improve-
ment of haptic media; and HaptoMIRAGE, 180◦-field-of-view autostereoscopic 3D
display using ARIA (active-shuttered real image autostereoscopy) that up to three
users can enjoy simultaneously.

Acknowledgments This project of Construction andUtilization ofHuman-harmonized “Tangible”
Information Environment is supported by JST (Japan Science and Technology Agency)-CREST
(Core Research for Evolutionary Science and Technology).This study has been conducted with
the following members of Tachi Laboratory: Kouta Minamizawa, Masahiro Furukawa, Masano
Nakayama, Charith Lasantha Fernando,HideakiNii, Katsunari Sato, TakumiYoshida, ShoKamuro,
Keitaro Shimizu, Tadatoshi Kurogi, Yuta Ueda, Nobuhisa Hanamitsu, and MHD Yamen Saraiji.

References

1. S. Tachi, K. Minamizawa, M, Furukawa, C.L. Fernando, Haptic media: construction and uti-
lization of human-harmonized “Tangible” information environment. Proceedings of the 23rd
International Conference on Artificial Reality and Telexistence (ICAT) (Tokyo, Japan, 2013),
pp. 145–150

2. S. Tachi, Telexistence, 2nd edn. (World Scientific, 2015). ISBN 978-981-4618-06-9
3. H. Kajimoto, N. Kawakami, T. Maeda, S. Tachi, Tactile feeling display using functional elec-

trical stimulation. Proceeding of the 9th International Conference on Artificial Reality and
Telexistence (ICAT) (Tokyo, Japan, 1999), pp. 107–114

4. K. Sato, K. Kamiyama, N. Kawakami, S. Tachi, Finger-shaped GelForce: sensor for measuring
surface traction fields for robotic hand. IEEE Trans. Haptics 3(1), 37–47 (2010)

5. Y. Hirobe, T. Yoshida, S. Kuroki, K. Minamizawa, K. Sato, S. Tachi, Colorful Touch Palette,
ACM SIGGRAPH 2010 (Emerging Technologies, Los Angeles, CA, USA, 2010)

6. K. Sato, S. Tachi, Design of electrotactile stimulation to rep-resent distribution of force vec-
tors. Proceedings of IEEE Haptics Symposium 2010 (Waltham, Massachusetts, USA, 2010),
pp. 121–128

7. K. Kamiyama, H. Kajimoto, N. Kawakami, S. Tachi, Evaluation of a vision-based tactile
sensor. Proceedings of IEEE International Conference on Robotics and Automation2, 1542–
1547 (2004)

8. K. Minamizawa, K. Tojo, H. Kajimoto, N. Kawakami, S. Tachi, Haptic interface for middle
phalanx using dualmotors.Proceedings of EuroHaptics Conference 2006 (Paris, France, 2006),
pp. 235–240

9. K. Minamizawa, Y. Kakehi, M. Nakatani, S. Mihara, S. Tachi, TECHTILE toolkit—A proto-
typing tool for design and education of haptic media. Proceedings of Laval Virtual VRIC 2012
(Laval, France, 2012)



6 Haptic Media: Construction and Utilization of Haptic Virtual Reality . . . 167

10. K. Sato, H. Shinoda, S. Tachi, Finger-shaped thermal sensor using thermo-sensitive paint and
camera for telexistence. Proceedings of 2011 IEEE International Conference on Robotics and
Automation (ICRA2011) (Shanghai, China, 2011), pp. 1120–1125

11. S. Tachi, K. Tanie, K. Komoriya, M. Kaneko, Tele-existence (I): design and evaluation of a
visual display with sensation of presence. Proceedings of the 5th Symposium on Theory and
Practice of Robots and Manipulators (RoManSy’ 84) (Udine, Italy, 1984), pp. 245–254

12. S.Tachi, H. Arai, T. Maeda, Tele-existence master-slave system for remote manipulation. Pro-
ceedings of the IEEE International Workshop on Intelligent Robots and Systems (IROS ’90)
(Tsuchiura, Japan, 1990), pp. 343–348

13. C.L. Fernando, M. Furukawa, T. Kurogi, S. Kamuro, K. Sato, K. Minamizawa, S. Tachi,
Design of TELESAR V for transferring bodily con-sciousness in telexistence. Proceedings of
IEEE/RSJ International Conference on Intelligent Robots and Systems, pp. 5112–5118 (2012)

14. C.L. Fernando, M. Furukawa, K. Minamizawa, S. Tachi, Experiencing one’s own hand in
telexistence manipulation with a 15 DOF anthro-pomorphic robot hand and a flexible Master
Glove. Proceedings of the 23rd International Conference on Artificial Reality and Telexistence
(ICAT) (Tokyo, Japan, 2013), pp. 20–27

15. S. Tachi, K. Minamizawa, M. Furukawa, K. Sato, Study on telexistence lxv—telesar5: haptic
telexistence robot system. Proceedings of EC2011 (Tokyo, Japan, 2011) (in Japanese)

16. S. Tachi, From 3D to VR and further to telexistence. Proceedings of the 23rd International
Conference on Artificial Reality and Telexistence (ICAT) (Tokyo, Japan, 2013), pp. 1–10

17. T. Kurogi, M. Nakayama, K. Sato, S. Kamuro, C.L. Fernando, M. Furukawa, K. Minamizawa,
S. Tachi, Haptic transmission system to recognize differences in surface textures of objects for
telexistence. Proceedings of IEEE Virtual Reality, pp. 137–138 (2013)

18. T. Yoshida, S. Kamuro, K. Minamizawa, H. Nii, S. Tachi, RePro3D: Full-parallax 3D Display
using Retro-reflective Projection Technology, ACM SIGGRAPH 2010 (Emerging Technologies,
Los Angeles, CA, USA, 2010)

19. T. Yoshida, K. Shimizu, T. Kurogi, S. Kamuro, K. Minamizawa, H. Nii, S. Tachi, RePro3D:
full-parallax 3D display with haptic feedback using retro-reflective projection technology.
Proceedings of IEEE International Symposium on Virtual Reality Innovations, 2011, pp. 49–
54 (2011)

20. H. Nii, K. Zhu, H. Yoshikawa, N.L. Htat, R. Aigner, R. Nakatsu: Fuwa-vision: an auto-
stereoscopic floating-image display. ACM SIGGRAPH Asia 2012 Emerging Technologies, SA
’12, 13:1–13:4 (2012)



Chapter 7
Perceptual Illusion and Development
of a Sense-Centered Human Interface

Yasuharu Koike

Abstract Tele-existence is the replication of physically plausible information
through the provision of real sensation of presence. Here, we sought to elucidate
the mechanisms of perceptual illusion within the context of brain function. Improv-
ing our understanding of perceptual illusion will contribute to the realization of new
and more efficient human interfaces.

Keywords Musculo-skeletal model · Stiffness · Equilibrium position · Pseudo-
Haptics · Electromyogram

7.1 Introduction

Our bodies contain numerous and various sensors. Those sensors send signals to
the cerebral cortex, and sensations are then perceived. Most sensations are identified
with a specific type of stimulus. Furthermore, perception is not directly related to
sensor activity. Most sensors receive signals passively. Muscles act as actuators to
create the force for body motion, but the sensors also detect force and positioning of
the body. Our hands have many tactile sensors and can be controlled voluntarily. So
ours hands are active sensor for touch.

Computer input devices, such as mice and trackpads, measure hand position and
translate it to cursor position on a screen. Recently, Apple® developed the Force
Touch trackpad, adding a new dimension to touch interfaces. New multi-touch ges-
tures with force are being developed and adopted in computer interaction. However,
we control force in touching unconsciously, so gestures have to be developed with
consideration to behavior in daily life. Muscle activity reflects changes in force and
can be measured as electromyography (EMG) signals. Proposed here is a new inter-
face which measures muscle activity and estimates not only position, but also force
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and stiffness simultaneously. To develop intuitive manipulation, muscle control for
manipulation was also studied.

When we manipulate an object, its weight is important information in the produc-
tion of joint torque, because the dynamics of the object are non-linear and complex.
Also, the perception of heaviness is still an open problem, and the size-weight illu-
sion, where small objects feel heavier than large objects of the same weight, is a well
known phenomenon.

In this chapter, a sensor which detects weight is discussed, and a new illusion in
perception is explained. The musculoskeletal model plays a crucial role in under-
standing the phenomenon. A new human interface based on the musculoskeletal
model is also introduced.

7.2 Haptics and Force

Sensory systems measure various stimuli and perceive information from the envi-
ronment. Table7.1 shows the different types of sensory systems and their associ-
ated modalities of information [1]. Our sensory systems use four types of sensory
receptors, mechanoreceptors, chemoreceptors, photoreceptors, and thermoreceptors.
Chemoreceptors are related to olfaction, gustation, itch, and visceral sensations.
Visual sensors detect light, with different visual sensors reacting to different wave-
lengths. The brain integrates the signals from receptors and extracts information,
such as smell, color, or temperature.

As shown in Table7.1, there is no sensor to directly measure weight. Somatosen-
sory information is received at the hand by pressure, as well as at the arm by hand
displacement, and captured by cutaneous mechanoreceptors (touch) or muscle and
joint receptors (proprioception). Muscles have three kinds of mechanoreceptors,
which respond to muscle length, contraction velocity, and muscle force.

Table 7.1 Sensory systems

Stimulus source Sensory system Modality Receptor cell types

Exteroception Visual Vision Rods, cones

Exteroception Auditory Hearing Hair cells (cochlea)

Exteroception Vestibular Balance Hair cells (vestibular labyrinth)

Somatosensory Somatic senses Dorsal root ganglion neurons

Exteroception Touch Cutaneous mechanoreceptors

Proprioception Tension, Motion Muscle and joint receptors

Exteroception Temperature sense Cold and warm receptors

Exteroception Gustatory Taste Taste buds

Exteroception Olfactory Smell Olfactory sensory neurons

Modified from [1]
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Proprioception refers to the sensingof information frommuscle and joint receptors
on the body’s own motion. The sensing of one’s own motion is called kinaesthesia,
and the main receptor involved in kinaesthesia is the muscle spindle. Motor com-
mands from the central nervous system (CNS) related to the perception of heaviness
are sent to the muscles. The receptors also send afferent feedback signals back to
the CNS. The CNS can estimate the result of the motor command using an efference
copy and compare the estimate with the afferent feedback.

Exteroception refers to information from outside of the body, such as light, sound,
and smell. Vision plays an important role in recognizing the world. When we grasp
an object, its size, color, material, position, and other properties are recognized.
For example, the relationship between size, material, and weight are trained by the
experience of manipulation.

7.3 The System of Sense

Auditory sensors capture vibrations of the air. Visual sensors detect light. Molecules
are detected by sensory cells in the nose and mouth, allowing us to smell and taste.
Temperature, pain, and pressure are sensed on the skin by receptors such as Pacinian
corpuscles, Ruffini’s corpuscles, andMeissner’s corpuscles. Sources of sensed sound
and light can be distant, but smell comes from nearby. Arm length dictates distance
for touch sensation, and the hand is an articulating sensor for capturing shape and
hardness. Furthermore, there are other sensors that receive information passively.

When vibrations of the eardrum are passed on through the middle ear to the
cochlea, sound is perceived. However, physical vibrations do not necessarily match
the perception of the sound. The brain can pick out information from sensor signals
(Fig. 7.1). For example, we can focus on a particular conversation in a noisy room.
This phenomenon is explained by selective attention. This means that when we

Fig. 7.1 The brain receives information from the sensors, but each sensor has a different delay, and
different regions of the brain received their signals, so the brain has to integrate the information.
Perception differs from real sensory information, because the brain compensates for the lack of
information
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receive a sensation, not only bottom-up sensory signals, but also top-down signals
affect perception. The “McGurk Effect” [2] is a good example. When subjects hear
the syllables /ba-ba/ while viewing the lip motion /ga-ga/, most subjects report that
the sound is /da-da/. This example also demonstrates that perception is not directly
connected to sensor signals.

Another example is pseudo-haptics [3], which is a technique for simulating hap-
tic sensation using visual feedback. This phenomenon is caused by the difference
between the user’s displacement of the input device and the visual displacement of
the object on the screen. This difference is known as the control/display (C/D) ratio
(Eq.7.1) in the human interface field.

C/D ratio = xhand

xdisplay
(7.1)

One of the most popular human interfaces is the computer mouse. When we use
a mouse, hand motion on the desk and cursor motion on the screen are not the same
(Fig. 7.2). Forward and backward handmotions are translated respectively to upward
and downward motions on the screen. We do not typically notice this translation.

Fig. 7.2 A computer mouse measures hand motion on the desk. Leftward and rightward motion is
reflected on the screen directly, but forward and backward motion is reflected indirectly as upward
and downward motion. Still, we do not usually perceive this translation
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Fig. 7.3 Input and Output signals of computer mouse

However, if the motion is slower or faster than expected, it becomes bothersome. So
we can adjust the speed of the cursor through the computer’s settings. In Fig. 7.3, k is
a parameter for position change. This is the same as the C/D ratio. Even though this
ratio is not adjusted manually, we learn the relationship between our hand’s motion
and the cursor’s motion. After learning or adjusting the C/D ratio, we cease to be
aware of the transformation. Yet if this ratio is changed unexpectedly, we feel force.
This phenomenon is the basis of pseudo-haptics.

Pseudo-haptic feedback of isometric input devices was also tested using virtual
springs [4]. Spring force (F) is defined by the spring constant (K ) and displacement
(x) as:

F = K x

xcursor = Fhand/Kvir tual (7.2)

When cursor motion (xcursor ) is controlled by force (Fhand ), the spring constant
(Kvir tual ) is a parameter to adjust the motion.

Kvir tual = Fhand/xcursor (7.3)

The displacement (x) is inversely proportional to the spring constant (K ), and
Kvir tual is similar to the C/D ratio in Eq.7.1.

The hand is pulled by the equilibrium position xeq with spring K and damper B
(Fig. 7.4).

Fig. 7.4 Musculoskeletal system
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Parameters K and B can also be defined as stiffness and viscosity, respectively.
Along with equilibrium position, they are controlled by muscle contraction. The
implications of these parameters are explained in later sections, but different com-
binations of these parameters can result in the same hand position. Conversely, C/D
ratio is one parameter without redundancy. In this chapter, new human interface
concept is proposed using these parameters.

7.4 Musculoskeletal Model

Hand force is produced by muscle tension. Skeletal muscle generates force in the
pulling direction. For this reason, each joint has one or more pairs of muscles. The
musculoskeletal model calculates joint torque from each muscle activation pattern.

7.4.1 Muscle Tension

The force that a muscle exerts depends on the muscle length and contractile velocity.
Muscles have spring-like properties,withmuscle force increasing as length increases.
But when the length exceeds a threshold, force gradually decreases. Still, in daily
life, muscle length does not typically go beyond this threshold, and also muscle ten-
dons help to prevent this. Conversely, muscle force decreases as contractile velocity
increases. But when muscle length increases, force is not affected by the velocity.

Each muscle is connected at a joint, and muscle length changes with the joint
angle. For example, as the angle of the elbow joint increases, the length of the flexor
muscle shortens while the opposing extensor muscle lengthens. This equates to a
decrease in flexor tension and an increase in extensor tension.

7.4.2 Joint Torque

Net joint torque is calculated from the difference in flexor and extensor muscle
tensions. This also means that each muscle tension is not directly related to joint
torque.

Consider two examples, one where flexor muscle tension is 10 (arbitrary units)
and extensor muscle tension is 7, resulting in a joint torque of 3, and another example
where flexor muscle tension is 4, and extensor muscle tension is 1, again resulting
in a joint torque of 3. What is the difference between these examples?

InFig. 7.5, two conditions formuscle tension are plotted.Whenflexor and extensor
muscle tensions are equal, joint torque becomes zero, and the arm is stable at some
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Fig. 7.5 Co-contraction

Fig. 7.6 Force generation

position (command set 1). At another strong contraction level, the same posture
(command set 2) can also be obtained. We call this position equilibrium posture.
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Fig. 7.7 Stiffness

7.4.3 Joint Stiffness

When joint position moves with the same contraction level, restoring force is gener-
ated (Fig. 7.6).

The magnitude of this force depends on each muscle’s contraction level. At the
same posture, stiffness depends on muscle activation level (Fig. 7.7). The ratio of this
restoring force and displacement is called joint stiffness.

Jointsti f f ness = restoring f orce

displacement
(7.4)

In Fig. 7.5, restoring force is equal, but displacement is different. In Fig. 7.7,
displacement is equal, but restoring force is different. For both cases, joint stiffness
of command set 1 is greater than that of command set 2.

7.4.4 Equilibrium Position Change

Toproduce a trajectory, it has been hypothesized that theCNS sends only final posture
information, and muscle activities are generated such that the joint is stabilized at
the equilibrium position [5] (Fig. 7.8).

To test this hypothesis, Bizzi and colleagues performed an experiment using a
deafferent monkey [6]. If the hypothesis were correct, the hand position would move
to the end point just before the motion. The hand would be there because the brain (in
this hypothesis) sends commands to stabilize the hand at the end position. However,
when they did the experiment, they obtained different results. The hand moved to
the middle position and then to the end point. They concluded that the brain sends
commands to gradually shift the hand to the end point. So it came to be thought that
the brain plans trajectory. However, if the brain can estimate the sensor signals using
the feedforward model of our arm, in which the efference copy is an input signal, the
experimental result can be explained using a simple end-point control hypothesis.
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Fig. 7.8 Equilibrium control

7.4.5 Uniform Control Hypothesis

As mentioned in the previous section, we can change equilibrium position and
stiffness independently. This means that we have a redundant control system. For
example, in order to hold an object of weight m in hand, where the distance between
the wrist joint and object position is d, and force F equals mg, the wrist must pro-
duce a torque of mgd cos θ to compensate for the weight of the object. The brain
changes the equilibrium position and stiffness to produce torque τ = K (θeq − θ).
If the object’s weight is known, it is easy to set the equilibrium position and stiff-
ness. For familiar objects, stiffness is set to an appropriately low value, and the brain
changes the equilibrium position depending on the object’s weight. If the weight of
the object is unknown, stiffness is controlled to the high value, and the difference
between the equilibrium position and current position is small. High stiffness allows
the hand to be stabilized even if the weight estimation is not completely accurate
(Fig. 7.9).

7.4.6 Pseudo-haptic in 3D

The characteristics of pseudo-haptics have been tested for 2D motion on a frontal
parallel screen. For virtual reality, binocular disparity is utilized by three dimen-
sional displays. To determine the applicability of pseudo-haptics in virtual reality,
the performance of pseudo-haptics in 3D space needed to be tested [7] (Fig. 7.10).
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Fig. 7.9 Uniform control for motion and force

Fig. 7.10 Experimental setup

Results showed that the magnitude of pseudo-haptic sensation was reduced in the
depth direction, compared to planar directions; i.e., discrimination of motion in the
depth direction was decreased. This indicated that motion detection is important in
perceiving pseudo-haptic sensation.
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7.5 Pseudo-haptics by Stiffness

In Eq.7.2, the spring constant is the ratio between force of hand and displacement
on the screen, and it is similar to the C/D ratio. The stiffness of the musculoskele-
tal model can be estimated from EMG signals in real time and used to change
weight perception. Co-contraction level can be modulated voluntarily, but it can also
be non-voluntarily altered by environmental conditions. When we catch an object,
stiffness level is dependent on the weight of the object [8]. Stiffness is low before
contact, and increases just before contact onset. The maximum value of the stiffness
is proportional to the weight of the object. If stiffness is related to weight percep-
tion, weight judgment would be different just before or after contact. To verify this
hypothesis, we investigated the effect of temporal factors on weight perception [9].
We conducted ball-catching experiments in a virtual environment where the timing
of load force exertion was shifted away from the visual contact timing (Fig. 7.11).

The perception of an object’s heaviness is not only dependent on its weight. It
is well known that spatial information of an object, such as size, can easily deceive
our perception of its heaviness. To further understand neural mechanism underlying
weight perception, we investigated effects of temporal information on the weight
perception.We conducted experiments in which a falling ball is displayed on a screen
and load force of the ball is exerted on the hand by a haptic device. By shifting the
timing of load force exertion away from visual contact timing (i.e., timewhen the ball
hit the hand in the display), we found that the ball was perceived heavier/lighter when
force was applied earlier/later than visual contact. We also found that the illusion
in perceived heaviness induced by the time offset between visual and haptic contact
timing became smaller after participants had been conditioned to the time offset.
These results suggest that the illusion found in our experiments was not caused by
the physical time offset between force exertion and visual contact but by the perceived
time offset between them and/or estimation error in force exertion timing.

7.5.1 Experimental Protocol

Six right-handed male adults (age: 21–39) took part in three experiments 1, 2, and
3, conducted on separate days. Experiment 1 was conducted to investigate how
the time offset between load force exertion and visual contact affects perceived
weight of the ball. In Experiments 2 and 3, we investigated how weight perception
changes after participants were persistently exposed to constant time offsets. All
participants performed Experiment 1 first. The order of Experiments 2 and 3 was
randomized among all participants, with half performing Experiment 2 before 3 and
the other half performing Experiment 2 after 3. Each experiment was organized into
three sessions: “Conditioning”, “Simultaneity Test”, and “Weight Perception Test”
sessions, presented in this order. Rest breaks of several minutes were taken between
sessions.
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Fig. 7.11 Experiment system. A virtual red ball (radius = 2cm) and a black square cursor (width
= 10cm, height = 2cm) projecting the hand position in the vertical direction were displayed on a
plasma display. Subjects held a ball-shaped plastic grip attached to a SPIDAR haptic device, which
consisted of eight motors and strings. Load force was applied through tension in the strings by the
motors. The grip position was calculated from angle encoders attached to the motors. Subjects wore
a pair of noise-canceling headphones to reduce the sound generated by the motors of the haptic
device

7.5.2 Conditioning Session

Participants performed 80 ball-catching trials in the Conditioning session. The inter-
trial interval was 2 s. The sequence of events in a single trial is shown in Fig. 7.12. At
the beginning of the trial, the ball appeared at 80cm above the blue bar, accompanied
with a beep sound, and started falling after a random delay. The ball load force was
then applied with or without time offset from visual contact.

Fig. 7.12 The sequence of events in a single ball-catching trial during the Conditioning session.
The load force is applied at the same time (Experiment 1), 60ms before (Experiment 2), or 60ms
after (Experiment 3) the ball contacts the hand cursor in the display
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In Experiment 1, the load force was synchronized with visual contact. In Experi-
ment 2, the force was applied 60 ms before visual contact, and in Experiment 3, 60
ms after visual contact. The magnitude of load force was 3.92N for all Conditioning
sessions. This value was selected to simulate the feeling of catching a ball weighing
400 g. In accordance with the time offsets used in the three experiments, we denoted
the Conditioning sessions as “sync” (Experiment1), “lead” (Experiment2), and “lag”
(Experiment3).

7.5.3 Simultaneity Test Session

Each participant underwent 99 ball-catching trials in the Simultaneity Test session.
The sequence of the events in a single trial was the same as that shown in Fig. 7.12,
except for the time offset values. The offset for each trial was selected randomly
from the list. The magnitude and the duration of load force in each trial were 3.92N
and 1s. Just as in the Conditioning session, we asked the participants to counteract
the load force to catch the virtual ball. The participants were instructed to make
judgments about the temporal order of visual contact and force exertion. We asked
them to report which event occurred first by pressing the left or right button of a
computer mouse held in their left hands.

We instructed participants to counteract the load force so as to keep the black
cursor within the blue bar as consistently as possible.

7.5.4 Weight Perception Test Session

In each of the three experiments, the Weight Perception Test session was organized
into five sets. A single set was composed of 99 trials in Experiment 1, and 76 trials
in Experiment 2 and 3. Rest breaks of several minutes were taken between sets. In

Fig. 7.13 The sequence of events in a single weight judgment trial during the Weight Percep-
tion Test session. After applying the constant magnitude reference force, participants performed
ball-catching. The timing of load force exertion was chosen randomly from three candidates cor-
responding to the times simultaneous to (0ms offset trials), 60ms before (−60ms offset trials), or
60ms after (+60ms offset trials) visual contact of the ball
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Table 7.2 Load force values and frequencies in the Weight Perception Test session

Force magnitude [N] (appearance frequency for each time offset within a single set)

2.94 (1) 3.185 (3) 3.43 (3) 3.675 (3) 3.92 (3) 4.165 (3) 4.41 (3) 4.655 (3) 4.9 (1)

each set, participants first performed 30 ball-catching trials without any perceptual
judgment. The time offsets for the first 30 ball-catching trials were the same as those
in the Conditioning session in each experiment. The rest of the trials were weight
judgment trials in which participants were asked to compare the heaviness of the ball
and a reference force. Figure7.13 shows the time sequence of the events in a single
weight judgment trial. At the beginning of the trial, the black cursor disappeared from
the display, accompanied with a beep sound. After a random delay, a reference force
with magnitude 3.92 N was applied for 1 s. After the 1 s time interval, the ball and
the black cursor appeared with a second beep sound. Participants then performed the
ball-catching task after a random delay ranging from 0.75 to 1.25 s. Time offset was
again imposed between visual contact and load force exertion. Its value was selected
randomly from one of the following values: −60, 0, or +60 ms in Experiment 1,
−60 or 0 ms in Experiment 2, and 0 or +60 ms in Experiment 3. Here, negative
or positive offset signs indicate that load force preceded or followed visual contact,
respectively. Each offset appeared 23 times in every set. Magnitude of load force
was also selected randomly. The magnitude values are listed in Table7.2 with their
appearance frequency for each time offset within a single set.

Participants were asked not to overcorrect for the reference force. The instructions
for the ballcatching task were the same as those for the Conditioning session. After
catching the ball, participants were required to judge the heaviness of the load force
compared to the reference force. Participants reported which force they perceived as
heavier by pressing the left or right button of a computer mouse.

After performing ball-catching trials with 60ms advanced or delayed load force
exertion, participants’ subjective judgment on the simultaneity of visual contact and
force exertion changed, reflecting a shift in perception of time offset. In addition,
timing of catching motion initiation relative to visual contact changed, reflecting a
shift in estimation of force timing. We also found that participants began to perceive
the ball as lighter after conditioning to 60ms advanced offset and heavier after the
60ms delayed offset. These results suggest that perceived heaviness depends not on
the actual time offset between force exertion and visual contact but on the subjectively
perceived time offset between them and/or estimation error in force timing.

7.5.5 Perceptual Judgment Analysis

For the Simultaneity Test session, the judgment of participants was modeled to a
psychometric curve. The probability of judging “load force preceding visual contact”
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was fitted with a sigmoid function,

prob( f orce f irst) = 1

1+ exp(θ0 + θ1Δt)
(7.5)

whereΔt is time offset, and θ0 and θ1 are the regression coefficients. A psychometric
curve was made for each participant using their individual judgments. A group psy-
chometric curve was also made from the judgments across all participants. The point
of subjective simultaneity (PSS), where Δt gives prob = 0.5, can be calculated as
PSS = −θ0/θ1.

For the Weight Perception Test session, the participants’ judgments were again
modeled to a psychometric curve. The probability of judging that “the ball was
heavier than the reference force” was fitted with a sigmoid function,

prob(ball heavier) = 1

1+ exp(φ0 + φ1ΔF)
(7.6)

where ΔF is the percent difference in load force magnitude compared to that of
the reference force and takes a negative value when the load force is comparatively
smaller. Both individual and group psychometric curveswere computed for each time
offset used in each of the experiments. The point of subjective equality (PSE), where
ΔF gives prob = 0.5, can be calculated as PSE= −Φ0/Φ1. The PSE indicates the
magnitude of load force perceived to be the same as that of the reference force.

7.5.6 Result of Simultaneity

For the Simultaneity Test sessions, we analyzed how perception of the temporal
order of the visual contact and load force events changed after three different types

Fig. 7.14 Group-average
psychometric curves after
the three types of time offset
conditioning. Circles,
squares, and triangles
represent the group-average
probability for the “sync,”
“lead,” and “lag”
conditioning, respectively
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of conditioning. Psychometric curves for each participant and each conditioning type
are shown in Fig. 7.14. The subjective simultaneity of the two events was evaluated
by the PSS of the psychometric curves (see Eq.7.6). The average PSS across par-
ticipants were −44.7 (SD: 14.0) ms, −4.5 (SD: 4.0) ms, and 36.5 (SD: 13.1) ms
after the “lead”, “sync”, and “lag” conditionings, respectively. The group-average
psychometric curves are also shown in Fig. 7.14. The curves for “lead” and “lag”
conditioning were clearly shifted leftward and rightward, respectively, in compari-
son to “sync” conditioning. The PSS shifts for “lead” conditioning with respect to
“sync” conditioning were −40.1 (SD: 15.2) ms averaged across participants. This
was significantly less than zero according to a one-sided t-test. On the other hand,
the PSS shifts for “lag” conditioning with respect to “sync” conditioning were 40.8
(SD: 15.4) ms averaged across participants. This was significantly greater than zero.
Therefore, PSS shifted toward the direction of persistently exposed time offset during
the Conditioning session.

Fig. 7.15 Weight judgment.
a Psychometric curves for
each participants after
“sync” conditioning. Line
color represents time offsets
in weight judgment trials.
b Group-average
psychometric curves after
“sync” (solid lines), “lead”
(dash-dotted lines), and
“lag” (dotted lines)
conditionings
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7.5.7 Result of Weight Perception

After “sync” conditioning.

Figure7.15a shows each participant’s psychometric curves of weight perception
after “sync” conditioning. Although psychometric curves differed from participant to
participant, they moved toward the right as offset increased from −60 ms to +60
ms. This tendency can be clearly seen in the plot of group-average psychometric
curves (see solid lines in Fig. 7.15b). The psychometric curve shifts indicate that
the same magnitude of load force was perceived differently as time offset changed.
For example, when the load force magnitude was the same as that of the reference
force (ΔF = 0%), the probability that participants perceived the ball heavier became
larger as the offset became negative (i.e., the load force preceded).

The difference in perceived heaviness can also be evaluated by the difference in
PSE of the psychometric curves (see Eq.7.6). The average PSE across participants
were −6.9(SD : 7.2)%, 3.9(SD : 7.4)%, and 14.3(SD : 4.5)% for −60, 0, +60
ms offset trials, respectively. Note that the smaller the PSE, the heavier the load
force perceived. The average PSE shifts from 0 ms to −60 ms offset trials was
−10.7(SD : 3.5)%andwas significantly less than zero. The average PSE shifts from
0ms to+60ms offset trials was 10.4(SD : 9.7)%.This shift was significantly greater
than zero. Therefore, load force exerted earlier than visual contact was perceived as
heavier than that exerted at the same time as visual contact, and when the load force
was exerted later than visual contact, it was perceived as lighter.

After “lead” and “lag” conditioning

Figure7.15b shows group-average psychometric curves for the weight judgments in
the three experiments. After “lead” conditioning, psychometric curves for both of
−60ms and 0 time offsets shifted toward the right compared for “sync” conditioning.
The rightward shifts indicate that the participants perceived the ball’s weight to be
lighter. On the contrary, after “lad” conditioning, the curves for both of 0 ms and
+60 ms time offsets shifted toward the left compared for “sync” conditioning. The
leftward shifts indicate that the participants perceived the ball’s weight to be heavier.
Change in perceivedweightwas evaluated byPSE shifts averaged across participants.
The average PSE shifts from “sync” to “lead” conditionings were 6.2(SD : 5.3)%
and 4.1(SD : 9.4)% for −60 ms offset trials and 0 ms offset trials, respectively.
The PSE shift for −60ms offset trials was significantly greater than zero (t (5) =
2.84; P = 0.018). Although the PSE shift for 0ms offset trials was not significantly
greater than zero, it tended to shift rightward. The average PSE shifts from “sync”
to “lag” conditionings were −6.2(SD : 3.0)% and −5.2(SD : 3.9)%, for 0 ms and
+60 ms offset trials, respectively. Those shifts were significantly less than zero.
These results indicate that the participants’ ball weight perception was changed by
being conditioned to time offset between load force exertion and visual contact. The
participants began to perceive the ball’s weight as lighter after “lead” conditioning
and heavier after “lag” conditioning.
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Fig. 7.16 Weight judgment results

We found that subjectsweight perception changed after conditioning to time offset
(Fig. 7.16). The weight was perceived lighter after conditioning to the −60 ms time
offset, and perceived heavier after conditioning to the−60 ms time offset. Therefore,
time offset itself was not the causal factor for the weight illusion.

7.5.8 Relationship Between PSE and PSS

The results of the weight judgment trials in Experiment 1 revealed that the weight of
the falling ball was perceived differently by introducing time offsets between load
force exertion and visual contact (Fig. 7.15). InExperiment 2 and 3,we also found that
the weight of the ball was perceived differently after “lead” and “lag” conditioning,
even though the time offsets were the same as those used in the weight judgment
trials in Experiment 1 (Fig. 7.15). Therefore, the perceived weight illusion observed
in Experiment 1 seems not to be related to actual physical time offset between
visual contact and load force exertion. Rather, the illusion in weight perception
seems to be connected to the participants’ subjective perception of time offset. This
subjective time offset is thought to bemodified by shifts in PSS after “lead” and “lag”
conditioning. To show how perceived weight is related to physical or subjective time
offset, the PSEs of group-average psychometric curves shown in Fig. 7.15 are plotted
with respect to their corresponding physical or subjective offsets (Fig. 7.17). Here
the subjective time offsets were calculated by subtracting the PSS of the group-
average psychometric curve in each experiment from the physical time offsets used
in the Weight Perception Test session in each experiment. We can see that the same
physical offset yielded different PSE values (black open marks). On the other hand,
PSE values plotted with respect to subjective offset (gray filled marks) increased
approximately linearly with subjective offset value. The correlation coefficient of
PSS and subjective time lag was 0.98.
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Fig. 7.17 PSEs of group-average psychometric curves for weight judgments in all experiments
are plotted with respect to actual (physical) time offsets as black unfilled marks. PSEs are also
plotted as gray filled marks with respect to subjective time offsets (physical offset minus PSS of
group-average psychometric curves for temporal simultaneity). Shapes of the marks represent the
Conditioning sessions. The gray solid line is a linear regression of the gray marks

7.5.9 Relationship Between PSE and Estimation of Error
in Force Exertion Timing

In addition to the subjective perception of time offset, the estimation of force exer-
tion timing in sensorimotor system also seems to be modified after “lead” and “lag”
conditioning. Here we analyze the relationship between perceived weight and esti-
mation error in force exertion timing. Although we cannot directly measure the
estimation of force exertion timing, we can infer it from the motion initiation timing
relative to visual contact. Let us assume that ball-catching motions are initiated some
fixed second in advance of the estimated timing of force exertion. This assumption is
supported by other experiments in which the timings of muscle activity and catching
motion were found to be consistently initiated a few hundred millisecond before
the ball contacts the hand [10–14]. We also assume that the margin between the
motion initiation timing and the estimated timing varied among participants, but did
not change within a single participant in the three experiments. According to these
assumptions, we inferred changes in the estimation of force timing by analyzing
changes in the motion initiation timing relative to visual contact. Figure7.18 plots
the PSEs of group-average psychometric curves shown in Fig. 7.15 against the esti-
mation error in load force exertion timing. Note that we assumed that there was no
estimation error in 0 ms offset trials after “sync” conditioning (Experiment 1). The
estimation error was then calculated by subtracting group-average motion initiation
timing in each experiment from the sum of time offset and group-average motion
initiation timing in Experiment 1. For example, the estimation error in +60 ms off-
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Fig. 7.18 PSEs of group-average psychometric curves for weight judgments in all experiments are
plotted with respect to the estimation error in load force exertion timing. The estimation error for
α ms offset trials in Experiment β was calculated by subtracting group-average motion initiation
timing in Experiment β from the sum of α ms offset and group-average motion initiation timing in
Experiment1

set trials in Experiment 3 was 20.1 (= 60+ (−75.3) − (−35.9)), where the values
of −75.3 and −35.9 ms correspond to group-average motion initiation timings in
Experiment 1 and 3, respectively (values of group-averagemotion initiation timing in
each experiment is described in Sect. 7.2). We can see that the PSE values increased
almost linearly with the estimation error. The correlation coefficient of PSE and the
estimation error was 0.99.

7.6 Representation of Motion in the Brain

Stiffness is closely related to weight perception (described in Sect. 7.5.9). But where
is stiffness information represented in the brain?Muscle activations are represented in
the primarymotor cortex. But stiffness of the hand is related to either joint coordinates
or environmental coordinates. Understanding the coordinate systems employed by
the brain is crucial to uncovering the mechanisms of weight perception.

The brain allows skillful manipulation of the body to interact with the exter-
nal environment. This sophisticated and flexible operation involves transformations
between coordinate systems of the internal body and external environment, possi-
bly computed in distributed brain regions. The internal coordinate system is body-
and/or joint-centered, and may thus be represented intrinsically, whereas the external
coordinate system refers to points outside the body.

The representation of intrinsic (i.e., joint) and extrinsic (i.e., movement) coordi-
nate frames were analyzed using functional magnetic resonance imaging (fMRI).
During fMRI acquisition, healthy human participants performed isometric flexion
and extension tasks (Fig. 7.19) in different forearm postures. In a pronated posture
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Fig. 7.19 a Schematic of participant postures and relation between movement directions and tasks
according to visual instructions in three different wrist postures. b Block design for the fMRI
experiment

(Pro), an upward force exertion was equivalent to an extension task and cued with an
up arrow (Up/Ext), whereas a downward force exertion was equivalent to a flexion
task and cued with a down arrow (Down/Flex) (Fig. 7.19a, left panel). In a supinated
posture (Sup), an upward force exertion was equivalent to a flexion task and cued
with an up arrow (Up/Flex), whereas a downward force exertion was equivalent to
an extension task and cued with a down arrow (Down/Ext (Fig. 7.19a, center panel).

In a midway posture between Pro and Sup (Mid), a leftward force exertion
was equivalent to a flexion task and cued with a left arrow (Left/Flex), whereas a
rightward force exertion was equivalent to an extension task and cued with a right
arrow (Right/Ext) (Fig. 7.19a, right panel).

Figure7.19b shows the block design for the fMRI experiment. Execution tasks
(Flex and Ext) were instructed with up and down arrows (in Pro and Sup) or left and
right arrows (in Mid) inside a gray box, and a no-force task (Still) was instructed
with a vertical bar (in Pro and Sup) or a horizontal bar (in Mid).

Figure7.20a shows an accuracies for Flex versus Ext classification and Up versus
Down classification using Pro and Sup data. Gray bars represent mean accuracies
of 10 participants (Participant 1–10) calculated using 6-fold cross validation and
black bars represent grand mean accuracies averaged across participants. Error bars
denote standard deviation. There was no significant difference between the grand
mean accuracies of the two classifications. The obtained classifiers were consid-
ered direction-specific (left group; Up vs. Down classification) and join-specific
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Fig. 7.20 a Accuracy for Flex versus Ext classification and up versus down classification using
Pro and Sup data. b Classification accuracy using Mid data

(right group; Flex vs. Ext classification) classifiers. Figure7.20b shows the clas-
sification accuracies using Mid data. Gray bars are accuracies of 10 participants
(Participant 1–10) and black bars are grand mean accuracies averaged across partic-
ipants. The trained classifier did not specifically discriminate joint action (Flex vs.
Ext) or movement direction (Left vs. Right), but discriminatedmixed joint action and
movement direction features (Left/Flex vs. Right/Ext) since only Mid data was used
for classifier training. Results using direction-specific (Up vs. Down) classifiers for
each participant (gray bars) and grand mean accuracy averaged across participants
(a black bar). The direction-specific classifier for each participant was the mean of 6
classifiers obtained from 6-fold cross validation using Pro and Sup data (Fig. 7.20a,
left group). Results using joint-specific (Flex vs. Ext) classifiers for each participant
(gray bars) and grand mean accuracy averaged across participants (a black bar). The
joint-specific classifier for each participant was the mean of 6 classifiers obtained
from 6-fold cross validation using Pro and Sup data (Fig. 7.20a, right group).

Mean contribution ratios of intrinsic and extrinsic coordination in four ROIs,
primarymotor cortex hand knob (M1), ventral premotor area (PMv), dorsal premotor
area (PMd), and supplementary motor area (SMA), were calculated and averaged
across participants.

The motor-related cortical regions identified in the current study match those of
prior studies in this field. More specifically, our results revealed that intrinsic coor-
dination was mainly associated with M1, while extrinsic coordination was mainly
associated with PMv, PMd, and SMA. This is reasonable, considering the layered
organization of the cerebral cortex and signal pathways to M1, PM and SMA. Since
M1 transmits output signals to the muscles through a number of layers, the selection
of flexion and extension tasks, which is associated with only internal body control,
may be represented in M1. At the same time, the other layers of M1 receive input



7 Perceptual Illusion and Development of a Sense-Centered . . . 191

Fig. 7.21 Anatomical mapping of statistical group analysis results

from PM, SMA, and cingulate motor area, which may be the reason why direction
of movement is encoded not only in PM regions but also in M1 [15, 16]. This in turn
would explain why, in our analysis, 39% ofM1 voxels showed contribution to extrin-
sic coordination in Fig. 7.21. Prior studies have shown that PMv represents direction
of action [15–17], but others suggest that premotor areas operate at a hierarchical
level comparable to M1 since they appear to have direct connections with spinal
motoneurons, particularly those innervating hand muscles [1, 18]. In this respect,
our results replicated these findings, and we can explain why statistically significant
clusterswere not found in the PMv-ROIwhile a relatively high amount of PMvvoxels
(i.e., 42%) contributed to intrinsic coordination (Fig. 7.21). PMv is considered to be
involved in visuomotor transformations [19, 20], and we believe our results support
this view. Tasks in our experiment were cued with graphical arrows. Thus, visuo-
motor transformations from direction information in the external world to action
information in the internal body would be necessary. In addition, a path of visuo-
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motor transformations required for grasping connects the dorsal extrastriate cortex
and PMv via the anterior intraparietal area [21]. Although our experimental tasks
were not finger movements, similar information may be processed for wrist flexion
and extension. PMv then outputs visuomotor transformed information to M1, which
may also explain the 42% contribution by PMv to intrinsic coordination. Rizzolatti
and colleagues also showed that a path of visuomotor transformations required for
reaching connects the parieto-occipital extrastriate area and PMd separately from
the path required for grasping [21]. Since, in the current study, PMd showed a 70%
contribution to extrinsic coordination, reaching and wrist flexion and extension may
also share similar information.Other studies have also revealed that PMd is associated
with motor planning and initiation [22, 23] and action prediction [24]. Considering
the experimental design of the current study, participants performed tasks according
to periodic visual stimuli and had tomemorize the relationship between each task and
respective cue. Therefore, participants might have naturally predicted and prepared
for the next task, which would attribute to PMd activation. Therefore, these brain
activities might be necessary for both joint action and movement direction.

7.7 Applications of a Sense-Centered Human Interface

7.7.1 TCieX

Wedeveloped a sense-centered human interface named theTouch-Centric Interaction
Embodiment Exploratorium (TCieX) [25]. This system uses visual interaction to
communicate weight, stiffness, or viscosity by exploiting pseudo-haptics in human-
computer interaction. TCieX is a collection of simple interaction test suites that
allow experience of different combinations of multimodal interactions. This system
measures the hand motion and pressure on a display and biological signals (e.g.
EMG signals) simultaneously to control cursor position, velocity, and acceleration
(Fig. 7.22).

An illusory sense of haptics also occurs with the combination of these signals.

Fig. 7.22 TCieX by iPad®
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Fig. 7.23 Schematic of external force estimation by biological signals

7.7.2 Surgery Robot

The daVinci Surgical System® (Intuitive Surgical, Sunnyvale, CA) is one of themost
well-known robot surgery systems. A 3D high definition vision system provides a
clear and magnified view for the surgeon. The surgeon manipulates a master robot
to intuitively control a slave robot. The master-slave robot system translates hand
motion into smaller, more precisemotionwithout haptic information. It is technically
feasible to add haptic sensation to the slave robot arm, but difficult to add force-torque
sensors because the tip of the slave robot is disposable to maintain sterility. Force
feedback is useful to prevent user fatigue. For this reason, force feedback without
force sensors has been developed [26, 27].

Figure7.23 shows a schematic for estimation of external force. The operator can
see the motion of the slave arm, and the stiffness of the slave is constant (Kslave).

Fhand = δxslave × Kslave (7.7)

This allows the operator to estimate the force of the slave robot. Our sense-centered
human interface provides an alternative means of acquiring force sensation [28].

7.7.3 Power-Assist Robot

The conventional power-assist robot is controlled by torque, which is estimated
from EMG signals. The power is proportional to the contraction level. However, this
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Fig. 7.24 Power-assist robot
using equilibrium-based
control

Fig. 7.25 Equilibrium-based
control is more stable than
the conventional
torque-based control

kind system is liable to become unstable particularly during posture control. Our
new control method based on equilibrium position (described in Sect. 7.4.3) offers
greater stability than conventional methods.

When holding an object, hand position is kept at the same position. The co-
contraction level can also change while keeping the same posture. This means that
the command scheme has redundancy, and another parameter exists for control.
Our arm can be modeled as a mass-spring-damper system using muscle spring-
like properties. Hand force can be defined as Force = Kspringconstant × (x0 − x) −
Bviscosi t y ẋ , where x0 is the estimated position from EMG activity and represent
equilibrium position. Values x and ẋ are current position and velocity measured by
the position sensor of themotor. Figure7.24 shows a power-assist robot with position
and impedance controlled by EMG of the forearm.

The conventionalmethodof control uses joint torque estimated fromEMG.During
posture control, stabilization of posture is achieved by exerting joint torque. Power-
assist systems enhance this exertion, and this causes positional errors, which can
be observed as oscillatory motion. In our system, joint torque is exerted toward the
equilibrium position [14] (Fig. 7.25).

7.8 Conclusion

Sense-centered human interfaces have the potential to influence perception by
exploiting the intricacies of the brain’s sensory systems. Yet further development
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Fig. 7.26 Matrix map of virtual reality from the standpoint of force feedback

of body and brain models, sensor devices, and signal processing techniques, as well
as more quantitative evaluations of the perception is needed.

The techniques described here offer a framework for new human-interfaces as
well as new humanoid robots capable of detecting sensation as humans do, allowing
them to work in environments meant for humans.

Figrue7.26 shows a matrix map of virtual reality techniques from the standpoint
of force feedback. The horizontal axis indicates visual information, real or virtual.
The vertical axis indicates force feedback. Virtual reality (VR) replicates the real
world by providing sensory and visual feedback using computer-simulated devices.

Tele-operation is a prime example of aVR system.Visual information from a cam-
era is real, but we cannot touch what is displayed. So haptic devices reproduce force
feedback, which is measured by a force-torque sensor. VR allows for the replication
of a broad range of real-world sensations in a virtual world.

Pseudo-haptics is a technique for simulating haptic sensation using visual feed-
back without a haptic device. Our sense-centered human interface also provides
haptic sensation without haptic device, but the difference between them is the type
of input information. Pseudo-haptics uses input information which corresponds to
the output signal. C/D ratio is a ratio of output to input. Our system also uses sen-
sor signals, but the equilibrium position or stiffness does not directly correspond
to the output information. Also these types of information are typically controlled
unconsciously.

When we push a button, the force used depends on the person. The number of
possible input key combinations of a 4-digit passcode is 104. If two different levels
of force are added to the system, the number of possible combinations increases
to 204 [29]. Applied force for pushing buttons is usually controlled unconsciously,
is consistent over time, and differs between people, making it potentially useful



196 Y. Koike

in security applications. Force sensors are effective in measuring force for human
interface applications. But EMG signals reflect not only force information, but also
stiffness and equilibrium position. Sense-centered human interfaces based on EMG
can be used to estimate subjective perception and enhance sensation.
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Chapter 8
Sensing and Controlling Human
Gaze in Daily Living Space
for Human-Harmonized Information
Environments

Yoichi Sato, Yusuke Sugano, Akihiro Sugimoto, Yoshinori Kuno
and Hideki Koike

Abstract This chapter introduces new techniques we developed for sensing and
guiding human gaze non-invasively in daily living space. Such technologies are the
key to realize human-harmonized information systems which can provide us various
kinds of supports effectively without distracting our activities. Toward the goal of
realizing non-invasive gaze sensing, we developed gaze estimation techniques, which
requires very limited or no calibration effort by exploiting various cues such as
spontaneous attraction of our visual attention to visual stimuli. For shifting our gaze
to desired locations in a non-disturbing and natural way, we exploited two approaches
for gaze control: subtle modulation of visual stimuli based on visual saliencymodels,
and non-verbal gestures in human-robot interactions.
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Visual saliency · Gaze guidance
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8.1 Introduction

When we interact with other people to support or collaborate with them in various
situations in our daily lives, we always pay close attention to what other people are
attended to. With such awareness of other people’s attention, we are able to decide
when to interrupt and, if necessary, provide support to other peoplewithout distracting
them.The awareness of attention is also expected to play a key role in realizing natural
human-machine interactions. Therefore, a human-harmonized information system
should be capable of sensing our attention in a non-invasive manner, so that the
system can provide us various supports without distracting our activities. Moreover,
we argue that, not only sensing human attention, human-harmonized information
systems should be able to guide our attention naturally at appropriate timing to a
desired location.

This motivated us to develop novel techniques for sensing and guiding human
attention in a non-invasivemanner. This chapter describes the outcome of our CREST
project toward the goal, more specifically, remote gaze sensing methods that require
less or no calibration effort (Sect. 8.2), gaze guidance based on visual saliency and
its application (Sect. 8.3), and gaze guidance by a humanoid robot with non-verbal
behaviors (Sect. 8.4).

8.2 Human Gaze Sensing in Daily-Life Environments

The goal of gaze estimation is to determine where a person is looking at. While we
need to rely on head orientation as a rough indicator of human gaze in far-distance
settings such as surveillance camera systems [5], observing eyes is the most direct
way to infer the target person’s gaze. Because of its wide variety of application fields
ranging from scientific studies to practical applications, various eye gaze estimation
techniques have been studied for many years [16]. However, existing techniques
still have some critical limitations affecting the easiness of use, which is one of
the most important properties required for a gaze estimation technique in daily-life
environments.

In this section, we introduce our research attempts on appearance-based gaze
estimation. In Sect. 8.2.1, we discuss the core technique of appearance-based method
that require only a remote camera to estimate eye gaze directions. In Sect. 8.2.2, we
further introduce approaches to make appearance-based methods calibration-free,
working without any personal calibration actions.

8.2.1 Appearance-Based Gaze Estimation

In general, remote gaze estimation techniques have a great advantage that they do
not require users to wear special devices. Existing remote gaze techniques can be
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mainly categorized into eithermodel-based or appearance-based approaches.Model-
based approaches estimate pose of a geometric eyeball model using high-resolution
eye cameras and additional light sources. While they can achieve relatively higher
accuracy and are taken in commercial eye trackers, it often requires specialized
hardware such as high-resolution close-up cameras and additional light sources. In
contrast, appearance-based approaches only require eye images and thus have an
advantage when only low-resolution images are available as input.

The biggest limitation of appearance-based gaze estimation is that it requires
relatively larger amount of calibration data to establish the estimation function. In
this section, we introduce the adaptive linear regression (ALR) method to reduce
the required number of training samples [30]. This can be realized by introducing
more effective regression algorithms via �1-minimization that can work with sparse
training samples.

8.2.1.1 Adaptive Linear Regression

Eye Feature Extraction

Existing appearance-based methods generate the eye image feature from a captured
image by raster scanning all its pixels, thus the typical feature dimensionality reaches
several thousand [46] or even higher (e.g. edge map is added in [51]). On one hand, a
high-dimensional feature keeps all the information in the image. On the other hand,
since gaze directions have only two degrees of freedom, such high-dimensional
features are highly redundant. Moreover, actually captured eye regions can be of
variant resolutions, and therefore, pixel-wise feature extraction faces the problem of
inconsistent output dimensions.

We use a low-dimensional feature extraction method consisting of two steps:
eye region alignment and feature generation. In the first step, the eye regions are
accurately aligned for different eye images. The inner and outer eye corners from an
anchor eye image are first detected by an edge filter. Then the eye corner regions are
stored as image templates to match the eye corners of other eye images, and finally
align the eye region.

In the feature generation step, once the aligned eye image region is obtained, it is
further divided into 15 even subregions, as shown in Fig. 8.1. Then the feature vector

Fig. 8.1 Eye appearance feature extraction. Left Illustration of eye corner detection and 3 × 5
subregion division. Right Generated 15-D feature vector (Reproduced with permission of © 2014
IEEE [30].)
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is generated by summarizing pixel values in each subregions and combining them to
form a unique feature vector.

Eye Appearance Manifold

All the eye appearance features, which are extracted from the accurately aligned
image regions, constitute a manifold in the high dimensional space. Since the eyeball
movement has only two degrees of freedom, the manifold has an intrinsic dimen-
sionality of close to two. To test this statement, we project all the features onto a
3-D space by PCA for visualization, as shown in Fig. 8.2. Several observations can
be made here. First, the eye feature manifold can be approximated as a 2-D surface
with most of its information accumulating inside the first two major dimensions.
Second, the proposed 15-D feature well keeps more information in the first three
major dimensions (Fig. 8.2c) than the pixel-wise extracted feature (Fig. 8.2b). There-
fore, although the manifold in Fig. 8.2b seems smoother, the information can be
hidden in other dimensions. Finally but most importantly, the projected features on
the manifolds in Fig. 8.2b, c show a similar pattern to the gaze positions in Fig. 8.2a.

Local Regression via Interpolation

Following these observations, without any prior knowledge, unknown gaze posi-
tions can be found by using linear interpolation by assuming locality, i.e. limiting the
interpolation within a sufficient small region centered by the unknown sample in the
manifold. The existing methods [46] guarantee this locality assumption by obtain-
ing dense training samples, from which they select some training samples with the
smallest Euclidean distances from the unknown for interpolation. However, if the
training samples are only sparsely collected, as shown in Fig. 8.2, the local linear-
ity assumption cannot be satisfied. Therefore, problem with sparse training samples
motivates our methods. Our idea is to adaptively find an optimal set of training sam-
ples that best reconstruct the test image linearly, and we show that by using the same

Fig. 8.2 2-D gaze space and eye appearance feature manifold. Left Illustration of 33 gaze positions
on 2-D screen. Middle Projection of corresponding eye appearance manifold on 3-D space. The
magnitudes of the eigenvalues are shown as percentages. Right Illustration of manifold projection
for our proposed 15-D low dimensional feature. Notice the similarity between the gaze positions
on the screen and the feature coordinates on the manifold (Reproduced with permission of © 2014
IEEE [30].)
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linear combination, gaze estimation can be done accurately without requiring dense
training data.

The idea is to take into consideration all the training samples at first, and then
adaptively choose some of them in interpolation. The way to do the choosing is to
use the �1-minimization. In particular, our interpolation can be written in a standard
matrix multiplication form, where the weights tell how much each training sample
contributes. If one weight is zero, it means the corresponding training sample is not
selected, and vice versa. In addition, we put a constraint in our formulation so that
the summation of all weights is always one, and we also have an ε to control the
the interpolation error. These weights are optimized by using any of the efficient �1

solvers and then used to compute the unknown gaze position via interpolation.
�1-minimization has been used in previous vision-related researches, among

which the works by Wright et al. [52], Wagner et al. [49] and Tan et al. [47] share
similarities to ours. However, our work essentially differs in some aspects. First, they
apply face recognition, which is a classification problem, while we handle a typi-
cal regression problem. In this sense, our focus is not discriminability but accurate
estimation, and we newly show the effectiveness of �1-optimization-based method
in handling a regression problem. Second, Wright et al. [52] also introduce an error
term ε without mentioning how to determine its value. However, we find that the ε

value is crucial to our solution and should be carefully chosen, while it is not the
case for classification problems. As a result, we dynamically optimize ε by checking
whether the �1 norm of our weights is equal to one. Another difference is that [52]
assumes sparsity in reconstruction errors while we assume fewer supporting training
samples for optimal representation for a query image.

Evaluation

We evaluate the estimation accuracy of the basic ALRmethod in this section. Details
of the experimental setups and approaches include:

• Training samples. The training samples were sparsely collected in four sets with
totals of 9, 18, 23, and 33.

• Test samples. For each training set, nearly 100 test samples were collected whose
gaze positions were randomly chosen on the screen.

• Dataset size. The four sets of training/test samples were collected for each of the
seven subjects.

• Fixed head pose. A chin rest was used to help stabilize the users’ heads.
• Eye image alignment. With fixed head poses, the eye regions were directly
cropped from the same region for all images.

• Feature. In our case, 15-D features were extracted with 3 × 5 subregions as
described above. While for other methods in comparison, different features were
generated and used as they proposed.

We compare the proposed ALRmethod with some latest appearance-based meth-
ods in terms of gaze position estimation accuracy. These methods were proposed by
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Fig. 8.3 Comparison of average gaze estimation results. For each number of training samples,
results of ALR, local region [46], PCA+GPR [34], HOG+SVR [31], and CSLBP+GPR [28] are
shown from left to right (Reproduced with permission of © 2014 IEEE [30].)

using different feature descriptors as and regression techniques [28, 31, 34, 46]. We
use the same dataset to test their performances. As a result, their average estimation
errors and their standard deviations are given in Fig. 8.3. The proposedmethod shows
the highest estimation accuracy in different experimental conditions. In general, it
achieved estimation accuracies of better than 1◦. As for other methods, although they
use more complex descriptors and different regression techniques, their accuracies
are clearly not as good as ours in the conditions of sparse training samples.

8.2.1.2 Allowing Free Head Motion

Another major limitation of the appearance-based methods lies in that most of them
assume a fixed head pose. This limitation is hard to remove because the head motion
has 6 degrees of freedom which must be handled by more training data. There-
fore directly solving the problem requires a prohibitively large number of training
samples.

To effectively solve this problem while significantly reduce the training cost,
we also proposed an approach extending the ALR method [29]. In this method,
we initially estimate the gaze direction under the fixed head pose as introduced
above, and then apply a series of rotations to the head coordinate system so that
the gaze direction error caused by geometric head rotation can be compensated.
We further investigate the relationship between the changes of head directions and
the biases of gaze estimations caused by eye appearance distortions, and propose
an additional calibration process using a 5s video clip. This achieves the average
estimation accuracy of 2.4◦ under free head motion without using complex devices
such as infrared/stereo cameras/lights and pan-tilt units.

8.2.2 Calibration-Free Gaze Estimation

Oneof the biggest limitationof existinggaze estimation techniques is that they require
person-specific calibration. As discussed in the previous section, the calibration is in
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general done by showing somegaze targets to the target user and acquiring eye images
with ground-truth gaze directions. Since the calibration process requires an active
participation of the user and makes natural gaze estimation impossible, it can bring a
strong constraint on the application scenarios. Calibration drift is another issue that
is shared among existing techniques, and their performances significantly decrease
when the condition becomes different from the initial calibration setting. In this
subsection, we introduce two different calibration-free gaze estimation approaches
to address this problem.

8.2.2.1 Saliency-Based Auto Calibration

The key idea of the first approach [44] is to acquire ground-truth calibration infor-
mation from the target user’s natural behavior. This idea can be realized by using
computational models of visual saliency.

It is known that humans can rapidly look at regions with high visual saliency, i.e.,
a region containing unique and distinctive visual features compared to the surround-
ing regions. Computational visual saliency models have been studied to mimic and
understand this mechanism of visual attention, and can be used to estimate visual
saliency maps in a bottom-up manner from images and videos (see [2] for a recent
survey). The visual saliency maps computed from a video that the user is seeing tell
us which region can attract more attention, and hence can be used as a probabilistic
calibration data to learn the mapping from the eye images to the gaze points.

Ourmethod takes a set of eye images recorded in synchronizationwith a video clip
as the input, and automatically determines the relationship between the eye images
and gaze directions. While existing methods require additional calibration data to
estimate gaze positions of these eye images, in our method the input data can also
serve as the calibration data.

The proposed method is illustrated in Fig. 8.4. Once the saliency maps are
extracted from the input video frames, we aggregate the saliency maps based on
the similarity of the eye images to produce more accurate gaze probability maps.

Fig. 8.4 Illustration of the saliency-based calibration approach. The method consists of mainly
four steps: saliency extraction, saliency aggregation, estimator construction and saliency model
optimization (Reproduced with permission of © 2013 IEEE [44])
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The method then learns the relationship between the gaze probability maps and the
eye images. In addition, a feedback scheme optimizes the feature weights used to
compute the visual saliencymaps. The feedback loop enables us to further strengthen
the relationship between the gaze probability maps and the eye images.

Saliency Extraction

Our method adopts five low-level features and one high-level feature to compute
the saliency maps. For low-level features, we use commonly-used feature channels,
i.e., color, intensity, and orientations as the static features, and flicker and motion
as dynamic features. Five saliency maps are computed from these features using the
Graph-based Visual Saliency (GBVS) algorithm [17]. In addition to these low-level
features, it is well known that humans tend to fixate on salient objects such as human
faces. In order to capture this high-level saliency, we also compute a face channel-
based saliency model [4] using a face detector. As a result, synchronized pairs of six
saliency maps and eye images are produced. As can be seen in the examples shown
in Fig. 8.4, saliency maps represent saliency values in the image space, and highly
salient regions in the saliency map are likely to coincide with the actual gaze point.

Saliency Aggregation

Although the saliency maps can be correlated with gaze point distributions, their
accuracy is insufficient for determining the exact gaze point locations on each map.
We hence compute the probability distribution of the gaze point by aggregating the
computed saliency maps. When we assume a fixed head position, there is a one-to-
one correspondence between the ground-truth gaze points and the eye appearance.
Therefore, by aggregating the saliency maps based on the similarity of the associated
eye images, we can assume that the region around the actual gaze point has a sharp
peak of saliency.

The eye images are first clustered according to their similarity scores, and then
weighted means of the corresponding saliency maps are computed based on the
similarity scores. The aggregated map can be used as the gaze probability map which
represents the probability distribution of the gaze point more accurately.

Gaze Estimation

We then establish a mapping from the eye image to gaze points using the set of
average eye images and corresponding gaze probabilitymaps obtained in the previous
step. Unlike standard calibration data, the gaze probability map only provides the
probability distribution of the gaze point. Hence we approximate marginalization
of the gaze probability with a Monte Carlo approximation, and apply a Gaussian
process regression [37] to find the mapping function.
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Fig. 8.5 Illustration of
feature weight optimization.
Feature weights are
optimized by maximizing the
similarity between estimated
gaze positions and weighted
sum maps (Reproduced with
permission of © 2013 IEEE
[44])

Feature Weight Optimization

In the first path, all six saliency features are independently aggregated, and the maps
are linearly combined to produce the summed gaze probability map. In our method,
the feature weights are further refined through an optimization loop as illustrated in
Fig. 8.5. Once the gaze estimator is built, it can be used to estimate the gaze points
from the average eye images. Using this data, our method optimizes the feature
weights by minimizing the sum of the squared residuals between weighted sum
maps and estimated gaze position maps. This maximizes the consistency between
the gaze estimator and the saliency model.

Evaluation

In order to evaluate the performance of the proposed method, we used a set of 80
online video clips which include various types of video clips such as music videos
and short films. We randomly extracted 30s video sequences from each video source
without an audio signal, and created four 10min datasetsA,B,C,D. Seven novice test
persons are asked to watch all of them, and the estimation errors are evaluated using
ground-truth positions obtained using a commercial gaze tracker. As a baseline, we
also compare our method with a standard appearance-based gaze estimation method
that uses an explicit calibration.

The estimation results are summarized in Table8.1. Each row corresponds to the
result using each dataset, where all 20 video clips are used for both the training and
testing. The columns list the distance and angular errors of the proposed method
and the calibrated appearance-based estimator. The overall average error was 39 mm
(≈3.5◦), which is comparative to the calibrated estimator and sufficient for obtaining
the regions of attention in images.



208 Y. Sato et al.

Table 8.1 Average error for each dataset

Proposed method Calibrated method

Dataset Error (mm) Error (deg.) Error (mm) Error (deg.)

A 41 ± 26 3.7 ± 2.3 33 ± 15 3.0 ± 1.4

B 36 ± 23 3.3 ± 2.1 24 ± 13 2.2 ± 1.2

C 41 ± 25 3.7 ± 2.3 27 ± 15 2.5 ± 1.4

D 36 ± 25 3.3 ± 2.3 34 ± 16 3.1 ± 1.5

Average 39 ± 25 3.5 ± 2.3 30 ± 15 2.7 ± 1.4

The columns are the distance and angular estimation errors (average ± standard deviation) when
using our method and the baseline method with an explicit calibration (Reproduced with permission
of © 2013 IEEE [44])

8.2.2.2 Learning-Based Person-Independent Estimation

Another possible strategy for calibration-free gaze estimation is preliminary training
a generic gaze estimator that can handle arbitrary users. If we have a large dataset
that contains diverse people, head poses, and gaze directions, it is possible to train
a person- and head pose-independent gaze estimation function. In this section, we
introduce our method based on a multi-view gaze dataset [45].

In order to increase the head pose variation in the dataset, images are recorded by
a multi-camera system and the view synthesis is performed via 3D reconstruction of
eye regions. The gaze estimator is trained by an extension of random forests, and the
best performance is achieved in person- and pose-independent, calibration-free gaze
estimation from low-resolution images.

Dataset

For the purpose of learning a person- and pose-independent gaze estimation function,
the training dataset must contain a dense samples in terms of persons, head poses,
and gaze directions. In addition, accurate 3D positions of eyes and gaze targets in the
camera coordinate system have to be provided as an annotation, and the coordinate
system must be consistent across persons.

A total of 50 people participated in the data collection. As shown in Fig. 8.6 (left),
eight cameras are attached to the frame of a monitor, and intrinsic and extrinsic
camera parameters are calibrated beforehand. In order to obtain ground-truth gaze
target positions displayed on the monitor, the 3D position of the monitor plane in the
camera coordinate system is also calibrated. A chin rest was used to stabilize the head
position located at 60cm apart from the monitor, and participants were instructed to
look at a visual target displayed on the monitor. The visual target were displayed at
160 regular grid positions in a random order. As a result, 160 (gaze directions) × 8
(cameras) × 50 (persons) images were recorded.
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Fig. 8.6 Data collection. Left System configuration for data collection. Right Examples of recon-
structed 3D eye region models (Reproduced with permission of © 2014 IEEE [45])

Data Annotation and 3D Reconstruction

The captured images are further annotated with facial landmarks. The locations of
six facial landmarks are manually annotated on the first eight images for each person,
and they are refined via a simple multi-view template matching on the rest of the
images. These 3D landmark positions are further used to define head poses of the
data.

We use a patch-based multi-view stereo algorithm [11] to reconstruct the 3D
shapes from 8 multi-view images. The reconstructed 3D point cloud is further pre-
processed by outlier removal and smoothing, and we then apply a Poisson recon-
struction to obtain the 3D mesh of the eye region. The texture of the 3D mesh is
computed using the mean of all source images. Figure8.6 (right) shows examples of
the reconstructed models.

Training Data Synthesis

Using the dataset, we take a learning-by-synthesis approach to person- and pose-
independent gaze estimation. The purpose of the data synthesis is to increase the
variation coverage of the head pose. The required training space can be reduced
to 2D polar coordinates, i.e., positions of the virtual camera on a viewing sphere
around the eye position. During test phase, the input head pose and eye image can be
converted into an equivalent 2D polar coordinate representation and a corresponding
eye image.

As shown in Fig. 8.7 (left), eye images are synthesized in the range of viewing
angles around the eye position where the eye is observable. The range is divided into
6◦ intervals, and eye images are synthesized at a total of 144 head poses (=virtual
camera positions). Figure8.7 (right) shows examples of the synthesized eye images.
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Fig. 8.7 Training data synthesis. Left Placement of the virtual cameras. Right Examples of syn-
thesized eye images (Reproduced with permission of © 2014 IEEE [45])

Gaze Estimator Training

The training data described above consists of gaze direction vectors, head pose vec-
tors and eye images. The gaze direction is defined as a 2D polar angle vector in the
camera coordinate system, and the head pose vector is the rotation vector from the
head coordinate system to the world coordinate system. Our goal is to learn a regres-
sion function that predicts a 3D gaze direction from the input feature (eye image and
head pose).

We use a method based on random forests [3] to learn the regression function. In
our problem setting, the input feature consists of multiple modalities, the appearance
and the pose of an eye, which are both closely correlated with the output variable,
3D gaze direction. Therefore, we take an approach of learning random forests with
some redundancy of head poses.

Figure8.8 illustrates the structure of our redundant random forests. We cluster
training samples into head pose clusters, where each cluster contains samples with

Fig. 8.8 Structure of the gaze estimation function. A set of regression trees with different but
overlapping head pose ranges is trained (Reproduced with permission of © 2014 IEEE [45])
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the same head pose. Instead of directly learning regression functions for each cluster,
we create redundant subsets of the training data to jointly learn regression functions.
Namely, to learn a regression function corresponding to the i th head pose, we ran-
domly select training samples from each of the k-nearest sample clusters in the
head pose space. A random regression forest is then built using the selected random
samples. The test input is queried to its k-nearest regression forests in terms of the
distance from the input head pose. Then, the output gaze direction is computed as a
mean across all trees of the queried regression forests.

Evaluation

We compared our method with two baseline methods. The first method is the ALR
method discussed in Sect. 8.2.1. k-nearest neighbor regression is selected as the
second method because of its real-time estimation capability, which is crucial for
various gaze applications.

From the dataset, we used 144 synthesized poses for training, and 8 recorded
poses for testing. The input image size was set to 15 × 9 for both training and
testing. Figure8.9 (left) shows the mean estimation errors of all 50 participants for
within-subject and cross-subject training. Within-subject errors are evaluated using
the target person’s own synthesized training data, and this indicates the upper limit
of the performance of the proposed learning-by-synthesis approach. Cross-subject
errors are evaluated using three-fold cross validation using synthesized training data
of 33 different persons. Please note that the cross-subject setting is calibration-free,
i.e., not using any training samples from the target person. The proposed method
achieved the lowest error with both within-subject and cross-subject training, and
the mean error of our method with cross-subject training was 6.5 ± 1.5◦.

Figure8.9 (right) showsmean accuracywith respect to the number of training sub-
jects. In the figure, although the accuracy improvement becomes smaller at around
33 subjects, the case of three-fold cross validation discussed above, it does not

Fig. 8.9 Structure of the gaze estimation function. A set of regression trees with different but
overlapping head pose ranges is trained (Reproduced with permission of © 2014 IEEE [45])
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apparently converge even with 46 subjects. This result suggests the potential of
achieving even greater accuracy by using a larger amount of training data.

8.2.3 Discussion

In Sect. 8.2.1.1, we first introduced a method to solve the core task of appearance-
based gaze estimation. The key is the ALRmethod that optimally selects a sparse set
of training samples for gaze estimation. With the proposed method, a gaze tracking
system can be implemented that allows for quick calibration.

In Sect. 8.2.2.1, we discussed a method that automatically calibrates a gaze esti-
mation function by using saliency maps. Our method automatically establishes the
mapping from the eye image to the gaze point using video clips. Taking a synchro-
nized set of eye images and video frames, our method trains the gaze estimator by
regarding the saliency maps as the probabilistic distributions of the gaze points. In
our experimental setting with fixed head positions, our method achieves an accuracy
with about a 3.5◦ error.

In Sect. 8.2.2.2, we further discussed a purely learning-based, person- and head
pose-independent gaze estimation method. In this method, the gaze estimator is
learned using a large amount of synthesized training data. Owing to the synthesized
dataset, the learned estimator can estimate gaze directions for arbitrary head poses
that are not contained in the original data. The multi-view gaze dataset was made
publicly available for future researches.

8.3 Visual Saliency for Subtle Gaze Guidance

8.3.1 Computational Models of Visual Saliency

A large amount of effort for developing computational models of human visual
attention has ever been devoted to only visual processing. Human visual attention,
however, can be easily modulated by other modalities. As an intuitive example,
when we hear something interest or strange we tend to look at the direction of
sounds even if that direction is not so visually salient. As such, sounds are often
strongly related to events that draw human visual attention.We will be able to further
augment computational models of human visual attention if we incorporate auditory
information into them.

Based on the motivation above, our work [32] proposes a novel model of human
visual attention driven by auditory cues. In our model, auditory information plays
a supportive role in simulating visual attention, in contrast to standard multi-modal
fusion approaches [10, 33, 39, 40].More concretely, we take an approach that detects
visual features in synchronization with surprising auditory events. Our model first
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detects transient events using the Bayesian surprisemodel in visual [20] and auditory
[41] domains separately, and then looks for visual features in synchronization with
detected auditory events. Surprise maps are then modulated by the selected features.

8.3.1.1 Framework of Our Proposed Model

Figure8.10 depicts the framework of the proposed model. As shown in this figure,
our proposed model consists of four main steps: our model detects transient auditory
events, and then selects visual features in synchronization with detected auditory
events to modulate the final saliency maps. Note that the proposed model is built on
a two-pass algorithm, where the first 3 steps are devoted to selecting visual features
that describe major audio-visual events in the input video to produce the final map
in the last step.

Bayesian Surprise

The first step extracts surprising events in visual and auditory domains individually
where image and audio signals are separately applied to the Bayesian surprise model.

Fig. 8.10 Framework of the proposed model (Reproduced with permission of © 2015
Springer [32].)
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For a given input video, 360 visual surprise maps1 with different types of features
and a single auditory surprise signal are extracted.

Synchronization Detector

The second step evaluates synchronization of each visual surprise map with the
auditory surprise signal. For this purpose, synchronization detectors are attached to
every location in each of the 360 visual surprise maps and the auditory surprise sig-
nals, resulting in 360 maps. Every map is averaged over pixels to create a sequence
describing how synchronized the corresponding visual surprise map is with the audi-
tory surprise.

A synchronization detector comprises the following three steps. Segments of sur-
prising auditory events are first extracted from the auditory surprise signal using a
predefined auditory surprise threshold. For every segment, normalized cross correla-
tion (NCC) is calculated between the auditory surprise signal and visual surprises at
every location in each of the 360 visual surprise maps. Every synchronization map
is finally averaged over pixels to obtain a sequence that describes how synchronized
the visual surprise map is with the auditory surprise.

Features Selection

The third step is devoted to selecting visual features that well synchronize with
the auditory surprise. Counting the number of samples with a sufficient level of
synchronization for every sequence (we use a predefined correlation threshold here),
we obtain a histogram representing the degree of synchronization for every visual
surprise map with the auditory surprise. Remembering that every visual surprise map
corresponds to a specific type of features, feature selection based on audio-visual
synchronization can be implemented by binarizing the histogram, where a threshold
for the binarization is adaptively chosen so that its slight change significantly impacts
on the number of selected features.

Final Surprise Map

The last step is for forming the final surprise map composed of visual surprise maps
with the selected visual features.Only the visual surprisemaps of the selected features
(with active in the binarized histogram) are accumulated to form the final surprise
map. In this way, our proposed model uses a smaller number of visual features than
360 for forming the final map.

112 feature channels (intensity, 2 color opponents, 4 orientations, temporal onset and 4 directed
motion energies) and 6 spatial scales, yielding 12 × 6 = 72 feature maps in total. In addition, 5
cascade detectors are implemented at every pixel in every feature map.
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Table 8.2 Selected features using the optimal thresholds

Baseline Video 1 Video 2 Video 3 Video 4 Video 5 Video 6

Intensity 30 0 8 8 30 0 6

Color 60 4 17 27 60 8 23

Orientation 120 0 46 39 120 0 7

Onset 30 0 0 0 30 1 0

Motion 120 0 0 0 120 14 0

Total 360 4 71 74 360 23 36

Reproduced with permission of © 2015 Springer [32]

8.3.1.2 Evaluation

We experimentally evaluated our proposedmodel.We selected 6 video clips (advert_
bbc4_bees, advert_bbc4_library, sports_kendo, basketball_of_sports, documentary_
adrenaline, BBC_wildlife_eagle; we call video 1, 2, etc. in this order), all of which
are provided by theDIEMproject.2 We showed them to 15 human subjects.While the
subjects were watching the video clips, their eye movements were recorded using an
eye tracker Tobii TX300 and then gaze points were detected. As a metric to quantify
how well a model predicts actual human eye movements, we used the normalized
scan-path saliency (NSS) [20] calculated from the gaze points.

Table8.2 shows the number of selected visual features by our model with the opti-
mal threshold values for the auditory surprise threshold and the correlation threshold.
We can see that only a small fraction of 360 types of features were selected. We also
observe that categories such as intensity or color of selected features highly depend
on each input video. This is reasonable because what image features are closely
correlated with auditory events depends on the video. This also justifies our imple-
mentation with a two-pass algorithm.

We compared performances with the state-of-the-art models in addition to the
baseline model [20]. They are the saliency map model [21], and the audio-visual
attention model using the sound localization [33]. We also compared our model
with the model, hereafter called the random feature selection model, in which we
randomly selected a given number of image features among all image features used
in [20], where the number of features to be selected was set in accordance with the
number of image features determined by the optimal threshold values (see Table8.2).

Figure8.11 illustrates averages of NSS scores over frames for each video and for
each model. We see in Fig. 8.11 that our proposed model produced best NSS scores
for all the video, outperforming the other models. Interestingly, the random feature
selection model tends to outperform the baseline model. This indicates that using all
the image features does not necessarily perform better. Using a smaller number of
image features may be better.

2http://thediemproject.wordpress.com.

http://thediemproject.wordpress.com
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Fig. 8.11 Comparison of NSS averaged over frames for each video (Reproduced with permission
of © 2015 Springer [32].)

8.3.1.3 Discussion

Our approach stands on using auditory features as a synchrony cue for selecting
visual features. Differently from just fusing audio-visual information, our approach
boosts the ability of visual information by selecting visual features synchronized
with surprising auditory events.

We used correlation to evaluate synchronization between audio and visual sur-
prises. Mutual information can be also used as an alternative measure for synchro-
nization [38]. We can improve our model into several directions in future, e.g. the
introduction to adaptive image feature selection depending on the auditory event
or the location in the image and machine learning strategies for capturing generic
structures of audio-visual events.

8.3.2 Saliency-Based Gaze Guidance

With the rapid progress of computer facilities, computer usage in every aspect of our
daily life has become more and more popular. In fact, we have a drastically increased
number of information systems such as the smartphone or the tablet PC. Moreover,
electronic bulletin boards can be found everywhere and the electrical audio assistant
is available in many cities. These information systems should be in good harmony
with human beings and, thus, developing a technology for naturally guiding the
human gaze is a key issue.

In order to develop such a technology, we put ourselves in the position of using
visual saliency and directly modulate saliency for guiding human visual attention.
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Namely, our work [13] proposes a method for modulating an image, for a given
region in the image, to synthesize the image in which the region shows the highest
saliency. Ourmethod iterativelymodulates the intensity and color so that the saliency
inside the region increases while that outside the region decreases. This iteration is
carried out until we obtain the image in which a given region is most salient over the
entire image. With the image obtained in this way, we can smoothly attract human
visual attention to the given region, without any interruption to the human gaze.

8.3.2.1 Saliency-Based Image Modulation

We assume that for an input image, we are given a region that should draw human
visual attention. A given region is not always salient in an input image. We thus
iteratively modulate the image so that the given region becomes most salient in the
entire image. We note that our method is restricted to modulating only the intensity
and color.

Control Saliency

In order to raise the saliency of a given region, we have to strengthen visual features
inside the region. Furthermore, weakening the visual features outside the region also
contributes to reducing the saliency outside the region; as a result, the saliency inside
the region increases. The visual features mentioned here refer to the intensity and
color.

Controlling the visual features depending on the location in the image is more
effective than uniformly controlling them over the entire image. This is because
saliency at a pixel is computed based on how discriminative the pixel is from its
surroundings. Therefore, the relationship in visual features between a pixel of interest
and its surroundings is a key in controlling saliency.

Image Modulation

We introduce two of parameters in ourmodulation: the saliency-based weightwp and
the ratio for saliency value Q p = (QR

p , QG
p , QB

p)where p denotes a pixel andR,G,B
indicate red, green, blue channels respectively. The saliency-based weight adjusts the
direction of change when taking into account whether the pixel of interest is inside
or outside the region. The ratio for saliency value, on the other hand, determines the
degree of change of visual features when taking into account difference from the
surrounding area. We remark that the saliency-based weight depends on the pixel
position while the ratio for saliency value depends on both the pixel position and
RGB-channels.
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At each iteration, RGB-values at each pixel are updated:

R′
p = Rp + wp QR

p ,

G ′
p = G p + wp QG

p ,

B ′
p = Bp + wp QB

p,

where Rp, G p, Bp respectively denote red-, green-, blue-channel values of pixel p
before the updating, and R′

p, G ′
p, B ′

p denote those after the updating.
The aboveupdatingmaycause significant differenceof the updated image in visual

perception from the input image. To reduce such difference as much as possible,
we introduce adjustment into RGB-channel values. Namely, for each channel, we
introduce a bias and dynamic range adaptation so that the histogram of channel
values over the image after the updating becomes as similar as possible to that before
the updating. This can be formulated as the weighted least squares method where
weights are determined by taking into account the saliency-based weight.

Using the obtained bias α = (αR, αG, αB) and dynamic range adaptation β =
(βR, βG, βB), we adjust the updated image as follows.

R̃′
p = βRR′

p + αR,

G̃ ′
p = βGG ′

p + αG,

B̃ ′
p = βBB ′

p + αB.

We iterate the above pair of updating and adjustment until the given region
becomes most salient in the entire image. In this way, our modulated image guaran-
tees that a given region is most salient while minimizing visual perceptual difference
of the modulated image from the input image.

Saliency-Based Weight

The saliency-based weight depends on not only the saliency value of a concerned
pixel but also whether or not the pixel is inside the region. The saliency-based weight
of a pixel inside the region should be positive while that outside the region should
be negative. This is because we increase the saliency inside the region and decrease
the saliency outside the region. The magnitude of the saliency-based weight of each
pixel may be proportional to the saliency value of the pixel. We, however, smooth it
over the entire image in order to avoid drastic impact caused by change in sign at the
region boundary. Therefore, after attaching an appropriate sign to the saliency value
of each pixel, we apply the Gaussian filter to have the saliency-based weight at the
pixel.
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Fig. 8.12 Saliency computation and its backtracking

Ratio for Saliency Value

The ratio for saliency value reflects how much each feature influences the saliency
of a concerned pixel. For example, if the red color heavily influences the saliency,
we enlarge the red-channel ratio for saliency value (i.e., QR

p ) of the pixel. We thus
evaluate which color or intensity provides great impact on the saliency of a pixel. To
compute the influence, we return to the procedures for computing the saliency map.
We can identify how each visual feature influences on the saliency at a given pixel by
backtracking one by one through the saliency-computation procedures (Fig. 8.12).

8.3.2.2 Evaluation

We experimentally evaluated our proposed modulation method. We prepared 40
different color input images of 512 × 256 pixels. We specify a region to each input
image. Furthermore, we selected 10 input images and specify another region to each
so that we have 50 modulated images in total. We note that we chose a less salient
region in an input image to specify a region. For a pair of an input image and a
specified region, we applied our modulation method. We also applied our method
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Fig. 8.13 Examples of input image and modulated images with and without adjustment. The red
circle in (a) is a specified region to enhance saliency. a Input image. b Saliency map of input image.
c Modulated image with adjustment. d Saliency map of the modulated image with adjustment. e
Modulated image w/o adjustment. f Saliency map of the modulated image w/o adjustment

without adjustment (namely, without bias and dynamic range adaptation) to see how
our adjustment is effective.

Figure8.13 illustrates an example of our input images and modulated images
together with corresponding saliency maps. As we see, our specified region becomes
most salient over the image after the modulation. We can also observe that our
adjustment contributes to keep visual perceptual similarity of the modulated image
to the input image.

We also evaluated how modulated images draw gaze points to the specified
regions.We randomly showed 90 images (40 input images and 50modulated images)
to 24 human subjects where each imagewas shown for three seconds.We remark that
for the gaze point initialization, we displayed a white image with the cross located
in the center between successive two images. While the subjects were looking at
the images, their eye movements were recorded using an eye tracker Tobii TX300
and then gaze points were detected. We then evaluated whether or not the specified
region of each image drew the gaze points.
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Fig. 8.14 Average rates for
drawing visual attention

Figure8.14 shows the average of ratios for drawing gaze points to a specified
region. We see that modulated images significantly improved the ratio. Indeed, our
hypothesis testing statistically confirms that the ratios before and after themodulation
are significantly different from each other.

8.3.2.3 Discussion

We discussed an imagemodulation method for naturally guiding human visual atten-
tion. Our method is different from conventional methods [1, 26] in that our method is
based on a fully bottom-up information gathering obtained from an image. Namely,
we stood on the position of using visual saliency and presented iterativelymodulating
the intensity and color of an image until the saliency of a given region becomes high-
est over the entire image. Experimental results confirm that our image modulation
method draws human visual attention toward our specified region.

The advantage of our method is that we do not need to present any visual stimulus
to a subject in order to attract his visual attention. Incorporating human perceptual
properties into our image modulation is left for future work.

8.3.3 Gaze Guidance for Interactive Systems

In most interactive systems, it is often the case that information contents providers
want to guide viewers’ attention to a particular location of the display. For example in
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digital signage, the contents providerswant people to look at their products rather than
models who are smiling on the display. On web pages, they want to guide people’s
attention to banner advertisements. In electronic markets, people’s attention should
be guided to today’s campaign products.

There have been some approaches which guide people’s attention to a particular
location of the display. These approaches include changing the color of the object,
flashing the object, vibrating the object, and so on to draw people’s attention. Such
“active” methods, however, are not appreciated by the people. For example, flashing
or animation would interrupt the people’s concentration to their main task. The web
pages using such visual effect would become unpopular.

On the other hand, there are some studies to guide people’s attention without mak-
ing much modification to the display. Some of them can even move their focus with-
out being recognized the modification by focusing on the characteristics of human’s
visual perception. Recent work [1, 14] uses saliency map by Itti et al. [22]. However,
the approaches using the saliency map often changes the color and intensity of the
image, and therefore the modified image often become unnatural.

We proposes a method to guide people’s visual attention to the intended location
without being recognized by the people using dynamic resolution control.

8.3.3.1 Visual Guidance Using Dynamic Resolution Control

The human visual system is always searching for something in the real world. When
it finds something interesting, it would stay on the object a little longer (i.e. fixation)
and then keep on moving. When the image is blurred, although it depends on the
blur strength, the human visual system cannot obtain much information and it would
change its focus to other objects. However, if it finds the object with high resolution,
the visual system would stay on the object. Our attention control mechanism uses
such characteristics of the human visual system. The whole image is blurred while
the region to which we want to guide people’s gaze is remained in high resolution.

By using this approach, we could move people’s focus to our intended position.
However, one problem of this approach is that people easily recognize the attention
control when we use the strong blur. We do not want people to realize the blur.

Our solution to this problem is that we first show the original high resolution
image to the people. Then the image is gradually blurred until they realize the blur.
When the people’s gaze is guided, the image is gradually recovered to its original
resolution. This process is illustrated in Fig. 8.15.

In our experiment, the Gaussian filter was used. The Gaussian filter is one of the

smoothing filters and it is calculated as f (x, y) = 1
2πσ 2 e− x2+y2

2σ2 , where x = y = 13
in our study.

In order to confirm the effectiveness of our approach, it is necessary to show the
following.

• Is it possible to move people’s attention by using resolution control?
• Is there any threshold in blur level at which people are aware of the blur?
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Fig. 8.15 A basic concept of navigating users’ attention using resolution control

In the following sections, we describe two experiments which are conducted to
answer the above questions.

8.3.3.2 Experiment 1

Figure8.16 shows the set up of this experiment. There is a 23 inch LCD display
(1920 × 1080 pixel) on the table with a Tobii TX300 eye tracker. In order to measure
accurate gaze direction, a chin rest was used. The distance between the eye and the
display is 60cm. Subjects were allowed to see the image on the display freely.

Figure8.17 shows the results of the experiment. By seeing the heat maps, it is
understandable that users’ gaze were statistically guided on the high resolution
region. We did not tell the subjects before the experiment that there is a high reso-
lution area in the image. When the experiments finished, the subjects were asked if
they recognize that there is a high resolution region. They, however, answered that
they did not recognize it.

Figure8.18 (left) is a graph which shows a relation between the blur strength (σ )
and the time to take until subjects’ gaze first enter to the high resolution area. A
horizontal axis shows the blur strength and a vertical axis shows the time. When
σ = 1, it took 5.5 s in average. However, when σ ≥ 2, it took 3s in average. It is
clear that the subjects’ gaze was guided successfully.

Fig. 8.16 A set up of the
experiments (Reproduced
with permission of © 2015
IPSJ [15])
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Fig. 8.17 The images used in the first experiment and their heat maps (Reproducedwith permission
of © 2015 IPSJ [15]). a A presented image when σ = 0. b A heat map when σ = 0. c A blurred
image when σ = 5. d A heat map when σ = 5. A white circle indicates the high resolution region

Fig. 8.18 Results of the experiment 1 (left) and experiment 2 (right)

8.3.3.3 Experiment 2

The purpose of this experiment is to investigate when people are aware of the guid-
ance. In other words, we want to know σ at which people are aware of the resolution
control. And if that σ > 2, it is said that we can guide people’s gaze without being
recognized.

We used the same hardware set up for the experiment as the experiment 1. The
image was shown on the display and was gradually blurred from σ = 0 to σ = 5
within different transition time (3–15s). Subjects were asked to click themousewhen
they recognized the blur.
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Figure8.18 (right) shows the result of the experiment 2. This graph shows the
relation between the time to be completely blurred (i.e. σ = 5) and the blur strength
when the subjects clicked the mouse button. From this graph, it is understandable
that there is a certain threshold at which the subjects recognize the blur. And the
threshold depends on the transition time. The graph shows that the subjects were
easier to recognize the blur if the transition time was long and were more difficult if
the transition time was short. This is because if the transition time is long the subjects
have enough time to find the area which is easier to recognize the blur.

8.3.3.4 Discussion

One of the advantages of our approach is that it can be used in multiple person’s
environment. Bailey’s approach [1] tracks one person’s gaze and make a flash while
he/her is not seeing the intended position. Inmultiple person’s environment, someone
may see the flash. On the other hand, our approach can be applied to multiple per-
son’s environment. The resolution control is done below a threshold that people can
recognize the blur. Even if multiple people see the different location simultaneously,
it is hard to recognize the blur.

Subliminal stimuli [24, 43] are stimuli below a threshold for conscious percep-
tion. Its effectiveness has been under discussion in cognitive studies for long years.
However, since there is a concern that it may force to embed information to people’s
brain without being recognized, its use has not been allowed on TV or movies. Since
our method guides people’s attention without being recognized, there might be the
similar concern that our method is a kind of subliminal. The main issue of the sub-
liminal is that it tries to send information which cannot be recognized by the user. On
the other hand, our approach does not hide any information even though it navigates
their attention without being recognized. At this point, our approach is essentially
different with subliminal.

Here is the summary.

• People’s attention is guided to the high resolution area.
• The effect of gaze guidance is obvious at σ ≥ 2.
• People are not aware of the blur below a certain threshold.
• The longer the transition time is, the smaller the blur strength at which people
become aware of the blur.

From above, we conclude that ourmethod can guide people’s visual attentionwithout
being noticed.

8.4 Human Gaze Control by Robots

Suppose we have the following situation: You would like to show a prototype of
your new product to a colleague. He is working in an office shared by several other
people. You enter the office and approach to his desk. You notice him reading some
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report. You do not want to disturb him, so you wait until he lifts his face from the
report. Taking this opportunity, you look at his face, making eye contact. Then, you
may say, “Hello,” and turn your head to look at the prototype in your hand. He also
looks at it. You turn your head toward his face again, saying, “What do you think?”
He knows what you are talking about. Here, by looking at your colleague using the
proper timing, you can attract his gaze and attention toward you, and by eye contact,
you establish a communication channel with him. After that, you can expect to have
established mutual gaze patterns with him. If you look at anything, he surely looks
at the same object. In other words, you can control his gaze.

In this project, we propose a robot that can initiate interactions with a human in a
socially acceptable manner, as described above. Most human-robot interaction stud-
ies consider cases where either robots and humans are already interacting, or where
humans who require the robots’ services call the robots by voice and/or nonverbal
behaviors such as hand gestures to initiate interaction with the robots. However, there
are cases where a robot needs to initiate interaction with a human being. The robot
also needs to behave in a socially acceptable manner in such cases. To do so, we
propose to consider the human’s level of visual focus of attention. The Visual Focus
Of Attention (VFOA) is the behavioral and cognitive process that indicates where
and at what a person is looking, and in computer vision, it is mainly determined
by eye gaze and head pose dynamics [42]. The Level of Visual Focus Of Attention
(LVFOA) refers to how much concentration is given to a particular VFOA and is
classified into discrete levels: low, high, or medium [8]. If the robot needs to start
communication urgently such as during an emergency, it does not need to consider
the current situation of the person. Otherwise, the robot should observe the person
to know at what/who s/he is looking (VFOA) and how attentively s/he is doing so
(LVFOA). Then, it should determine the proper timing to attract her/his attention
so that it does not interfere with her/his current activities such as work. We pro-
pose a system in which the robot interacts with the target person intelligently and
in a socially acceptable manner so that it can interact by considering her/his current
VFOA as well as other people in the environment.

In Sect. 8.4.1, we describe how the robot can control a target person’s gaze to
attract her/his attention and establish mutual gaze based on the level of visual focus
of attention (LVFOA). In Sect. 8.4.2, we describe our robot head with eyes designed
for effective gaze communication as described in Sect. 8.4.1.

8.4.1 Initiating Interaction from a Robot Based on the Level
of Visual Focus of Attention

The VFOA is an important cue for attracting attention and initiating interaction
because—(i) it helps with understanding what the person is doing and (ii) it indicates
addressee-hood (who is looking at whom). For instance, if the target person’s VFOA
is toward the robot, the robot can immediately establish a communication channel



8 Sensing and Controlling Human Gaze … 227

through eye contact. If the target person is involved in some task, the robot shouldwait
to find the proper timing to attract her/his attention and establish a communication
channel. In this research, the proper timing is determined by detecting the level of
attention of the target person on her/his current task. In a scenario such as reading,
writing, or browsing, the robot should initiate interaction with the target person when
her/his level of attention is low. In other settings, such as at a museum, the robot may
need to consider people’s high level of attention towards exhibits to provide guidance
on objects of interest.

8.4.1.1 Proposed Approach

The proposed approach is illustrated in Fig. 8.19a, b. In the initiating interaction
module (Fig. 8.19a left), the robot recognizes and tracks the target person’s VFOA.
If they are initially face-to-face, the robot generates an awareness signal and makes
eye contact with the target person. Otherwise, the robot tries to attract the target
person’s attention by recognizing her/his current task. The robot detects the level
of the current VFOA until Ts (where Ts is the maximum span of sustained VFOA,
which is explained in the next section). The robot uses either a low or high level
of current VFOA (depending on the person’s current task) at time t as its trigger
to generate an attention attraction (AA) signal (weak or strong) depending on the
viewing situation of her/his shifted VFOA. A person’s field of view is divided into
central and peripheral visions. We represent the viewing situation (relation between
the target person’s gaze (face) direction and the robot position) by where the robot
is seen in the field of view of the target person. We classify it into the three regions:
Central Field of View (CFV), Near Peripheral Field of View (NPFV (RNPFV: the
right side, and LNPFV: the left side)), and Far Peripheral Field of View (FPFV
(RFPFV: the right side, and LFPFV: the left side)) [18, 19, 50].

If the VFOA is detected in the CFV/LNPFV/RNPFV, then the robot generates a
head turning action (weak signal). However, if the detected VFOA is in the LFPFV or
RFPFV, then the robot generates a head shaking action (strong signal). Figrue8.20
illustrates these classified regions when the camera is placed in the CFV region.
We define the angular regions based on the detected frontal and profile faces. For
example, in the CFV region, we detect frontal faces only. However, in the other
regions, we may detect two face patterns such as a half-pose right profile face and a
full-pose right profile face in the LFPFV region.

Once the robot succeeds in attracting the target person’s attention toward it, the
communication channel establishment module (right part of Fig. 8.19a) tries to estab-
lish a communication channel with her/him. For this purpose, the robot determines
the level of shifted attention toward it. Based on the level of shifted attention, the
robot generates an awareness signal toward the target person to indicate that it wants
to communicate with her/him. Finally, the robot makes eye contact through eye
blinking to establish a communication channel.
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Fig. 8.19 a An abstract view of the proposed approach, and b basic steps of the proposed approach
(Reproduced with permission of © 2015 IEEE [9])

8.4.1.2 Recognition of VFOA and Its Level

We are interested in detecting: sustained attention and focused or shifted attention.
Focused or shifted attention is a short-term response to a stimulus or any other
unexpected occurrence. The span or length of this attention is very brief [6] and
after a few seconds, it is likely that the person will look away, return to the previous
task, or think about something else. Sustained attention on the other hand is the
level of attention that produces consistent results on a task over time. The duration of
sustained attention also depends on the task. To learn about this, we observed humans
working on various tasks and measured the duration. For our system, we use the
maximum value for each task obtained in the observations as the maximum waiting
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Fig. 8.20 Classification of head orientation into five angular regions. The faces shown from the
GTAV face database [48] (Reproduced with permission of © 2015 IEEE [9])

time for the robot when it cannot find the proper timing for initiating interaction. We
also use visual cues, gaze pattern, and task context to recognize VFOA and estimate
its level.

Visual Cues

We detect and track the head to obtain the head pose.We also detect headmovements,
in particular, to find head movements toward the robot.

Gaze Pattern

A person’s gaze pattern indicates her/his object of interest [12]. In general, human
gaze patterns are classified into three viewing categories, distinguished by context:
spontaneous viewing, task or scene-relevant viewing, and orientation of thought
viewing [25]. Spontaneous viewing occurs when a person views the scene without
any specific task in mind, i.e., when s/he is “just seeing” the scene. Task or scene-
relevant viewing occurs when a person views the scene with a particular question or
task in mind (e.g., s/he may be interested in a particular painting in the museum).
Orientation of thought viewing occurs when the subject is not paying much attention
to where she is looking, but is attending to some “inner thought”. We consider the
former two. In this research, we consider a gaze pattern as that which is constructed
by considering the effects of both head movements and eye gaze. We classify gaze
patterns using the support vectormachine classifier [23]. Figure8.21 shows examples
of gaze pattern recognition.
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Fig. 8.21 Gaze pattern: a task or scene-relevant viewing, b spontaneous viewing (Reproduced with
permission of © 2015 IEEE [9])

Task Context

Task context is determined by recognizing the task in which the target person is
involved. For instance, if the target person is involved in a “reading” task, then the
contextual cue such as “downward head” indicates that her/his attention is toward
the book. However, the “page turn over”, or “upward the head” behaviors indicate
that the person loses her/his attention. We consider four tasks in this project: reading,
writing, browsing, and viewing painting.Weuse the histogramof orientation gradient
(HOG) feature [7] to train the SVM classifier to recognize tasks. For each task, we
use the task related VFOA span, (Ts) to determine how long the robot should wait
or within which period of time the robot interacts with the target person. We also
define some task specific cues to determine the level of attention. For example, in
the reading situation, we use the “page turn over” behavior and deviation in tilt angle
cues to measure the LVFOA.

LVFOA Recognition

The level of VFOA is classified into two categories (low or high) based on the
contextual cues, and gaze pattern. When the level of attention goes low, the system
assumes that a loss of VFOA is detected. In any case, if spontaneous viewing is
detected, then it is assumed that the person has no particular attention on a task.
Thus, a low attention level is detected. In addition, we use the context cues for the
current task. For example, in the case of reading and writing tasks, in addition to head
pose changes, we also consider the “page turn over” and “stop writing” behaviors
for detection of low attention level.

We tested the robot system in an office scenario and a museum scenario and
confirmed that it works as expected. We compared our robot with one that does not
consider the contextual situations of people. We found that our robot obtained a
favorable impression from the participants. Details are found in [9].
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8.4.2 Design of a Robot Head for Gaze Communication

Human eyes not only serve the function of enabling us “to see” something, but also
performs the vital role of allowing us “to show” our gaze for non-verbal commu-
nication, such as through establishing eye contact and joint attention. The eyes of
service robots should therefore also perform both of these functions. Moreover, they
should be friendly in appearance so that humans would feel comfortable with the
robots. Therefore we maintain that it is important to consider the capacity for gaze
communication and friendliness in designing the appearance of robot eyes. In this
project, we examined which shape for robot eyes is most suitable for gaze reading
and gives the friendliest impression, through experiments where we altered the shape
and iris size of robot eyes.

8.4.2.1 Eyes for Accurate Gaze Reading

Eyes and gaze have been examined in various fields. In biology, Kobayashi and
Kohshima [27] found that among primates, only human eyes have no pigment in
the sclera; moreover they also have the horizontally longest shape with the largest
exposed area of sclera. Various explanations were offered as to why other primates
have sclera colored in a similar fashion to their irises or the outside of their eyes. But
all the explanations were based on the consensus that primates might be avoiding
clearly showing their gaze. In contrast, human eyes have sclera with clearly different
colors from those of the irises and the outside of the eyes. This enables human
gaze to be readily comprehended by others. Kobayashi and Kohshima proposed the
hypothesis of “gaze grooming” as the reason for why human eyes have this feature.
From this study, we decided to focus in our own study, on whether the difference in
the shape of the eyes, changes the ease of gaze reading.

Based on the eye parameters of pigments focused on by Kobayashi and Koshima
[27], we changed the lid distance of the eyes when preparing design candidates. We
prepared three types of outline shape for the eyes, specifically “round,” “ellipse,”
and “squint.” These three shapes were generated by setting the lid distance at 1.0,
0.5, and 0.25 times as long as the eye width, respectively. In the same manner, we
changed the iris diameter to 0.75, 0.5, and 0.25 times as long as the eye width, and
labeled them “large,” “medium,” and “small,” respectively. Consequently, we had 9
types (the combination of 3 outline shapes and 3 iris sizes) of eye design, as shown in
Fig. 8.22. A spherical shape andmedium gray color were employed for the robot face
in all instances to negate any effect of facial design. Notably, the eye employing the
ellipse outline shape and the medium iris diameter (Fig. 8.22-E) is the most similar
to the human eye in terms of the ratio of these parameters.

We developed a robot head as shown in Fig. 8.23 to examine which shape of robot
eyes ismost suitable for gaze reading. Each of the eyes consists of a projector, amirror
and a screen. The eye images, generated by CG, are projected onto the hemisphere
screen via rear-projection. By using this projection mechanism, we can change the
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Fig. 8.22 Candidate designs
for robot eyes derived by
varying lid distance and
iridal diameter (Reproduced
with permission of © 2013
John Benjamins Publishing
Company [36].)

Fig. 8.23 a Overview of our
proposed robot head. b The
inside of the robot head
consists of laser projectors,
mirrors and screens
(Reproduced with
permission of © 2013 John
Benjamins Publishing
Company [36].)

iris diameter. In addition, by replacing the mask, we can change the outline shape of
the eyes.

We then conducted experiments to analyze the relationship between the accuracy
of gaze reading and the shape of the robot eyes by using this robot head. We evalu-
ated errors in gaze reading using the nine types of design candidates for robot eyes
shown in Fig. 8.22. In the experiments, we lined up a series of markers between the
participant and the robot head, as shown in Fig. 8.24. We asked the participant to
stand in front of the robot head, face-to-face, with his/her head fixed on the mount.
We then asked the participant to state at which marker the robot looked. Figure8.25
shows the result. See details of the experiments in [36].

8.4.2.2 Friendly Eyes

We sought to examine the impression of friendliness by changing the outline shape
of the eyes and the size of the iris, and seeing how participants responded. We
conducted experiments to ascertain the apparent friendliness of the nine types of
robot eyes shown in Fig. 8.22. We evaluated the degree of apparent friendliness by
using Thurstone’s method of paired comparison. We developed a web-based system
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Fig. 8.24 Experimental scene of robot gaze reading (Reproduced with permission of © 2013 John
Benjamins Publishing Company [36].)

Fig. 8.25 Errors of gaze reading for each design candidate for robot eyes. The smaller value
indicate smaller error and thus a more readable gaze (Reproduced with permission of © 2013 John
Benjamins Publishing Company [36].)

for collecting answers from participants. Participants could choose one of the two
images of a pair of robot eyes by tapping the iPad screen. We asked participants to
answer the question, “These are robot faces. Which face do you think is friendlier?”
for all 36 pairs of combinations of the nine types of robot eyes, which appeared in
random order. We note that in actuality, the question was in Japanese. We used 105
participants: 60 males, 43 females, and 2 no-records. They were Japanese students
of the school of liberal arts at Saitama University. We then analyzed the result by
using Thurstone’s method of paired comparison for scaling the impression of the
robot eyes. Figure8.26 shows the result.

8.4.2.3 Design Principles of Robot Eyes

From these experimental results, we have established the design principles of the
robot eyes, and have developed a robot head based on the principles.We had expected
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Fig. 8.26 Result of scaled experiment in impression of robot eyes by Thurstone’s method of paired
comparison, case III model by Japanese students. The graph was made by scaling it so that for
Fig. 8.22-I, smallest value is 0. The more chosen a shape of eyes is by participants, the higher
the scale value that shape of eyes gains (Reproduced with permission of © 2013 John Benjamins
Publishing Company [36].)

that the human-like eye (F) would show the most accurate result in gaze reading as
Kobayashi and Koshiba indicated [27]. However, the design with a round outline
shape and a large iris (A) gave the best result. Although the differences from the
most human-like eyes (E), D, H, and G are small. The results are not good if the
iris is small compared to the eye’s size (F, B, I, and C). Therefore, we can conclude
that the iris should be large compared to the eye’s size for accurate gaze reading.
The impression of eyes may also depend on nationality, race, and other factors.
Our participants (Japanese students) most preferred the design with a round outline
shape and a large iris (Fig. 8.22-A). In addition to the experiments described above,
we examined which head shape: a sphere, a flat plane, or a sphere with a nose could
give the most accurate gaze reading result by a similar experiment described in
Sect. 8.4.2.1 [35]. From these, we can conclude that a robot face with the eyes of a
round outline shape and a large iris (Fig. 8.22-A) and with a nose is most suitable for
gaze reading and conveying an impression of friendliness. We have developed such
a robot head as shown in Fig. 8.27. This research provides the basic principles of
robot eye design although we still need to consider various other factors in designing
robot heads.

Fig. 8.27 Developed robot
head with projection eyes
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8.5 Conclusion

In this chapter, we presented techniques developed in our CREST project for sensing
and guiding our gaze without distracting our activities. For remote gaze sensing with
less or no calibration effort, we introduced three key ideas. Firstly, we proposed an
appearance-based gaze sensing method with adaptive linear regression (ALR) that
optimally selects a sparse set of training samples for gaze estimation. The method
achieves higher accuracy of gaze estimation with significantly fewer training sam-
ples of low resolution eye images than existing appearance-based gaze estimation
methods. Secondly, we exploited the new approach of carrying out auto calibration
of gaze sensing from user fs natural viewing behavior predicted with a computational
model of visual saliency. Lastly, we introduced a user-independent single-shot gaze
estimation method. The key idea is to learn a generic gaze estimator by using a large
dataset of eye images collected for different people, head poses, and gaze directions.

For guiding human gaze to desired locations in a non-disturbing way, we studied
two approaches for gaze control. The first approach is subtle modulation of visual
stimuli based on visual saliency models. We have shown that our gaze can be guided
to a desired region in the visual stimuli (a given image) by modulating intensity
or color contrast of the region, to the level just enough to make the region stand
out. Related to the gaze guidance based on visual saliency, we also studied a new
approach of enhancing visual saliency by integrating inputs fromdifferentmodalities,
more specifically, augmenting a visual saliency model by incorporating auditory
information. The second approach for gaze guidance is to control human gaze by
using robot’s non-verbal behavior in human-robot interaction. To allow a robot to
initiate interactions with a human in a socially acceptable manner, we introduced a
model of human-robot interaction based on the level of visual focus of attention of
a user. We also presented design principles of robot eyes in both their appearance
and motion. Experiments carried out by using a prototype robot demonstrated the
effectiveness of the proposed model of interaction and the eye design.
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Chapter 9
Smart Posterboard: Multi-modal Sensing
and Analysis of Poster Conversations

Tatsuya Kawahara

Abstract Conversations in poster sessions in academic events, referred to as poster
conversations, pose interesting and challenging topics on multi-modal multi-party
interactions. This article gives an overview of our CREST project on the smart
posterboard for multi-modal conversation analysis. The smart posterboard has mul-
tiple sensing devices to record poster conversations, so we can review who came to
the poster and what kind of questions or comments he/she made. The conversation
analysis combines speech and image processing such as face and eye-gaze tracking,
speech enhancement and speaker diarization. It is shown that eye-gaze information is
useful for predicting turn-taking and also improving speaker diarization. Moreover,
high-level indexing of interest and comprehension level of the audience is explored
based on the multi-modal behaviors during the conversation. This is realized by
predicting the audience’s speech acts such as questions and reactive tokens.

Keywords Multi-modal · Conversation analysis · Speech processing · Posterboard

9.1 Introduction

Speech and image processing technologies have been improved so much that their
target now includes natural human-human behaviors, which are made without being
aware of interface devices. Examples of this kind of direction includemeeting captur-
ing [1] and conversation analysis [2]. We have conducted the CREST project, which
focused on conversations in poster sessions, hereafter referred to as poster conver-
sations [3, 4]. Poster sessions have become a norm in many academic conventions
and open laboratories because of the flexible and interactive characteristics. In most
cases, however, paper posters are still used even in the ICT areas. In some cases,
digital devices such as LCD and PC projectors are used, but they do not have sensing
devices. Currently, many lectures in academic events are recorded and distributed
via Internet, but recording of poster sessions is never done or even tried.
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Poster conversations have a mixture characteristics of lectures and meetings; typ-
ically a presenter explains his/her work to a small audience using a poster, and
the audience gives feedbacks in real time by nodding and verbal backchannels,
and occasionally makes questions and comments. Conversations are interactive and
also multi-modal because participants are standing and moving unlike in meetings.
Another good point of poster conversations is that we can easily make a setting
for data collection which is controlled in terms of familiarity with topics and other
participants and yet is “natural and real”.

The goal of the project is signal-level sensing and high-level analysis of human
interactions. Specific tasks include face detection, eye-gaze detection, speech sepa-
ration, and speaker diarization. These will realize a new indexing scheme of poster
session archives. For example, after a long session of poster presentation, we often
want to get a short review of the question-answers and feedbacks from the audience.

As opposed to the conventional “content-based” indexing approachwhich focuses
on the presenter’s speech by conducting speech recognition and natural language
analysis,we adopt an “interaction-oriented” approachwhich looks into the audience’s
reaction. Specifically we focus on non-linguistic behaviors such as backchannel,
nodding and eye-gaze information, because the audience better understands the key
points of the presentation than the current machines. An overview of the proposed
scheme is depicted in Fig. 9.1.

We have designed and implemented a research platform for multi-modal sensing
and analysis of poster conversations. From the audio channel, utterances as well as
laughter and backchannels are detected. Eye-gaze and nodding are also detected by
using video and motion sensing devices. Special devices such as a motion-capturing
system and eye-tracking recorders are used to make ground-truth annotation, but
only video cameras and distant microphones are used in the practical system.

We also investigate high-level indexing of which segment was attractive and/or
difficult for the audience to follow. This will be useful in speech archives because
people would be interested in listening to the points other people liked. However,
estimation of the interest and comprehension level is apparently difficult and largely
subjective. Therefore, we turn to speech acts which are observable and presumably
related with these mental states. One is prominent reactive tokens signaled by the

Fig. 9.1 Overview of multi-modal interaction analysis
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Fig. 9.2 Proposed scheme
of multi-modal sensing and
analysis

audience and the other is questions raised by them. Prediction of these speech acts
frommulti-modal behaviors is expected to approximate the estimation of the interest
and comprehension level. The scheme is depicted in Fig. 9.2.

9.2 Overview of System and Corpus

9.2.1 Smart Posterboard System

We have designed and implemented a smart posterboard, which can record a poster
session and sense human behaviors. Since it is not practical to ask every participant
to wear special devices such as a head-set microphone and an eye-tracking recorder
and also to set up any devices attached to a room, all sensing devices are attached
to the posterboard, which is actually a 65-in. LCD screen. Specifically, the digital
posterboard is equipped with a 19-channel microphone array on the top, and attached
with six cameras and two Kinect sensors. An outlook of the smart posterboard is
given in Fig. 9.3. A more lightweight and portable system is realized by only using
the Kinect sensors, which captures audio and video signals.

9.2.2 Multi-modal Corpus of Poster Conversations

We have recorded a number of poster conversations for multi-modal interaction
analysis [3, 5]. In each session, one presenter (labeled as “A”) prepared a poster on
his/her own academic research, and there was an audience of two persons (labeled as
“B” and “C”), standing in front of the poster and listening to the presentation. Each
poster was designed to introduce research topics of the presenter to researchers or
students in other fields. The audience subjectswere not familiarwith the presenter and
had not heard the presentation before. The duration of each session was 20–30min.
Some presenters made a presentation in two sessions, but to a different audience.
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Fig. 9.3 Outlook of smart posterboard

All speech data were segmented into IPUs (Inter-Pausal Unit) and sentence units
with time and speaker labels, and transcribed according to the guideline of the Corpus
of Spontaneous Japanese (CSJ) [6]. Fillers, laughter and verbal backchannels were
alsomanually annotated.While fillers are usually followed by utterances by the same
speaker, backchannels are uttered by themselves.

For the ground-truth annotation, special multi-modal sensing devices such as a
motion capturing system were used while every participant wore a wireless head-
set microphone and an eye-tracking recorder or a magnetometric sensor. In the early
phase of the project, eye-gaze informationwas derived from the eye-tracking recorder
and the motion capturing system by matching the gaze vector against the position
of the other participants and the poster. But their calibration and post-processing are
very time-consuming. In the latter phase of the project, the magnetometric sensor
were adopted to estimate head orientations instead of precise eye-gaze.

9.2.3 Detection of Participants’ Eye-Gaze and Speech

Detection of participants and their multi-modal feedback behaviors such as eye-gaze
and speech using the smart posterboard (green lines in Fig. 9.2) is explained. It is
realized with multi-modal information processing, as shown in Fig. 9.4, and briefly
explained in the following subsections.
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Fig. 9.4 Process flow of
multi-modal sensing

9.2.3.1 Face and Eye-Gaze Detection

Kinect sensors are used to detect the participants’ face and their eye-gaze.As it is diffi-
cult to detect the eye-ball with the Kinect’s resolution, the eye-gaze is approximated
with the head orientation. A preliminary analysis using the eye-tracking recorder
showed that the difference between the actual eye-gaze and the head orientation is
10◦ on average, but it is much smaller when the participants look at the poster. The
process of the face and the head orientation detection is as follows [7]:

1. Face detection
Haar-like features are extracted from the color and ToF (Time-of-Flight) images
to detect the face of the participants. Multiple persons can be detected simulta-
neously even if they move around.

2. Head model estimation
For each detected participant, a three-dimensional shape and colors of the head
are extracted from the ToF image and the color image, respectively. Then, a head
model is defined with the polygon and texture information.

3. Head tracking
Head tracking is realized by fitting the video image into the headmodel. A particle
filter is adopted to track the three-dimensional position of the head and its three-
dimensional orientation.

4. Identification of eye-gaze object
From the six-dimensional parameters, an eye-gaze vector is computed in the
three-dimensional space. The object of the eye-gaze is determined by this vector
and the position of the objects. In this study, the eye-gaze object is limited to the
poster and other participants.

The entire process mentioned above can be run in real time by using a GPU for
tracking each person.
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9.2.3.2 Detection of Nodding

Nodding can be detected as a movement of the head, whose position is estimated in
the above process. However, discrimination against noisy or unconsciousmovements
is still difficult. Therefore, nodding is not used in most of this study.

9.2.3.3 Speech Separation and Speaker Diarization

Speech separation and enhancement are realized with the blind spatial subtraction
array (BSSA), which consists of the delay-and-sum (DS) beamformer and a noise
estimator based on independent component analysis (ICA) [8]. Here, the position
information of the participants estimated by the image processing is used for beam-
forming and initialization of the ICA filter estimation. This is one of the advantages
of multi-modal signal processing. While the participants move around, the filter
estimation is updated online.

When the 19-channel microphone array is used, speech separation and enhance-
ment can be performedwith a high SNR, but not in real time. Using the Kinect sensor
realizes real-time processing, but degrades the quality of speech.

By this process, the audio input is separated to the presenter and the audience.
Although discrimination among the audience is not done, DoA (Direction of Arrival)
estimation can be used for identifying the speaker among the audience. In a base-
line system, simple voice activity detection (VAD) is conducted on each of the two
channels by using power and spectrum information in order to make speaker diariza-
tion. We can use highly-enhanced but distorted speech for VAD, but still keeps
moderately-enhanced and intelligible speech for re-playing.

In Sect. 9.4, a more elaborate speaker diarization method is addressed by combin-
ing multi-channel audio input and eye-gaze information of the participants.

9.3 Prediction of Turn-Taking from Multi-modal Behaviors

Turn-taking in conversations is a natural behavior in human activities. Studies on
turn-taking have been conventionally focused on dyadic conversations between two
persons. While there are a number of studies conducting analysis on the turn-taking
patterns [9–12], some studies investigated a prediction mechanism for a dialogue
system to take or yield turns based on machine learning [13–16]. Some studies even
attempt to evaluate the synchrony of dialogue [17, 18].

Recently, conversational analysis andmodeling have been extended tomulti-party
interactions such as meetings and free conversations by more than two persons.
Turn-taking in multi-party interactions is more complicated than that in the dyadic
dialogue case, in which a long pause suggests yielding turns to the (only one) partner.
Predicting whom the turn is yielded to or who will take the turn is significant for
an intelligent conversational agent handling multiple partners [19, 20] as well as an
automated system to beamform microphones or zoom in cameras on the speakers.
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Studies on computationalmodeling on turn-taking inmulti-party interactions are very
limited so far. Laskowski et al. [21] presented a stochastic turn-takingmodel based on
N-gram for the ICSI meeting corpus. Jokinen et al. [22] investigated the use of eye-
gaze information for predicting turn-holding or giving in three-party conversations.

This section deals with turn-taking behaviors in poster sessions. Conversations in
poster sessions are different from those in meetings and free conversations addressed
in the previous works, in that presenters hold most of turns and thus the amount of
utterances is very unbalanced. However, the segments of audiences’ questions and
comments are more informative and should not be missed, and thus prediction of
such events is important in online applications such as automated recording control
and a conversational agent. Therefore, the goal of this work is to predict turn-taking
by the audience in poster conversations, and, if that happens, which person in the
audience will take the turn to speak.

We approach this problem by combining multi-modal information sources.While
most of the aforementioned previous studies focused on prosodic features of the
current speakers, it is widely-known that eye-gaze information plays a significant role
in turn-taking [23], and the works by Jokinen [22] and by Bohus [19] exploited that
information in their modeling. The existence of posters, however, requires different
modeling in poster conversations as the eye-gaze of the participants are focused
on the poster in most of the time. This is true to other kinds of interactions using
some materials such as maps and computers. Several kinds of parameterization of
eye-gaze patterns including the poster object are investigated for effective features
related with turn-taking. Moreover, backchannel information such as nodding and
verbal reactions by the audience is also incorporated

In this study, four poster sessions are used. In majority of utterances (IPUs) of the
presenter (“A”), the turn was held by himself/herself. The ratio of turn-taking by the
audience (either “B” or “C”) is only 11.9%. In this work, therefore, prediction of
turn-taking is formulated as a detection problem rather than a classification problem.
The evaluationmeasure should be recall and precision of turn-taking by the audience,
not the classification accuracy of turn-holding and yielding by the presenter. This is
consistent with the goal of the study.

9.3.1 Analysis on Eye-Gaze and Backchannel Features
in Turn-Taking

First, statistics of eye-gaze and backchannel events are investigated on their relation-
ship with turn-taking by the audience.

9.3.1.1 Distribution of Eye-Gaze

The object of the eye-gaze of all participants is identified at the end of the presen-
ter’s utterances. The target object can be either the poster or other participants. The
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Fig. 9.5 Statistics of
eye-gaze and its relationship
with turn-taking (ratio)

Table 9.1 Duration of eye-gaze and its relationship with turn-taking (s)

Turn held by presenter Turn taken by audience

A B C

A gazed at B 0.220 0.589 0.299

A gazed at C 0.387 0.391 0.791

B gazed at A 0.161 0.205 0.078

C gazed at A 0.308 0.215 0.355

statistics are shown in Fig. 9.5 in relation with the turn-taking events. It is observed
that the presenter is more likely to gaze at the person in the audience right before
yielding the turn to him/her. We can also see that the person who takes the turn is
more likely to gaze at the presenter, but the ratio of the turn-yielding by the presenter
is not higher than the average over the entire data set.

The duration of the eye-gaze is also measured. It is measured within the segment
of 2.5 s before the end of the presenter’s utterances because the majority of the IPUs
are less than 2.5 s. It is listed in Table9.1 in relation with the turn-taking events. We
can see the presenter gazed at the person right before yielding the turn to him/her
significantly longer than other cases. However, there is no significant difference in
the duration of the eye-gaze by the audience according to the turn-taking events.

9.3.1.2 Joint Eye-Gaze Events

Next, joint eye-gaze events by the presenter and the audience are defined as shown
in Table9.2. In this table, notation of “audience” is used, but actually these events
are defined for each person in the audience. Thus, “Ii” means the mutual gaze by the
presenter and a particular person in the audience, and “Pp” means the joint attention
to the poster object.
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Table 9.2 Definition of joint eye-gaze events by presenter and audience

Who Presenter

Gazes at Audience (I) Poster (P)

Audience Presenter (i) Ii Pi
Poster (p) Ip Pp

Table 9.3 Statistics of joint eye-gaze events by presenter and audience in relation with turn-taking
(ratio of occurrence frequency)

#Turn held by #Turn taken by audience Total (%)

presenter A (%) (Self) (%) (Other) (%)

Ii 3.1 0.4 0.1 3.6

Ip 7.9 1.8 0.6 10.3

Pi 4.7 0.3 0.2 5.2

Pp 73.7 3.6 3.6 80.9

Statistics of these events at the end of the presenter’s utterances are summarized
in Table9.3. Here, the counts of the events are summed over the two persons in the
audience. They are classified according to the turn-taking events, and turn-taking
by the audience is classified into two cases: the person involved in the eye-gaze
event actually took the turn (self), and the other person took the turn (other). It is
confirmed that the joint gaze at the poster is most dominant (around 80%) in the
poster conversations. The mutual gaze (“Ii”) is expected to be related with turn-
taking, but its frequency is not so high. The frequency of “Pi” is not high, either.
The most potentially useful event is “Ip”, in which the presenter gazes at the person
in the audience before giving the turn. This is consistent with the observation in the
previous subsection.

9.3.1.3 Dynamics of Eye-Gaze

In the analysis of the previous subsections, gazing information by the audience is
not so clearly related with turn-taking. The audience might have sent a signal to the
presenter by gazing that he would like to take a turn, but turn-taking actually happens
when the presenter looks back to him/her. To confirm this, the dynamic patterns of
the eye-gaze events are investigated by a window of 2.5 s over 10 s before the end of
the presenter’s utterances. As a result, we observe a tendency that the frequency and
duration of “Ii” and “Ip” are increasing toward the end of the utterances, while “Pi”
appeared relatively longer in the segment of 5 s before the end of the utterances. This
indicates that “Pi” is followed by “Ii” or “Ip”. This suggests that bigram information
of the eye-gaze events may be useful when we have a larger amount of data.
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Fig. 9.6 Statistics of backchannels and their relationship with turn-taking (occurrence frequency)

9.3.1.4 Backchannels

Verbal backchannels, typically “hai” in Japanese and “yeah” or “okay” in English,
indicate that the listener is understanding what is being said. Nodding is regarded as
a non-verbal backchannel, and it is more frequently observed in poster conversations
than in simple spoken dialogue.

The occurrence frequencies of these events are countedwithin the segment of 2.5 s
before the end of the presenter’s utterances. They are shown in Fig. 9.6 according to
the joint eye-gaze events. It is observed that the person in the audience who takes the
turn (=turn-taker) made more backchannels both in verbal and non-verbal manners,
and the tendency is more apparent in the particular eye-gaze events of “Ii” and “Ip”
which are closely related with the turn-taking events.

9.3.2 Prediction of Turn-Taking by Audience

Based on the analysis in the previous subsection, features for predicting turn-taking
by the audience are parameterized. The prediction task is divided into two sub-tasks:
detection of speaker change and identification of the next speaker. In the first sub-
task, we predict whether the turn is yielded from the presenter to (someone in) the
audience, and if that happens, then we predict who in the audience takes the turn in
the second sub-task. Note that these predictions are done at every end-point of the
presenter’s utterance (IPU) using the information prior to the speaker change or the
utterance by the new speaker.
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Prediction experiments were conducted based on machine learning using the data
set in a cross-validation manner; one session is tested using the classifier trained with
the other sessions, and this process is repeated by changing the training and testing
set.

9.3.2.1 Prediction of Speaker Change

For thefirst sub-task, prosodic features are adopted as a baseline based on the previous
works (e.g. [16, 22]). Specifically, F0 (mean, max, min, and range) and power (mean
and max) of the presenter’s utterance is computed prior to the prediction point. Each
feature is normalized by the speaker by taking the z-score; it is subtracted by the
mean and then divided by the variance for the corresponding speaker.

Backchannel features are defined by taking occurrence counts prior to the predic-
tion point for each type (verbal backchannel and non-verbal nodding).

Eye-gaze features are defined as below:

1. Eye-gaze object
For the presenter, (P) poster or (I) audience;
For (anybody in) the audience, (p) poster, (i) presenter, or (o) other person in the
audience.

2. Joint eye-gaze event: “Ii”, “Ip”, “Pi”, “Pp”
These can happen simultaneously for multiple persons in the audience, but only
one is chosen by the priority order listed above.

3. Duration of the above 1. ((I) and (i))
A maximum is taken over persons in the audience.

4. Duration of the above 2. (except “Pp”)

Note that these parameters can be extended to any number of the persons in the
audience, although only two persons were present in this data set.

Support vector machines (SVM) and logistic regression (MaxEnt) model are used
for machine learning, but they show comparable performance. The result with SVM
is listed in Table9.4. Here, recall, precision and F-measure are computed for speaker
change, or turn-taking by the audience. This case accounts for only 11.9% and its
prediction is a very challenging task, while we can easily get an accuracy of over
90% for prediction of turn-holding by the presenter. We are particularly concerned
on the recall of speaker change, considering the nature of the task and application
scenarios.

Among the individual features, as shown in Table9.4, the prosodic features obtain
the best recall while the eye-gaze features achieve the best precision and F-measure.
In the table, combination of all four kinds of the eye-gaze parameterization listed
above is adopted, however, using one of them is sufficient and there is not a significant
difference in performance among them. Combination of the prosodic features and
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Table 9.4 Prediction result of speaker change

Feature Recall Precision F-measure

Prosody 0.667 0.178 0.280

Backchannel (BC) 0.459 0.113 0.179

Eye-gaze (gaze) 0.461 0.216 0.290

Prosody+BC 0.668 0.165 0.263

Prosody+gaze 0.706 0.209 0.319

Prosody+BC+gaze 0.678 0.189 0.294

Table 9.5 Prediction result
of the next speaker

Feature Accuracy (%)

1. Eye-gaze object 53.8

2. Joint eye-gaze event 53.8

1.+2. 55.8

3. 1.+2. + duration 66.4

BC Backchannel 52.6

Combination of above all (3.+BC) 69.7

eye-gaze features is effective in improving both recall and precision. On the other
hand, the backchannel features get the lowest performance, and its combination with
the other features is not effective, resulting in degradation of the performance.

9.3.2.2 Prediction of Next Speaker

Predicting the next speaker in a multi-party conversation (before he/she actually
speaks) is also a challenging task, and has not been addressed in the previous work.
For this sub-task, the prosodic features of the current speaker are not usable because
it does not have information suggesting who the turn will be yielded to. Therefore,
the backchannel features and eye-gaze features described in the previous subsection
are adopted, but they are computed for individual persons in the audience, instead of
taking the maximum or selecting among them.

In this experiment, SVM performs slightly better than logistic regression model,
thus the prediction accuracy obtained with SVM is listed in Table9.5. As there are
only two persons in the audience, random selection would give an accuracy of 50%.

The simple eye-gaze features focused on the prediction point (1 and 2) obtains an
accuracy slightly better than the chance rate, but incorporating duration information
(3) significantly improves the accuracy. In this experiment, the backchannel features
have some effect; the person who made more backchannels is more likely to take the
turn. By combining all features, the accuracy reaches almost 70%.
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9.4 Speaker Diarization with Backchannel Detection
Using Eye-Gaze Information

In the previous section, it is shown that eye-gaze information is useful for predicting
turn-taking. Based on this finding, we investigate a new scheme of speaker diariza-
tion. Speaker diarization is a process to identify “who spoke when” in multi-party
conversations. A number of diarization methods [24, 25] have been investigated
based on acoustic information. In real multi-party conversations, the diarization per-
formance is degraded by adversary acoustic conditions such as background noise and
distant talking. To solve the problem, some studies tried to incorporate multi-modal
information such as motion and gesture [12, 25].

Although it is known that eye-gaze information can be used to predict partici-
pants’ utterances, it has not been integrated in speaker diarization tasks. This section
addresses a multi-modal diarization method which integrates eye-gaze information
with acoustic information. The proposed method extracts acoustic and eye-gaze fea-
tures, which are integrated in a stochastic manner to detect utterances.

Furthermore, the diarization results are enhanced by detecting audience’s
backchannels. Backchannels are frequently observed in poster conversations and
involve different eye-gaze behaviors since they indicate that the listener does not
take a turn. Detection of backchannels is also realized by using the samemulti-modal
scheme but training a different model. By eliminating the detected backchannels and
noise from the diarization result, we can easily access to meaningful utterances such
as questions and comments, while backchannels show interaction level of the con-
versation.

In this study, eight poster sessions are used. Since utterances by the audience
are not frequent, it is difficult to detect these utterances accurately. Moreover, the
audience’s backchannels account for about 40% of their utterance duration.

9.4.1 Multi-modal Speaker Diarization

9.4.1.1 MUSIC Method Using Microphone Array

Conventional speaker diarizationmethods have usedMel-FrequencyCepstral Coeffi-
cients (MFCCs) and Directions Of Arrival (DOA) of sound sources [24]. An acoustic
baseline method in this study is based on sound source localization using DOAs
derived from the microphone array.

To estimate aDOA,we adopt theMUltiple SIgnal Classification (MUSIC)method
[26], which can detect multiple DOAs simultaneously. The MUSIC spectrum Mt (θ)

is calculated based on the orthogonal property between an input acoustic signal and a
noise subspace. Note that θ is an angle between the microphone array and the target
of estimation, and t represents a time frame. The MUSIC spectrum represents DOA
likelihoods, and the large spectrum suggests that the participant makes an utterance
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from that angle. To calculate the spectrum, it is needed to determine the number of
sound sources. In this study, the number of sound sources is predicted with SVM
using the eigenvalue distribution of a spatial correlation matrix [27].

The proposed method incorporates eye-gaze information to speaker diarization.
The method first extracts acoustic and eye-gaze features to compute a probability of
speech activity respectively, then it combines the two probabilities for the frame-wise
decision. The process is conducted independently on every time frame t and for each
participant i .

The acoustic features are calculated based on the MUSIC spectrum. We can use
the i th participant’s head location θi,t tracked by the Kinect sensors. The possible
location of the participant is constrained within a certain range (±θB) from the
detected location θi,t . The acoustic features of the i th participant in the time frame t
consist of the MUSIC spectrum in the range:

ai,t = [
Mt

(
θi,t − θB

)
, ···, Mt

(
θi,t

)
, ···, Mt

(
θi,t + θB

)]T

.
(9.1)

9.4.1.2 Eye-Gaze Features

The eye-gaze features for the i th participantgi,t are sameas those used inSect. 9.3.2.1,
except that unigram and bigram of the eye-gaze objects and the joint eye-gaze events
are added.

9.4.1.3 Integration of Acoustic and Eye-Gaze Information

The acoustic features ai,t are integrated with the eye-gaze features gi,t to detect
the i th participant’s speech activity vi,t in the time frame t . Note that the speech
activity vi,t is binary: speaking (vi,t = 1) or not-speaking (vi,t = 0). Here, a linear
interpolation is adopted to combine probabilities independently computed by the two
feature sets [25]:

fi,t (ai,t , gi,t ) = α p(vi,t = 1|ai,t ) + (1 − α) p(vi,t = 1|gi,t ) . (9.2)

Here α ∈ [0, 1] is a weight coefficient. Each probability is computed by a logistic
regression model. It is also possible to combine the two feature sets in the feature
domain and directly compute a posterior probability p(vi,t |ai,t , gi,t ). Compared with
this joint model, the linear interpolation model has a merit that training data does not
have to be aligned between the acoustic and eye-gaze features because of indepen-
dency of the two discriminative models. Furthermore, the weight coefficient α can
be appropriately determined based on the acoustic environments such as Signal-to-
Noise Ratio (SNR). Here, it is estimated using an entropy h of the acoustic posterior
probability p(vi,t |ai,t ) [28] as
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α = αc · 1 − h

1 − hc ,
(9.3)

where hc and αc are an entropy and an ideal weight coefficient in a clean acoustic
environment, respectively.When the estimatedweight coefficient is larger than one or
less than zero, the coefficient is set to one or zero, respectively. For online processing,
the coefficient is updated periodically.

9.4.1.4 Speaker Diarization Experiment

Logistic regression models were trained separately for the presenter and the audi-
ence by cross-validation of the eight sessions. In order to evaluate performance under
ambient noise, audio data was prepared by superimposing a diffusive noise recorded
in a crowded place. SNRs were set to 20, 15, 10, 5 and 0 dB. In real poster conver-
sations carried out in academic conventions, the SNRs are expected to be around 0
to 5 dB.

The multi-modal method is compared with other methods listed below:

1. baseline MUSIC [29]
This method conducts peak tracking of the MUSIC spectrum and GMM-based
clustering in the angle domain. Each cluster corresponds to each participant. This
method does not use any cue from visual information.

2. baseline + location constraint [30]
This method also performs peak tracking of the MUSIC spectrum, and compares
the detected peak with the estimated head location within the ±θB range. If this
constraint is not met, the hypothesis is discarded.

3. acoustic-only model
This method fixes the weight coefficient α to 1 in Eq. (9.2), and uses only the
acoustic information.

For an evaluationmeasure,DiarizationError Rate (DER) [31] is used in this exper-
iment. DER consists of False Acceptance (FA), False Rejection (FR), and Speaker
Error (SE) as below:

DE R = #F A + #F R + #SE

#S ,
(9.4)

where #S is the number of speech frames in the reference data.
Table9.6 lists DERs for each SNR. The two baseline methods (baseline MUSIC

and baseline + location constraint) showed lower accuracy because they are rule-
based and not robust against dynamic changes of the MUSIC spectrum and partici-
pants’ locations. Compared with the acoustic-only model, the proposed multi-modal
model achieves higher performance under noisy environments (SNR = 5, 0 dB).
Thus, we can see the effect of the eye-gaze information under noisy environments
expected in real poster sessions.
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Table 9.6 Evaluation of speaker diarization (DER [%])

Method SNR (dB)

∞ 20 15 10 5 0 Average

Baseline
MUSIC

[29] 16.94 23.14 31.66 47.92 67.03 88.80 45.92

Baseline
+
location
con-
straint

[30] 8.34 14.45 22.31 36.09 55.80 78.05 35.84

Acoustic-
only
model

Eq. (9.2)
w/o gi,t

6.16 7.28 9.36 14.20 22.94 35.89 15.97

Multi-
modal
model

Eq. (9.2) 6.27 7.81 9.96 13.69 18.18 21.61 12.92

The weight coefficient α in Eq. (9.2) was also manually tuned where the stepping
sizewas 0.1. In the clean environment (SNR=∞ dB), the optimalweight was 1.0. On
the other hand, in the noisy environments (SNR = 5 and 0 dB), the optimal weights
were 0.6 or 0.5. These results suggest that the weight of eye-gaze features is appro-
priately increased in noisy environments. The average DER by the manual tuning is
11.78%, which is slightly better than the result (12.92%) by the automatic weight
estimation (Eq. 9.3). Therefore, the automatic weight estimation works reasonably
according to the acoustic environment.

9.4.2 Detection of Backchannels

The diarization result includes backchannels and also falsely accepted noise espe-
cially for audience’s utterances. A post-processing model is introduced to detect and
eliminate them and highlight questions and comments by the audience, which are
important for efficient review of poster conversations. There have been few works
on detection of backchannels while many studies have been conducted to predict
appropriate timing of backchannels [32–35].

Backchannels suggest that the current speaker can hold the turn, and the listener
does not take a turn. In that sense, the eye-gaze behaviors are different from those of
turn-taking. Thus, a different model is trained using the eye-gaze behaviors to predict
backchannels. Here, the multi-modal scheme formalized in the previous subsection
is modified. The eye-gaze features and the multi-modal integration model are same,
but here the acoustic features are re-designed. Multi-channel acoustic signals are
enhanced for each participant by delay-and-sum beamforming. The enhanced signal
is used to calculate the acoustic features as follows:
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1. the number of time frames of the utterance segment calculated from the diarization
result

2. MFCC parameters (12-MFCCs and 12-ΔMFCCs)
3. Power (and ΔPower)
4. Regression coefficients of fundamental frequency (F0) and power at the end of

the preceding utterance [34]

Logistic regression models are trained to predict three events: backchannels, utter-
ances other than backchannels, and noise. For each utterance segment as a result of
speaker diarization, cumulative likelihoods are calculated by the three models, and
they are normalized so that the sum of the three is one. The eliminated utterance
segments are determined by the thresholding operation with a sum of the posterior
probabilities on backchannels and noise.

The diarization result is post-processed by another model for elimination of
backchannels and noise. The reference labels in this experiment regard backchannels
as non-speech events.

The following methods are compared. They were applied after the multi-modal
speaker diarization (last row of Table9.6).

1. thresholding with utterance duration
A threshold in this method is the duration of each utterance section since the
duration of backchannels is usually shorter than others. This corresponds to using
only the first feature listed above.

2. acoustic-only model
This method uses the acoustic features listed above.

3. multi-modal model
This method also uses the eye-gaze features in addition to the acoustic features.

Here, we focus on substantial utterances by the audience for efficient access to the
recordings. Since there are rarely overlapping utterances other than backchannels,
we measured Equal Error Rate (EER) where False Acceptance Rate (FAR) equals to
False Rejection Rate (FRR). FAR and FRR are defined as:

F AR = #F A

#N S ,
F R R = #F R

#S ,
(9.5)

where #N S is the number of non-speech frames in the reference. EER is calculated
by varying the threshold in speaker diarization.

Table9.7 lists EERs for each SNR. Compared to the case without post-processing
(no post-processing), the proposed multi-modal model significantly reduces EERs.
This shows the effectiveness of elimination of backchannels and noise after speaker
diarization. The simple thresholding method (thresholding with utterance duration)
reduces EERs in noisy conditions, but degrades in clean conditions. It is difficult
to detect backchannels only with the utterance duration. The effect of the eye-gaze
features is also confirmed under noisy environments (SNR = 5.0 dB).



256 T. Kawahara

Table 9.7 Evaluation of audience’s speech detection (EER [%])

Method SNR (dB)

∞ 20 15 10 5 0 Average

No post-
processing

13.37 15.80 17.86 20.86 25.77 31.80 20.91

Thresholding
with
utterance
duration

15.95 17.60 18.64 20.38 24.74 30.81 21.35

Acoustic-
only
model

Eq. (9.2) w/o
gi,t

12.14 13.98 15.47 18.19 23.34 30.20 18.89

Multi-modal
model

Eq. (9.2) 12.23 14.11 15.42 18.29 23.07 29.72 18.80

9.5 Detection of Hot Spots via Prominent Reactive
Tokens of Audience

This section addresses high-level indexing of poster conversations based on the inter-
active characteristics. As opposed to the conventional content-based approach which
focuses on the presenter’s speech,we focus on the audience’s reaction, specifically the
audience’s reactive tokens and laughter. By reactive tokens (Aizuchi in Japanese),
we mean the listener’s verbal short response, which expresses his/her state of the
mind during the conversation. We particularly focus on prominent non-lexical reac-
tive tokens, such as “hu:n”, “he:” in Japanese and “wow”, “gosh” in English, which
are not used for simple acknowledgment and presumably related with the state of
the mind of the listener. These can be articulated with a variety of prosodic patterns;
they can be prolonged to an arbitrary length.

It is assumed that the audience signals their interest level with this kinds of non-
lexical reactive tokens, and that detection of the audience’s interest level is useful
for indexing the speech archives, because people would be interested in listening
to the points other people were interested in. It is also presumed that people would
be interested in the funny spots where laughter was made. In this work, those spots
which induced (or elicited) laughter and non-lexical reactive tokens are defined as
hot spots, and their automatic detection is investigated.

In this study, eight poster sessions are used.

9.5.1 Detection of Laughter and Reactive Tokens

Detection of laughter has been addressed by several studies [36–38]. Typically, a
dedicated classifier such as GMM and SVM is prepared for discriminating laughter
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against speech. On the other hand, studies on detecting reactive tokens is limited.
Ward [39] investigated prosodic patterns of reactive tokens, but did not conduct auto-
matic detection. Other works [40, 41] focused on distinction of affirmative answers
“yes” and tokens used in backchannels. In Japanese, there are a variety of syllabic
patterns in reactive tokens, including both lexical and non-lexical tokens.

A framework for acoustic event detection in audio recordings of conversations
is designed based on a combination of BIC-based segmentation and GMM-based
classification [42]. For each segment, classification based onGMMis applied.GMMs
are prepared for five classes of male speech, female speech, noise, laughter and
reactive tokens. Laughter is detected with this GMM-based classification.

Reactive tokens are more difficult to detect, because they are much similar to nor-
mal speech in terms of acoustic characteristics. Thus, we incorporate two additional
processes to verify the candidates of reactive tokens hypothesized by GMM-based
classification. One is the filled pause detector which considers monotonousness of
spectral and pitch patterns [43]. The other is a speech recognition system, which is
used to filter out filled pauses included in its lexicon. In summary, reactive tokens
are detected only when supported by the following three classifiers.

• dedicated GMM
• filled pause detector (to reject normal speech)
• speech recognizer (to reject fillers)

Detection accuracy of laughter and reactive tokens is shown in Table9.8 with
evaluation measures of recall, precision and F-measure. Here, F-measure is defined
with a double weight on precision, because there are a number of indistinct laughter
and reactive tokens, which are hard to recall and not useful for indexing.

As shown in Table9.8, overall recall is not high, but we can detect most of the
distinct events such as loud laughter and long reactive tokens. These distinct events
are more related with the hot spots than subtle events. The frame-wise classification
accuracy among five GMM classes is 82.3%.

9.5.2 Subjective Evaluation of Detected Hot Spots

Basedon the detected laughter and reactive tokens, hot spots are defined to correspond
to these two kinds of events. Specifically, hot spots are labeled for utterances which
induce (or elicit) the events. The segments are defined by utterance units, i.e. made
of a couple of utterances, with a maximum duration determined by a threshold.

Table 9.8 Detection accuracy of laughter and reactive tokens

Recall Precision F-measure

Laughter 0.419 0.750 0.648

Reactive token 0.439 0.707 0.630
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Table 9.9 Ratio of appropriate hot spots among detected spots (“precision”)

Precision (oracle)

Spots accompanying laughter 74.7% (89.2%)

Spots accompanying reactive token 86.5% (95.2%)

Subjective evaluations were conducted on the hot spots indexed in this manner.
Four subjects, who had not attended the presentation nor listened to the recorded
audio content, were asked to listen to each of the segmented hot spots in the original
time sequence, and to make evaluations on the questionnaire, as below.

Q1: Do you understand the reason why the reactive token/laughter occurred?
Q2: Do you find this segment interesting/funny?
Q3: Do you think this segment is necessary or useful for listening to the content?

The result of Question 1 (percentage of “yes”), summarized in Table9.9, suggests the
ratio of appropriate hot spots or “precision” among the detected hot spots, because
the third person verified the spots were naturally inducing laughter or reactive tokens.
The figures labeled “(oracle)” in Table9.9 show the result when limited to the seg-
ments where laughter or reactive tokens were correctly detected. It is confirmed that
a large majority of the detected spots are appropriate. There are more “false” detec-
tions for the segments accompanying laughter; laughter is socially made to relax the
participants in the poster conversations.

The answers to Questions 2 and 3 are more subjective, but suggest the usefulness
of the hot spots. Only a half of the spots associated with laughter are funny for the
subjects (Q2), and they found 35% of the spots not funny. The result suggests that
feeling funny largely depends on the person. And we should note that there are not
many funny parts in the poster sessions by nature.

On the other hand, more than 90% of the spots associated with reactive tokens are
interesting (Q2), and useful or necessary (Q3) for the subjects. The result supports
the effectiveness of the hot spots extracted based on the reaction of the audience.

9.5.3 Prosodic Analysis of Reactive Tokens

In the system described above, all non-lexical reactive tokens are detected without
considering their syllabic and prosodic patterns. In this subsection, syllabic and
prosodic patterns of reactive tokens related with the interest level are investigated
Generally, prosodic features play an important role in conveying para-linguistic and
non-verbal information. In previous works [40, 41], it was reported that prosodic
features are useful in identifying reactive tokens. Ward [39] made an analysis of
pragmatic functions conveyed by the prosodic features in English non-lexical tokens.

An experiment was designed to identify the syllabic and prosodic patterns closely
related with the interest level for detection of hot spots. For this investigation, three
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Table 9.10 Significant combinations of syllabic and prosodic patterns of reactive tokens

Interest Surprise

hu:N Duration * *

F0 max

F0 range

Power

he: Duration * *

F0 max * *

F0 range *

Power * *

a: Duration

F0 max *

F0 range

Power *

syllabic patterns of “hu:N”, “he:” and “a:” were selected. They are presumably
related with the interest level and also most frequently observed in the corpus, except
lexical tokens.

Duration, F0 (maximum and range) and power (maximum) are computed for
each reactive token, and they are normalized for every person; for each feature, we
compute the mean, and this mean is subtracted from the feature values.

For each syllabic kind of reactive token and for each prosodic feature, top-ten and
bottom-ten samples, i.e. samples that have largest/smallest values of the prosodic
feature, were selected. For each of them, an audio segment was extracted to cover
the reactive token and its preceding utterances. This process is similar to the hot spot
detection described in the previous subsection, but was done manually according to
the criteria.

Then, five subjects listened to the audio segments and evaluated the audience’s
state of the mind. Twelve items were evaluated in a scale of four (“strongly feel”
to “do not feel”). Among them two items are related to the interest level and other
two items are related to the surprise level.1 Table9.10 lists the results (marked by
“*”) that have a statistically significant (p < 0.05) difference between top-ten and
bottom-ten samples. It is observed that prolonged “hu:N” means interest and surprise
while “a:” with higher pitch or larger power means interest. On the other hand, “he:”
can be emphasized in all prosodic features to express interest and surprise.

Using this prosodic information will enhance the precision of the hot spot detec-
tion. The tokens with larger power and/or a longer duration is apparently easier to
detect than indistinct tokens, and they are more related with the hot spot. This simple
principle is consistent with the proposed scheme.

1We used different Japanese wording for interest and for surprise to enhance the reliability of the
evaluation; we adopt the result if the two matches.
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9.6 Prediction of Interest and Comprehension Level via
Audience’s Questions from Multi-modal Behaviors

Feedback behaviors of an audience are important cues in analyzing presentation-style
conversations. We can guess whether the audience is attracted to the presentation by
observing their feedback behaviors. This characteristic is more prominent when the
audience is smaller; the audience can make not only non-verbal feedbacks such
as nodding, but also verbal backchannels. Eye-gaze behaviors also becomes more
observable. In poster conversations, moreover, the audience can ask questions even
during the presentation. By observing their reactions, particularly the quantity and
quality of their questions and comments, we can guess whether the presentation is
understood or liked by the audience.

In the previous section, it is shown that non-lexical reactive tokens are a good
indicator of the audience’s interest level. The relationship between the audience’s
turn-taking and feedback behaviors including backchannels and eye-gaze patterns is
also confirmed.

This section addresses estimation of the interest and comprehension level of the
audience based on the multi-modal behaviors. As annotation of the interest and
comprehension level is apparently difficult and largely subjective, we turn to speech
acts which are observable and presumably related with these mental states. One is
prominent reactive tokens signaled by the audience and the other is questions raised
by them.Moreover, questions are classified into confirming questions and substantive
questions. Prediction of these speech acts from themulti-modal behaviors is expected
to approximate the estimation of the interest and comprehension level.

In this study, ten poster sessions are used. Each poster was designed to introduce
research topics of the presenter to researchers or students in other fields. It consists
of four or eight components (hereafter called “slide topics”) of rather independent
topics. This design is a bit different from typical posters presented in academic
conferences, but makes it straightforward to assess the interest and comprehension
level of the audience for each slide topic. Usually, a poster conversation proceeds
with an explanation of slide topics one by one, and is followed by an overall QA
and discussion phase. In the QA/discussion phase, it is difficult to annotate which
topic they refer. Therefore, the conversation segments of the explanation on the slide
topics are used.

In the ten sessions used in this study, there are 58 slide topics in total. Since two
persons participated as an audience in each session, there are 116 slots (hereafter
called “topic segments”) for which the interest and comprehension level should be
estimated.
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9.6.1 Definition of Interest and Comprehension Level

In order to get a gold-standard annotation, it would be a natural way to ask every
participant of the poster conversations on the interest and comprehension level on
each slide topic after the session. However, this is not possible in a large scale and
also for the previously recorded sessions. The questionnaire results may also be
subjective and difficult to assess the reliability.

Therefore, we focus on observable speech acts which are closely related with the
interest and comprehension level. In the previous section, we identified particular
syllabic and prosodic patterns of reactive tokens (“he:”, “a:”, “fu:N” in Japanese,
corresponding to “wow” in English) signal interest of the audience [44]. We refer to
them as prominent reactive tokens.

We also empirically know that questions raised by the audience signal their inter-
est; the audience ask more questions to know more and better when they are more
attracted to the presentation. Furthermore, we can judge the comprehension level
by examining the kind of questions; when the audience asks something already
explained, they must have a difficulty in understanding it.

9.6.1.1 Annotation of Question Type

Questions are classified into two types: confirming questions and substantive ques-
tions. The confirming questions are asked to make sure of the understanding of the
current explanation, thus they can be answered simply by “Yes” or “No”. 2 The sub-
stantive questions, on the other hand, are asking about what was not explained by
the presenter, thus they cannot be answered by “Yes” or “No” only; an additional
explanation is needed. Substantial questions are occasionally comments even in a
question form.

9.6.1.2 Relationship Between Question Type and Interest
and Comprehension Level

In four sessions, audience subjects were asked to answer their interest and compre-
hension level on each slide topic after the session. These are used for analysis on the
relationship between these gold-standard annotations and observed questions.

Figure9.7 shows distributions of the interest and comprehension level for each
question type. The interest level is quantized into five levels from 1 (not interested) to
5 (very interested), and the comprehension level ismarked from1 (didnot understand)
to 5 (fully understood). In the graph, a majority of confirming questions (86%)
indicate a low comprehension level (level 1 and 2). We also see a general tendency
that occurrence of questions of either types is correlated with a higher interest level
(level 4&5).

2This does not mean the presenter actually answered simply by “Yes” or “No”.
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Fig. 9.7 Distribution of interest and comprehension level according to question type

From these observations and the previous finding, the following annotation
scheme is adopted.

• high interest level ← questions of any types and/or prominent reactive tokens.
• low comprehension level ← confirming questions.

Detection of these states would be particularly useful in reviewing the poster
sessions or improving the presentations.

9.6.2 Relationship Between Multi-modal Behaviors
and Questions

Next, statistics of backchannel and eye-gaze behaviors of the audience are investi-
gated on their relationship with questions asked by them.

9.6.2.1 Backchannels

It is assumed that the listener tends to make backchannels more frequently when they
are attracted. In this analysis, non-lexical reactive tokens (e.g. “wow”) are excluded
since the prominent part of them are used for the annotation, though their occurrence
frequency is much smaller (less than 20% of all) than that of the lexical tokens (e.g.
“yeah” and “okay”).

Nodding is regarded as a non-verbal backchannel, and it is more frequently
observed in poster conversations than in daily conversations. Our preliminary analy-
sis showed, however, that there is not a distinct tendency in the occurrence frequency
of non-verbal noddings, thus they are not used.

The occurrence frequency of the verbal backchannels normalized by the presen-
ter’s utterance (sentence unit) is counted within the topic segments. The statistics
are listed according to the question type in Table9.11. In the table, “entire” means
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Table 9.11 Relationship of audience’s backchannel (count/utterance) and questions (by type)

Confirming Substantive Entire

Backchannel 0.42 0.52 0.34

Table 9.12 Relationship of audience’s eye-gaze at the presenter (count/utterance and duration
ratio) and questions (by type)

Confirming Substantive Entire

Gaze occurrence 0.38 1.02 0.64

Gaze duration 0.05 0.15 0.07

the overall average computed for the entire topic segments of the data set. Since no
questions were made in more than a half topic segments, the entire average is lower
than the values in the other two columns. It is observed that the audience make more
backchannels when asking questions, especially substantive questions.

9.6.2.2 Eye-Gaze at Presenter

The object and the duration of the eye-gaze of all participants during the topic seg-
ments are identified prior to the audiences’ questions. The target object can be either
the poster or other participants. In poster conversations, unlike daily conversations,
participants look at the poster in most of the time. Therefore, eye-gaze at other par-
ticipants has a reason and effect. The analysis in Sect. 9.3 showed that eye-gaze
information is related with turn-taking events; specifically, the eye-gaze by the pre-
senter mostly controls the turn-taking.

In this work, the eye-gaze by the audience is investigated on its relationship with
the questions they ask. In particular, the eye-gaze of each person of the audience at the
presenter is counted. The average occurrence count (per presenter’s utterance) and the
total duration (normalized per second) within the topic segments are measured. Their
statistics are listed in Table9.12.We can see a significant decrease and increase when
asking confirming questions and substantive questions, respectively. It is reasoned
that the audience ismore focused on the poster trying to understand the content before
asking confirming questions, while they want to attract the presenter’s attention
before asking substantive questions.

In a more detailed analysis done sentence by sentence, a gradual increase of the
eye-gaze at the presenter is observed prior to substantive questions, while there is no
such dynamic changes in the case of confirming questions.

The results suggest that eye-gaze information is potentially useful for identifying
the question type and also estimating the interest and comprehension level.
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9.6.3 Prediction of Interest and Comprehension Level

Based on the analysis in the previous subsection, we have implemented and evaluated
classifiers to predict the interest and comprehension level of the audience in each
topic segment.

First, eachof audiencebehaviors needs to beparameterized.The features described
in the previous subsection are used. An average count of backchannels per the pre-
senter’s utterance is computed. Eye-gaze at the presenter is parameterized into an
occurrence count per the presenter’s utterance and the duration ratio within the topic
segment.

Then, regarding the machine learning method for classification, a naive Bayes
classifier is adopted, as the data size is not so large to estimate extra parameters such
as weights of the features. For a given feature vector F = { f1, . . . , fd}, a naive Bayes
classification is done by

p(c|F) = p(c) ∗
∏

i

p( fi |c)

where c is a considered class (“high interest level or not” and “low comprehension
level or not”). For computation of p( fi |c), we adopt a simple histogram quantization,
in which feature values are classified into one of bins, instead of assuming a proba-
bilistic density function. This also circumvents estimation of any model parameters.
The feature bins are defined by simply splitting a histogram into 3 or 4. Then, the
relative occurrence frequency in each bin is transformed into the probability form.

Experimental evaluations were done by cross-validation.

9.6.3.1 Prediction of Questions and Reactive Tokens
for Interest Level Estimation

First, an experiment of estimating the interest level of the audience was conducted.
This problem is formulated by predicting the topic segment in which questions
and/or prominent reactive tokens are made by the audience. These topic segments
are regarded as “interesting” to the person who made such speech acts.

The results with different sets of features are listed in Table9.13. F-measure is a
harmonic mean of recall and precision of “interesting” segments, though recall and
precision are almost same in this experiment. Accuracy is a ratio of correct output
among all 116 topic segments. The chance-rate baseline when we count all segments
as “interesting” is 49.1%.

Incorporation of the backchannel and eye-gaze features significantly improves the
accuracy, and the combination of both features results in the best accuracy of over
70%. It turned out that the two kinds of parameterization of the eye-gaze feature
(occurrence count and duration ratio) are redundant because dropping one of them
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Table 9.13 Prediction result of topic segments involving questions and/or reactive tokens

F-measure Accuracy (%)

Baseline (chance rate) 0.49 49.1

(1) Backchannel 0.59 55.2

(2) Gaze occurrence 0.63 61.2

(3) Gaze duration 0.65 57.8

Combination of (1)–(3) 0.70 70.7

Table 9.14 Identification result of confirming or substantive questions

Accuracy (%)

Baseline (chance rate) 51.3

(1) Backchannel 56.8

(2) Gaze occurrence 75.7

(3) Gaze duration 67.6

Combination of (1)–(3) 75.7

does not degrade the performance. However, we confirm the multi-modal synergetic
effect of the backchannel and eye-gaze information.

9.6.3.2 Identification of Question Type for Comprehension Level
Estimation

Next, an experiment of estimating the comprehension level of the audience was con-
ducted. This problem is formulated by identifying the confirming question given
a question, which signals that the person does not understand the topic segment.
Namely, these topic segments are regarded as “low comprehension (difficult to under-
stand)” for the person who made the confirming questions.

The classification results of confirming questions versus substantive questions are
listed in Table9.14. In this task, the chance-rate baseline based on the prior statistic
p(c) is 51.3%.

All features have some effects in improving the accuracy, but the eye-gaze occur-
rence count alone achieves the best performance and combining it with other features
does not give an additional gain. This is explained by a large difference in its value
among the question types as shown in Table9.12.

As the simple occurrence frequency of backchannels is not useful for this task,
the syllabic or prosodic patterns of the backchannels [45] should be investigated in
the future.
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9.7 Poster Session Browser

Based on the result and findings of this study, a poster session browser is designed
and developed, as shown in Fig. 9.8. The browser visualizes activities during the
poster session including speech utterances and eye-gaze at other participants for
each person. It also plays the recorded audio and video based on the indices.

Along the timeline, utterance segments of each participant are marked as a result
of speaker diarization and backchannel detection. We can easily access to substantial
utterances from the audience such as questions and comments. Moreover, eye-gaze
events are also visualized so we can estimate the interaction level of the conversation.
For each person in the audience, themarked segments represent when the person gave
his/her eye-gaze to the presenter.

Under the timeline, a scale-downed timeline overview is shown to allow users
to outlook the entire session. By clicking a segment on the timeline overview, users
can directly move to the area and see the conversation segment in the area. Poster
sessions generally last very long and presenters need to explain the same content
repeatedly while substantial utterances such as questions and comments by an audi-
ence is occasional but important. The above functions allow the users to efficiently
access to the substantial utterances without watching the entire video.

Thebrowserwill be helpful for the presenter to review the session afterwards, since
the presenter can hardly memorize the audience’s questions and comments during
the long session. The browser will also be useful for the colleagues or supervisor of
the presenter to see how many people came to the poster and if they were interested
in the presentation. It is also possible to quickly viewwhat the audience said and how
the presenter responded to them. In the future, the browser may be used in public, so
viewers see the other participants’ comments. But this needs to obtain a permission
from the participants as well as the session organizer.

Fig. 9.8 Poster conversation browser
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Table 9.15 Browsing time to complete quizzes; “reduction ratio” is measured against the session
duration

Subject Time Reduction ratio (%)

A 9m 50s 33.3

B 8m 11s 27.7

C 8m 13s 27.8

D 6m 58s 23.6

Average 8m 18s 28.1

Since the system is independent of conversational content (e.g. audio, video,
utterance segment), users can easily customize this tool to other conversational forms
such as meetings and discussions. Detailed information of the visualized data is
described in a configuration csv file. Various types of time-series multi-modal data
can be displayed on the timeline by editing the csv file. The csv file also describes
the display format of the browser: colors of segments on the timeline and display
positions of the visualized data. The system is designed as a Web application where
the backend is implemented in Java, and the interface is implemented in HTML,
CSS, and Javascript. Playing videos and audios is realized by HTML5. The browser
is lightweight and OS-independent.

A simple evaluation of the browser interface was conducted by measuring the
time needed for reviewing substantial exchanges in a poster session. One session
was chosen from our corpus and four subjects were engaged in this experiment.
They were asked to answer twelve quizzes by browsing the recorded session. The
quizzes were chosen from the questions uttered by the audience and the two possible
answers were prepared. The subjects were asked to select one of them which was
actually given by the presenter. The questions were sorted in a time-wise random
manner.

Table9.15 shows the time the subjects expended to complete all quizzes. All
subjectswere able to correctly answer all quizzes in less than tenminutes,whereas the
session actually lasted 29min.On average, reviewing time is approximately 28.1%of
the duration of the session. The browser with the speaker diarization result provides
an effective interface to efficiently search substantial utterances in the session.

9.8 Conclusions

We have conducted multi-modal conversation analysis focused on poster sessions.
Poster conversations are interactive, but often long and redundant. Therefore, simple
recording of the session is not so useful.

The primary goal of the study was robust signal-level sensing of participants,
i.e. who came to the poster, and their verbal feedbacks, i.e. what they said. This is
still challenging given distant and low-resolution sensing devices. Combination of
multi-modal information sources was investigated to enhance the performance.
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First, multi-modal behaviors prior to turn-taking events were investigated. For
prediction of speaker change or turn-taking by the audience, both prosodic features
of the presenter and eye-gaze features of all participants are useful. Themost relevant
among the eye-gaze information is the presenter’s gazing at the speaker to whom the
turn is to be yielded.

Based on this finding, a multi-modal speaker diarization method was realized by
integrating eye-gaze information with acoustic information. Moreover, the diariza-
tion result was enhanced by eliminating backchannels and falsely accepted noise.
The stochastic multi-modal scheme improved the performance of speaker diarization
and the effect of eye-gaze information was confirmed under noisy environments.

The next step was high-level indexing of interest and comprehension level of the
audience. The problem was formulated via relevant speech acts using non-verbal
feedback behaviors of the audience. Two approaches were presented in this work.

One is indexing of hot spots based on the reaction of the audience, specifically,
laughter and non-lexical reactive tokens. Detection of laughter is relatively easier, but
the detected spots are not necessarily funny or useful, because the evaluation is largely
affected by subjects. On the other hand, the spots associated with reactive tokens are
consistently interesting and meaningful. Furthermore, the specific prosodic patterns
closely related with the interest level were identified.

The other approach is estimation of interest and comprehension level based on
the audience’s feedback behaviors and speech acts such as questions and prominent
reactive tokens. Specifically, estimation of the interest level was reduced to predic-
tion of occurrence of questions and prominent reactive tokens, and estimation of
comprehension level was realized by classification of the question type.

To visualize these detected events and indices, a poster session browser has been
developed. The browser will be useful for assessing the effect of the processes and
further improving them.
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Chapter 10
Critical Roles of Implicit Interpersonal
Information in Communication

Makio Kashino, Shinsuke Shimojo and Katsumi Watanabe

Abstract Recent studies of cognitive science have convincingly demonstrated that
human behavior, decision making and emotion depend heavily on “implicit mind,”
that is, automatic, involuntarymental processes even the person herself/himself is not
aware of. Such implicit processes may interact between partners, producing a kind
of “resonance,” in which two or more bodies and brains, coupled via sensorimotor
systems, act nearly as a single system. The basic concept of this project is that
such “implicit interpersonal information (IIPI)” provides the basis for smooth and
effective communication.We have been developing newmethods to decode IIPI from
brain activities, physiological responses, and bodymovements, and to control IIPI by
sensorimotor stimulation and non-invasive brain stimulation. Here, we detail on two
topics from the project, namely, interpersonal synchronization of involuntary body
movements as IIPI, and autism as an impairment of IIPI. The findings of the project
would provide guidelines for developing human-harmonized information systems.
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10.1 Introduction

Various kinds of telecommunication systems, such as smart phones, chat, and video
conference systems, are widely used in themodernworld. These systems enable us to
communicate with others conveniently beyond the restriction of the physical space.
Compared to face-to-face communication, however, it is often difficult to transmit
subtle nuances and “atmosphere” with those systems. As a consequence, it typically
leads to inefficient discussions, misunderstandings, and conflicts, which would be
largely avoided in face-to-face communication.

The conventional approach to solve such problems is to improve the physical
performance of the system (by increasing the size and resolution of a visual display,
the number of channels of the audio signal, and the frequency band, and so on). Such
technical improvements bring about certain improvements, but not sufficient. As far
as the user is a human, any technological improvements can not be effective unless
it is expedient to human characteristics and mechanisms. Moreover, communication
may be rather disturbed by adding unnecessary information. Thus, conversation over
the conventional telephone can be less stressful than that by using video conference
system with high-definition screen.

We approach the problem from the other side, namely, a human-centered view-
point. In the first place, what are the critical factors that determine the quality of
human communication?Once such factors are identified, it is possible to establish the
design principles for securing face-to-face communication quality even via remote
communication systems. In addition, by controlling the critical information appro-
priately, it may be possible to implement communication systems with enhanced
nuances and reduced disturbance comparing to face-to-face interaction. Also, the
systematic knowledge of factors that determine the quality of communication will
be applicable not only to the interaction of human-to-human, but also to the inter-
action of the human-to-computer systems, which will become quite common in the
near future. Having these things in mind, we started this project in 2010 to identify
factors that determine the quality of communication, and their neural basis.

The fundamental assumption of our project is that consciousness (or explicitmind)
is only a fraction of the whole “mind” [1]. Recent findings of cognitive science con-
vincingly demonstrated that human behavior, decision making and emotion depend
not only on conscious deliberation, but heavily on “implicit mind,” that is, automatic,
fast, involuntary mental processes even the person herself/himself is not aware of
[2, 3]. Then, it would be natural that such implicit processes also play critical roles in
human-to-human communication. In daily communication, needless to say, explicit
information such as language and symbolic gestures is indispensable. At the same
time, the internal state of a person can be represented by implicit information, such
as subtle, unintended body movements and various physiological changes reflecting
the activities of the autonomic and endocrine systems. Such implicit information can
be thought of as rather “honest” information because it cannot be controlled volun-
tarily as in telling a lie using language. Even though the recipients are not aware of
such implicit information, their feelings and decisions may be affected faithfully by
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Fig. 10.1 Concept of IIPI [1]. Human behavior, decision making and emotion depend not only on
conscious deliberation, but heavily on “implicit mind,” that is, automatic, fast, involuntary mental
processes even the person herself/himself is not aware of. In interpersonal communication, uncon-
scious body movements of partners interact with one another, creating a kind of resonance. The
resonance, or “implicit interpersonal information (IIPI),” may provide basis for understanding and
sharing emotions, in addition to explicit language and gesture

the stimulus and the context. Such implicit processes may interact between partners,
producing a kind of “resonance,” inwhich two ormore bodies and brains, coupled via
sensorimotor systems, act nearly as a single system. The general aim of this project
is to test the general hypothesis that such “implicit interpersonal information (IIPI)”
provides the basis for smooth communication (Fig. 10.1).

To this end, we have been conducting several lines of research in parallel. The first
is to identify and to decode IIPI. As the saying goes, “the eyes are more eloquent than
the mouth.” In the context of decoding mental states from the eyes, gaze direction
has been used extensively as an index of visual attention or interest. However, what
is reflected on the eyes is not limited to mental states directed to or evoked by
visual objects. We have been studying how to decode mental states such as saliency,
familiarity, and preference not only for visual objects but also for sounds based on
the information obtained from the eyes. Such information includes a kind of eye
movement called microsaccade (small, rapid, involuntary eye movements, which
typically occur once in a second or two during visual fixation) [4] and changes
in pupil diameter (controlled by the balance of sympathetic and parasympathetic
nervous systems, and reflects, to some extent, the level of neurotransmitters that
control cognitive processing in the brain) [5, 6].

We have also been studying the responses of the brain and autonomic nervous
systems, hormone secretion, and body movements. In one of such studies, we have
developed amethod tomeasure the concentration of oxytocin (a hormone considered
to promote trust and attachment to others) in human salivawith the highest accuracy at
present. This enabled us to identify a physiological mechanism underlying relaxation
induced by music listening. Listening to music with a slow tempo promotes the
secretion of oxytocin, which activates the parasympathetic nervous system, resulting
in relaxation [7].
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While above mentioned methods are for decoding the information about the
implicit mental states of an individual, we have further proceeded to study the inter-
personal interaction of such information. As an example, in Sect. 10.2, we will intro-
duce in some detail the study on the interpersonal synchronization of implicit body
actions.

The second line of research focuses on patientswith communication disorders.We
have been trying to identify the cause of impaired communication in high-functioning
(i.e., without intellectual disorder) autism spectrum disorder (ASD). We found that
the basic sensory functions of ASD individuals often show specific patterns distinct
from those of neurotypical (NT) individuals. The findings provide a fresh view that
impaired communication in high-functioning ASD may, at least partly, due to the
inability to detect IIPI, rather than higher-order problems such as the inference of
other’s intention (“theory of mind” [8, 9]). We will cover this topic in some detail in
Sect. 10.3.

The third line of research is the development of the methods to improve the qual-
ity of communication by controlling IIPI and/or neural processes involved in the
processing of IIPI. We have identified factors that could occur in communication
systems and hamper IIPI, such as transmission delay, asynchrony between sensory
modalities, transmission loss of information about subtle facial expressions and body
movements. Then we examined their impact on the quality of communication, tol-
erance and adaptability of users. These studies provide guidelines for achieving
the same communication quality as face-to-face. Moreover, we have developed tech-
niques to overcome the physical limitations of communication systems such as delay
or asynchrony by controlling sensory information [10]. We have also been studying
the method of non-invasive brain stimulation on neural sites involved in the process-
ing of IIPI, such as the reward system deep inside the brain [11–13].

The fourth is the elucidation of neural mechanisms involved in the processing
of IIPI. We conducted simultaneous measurement of brain activities of two parties
performing a coordination task to identify relevant brain sites and to analyze the
interaction of those sites across brains [14] (Sect. 10.2). Further, we established ani-
mal models (rats) of communication to study neural mechanisms underlying social
facilitation and mirroring using invasive brain measurements and stimulation [15].

In the following sections, we will pick up a few among those research results.

10.2 Interpersonal Synchronization as IIPI

Social communication has been considered one of the most complex cognitive func-
tions, partly due to its close relationship to language, and other explicit mental
processes such as top-down executive control, inference and decision making. On
the other hand, the recent discovery of the mirror neuron and the mirror system [16]
point to somewhat different direction, i.e. a more automatic and spontaneous nature
of social communication. So after all, is social communication at a higher cognitive,
or a lower biological level of mental processing? – Both, obviously, but what is rela-
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tively neglected is the latter. Bodily synchrony in various species may be interpreted
as a primitive biological basis of social behavior. Synchronization phenomena in
croaking of frogs, glimmer of firefly, alarming call of birds, are just to name a few
examples.

This line of consideration immediately raises a question as to whether synchrony
provides a somatic basis of sociality in the human, and what underlying neural
mechanisms makes it possible. In the following, we will provide one of the earliest
evidence for such, and the tight link between behavioral and social synchrony.

Synchronization is, in a broad physical sense, coordination of rhythmic oscilla-
tors due to their interaction. Interpersonal body movement synchronization has been
widely observed. A person’s footsteps unconsciously synchronize with those of a
partner when two people are walking together, even though their foot lengths, and
thus their intrinsic cycles, are different [17–19]. The phenomenon has been thought
of as social self-organizing process [20]. Previous studies found that the degree of
interpersonal body movement synchrony, such as finger tapping and drumming, pre-
dicted subsequent social ratings [21, 22]. The findings indicate a close relationship
between social interface and body movement synchronization [23]. However, the
mechanism of body movement synchrony and its relationship to implicit interper-
sonal interaction remain vague.

We thus aimed to evaluate unconscious body movement synchrony and implicit
interpersonal interactions between two participants [14]. We also aimed to assess the
underlying neural correlates and functional connectivity within and among the brain
regions of two participants.

We measured unconscious fingertip movements between the two participants
while simultaneously recording electroencephalogram (EEG) in a face-to-face set-
ting (Fig. 10.2a, b). Participants were asked to straighten their arms, point and hold
their index fingers toward each other, and look at the other participant’s fingertip.
Face-to-face interactions simplify yet closely approximate real-life situations and
reinforce the social nature of interpersonal interactions [24].

We believe that our implicit fingertip synchrony task, as well as unconscious foot-
step synchrony, interpersonal finger tapping and drumming synchrony, are all forms
of social synchronization and our task is the simplest form of such. Thus, we hypoth-
esized that interpersonal interaction between two participants would increase body
movement synchronization and the interaction would be correlated with social traits
of personality. The traits in turn would possibly be reflected in within- and among-
brain synchronizations. More specifically, we expected experience-based changes of
synchrony in sensorimotor as well as in theory-of-mind related networks, including
the precuneus, inferior parietal and posterior temporal cortex [25, 26]. The parietal
cortex is especially expected to be involved, given that implicit processing of emo-
tional stimuli, as compared to explicit emotional processing, is associated with theta
synchronization in the right parietal cortex [27]. Previous EEG simultaneous record-
ing studies (i.e., hyperscanning EEG) also showed that the right parietal area played
a key role in non-verbal social coordination and movement synchrony [28, 29].
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� Fig. 10.2 Experimental setup and behavioral results [14]. a Session 1 Participants were asked to

straighten their arms, point and hold their index fingers toward each other, and look at the other

participant’s fingertip. They were instructed to look at the other participant’s finger while holding

their own finger as stationary as possible. One participant was instructed to use left arm and the

other was instructed to use right arm. Session 2 Same as the session 1, except participants changed

the arm from left to right and from right to left respectively. Session 3 One participant (leader,

who was randomly selected from the naïve participant pair) was instructed to randomly move his

finger (in the approximate area of 20 × 20 cm square) and the other (follower) was instructed to

follow. Session 4 Same as the session 3, except participants changed the arm from left to right

and from right to left respectively. Session 5 and 6 Same as the session 3 and 4, Session 7 and

8 Same as the session 1 and 2. We call sessions 1–2 the pre-training sessions, the sessions 3–6

the training sessions, and the 7–8 the post-training sessions. b Hyperscanning-EEG setup. The

EEG data was passed through a client to a EEG server and database, which was regulated by an

experiment controller. Client computers received fingertip movement information from the two

participants. Two EEG recording systems were synchronized using a pulse signal from the control

server computer delivered to bothEEG recording systems. cAverage cross correlation coefficients of
fingertip movements in each condition (pre-training, post-training, and crosscheck validation) with

its standard errors (gray). The training significantly increased finger movement correlation between

the two participants (p < 0.03). No significant correlation was found in crosscheck condition (i.e.

cross correlation results after random shuffling of participants, p = 0.62). Results are shown as

means s.e.m. Statistical analyses performed using a two-tailed student’s t-test

Simultaneous functional magnetic resonance imaging (fMRI) of two participants,
called hyperscanning, has been used to assess brain activity while participants can
interact with each other [30, 31]. However, due to some technical limitations in fMRI,
we believe that “hyperscanning EEG” of two participants may open new vistas on
the neural mechanisms underlying social relationships and decision making [28, 29,
32, 33] by providing a tool for quantifying neural synchronization in face-to-face
interactions with high temporal resolution [28, 34, 35].

Local neural synchronization can be detected by measuring frequency-specific
power changes of each electrode component of the EEG. However, local power
changes alone cannot provide evidence of large-scale network formation because
it depends on oscillatory interactions between spatially distant cortical regions
[36, 37], which may be critical for understanding neural mechanisms during inter-
personal interaction. To address this issue, we used phase synchrony to quantify
long-range functional connectivity; this would allow us to detect not only intra-brain,
but also inter-brain connectivity.

Thus in short, we devised the novel combination of hyperscanning EEG and
motion tracking with the implicit body movement synchronization paradigm [38].
The advantage of this experimental paradigm is twofold. First, we were able to detect
an implicit-level interaction that is interpersonal and real time in nature (due to the
instruction to the participant to keep its finger as stable as possible, neglecting the
partner’s). Unlike previous studies mainly concentrated on explicit social interac-
tions, we specifically aimed to identify an implicit process by minimizing explicit
interaction. “Social yet implicit” is the key word. Despite the instruction, the part-
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ner’s finger movement turned out not to be entirely neglected at the implicit level,
thus the participants tended to unconsciously synchronize each other.

The second advantage of the paradigm rests on the fact that since the instructions
in our experimental paradigm were to stay stationary, movement artifacts were min-
imized in the EEG data. Robustness to noise during face-to-face interaction makes
our experimental paradigm optimally sensitive to the underlying EEG dynamics and
the functional connectivity of implicit interpersonal interaction.

We used such finger-to-finger task as an implicit synchrony measure in the pre-
and the post-tests. Between them, was a training session where the two participants
(the “leader” and the “follower”) need to move their fingers cooperatively. There was
a control training session where the follower was asked to move his/her finger not
cooperatively (as different as possible) with the leader’s movements.

We hypothesize that the cooperative training will increase both bodily and neural
synchrony between the participants. We also hypothesize that such synchrony would
be correlated with social trait of personality (measured by Leary’s scales for social
anxiety [39].

Summary of the results are as follows:
First, finger movement correlation between two participants was significantly

higher in the post-training, in comparison to the pre-training sessions (Fig. 10.2c).
The maximum correlation coefficients occurred at the zero time lag. However, the
non-social or the non-responsive training did not increase synchrony.

Second, we found significant negative correlations of the fingertip synchrony
increase with each pair’s averaged scores of ‘Fear of Negative Evaluation’ and
‘Blushing Propensity’, indicating that the more the person has social anxiety, the
less the fingertip synchrony increases.

Third, performing EEG-based source localization, we observed that theta (4–
7.5 Hz) frequency activity in the precuneus (PrC) and beta (12–30 Hz) frequency
activity in the right posterior middle temporal gyrus (MTG) increased significantly
(Fig. 10.3a, b). The right inferior parietal and posterior temporal cortices have been
suggested to play a critical role in various aspects of social cognition, such as theory
of mind and empathy [25].

We also found a significant positive correlation between the fingertip synchrony
changes from post- to pre-training sessions and the ventromedial prefrontal cortex
(VMPFC) theta frequency activity (Fig. 10.3c). The VMPFC has been indicated as
a shared circuit for reflective representations of both self (i.e., introspection) and
others (i.e., theory of mind) [9].

Finally and most critically, the functional connectivity analysis found that the
overall number of significant phase synchrony in inter-brain connections increased
after training, but not in intra-brain connections (Fig. 10.4a). Thus, the coopera-
tive training increased synchrony not only between fingertip movements of the two
participants but also between cortical regions across the two brains. Inter-brain con-
nections were found mainly in the inferior frontal gyrus (IFG), anterior cingulate
(AC), parahippocampal gyrus (PHG), and postcentral gyrus (PoCG) (phase random-
ization surrogate statistics, p < 0.000001) (Fig. 10.4b, c), overall consistent with our
hypotheses above.
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Fig. 10.3 sLORETA source localization [14]. Source localization contrasting between the post- and
pre-training in a theta (4–7.5 Hz) and b beta (12–30 Hz) frequency range. The training significantly
increased the theta (4–7.5 Hz) activity in the precuneus (PrC) (BA7, X = −15, Y = −75, Z = 50;
MNI coordinates; corrected for multiple comparisons using nonparametric permutation test, red
p < 0.01, yellow p < 0.001) and the beta (12–30Hz) activity in the posteriormiddle temporal gyrus
(MTG) (BA39, X = 50, Y = −74, Z = 24; MNI coordinates; corrected for multiple comparisons
using nonparametric permutation test, red p < 0.05, yellow p < 0.01). c Regression analysis.
Significant positive correlation between the fingertip synchrony change and ventromedial prefrontal
cortex beta frequency power change between post- and pre-training sessions (BA11, X = 15, Y =
65, Z = −15;MNI coordinates; regressionwith nonparametric permutation test, p < 0.05, n = 20)

The increase of fingertip synchrony after the training session indicates that the
large, voluntary, and intentional mimicry affects the small, involuntary, and uninten-
tional body movement synchronization afterwards. Two participants seem to build
their own rhythmic structure during the intentional mimicry training, resulting in
increased unintentional synchronization. It is consistent with, and extending the
previous studies showing that motor mimicry increased implicit social interaction
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Fig. 10.4 Inter- and intra-brain phase synchrony [14]. a The total number of functional connections
that showed significant phase synchrony (phase randomization surrogate statistics, p < 0.000001)
of inter- and intra-brain in theta (4–7.5 Hz) and beta (12–30 Hz) frequency range (chi-square
test, ∗ p < 0.005, ∗∗ p < 0.0001). The overall number of significant phase synchrony increased
after training in inter-brain connections, but not in intra. b Topography of the phase synchrony
connections between all 168 cortical ROIs of the two participants (Left brain leader, right brain
follower) when contrasting post- against pre-training (phase randomization surrogate statistics,
p < 0.000001) in theta (4–7.5 Hz) and c beta (12–30 Hz). Inter-brain connections were found
mainly in the inferior frontal gyrus (IFG), anterior cingulate (AC), parahippocampal gyrus (PHG),
and postcentral gyrus (PoCG)
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between two interacting participants [40], and that the spontaneous bi-directional
improvisation (i.e. implicit synchronization) increased motor synchrony compared
with the uni-directional imitation (i.e. explicit following) [41]. Correlations between
the fingertip synchrony increase and the social anxiety scales further support that the
increased fingertip synchrony could be a marker of implicit social interaction.

The significant increase of phase synchrony in inter-brain connections after the
cooperative interaction (training) is theoretically informative, especially since the
increase did not occur in several control conditions, including (1) mere repetition
of the test session (thus not mere learning), (2) single subject interacting with a dot
moving on the screen which was based on the recorded finger movement and (3)
with a recorded video of another subject. Also, it should be noted that the phase
synchrony increased only inter-brain, not intra-brain (Fig. 10.4).

In a big picture, the current findings argue against the commonsense modern view
of the brain and the society—i.e., a very tight unity of a single brain, and very sparse
and remote, interpersonal communication among them. Instead, the brain regions are
connected inter-brain via bodily interactions, thus to form a loose dynamic coupling
possibly in the daily natural interactions.

10.3 Autism as an Impairment of IIPI

Autism spectrum disorder (ASD) is a kind of developmental disorder (the course of
development is non-typical due to the functional impairment of certain parts of the
brain). The core syndromes of ASD are (1) disorder in mutual interpersonal relation-
ship, (2) communication disorder, and (3) restricted interests and repetitive behavior,
which usually become apparent around the ages of 1–3. Not a few individuals with
high-functioning ASD notice their disorder when they grow up, facing with troubles
in interpersonal relationship and inadaptability to school or work. In the scientific
and clinical fields of ASD, the focus is usually on the disorders of interpersonal
relationship and communication. For example, an influential theory of ASD claims
that the core disorder of ASD is the lack of “theory of mind” (the ability to infer
other’s intention, knowledge, and belief) [8, 9], and has been examined both from
behavioral and neural viewpoints. We have a different view, putting more emphasis
on the reception and production of IIPI, which are assumed to support smooth com-
munication. Based on this view, we have been studying basic functions in vision and
hearing, which play essential roles in the reception of IIPI.

10.3.1 Basic Auditory Processing in ASD

Individuals with ASD often have difficulty listening to a partner’s voice in the envi-
ronment where multiple sounds coexist, such as a cafeteria, despite the fact that they
are not diagnosed as hearing-impaired with a standard audiometric test. To figure out
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the cause of this difficulty, we performed a series of experiments evaluating basic
auditory functions [42]. No ASD (N = 26) and NT (N = 28) participants were
diagnosed as hearing impaired in pure-tone audiometry. Additionally, no significant
differencewas found between the two groups in an auditorymono-syllable identifica-
tion test. However, when background noisewas superimposed on themono-syllables,
ASDs required significantly lower noise level to obtain the same performance level
as NTs. Their complaint was thus supported by objective measurements.

To further explore the cause of the difficulty in selective listening in ASD, we
examined various auditory functions including frequency resolution, temporal res-
olution, sensitivities to interaural time and level differences (ITD and ILD, respec-
tively), pitch discrimination, and so on, and found a characteristic pattern of results
for ASD. First, ASDs showed significantly lower sensitivity to ITD and ILD, which
are major cues for sound direction in the horizontal plane. Second, a population of
ASDs showed significantly lower sensitivity to the temporal fine structure (TFS) of
sound waveforms. TFS is one of the cues for pitch [43]. Sound direction and pitch
play essential roles in separating sound sources and directing attention to a specific
sound source amongmultiple sound sources presented concurrently. It is quite natural
that the impairment in the detection of those cues would cause difficulty in selective
listening.

The finding also provides insights about the biological basis of ASD. The sounds
received by the ears are first undergone frequency analysis in the cochlea, then trans-
mitted via the brainstem nuclei and thalamus to the auditory cortex in the brain,
where auditory perception takes place. ITD, ILD and TFS are detected at the brain-
stem nuclei [43, 44], suggesting that a population of ASD may have impairment in
the brainstem. This is consistent with anatomical findings obtained from postmortal
brains [45]. One should note that not all ASD individuals have the brainstem impair-
ment, and those who have the brainstem impairment do not have impairment in other
sites of the brain. What is important here is that a significant proportion of ASD
individuals has subcortical impairment distinct from cortical ones usually related to
interpersonal relationship and communication.

This finding also provides the possibility of objective diagnosis of ASD based on
auditory experiments. If we select three critical items (mono-syllable identification
under noise, detection of ITD, and detection of TFS) as axes and plot individual
data of ASD and NT participants, a certain area in the three-dimensional space
exclusively contained ASDs (Fig. 10.5). However, there is also a population of ASDs
that cannot be distinguished from NTs with the three items. ASD may consist of
separate subgroups, each of which has different biological bases.

We further compared the ability of grouping frequency components between
ASD and NT [46]. This is a critical auditory function in multi-source environments,
because when acoustic signals from different sound sources are mixed upon arrival
at the ears, the auditory system has to organize (or, group) their frequency com-
ponents by their features [47]. We showed that individuals with ASD performed,
counterintuitively, better in terms of hearing a target sequence among distractors that
had similar spectral uncertainties (Fig. 10.6). Their superior performance in this task
indicates an enhanced discrimination between auditory streams with the same spec-
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Fig. 10.5 Objective
screening of ASD based on
auditory sensitivities [42].
Three critical items of basic
auditory functions
(mono-syllable identification
under noise, detection of
interaural time difference,
and detection of TFS) are
selected as axes and
individual data of ASD and
NT participants are plotted.
The pink-colored area in the
three-dimensional space
contained ASDs exclusively

tral uncertainties but different spectro-temporal details. The enhanced discrimination
of acoustic components may be related to the absence of the automatic grouping of
acoustic components with the same features, which results in difficulties in speech
perception in a noisy environment.

An essential question here is whether such specificity of auditory functions in
ASD is among the causes of the core syndromes of ASD, namely, disorders in
interpersonal relationship and communication, or, simply coexists without causal
relationship. It is premature to conclude, but the former possibility seems promising.
If an infant cannot turn his/her head towards the direction of a calling voice in dairy
situations where multiple sounds often coexist, and the specific auditory impairment
is unnoticed by the surrounding people, interpersonal interactions would be severely
limited, which may result in problems in the development of social abilities. Further
studies are awaited to clarify this point.

10.3.2 Gaze of ASD

In the visual domain, as well as in the auditory (as indicated in the previous section),
individuals with ASD may have some abnormality even at the sensory sampling
level. For example, a general tendency among them to avoid gazing at the eyes has
been reported. However, psychophysical tests conducted in lab settings often fail to
show expected differences between ASD and neurotypical (NT) participants.

One reason is that general intelligence is not impaired in high-functioning ASD.
ASD participants often employ cognitive strategies to mimic normal behavior. To
assess spontaneous tendencies ofASD free from such cognitive strategies,we applied
“Don’t look” paradigm to participants with varying Autism Quotient (AQ) scores
[48, 49].We presented face images to participants andmeasured their eyemovements
under the instruction not to look at the mouth.We predicted that high AQ participants
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(A)

(B)

Fig. 10.6 Segregation of concurrent sounds with similar spectral uncertainties [46].AThe auditory
stimuli contained one target sequence (red lines) and eight masker sequences (blue lines). The target
sequence always had jittered frequencies within a fixed protected region. a The masker sequences
had fixed frequencies outside the protected region for the non-jittered conditions. b The masker
sequences had jittered frequencies outside the protected region for the jittered conditions. B Target
detection thresholds in the ASD and control groups for the four conditions, indicated as mean
standard error. The maskers were sent to the right ear for the monotonic conditions or to both ears
for the diotic conditions. Both the ASD group and the control group were capable of segregating the
target and the masker that carried different spatial information. On the other hand, for the monotic
conditions, the significant difference between the jittered and non-jittered thresholds was observed
in the control group, but this difference was not observed in the ASD group

may reveal their intrinsic eye-avoidance tendency in this condition, because their
cognitive control would be “misdirected” and compensation strategies would not
work. Consistentwith the prediction, theAQscorewas correlatedwith eye-avoidance
tendency (Fig. 10.7).

We further extend this paradigm to a situation where participants viewed paired
face and flower images and have to avoid looking at either one [50]. It was found that
ASDs had less difficulty suppressing orienting to faces. ASDs (or high AQ) and NTs
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Fig. 10.7 Examples of gaze patterns in “Don’t look at the mouth” paradigm [49]. Thirty college
students (undiagnosed, AQ average 24.4 (N = 30); Male AQ average 25.5 (N = 20), Female AQ
average 22.4 (N = 10)) viewed face images, while their gaze was monitored. The participants were
asked to avoid looking at the eyes (not shown here) or the mouth. Gaze patterns were compared
across High AQ (N = 11, AQ score 27–40, average 32.3) and Low AQ (N = 13, AQ score 10–
21, average 18.2) groups. The green (red) blobs represent the gaze distribution of low (high) AQ
participants, respectively. Low AQ participants tend to look at eyes, whereas high AQ participants
tend to avoid the eyes

Fig. 10.8 Gaze patterns in “Don’t look” paradigm [50]. NT participants (N = 12, Male 7, Female
5; AQ 11–39) and diagnosedASD participants (N = 9,Male 5, Female 4; AQ 25–46) viewed paired
face and flower images, while their gaze was monitored. The image pairs were arranged diagonally
upper-right to lower-left, to minimize generic spatial biases. The participants were asked to avoid
looking at the face or the flower in a 2-alternative forced-choice task. The red (blue) points represent
the gaze distribution of ASD (NT) participants, respectively. ASDs looked less at face (p < 0.04;
less at eyes) and more at blank, in “Don’t look at the flower” condition (right) (p < 0.03)

(or low AQ) showed different gaze patterns across social (e.g., eyes) and non-social
regions in a face (Fig. 10.8). The ”Don’t Look” paradigmwould provide an objective
and effective method for screening ASDs from NTs.

10.4 Future Directions of IIPI Research

In order to achieve human-harmonized information systems, scientific knowledge
and technologies of measuring, decoding, and controlling human behaviors are vital.
As to this goal, our findings on implicit interpersonal information are of impor-
tance, and our project has been based on, and points toward, the research agenda that



286 M. Kashino et al.

smooth and effective interpersonal communication depends strongly on implicit,
non-symbolic information that emerges from dynamic interactions among agents.
The examples shown in this chapter clearly illustrate this and provide the scientific
ground for future research and technological development, including the delay com-
pensation by using implicit visual-motor responses [10], diagnosis procedures for
autistic spectrum disorders based on auditory [42, 46] and gaze processing [48–50].
We have also developed a marketing method based on leaky attractiveness [51] and
objectivemeasurements of immersiveness by using autonomic nervous and hormonal
responses [52].

Among possible fields of applications, most prospective fields are learning, teach-
ing [53], collaborations in working, physical, art, and cultural activities. Most of col-
laborative (or collective) behaviors occur in dynamic, reciprocal interactions. This is
particularly true when such activities involve many pieces of implicit agreement or
tacit knowledge [54]. Recent advancements of neuroscience and cognitive sciences
have examined the multifaceted and dynamic processes in explicit and implicit inter-
personal interactions [14, 18, 29, 31, 41, 55–58]. However, how such interactions
are manifested and regulated in everyday life is largely unknown. Furthermore, tech-
nological developments based on implicit interpersonal communications have yet to
be seen.

We have hypothesized that there might be two potential barriers to further
advance our knowledge and technologies of implicit interpersonal information. First,
many researches have been focused on “reading the mind from the brain.” This is
mainly because recent advances in brain imaging have been capturing interests of
researchers. However, over the decade of our research projects on implicit interper-
sonal information, it has gradually become clear that there exists unnoticed (and
therefore implicit) information among agents on surfaces of the agents’ bodies and
even in the space between the body surfaces. Moreover, reading the body surfaces
would lead to more knowledge and technological advances in implicit interpersonal
information.

For example, think about in-person interactions between an athlete and a coach.
There are many potential channels though which information are conveyed: direct
conversations, explicit and implicit feedback from the coach by observing the ath-
lete’smovement, explicit and implicit bodily feedback from the athlete’s own actions,
explicit and implicit feedback from observations of his/her own performance, social
encouragement and discouragement, life patterns of the athlete, etc. Patterns appear-
ing on the “surfaces” of the athlete’s body (skin, perspiration, breathing pattern,
movement patterns, etc.) would tell a lot of states of the athlete. In addition, we
would know that there are atmospheres that lead to either good or bad performance,
often consequential and sometimes independent of the consequence of interactions
among agents. This may appear to transpire from nowhere yet can be felt by those
involved in the interaction. However, it is rather difficult to describe what they actu-
ally are and even more difficult to implement processes that mediate such contexts.
This is mainly because the agents are unaware of it when they are highly involved
in activities. Therefore, “truly wearable” devices that do not interfere with users
activities are highly desired in the near future.
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Based on these ideas in minds and a recent advance in a performance mate-
rial capable of measuring biometric information [59], we have started up a new
project “Information Processing Systems based on Implicit Ambient Surface Infor-
mation.” In this project, we apply the knowledge and technologies assimilated in
the pas research projects and extend to understand of information that exists on the
surfaces of human body and machines but are largely ignored (“Implicit Ambient
Surface Information”). We utilize it to establish intelligent information processing
systems for creative human-machine collaboration. Especially, we aim at develop-
ing technologies that recode and decode implicit body movements and physiological
responses without disrupting natural behaviors. Additionally, we accumulate sci-
entific knowledge for theoretical advances. In order to achieve this, we plan to set
practical fields (e.g., sports) and to test the developed technologies, propose theories,
and accomplish the higher quality of activities by humans with collaborations with
machines.

As stated in [53], explicit representations of “minds” are consequence of implicit
and reciprocal processes between two agents. Thus, the networks of “minds” (or
societies) are not necessarily based on explicit knowledge and concepts but entan-
gled with complex implicit interactions at myriad levels (“rhizome” [60]) Then, an
important question is how to measure, decode, and even control such implicit inter-
actions.

One way to do this, among others, is to have users (e.g., athletes) be aware of
implicit processes by explicit or implicit feedback and let them think (or even not
think) about how they might impact such implicit interaction. Conversely, to under-
stand their performing context, coaches would also have to have metacognition and
emotion regulations. Knowledge and technologies to be developed by the new project
“Information Processing Systems based on Implicit Ambient Surface Information”
will help explicit and implicit collaborations between humans, between humans and
machines, between humans though machines, and possibly between machines.
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