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Preface

In 1968, David Cohen (Science 161:784–786) showed for the first time that it is

possible to record magnetic fields from the head, so-called magnetoencephalography

(MEG). The extremely weak magnetic fields that are measured are generated by the

current flow in the human brain due to electrical processes in the neurons. After the

first report on magnetic brain signals, the development of superconducting quantum

interference detectors (SQUID) made it possible to make reliable recordings of these

weak magnetic fields with appropriate sensitivity. Since the introduction of high-

density whole-scalp coverage of MEG in the 1990s, the instrumentation has not

changed drastically, yet novel data analyses are advancing the field rapidly by

shifting the focus from merely pointing to hotspot activity to seeking stimulus- or

task-specific information and to characterizing the dynamics of functional networks.

Why did the interest in MEG increase over the last decade in the neuroscience

community? There are certainly two major aspects of MEG that make it very

suitable for brain imaging: (1) MEG has a high temporal resolution; and (2) the

different constituents of the head-like fluid or bone do not affect the spatial

distribution of the signals. Over the last decade several different approaches were

developed to overcome the limitations of equivalent current dipole modeling and

even to reconstruct the activity in deep brain regions. Thus, MEG is nowadays a

well-established, non-invasive technique, which can be used over a whole life span

and for basic science research and clinical applications.

This handbook is the result of the collective effort by a number of members of

the recently formed Japanese Consortium of Clinical MEG. The book has two

purposes: to articulate the empirical knowledge gained during the last two decades

in the diagnostic use of MEG, and to serve in the clinical training of new users. As

the knowledge of the clinical uses of MEG is at present rather limited and in some

aspects uncertain, we hope and expect that this book will be augmented and some of

its contents will be updated in the future. However, we consider this present volume

to be a definite authoritative reference for clinical applications of MEG.

On behalf of all the co-authors, I wish to thank the editorial staff members of

Springer Japan for their patience and support in producing this volume.

Fukuoka, Japan Shozo Tobimatsu, M.D., Ph.D.
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Principles of Magnetoencephalography 1
Akira Hashizume and Naruhito Hironaga

Abstract

Magnetoencephalography (MEG) is a neuroimaging tool which obverts func-

tional brain maps or pathognomonic signs with millisecond order, but some

computational technique appears to be a black box. To relax such complex

matter for general readers, we introduce the principles of MEG computation

briefly. This chapter consists of three steps: first, we introduce the basic concept

of MEG; next, we describe forward solution; and finally, we address inverse

problem for understanding of MEG source localization concept. MEG detects

varying magnetic fluxes derived from enormous amount of intracellular currents

within pyramidal layer in folded cortices, and estimation of these source

activities is essential to the MEG utilization. Here, we introduce typical three

source localization algorithms: equivalent current dipole (ECD), minimum norm

estimation, and adaptive beam former. To estimate ECDs from measured sensor

signals, repeated seeking operation is undertaken so that errors between

measured signals and calculated signals are minimized. Fundamental concept

of minimum norm estimation has constraint subject to minimizing total currents

of all nodes. Minimum variance estimation, the so-called adaptive beam former,

has constraint subject to minimizing the variance of time-series current at

one node. We hope that this introduction might help readers to understand the

basic theory of MEG source localization.
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1.1 Principles and Computational Analysis

1.1.1 Origin of Magnetic Fluxes Detected by Neuromagnetometers

Neuromagnetometers detect varying magnetic fields from neuronal electric currents

which originate from intracellular currents within pyramidal cells lining cerebral

cortices (Fig. 1.1). Only simultaneous depolarization of thousands of pyramidal

cells arranged in the same direction can make valid magnetic fields, and it is usually

treated as single, some, or numerous equivalent current dipoles (ECDs) [1, 2].

MEG pick-up coils detect only magnetic fluxes crossing the coil surface, i.e.,

most sensitive to the perpendicular direction. Therefore, many of existing neuro-

magnetometers detect the magnetic fields generated from currents perpendicular to

the surfaces of sulci or fissures. Activities of the following tissues are hard for

neuromagnetometers to detect: hippocampus due to folded pyramidal layers, thala-

mus or basal ganglion due to lack of laminar structure, and cerebellar cortex due to

too folded laminar structure of folia. In this chapter, cerebral cortical activities and

its numerical modeling are mainly focused.

Notes: Bold letters denote vectors or matrices, and others denote scalar. B

(b) (include with subscription) denotes detected magnetic flux density on the

MEG sensor array with certain time ranges, b denotes the same as B but for sensor

array detection on one time sample or detection on one sensor, and b̂ denotes the

calculated magnetic flux density using forward simulation. M means the number of

the MEG sensors and N means the number of sources, and m means the arbitrary

sensor in 1 < m <M and n means the arbitrary source (or source point) in 1 < n <

Fig. 1.1 Left: Microscopic photo of the human cerebral cortex (H&E stain). Right: Microscopic

photo of pyramidal cells (H&E stain). MEG detects varying fluxes derived from pyramidal cell

layers lining the folded cerebral cortex

4 A. Hashizume and N. Hironaga



N. Q(q) denotes the source activations on the lattice nodes within the brain or

cortical polygon vertices and large Q time course expansion as well. Q
_

indicates

the estimated inverse matrix. Z(z) denotes the normalized statistical z-values with

arbitrary unit. The superscript T denotes transpose matrix, while subscript t is

arbitrary time point. The column number in Figs. 1.8–1.14 is counted from the

left side.

1.1.2 Pick-Up Coils

To understand easier, the term “flux” is used for substitution of the magnetic

flux density and does not denote physically actual flux throughout this session.

Figure 1.2 shows the typical five types of pick-up coils employed in the active

working MEG products.

Fig. 1.2 Five types of pick-up coils. The radial magnetometer, the radial axial gradiometer, and

the radial planar gradiometer detect radial component of fluxes (blue arrow) derived from

neuronal currents (upper row), while the tangential magnetometer and the tangential planar

gradiometer detect tangential component of the fluxes (green arrow) (lower row). The term

“radial” is usually omitted. All pick-up coils detect both neuronal and environmental fluxes (red
arrow). The gradiometers consisting of two magnetometers which have opposite polarity to each

other can cancel the latter. Finally, detected signals are shown below each coil

1 Principles of Magnetoencephalography 5



The terms “radial” and “tangential” indicate the direction of the assumptive

spherical conductor. Neuronal or environmental fluxes can be projected into two

components, radial and tangential components. The radial magnetometer detects

radial component of fluxes and the tangential magnetometer detects tangential

component of fluxes. Both radial and tangential magnetometers detect not only

neuronal signals but also environmental noises and artifacts from the human body

such that generally modeled as

bmag ¼ fmag þ bnoise; ð1:1Þ

where subscript mag indicates the magnetometer; thus, bmag, fmag, and bnoise are the

total fluxes of the magnetometer, the flux from the neuronal sources, and environ-

mental noise, respectively. The gradiometers are designed to cancel out the noises

and focus on near-field activity. To achieve these required matters, the gradiometers

consist of two magnetometers with opposite polarization. Two magnetometers

detect both neuronal signals and noises, but the difference of the signals between

the two magnetometers only measures the gradients of the neuronal signals if the

noise is constant and can be approximately almost same strength when two magneto-

meter coils are much closed position. Taking into account the above concept, it is

formulized as

bgra ¼ bmag1 � bmag2 ¼ fmag1 þ bnoise

� �
� fmag2 þ bnoise

� �
¼ fmag1 � fmag2;

ð1:2Þ

where subscript gra indicates the gradiometer and mag1 and mag2 indicate the paired

two magnetometers which configure the gradiometers. The terms “axial” and

“planar” indicate the arranged direction of the two coil planes. The tangential

magnetometer and tangential planar gradiometer are equipped in few neuro-

magnetometers for experimental research usage [3, 4]. Figure 1.3 is the results of

calculated magnetic fields with five types of pick-up coils, where the environmental

noise does not exist (bnoise¼ 0). Figure 1.3 lower right is a schema of a longitudinal

ECD moving on the surface of a homogeneous spherical conductor with 7 cm

radius. The pick-up coil is 10 cm away from the center of the sphere, and the

strength of ECDs is 1 n ampere meter [nAm] in longitudinal direction. The maps of

the radial magnetometer and the radial axial gradiometer show typical maximum

(red) and minimum (blue) pattern; meanwhile, the maps of others show maximum

(red) just below the coils, and the feature of the latter resembles bipolar leads of

electroencephalography. Note that the red and blue patterns are different from the

dipole pattern consisting of efflux and influx.

To increase the accuracy of the coil signal simulation, coil integral is not an

ignorable issue. The following integration can be considered for magnetic flux

density b̂ T½ � on one sensor by equal Np divide:

6 A. Hashizume and N. Hironaga



b̂ mag ¼ 1

A

XNp

k¼1

wkAf kð Þ ¼
XNp

k¼1

wk f kð Þ ð1:3Þ

where Np is the number of the point placed on the coil plane, A is an area of coil, wk

is the weight factor based on the coil area divided by factor Np, and fk is flux density
projected to normal direction at the k-th point. The more increased number of Np is

desired, but due to computational burden an approximate number is always used. In

the case of magnetometer and Np ¼ 4, so that weight parameter is set to 1/4, the

signal of the coil is calculated as

b̂ mag ¼ 1

A

X4
k¼1

1

4
Af k

� �
¼
X4
k¼1

1

4
f k

� �
: ð1:4Þ

In contrast to magnetometer, polarization should be taken account in gradiometer

case. Also, the final output of sensor detection through digital processing depends

Fig. 1.3 Simulation of sensor signals using five types of pick-up coils described in Fig. 1.2. The

coils located on the equator with 10 cm radius detect longitudinal 1 nAm equivalent current

dipoles (ECDs) placed at a spherical surface with 7 cm radius (row left). Regarding the baseline

settings, the radial axial gradiometer, the radial planar gradiometer, and the tangential planar

gradiometer are 5 cm, 1.68 cm, and 5 cm, respectively. The counter lines are drawn by 20 fT step.

Dotted lines denote 15� (angle of ECD-centroid-sensor). The radial magnetometer and the radial

axial gradiometer return maximum or minimum signals when the angle is about 15�. The radial

planar gradiometer, tangential magnetometer, and tangential planar gradiometer return maximum

or minimum signals when the angle is 0�

1 Principles of Magnetoencephalography 7



on each vendor’s design. For example, Elekta Neuromag VectorView system is set

towk ¼ �1=16:8 mm½ � for radial planar gradiometers aside from coil integration of

Np divide. The weights wk are inverses of the baseline distance of the gradiometer to

show that the output is in [T/m] (practically [fT/cm]). For the description of the

detail, please consult to the manufacture’s specification.

1.1.3 Sensor Array

The previous session states the integration of the magnetic field on the MEG sensor.

Next, we describe the calculation of a fixed ECD against hundreds of sensors,

namely, sensor array of a neuromagnetometer. Before entering the detail, it is

desired to address the exact sensor position and its orientation. Fortunately, some

tools are available to obtain such sensor information, especially some MATLAB

tools are more prevailed and convenient for simulation study. Figure 1.4 is a

schema of the sensor arrays of two representative and two custom-built neuro-

magnetometers. The watery square or circle denotes sensor position and

blue arrows denote unit vectors normal to the sensor planes. For sensor array, the

signal of the m-th sensor b
_

m is calculated extending Eq. 1.3 as follows:

b̂1; � � �; b̂m; � � �; b̂M
� �T ¼ XN1

k¼1

w1,k f 1,k
� �

; � � �;
XNm

k¼1

wm,k fm,k
� �

; � � �;
XNM

k¼1

wM,k fM,k

� � !T

ð1:5Þ
where Nm, wm,k, and fm,k denote the number of the calculation points, k-th weight,

and k-th flux of the m-th sensor, respectively. Details of the actual calculation of the
flux fm,k will be stated in Sect. 1.2. In principle, Nm and wm,k depend on sensor type

and required accuracy level of coil integral. For example, in Elekta Neuromag

system selecting four division levels, Eq. 1.4 should be used for the magnetometer,

and wk ¼ �1=16:8 should be taken for the planar gradiometers adding to coil

integral matter.

1.1.4 Signal Processing and Programming

For understanding of fundamental MEG computational issue, special knowledge of

physics and mathematics is not necessary, but you may need basic linear algebra,

electromagnetic dynamics, signal processing, computational language, etc. For

computation purposes, MATLAB is a widely used tool in this area, for example,

signal processing tool implemented in MATLAB, yet as option, is very powerful.

Recently, manyMEG analysis tools have been provided by several research groups,

and almost all MEG data can be converted into MATLAB binary data (i.e.,

MNE-suite [5], SPM [6], Brainstorm [7], VBMEG [8], FieldTrip [9], etc.). The

8 A. Hashizume and N. Hironaga



authors recommend for MEG users to challenge programming tools such as

MATLAB and its clone freeware, GNU Octave [10], FreeMat [11] or an analog

Scilab [12], etc. Although complete compatibility is not guaranteed by these clone

software, it should be beneficial at the beginning. If you become familiar with them,

you can easily simulate signal processing such as noise cancellation, spatial filter,

time-frequency analysis, or so, with few command lines [13, 14].

Fig. 1.4 Lateral views of sensor arrays of Elekta Neuromag VectorView (upper left), custom-

built Elekta Neuromag VectorView with additional 18 tangential coils (lower left), Yokogawa’s
PQ1160C (upper right), and custom-built Yokogawa’s PQ1400R (lower right). The blue arrows
denote the directions normal to the sensor planes. Ordinary VectorView has 102 sensor units

consisting of one radial magnetometer and one pair of orthogonal radial planar gradiometers.

PQ1160C has 160 radial axial gradiometers. Note that typical Yokogawa’s neuromagnetometer

has 160 sensors, but the sensor geometry differs from each other. The PQ1400R has 210 radial

axial gradiometers and 190 tangential planar gradiometers

1 Principles of Magnetoencephalography 9



1.2 Forward Solution

1.2.1 Sarvas Formula

First thing we have to address is the formulization of sensor detection from a

specific source generator in the brain which is generally called as “forward solu-

tion.” To formulize the generated magnetic fields, approximation of the areas where

currents flow (i.e., brain) is required. We have to define a conductor head model, in

other words, approximate brain volume and conductivity to the computational one.

The most prevailed model is a homogeneous spherical conductor model because

sphere is mathematically analyzable and simply formulized due to the vanishing of

reverse currents and radial component. This formulized spherical model is called as

Sarvas formula and has been treated as standard bible in MEG source localization

analysis since the 1980s [15]. We address this formula as initial step. Figure 1.5

exhibits a simulated calculation using Sarvas formula in which a spherical head

model is integrated with an ECD. This provides circulating fluxes according to the

Ampère’s right-hand screw rule which shows efflux and influx pattern on a cross-

sectioned plane. Due to the simplicity of the formula, the burden of computational

Fig. 1.5 A schematic image of a homogeneous spherical conductor model, Sarvas formula, where

an ECD (a yellow arrow), circulating fluxes (green arrows), and isomagnetic contour map

consisting of red lines (efflux) and blue lines (influx) on an arbitrary plane are illustrated. r0 is a
positional vector from the spherical centroid to the ECD position, r is a positional vector from the

centroid to a sensor position, q is moment of the ECD, and b̂ is magnetic flux at the sensor position.

The coordinate system is Cartesian

10 A. Hashizume and N. Hironaga



cost is much relaxed compare with other complex algorithms. You can calculate

magnetic fields from ECDs using the following Sarvas formula:

b̂ rð Þ ¼ μ0
4πF

Fq� r0 � q� r0 � rð Þ∇F½ �
a ¼ r� r0
F ¼ a raþ r2 � r0 � rð Þ
∇F ¼ a2

r
þ a � r

a
þ 2aþ 2r

� �
r� aþ 2rþ a � r

a

� �
r0

ð1:6Þ

where μ0 ¼ 4π� 10�7 N=A2
� 	

is permeability in vacuum. Sarvas formula needs

3� 4 arguments, the position of the spherical centroid (Pcx, Pcy, Pcz)[m], the posi-

tion of the sensor (Psx, Psy, Psz)[m], the position of the ECD (Pqx, Pqy, Pqz)[m], and

the moment of the ECD q ¼ qx; qy; qz

� �
Am½ � and outputs the magnetic fields at the

sensor position as b̂ rð Þ ¼ b̂x; b̂y; b̂z
� �

T½ �. The positional vectors of r, r0, and a

[m] are calculated as r ¼ rx; ry; rz
� � ¼ Psx � Pcx, Psy � Pcy, Psz � Pcz

� �
,

r0 ¼ r0x; r0y; r0z
� � ¼ Pqx � Pcx, Pqy � Pcy, Pqz � Pcz

� �
, and a ¼ ax; ay; az

� � ¼
rx � r0x, ry � r0y, rz � r0z
� �

, respectively. a and r are length of a and r, respectively.

q� r0 ¼ qyr0z � qzr0y, qzr0x � qxr0z, qxr0y � qyr0x

� �
is outer product of q and r0,

r0 � r ¼ r0xrx+r0yry+r0zrz is inner product of r0 and r, q�r0·r is dot product of q�r0

and r, and ∇F ¼ a2

r
þ a�r

a
þ 2aþ 2r

� �
r� aþ 2rþ a�r

a

� �
r0 is gradient of

F. Magnetic field detection on arbitrary sensor points is obtained using inner

product of b̂ rð Þ and the unit normal vector perpendicular to the pick-up coil

plane s ¼ sx; sy; sz
� �

and calculated as b̂ ¼ b̂ � s ¼ b̂ xsx þ b̂ ysy þ b̂ zsz. Final

output from MEG system should be computed by integrating with Eqs. 1.3, 1.4,

and 1.5. Sarvas formula has the term q�r0 and this means the radial component of

an ECD produces no fluxes. The parameter of q can be defined as spherical

coordinates q ¼ qr; qϕ; qθ

� �
, where qr, qϕ, and qθ are the radial, longitudinal

tangential, and latitudinal tangential component of an ECD, respectively. Then,

conversion equation from the spherical coordinate system to the Cartesian

coordinates becomes

q ¼ qx; qy; qz

� �
¼ �qϕ sinϕ� qθ cosϕ sin θ, qϕ cosϕ� qθ sinϕ sin θ, qϕqθ cos θ
� �

: ð1:7Þ

Note that qr is not used in the equation and you can decrease the arguments from

q ¼ qx; qy; qz

� �
to q ¼ qφ; qθ

� �
. This makes sense in ECD estimation to decrease

the number of the unknowns. Based on Sarvas formula, you can make programming

the function as

1 Principles of Magnetoencephalography 11



b
_ ¼ f Pcx; Pcy; Pcz; Psx; Psy; Psz; sx; sy; sz; Pqx; Pqy; Pqz; qx; qy; qz

� �
: ð1:8Þ

Figures 1.3 and 1.5 are made with this function written in MATLAB language.

1.2.2 Lead Field Matrix

We introduce two types of source points. The first one is simple cubic lattice node

(Fig. 1.6 left) set within subject’s individual brain anatomy, and the second one is

vertex (Fig. 1.6 right) set at extracted subject’s cortical polygon mesh. Setting

source points are requisite preliminary for distributed source analysis. The forward

solution is representative using linear matrix and this is generally treated as lead

field matrix. Currents at their prefixed points are reconstructed using measured

sensor signals. The approach prefixing at vertices is neurophysiologically prefer-

able; however, it includes restriction in subjects with a damaged brain or mal-

formation such as brain tumor, hemorrhage, and lissencephaly, often not available

due to failure of extraction of the corticomedullary junction.

Assume an ECD with 1 nAm strength and arbitrary direction at n-th point and

calculate their sensor array signals as b̂ n ¼ b̂1,n; � � �; b̂m,n; � � �; b̂M,n

� �T
. An ECD

with q nAm of the same direction at n-th point makes b̂ m,nq at m-th sensor.

Using longitudinal (θ), latitudinal (ϕ), and radial (r) 1 nAm currents at each point,

the next matrix form is obtained:

Fig. 1.6 Widely used source points set on simple cubic lattice nodes (aqua points) within brain

voxels (left) and vertices (blue points) of cortical polygon mesh (right): those are used for forward
calculation, i.e., lead field matrix, and spatial filters

12 A. Hashizume and N. Hironaga



Ln ¼
b̂ 1,nθ, � � �, b̂ m,nθ, � � �, b̂ M,nθ
b̂ 1,nϕ, � � �, b̂ m,nϕ, � � �, b̂ M,nϕ

b̂ 1, nr, � � �, b̂ m,nr, � � �, b̂ M,nr

0@ 1AT

: ð1:9Þ

An ECD with qn ¼ qnθ; qnφ; qnr

� �T
at n-th point forms b̂ n ¼ Ln � qn. The signal of

the m-th sensor is b̂ n,m ¼ b̂ m,nθqnθ þ b̂ m,nφqnφ þ b̂ m,nrqnr. Let us expand Ln to all

N ECDs with three degrees of freedom, and the following matrix is obtained:

L ¼

L1

⋮
Ln

⋮
LN

0BBBB@
1CCCCA

T

¼

b̂ 1, 1θ � � � b̂ m,1θ � � � b̂ M,1θ
⋮ ⋱ ⋮ ⋱ ⋮

b̂ 1, nϕ � � � b̂ m,nϕ � � � b̂ M,nϕ
⋮ ⋱ ⋮ ⋱ ⋮

b̂ 1,Nr � � � b̂ m,Nr � � � b̂ M,Nr

0BBBB@
1CCCCA

T

: ð1:10Þ

Given q ¼ q1, . . . ,qn, � � �qNð ÞT ¼ q1θ; . . . ; qnθ; qnϕ; qnr; . . . ; qNr

� �T
, these sensor

signals are b̂ ¼ L � q, and the m-th sensor signal is

b̂ m ¼
XN
n¼1

b̂ m,nθqnθ þ b̂ m,nϕqnϕ þ b̂ m,nrqnr

� �
¼ b̂ m,1θq1θ

þ . . .þ b̂ m,nϕqnϕ þ . . .þ b̂ m,NrqNr:

ð1:11Þ

Coupling with q and L can lead to sensor signals b
_
, namely, magnetic fields on

sensor array; therefore, L is called “lead field matrix.” Once the lead field matrix

L is established, currents q appear to be solved easily from sensor signals b
_
; thus,

q ¼ b̂
L. One discussion concentrated on how to handle the fraction form of the

matrix. Unfortunately, it is not straightforward, but several numerical recipes have

been proposed to relax the problem. From Sect. 1.3, we disclose these proposals.

1.2.3 Advanced Study

Due to the restricted space, we only briefly introduce the most fundamental but

widely used Sarvas formula via spherical head model. Along to the growth of

scanning technology of anatomical image and computational performance, more

advanced approaches have been proposed using realistic model [16–20]. We intro-

duce the fraction of these techniques for further study. Actually, the human head is

not a sphere: hence, more exact head model might be addressed. The realistic shape

using 3D polygon mesh technique is obtained from magnetic resonance image

(MRI) in general. High-resolution MRI of the head is now readily performed and

routinely included as part of most MEG data analysis. MRI can be used to extract

morphological information about individual head shape that can be used to improve
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the accuracy of the forward model. Under current situation, realistic piecewise

homogeneous model obtained from MRI is widely used as accurate model.

Next, we have to consider the influence of conductivity. It is well known that the

conductivities in human brain are not homogeneous. Typically, we assume the head

consists of a small set of relatively large isotropic homogeneous regions: brain,

fluid, skull, and scalp. Simplest piecewise homogeneous model is a concentric

homogeneous shells. In contrast to MEG, it is necessary to employ the piecewise

homogeneous conductivity model in EEG analysis, because EEG is the technique

used to detect the volume current which is much contaminated by the conductivity

difference, especially by the skull. However, the main problem in this accurate

model is that the conductivities in the living human brain are unknown and they

may vary from subject to subject. The skull is typically assumed to be 40–90 times

more resistive than the brain and scalp, which are assumed to have similar conduc-

tive properties. These values are measured in vitro from postmortem tissue, where

conductivity can be significantly altered compared to in vivo values. On the other

hand, details of the conductivities force negligible effect on the magnetic field; thus,

MEG forward solution is straightforward, and one mono-homogeneous model is

commonly used. In general, lead field matrix using the realistic model is solved via

the calculus of variations, e.g., boundary element method (BEM) [e.g., 21–24] or

finite element methods (FEM) [e.g., 25, 26].

1.3 Inverse Problem

The biomagnetic source localization is performed from values MEG sensor

detected. One generalized solution is ECD approach, and the other group is the

distributed source analysis. The digitized sensor signals and the current sources can

be represented by equations and variables in physics. Due to the overdetermined

solution (number of sensors > number of sources, i.e., number of equation >
number of variables), the ECD approach has no solution which fulfill the given

sensor detection. The distributed source analysis is a technique which uses an

amount of prefixed source points in the brain. These source points are marked on

the anatomical images, typically using MRI data, and the number of points is

generally in the order of 103 or more. Thus, in contrast to the ECD approach, the

number of variables exceeds the number of equations, and infinite numbers of

solutions exist. This is generally called underdetermined solution. The purpose of

this approach is to find the best solution out of infinite number of solution via

constraining. We try to explain how to find most plausible solution under current

technology.
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1.3.1 Equivalent Current Dipole (ECD) Estimation

Assume an ECD represents all sensor signals and the net number of unknown is six

(Pqx, Pqy, Pqz, qϕ, qθ, qr) (see Sect. 1.2.1). For N ECDs, the number of unknown

parameters is N � 6, which shall be led through repetitive operation to minimizeXM
m¼1

wm bm � b̂ m

� �� �2
, where wm is weight of m-th sensor such as baseline of the

signal waves and bm and b̂ m are measured and calculated m-th sensor signals,

respectively. b̂ m is the summation of the calculated signal of ECDs, for example,

using Sarvas formula (Eq. 1.6). In this case, the number of parameters is arranged to

N� 5 since radial component vanishes. For function minimization, many optimized

numerical methods have been proposed to search the minimum point (e.g., simplex

method, Newton method, Levenberg-Marquardt method [27]). Simplex method is

so frequently used due to simplicity of its algorithm, and Elekta Neuromag software

employs one of them, Nelder-Mead nonlinear search algorithm. The reliability of

the ECD should be statistically evaluated, and the “goodness of fit” (GOF) is

commonly used as

G ¼ 1�

XM
m¼1

bm � b̂ m

� �2
XM
m¼1

bmb̂ m

: ð1:12Þ

Ideally, the number of the ECDs is desired to be the number of the influx and efflux

pattern (see Fig. 1.5 for reference) on isomagnetic contour maps. Using many

ECDs, high GOF estimation can be easily obtained. Unfortunately there is no

decisive statistical reliability index for multiple ECDs and the number of ECDs

would be recommended to be as small as possible. Some applications of ECD

method have been also proposed. For example, “moving dipole” is one of the

popular approaches where the position and the direction of the ECDs vary from

moment to moment, but initial position is taken over from results of previous

sample point since initial position for each iteration is always disputed [28, 29]. It

is called “spatiotemporal dipole” if the positions and the directions of the ECDs are

fixed and only the magnitude of the current varies according to the time evolution

[30, 31]. The advantage among these proposed methods remain controversial and

the selection depends on a user’s philosophy. BESA is the representative software

of the spatiotemporal dipole [32, 33]. Figure 1.7 is an example of BESA which

interprets 15–60 ms time window waveforms from somatosensory evoked fields

(SEFs) using spatiotemporal approach with two ECDs (red and blue).
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1.3.2 Minimum Norm Estimation

To obtain unique solution, constraint by minimizing total norm of all source points

marked in the brain is widely employed. A variety type of minimum norm estimates

has been proposed [34–38].

1.3.2.1 What Is Norm?
One of the frequently asked questions from general MEG users is “What is norm?”.

This is somehow reasonable question because mathematically a definition of norm

is a little bit conceptual. Entering in math (linear algebra), a norm is a function that

maps from vector space to a length or size. A definition of norm is given in the

following formal definition which must satisfy three properties pertaining to scal-

ability and additivity. Given a vector space V over a subfield F of real or complex

numbers, a norm on V is a function kk : V ! R (R denotes real field) with the

following properties:

For all a ∈ F and all u, v ∈ V,

Fig. 1.7 An example of spatiotemporal dipole analysis using BESA software. Somatosensory

evoked fields (SEFs) of rightmedian nerve stimulation are used. BESA interprets waveforms from

15 to 60 ms as time evolution of two fixed ECDs. The red line (blue line) curve in the lower middle
window corresponds to the time series of the red (blue) ECD
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1: avk k ¼ aj j vk k, absolute scalabilityð Þ: ð1:13Þ
2: uþ vk k � uk k þ vk k, triangle inequalityð Þ: ð1:14Þ
3: If vk k ¼ 0 then v ¼ 0, separates pointsð Þ: ð1:15Þ

We introduce two representative norms generally used in this area. Given a

vector q ¼ qx; qy; qz

� �
, L1 norm is defined as

qk k1 ¼ qxj j þ qy


 

þ qzj j

� �1=1
; ð1:16Þ

and L2 norm is defined as

qk k2 ¼ qxj j2 þ qy


 

2 þ qzj j2

� �1=2
: ð1:17Þ

The L2 norm is often expressed as squares

qk k22 ¼ qxj j2 þ qy


 

2 þ qzj j2: ð1:18Þ

For instance, given q ¼ 1, � 2, 3ð Þ, qk k1 ¼ 1j j+ �2j j+ 3j j ¼ 6, and

qk k22 ¼ 1j j2 þ �2j j2 þ 3j j2 ¼ 14. You can easily confirm that L1 and L2 norms

fulfill the above three properties.

1.3.2.2 Inverse Matrix
With the distributed source analysis, we shall encounter the problem of the handling

of the fraction of the inverse matrix of the lead field matrix L(M � N matrix) (see

Sect. 1.2.2). Due to no existence of the unique inverse matrix L�1, the following

pseudo-inverse matrices are substituted along with the cases of either

underdetermined or overdetermined solution described in Sect. (1.3),

LTL
� ��1

LTifM > NandLT LLT
� ��1

ifM < N: ð1:19Þ
The second term of Eq. 1.19 indicates the underdetermined solution (i.e.,

distributed source analysis). General pseudo-inverse matrix can be obtained using

singular value decomposition (SVD), and inverse of squared value of very small

singular value makes solution instable. Adding tiny unit matrix or noise matrix,

truncation to decrease the rank after eigenvalue decomposition and SVD are the

methods used to avoid the instability [27], and such methods approximate the

original matrix consequently.
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1.3.2.3 Minimum L2 Norm Estimation in General
The minimum L2 norm estimation employs the constraint that summation of the

square power (Eq. 1.18) of squared root of distributed source currents is minimized.

Source activation and sensor detection in one time sample are formulized with lead

field matrix L:

bt ¼ L � qt ð1:20Þ

s.t.
XN
n¼1

q2nϕ, t þ q2nθ, t þ q2nr, t

� �
is minimized. Using inverse matrix q̂ from Eq. 1.19,

the solution is given by

qt ¼ q̂ tbt ¼ LT LLT
� ��1

bt: ð1:21Þ

The constraint can be changed, for example,
XN
n¼1

q2nϕ, t þ q2nθ, t

� �
is minimized for

spherical model (Sect. 1.2.1) or
XN
n¼1

q2n, t is minimized for the current direction being

normal to the cortical surface (orientation constraint). It is thought that the fluxes

are not attributed to the currents of the brain stem or cerebellum and source points

are not prefixed in general. The constraint of the minimizing L2 norm tends to

estimate the larger currents near the sensor and the smaller ones in the deeper brain

because fluxes decreases according to the distance between sources and sensors. To

avoid this phenomenon, some normalization methods are proposed. We describe

two simple approaches as below. Using Ln from Eq. 1.9, the solution on each

source point n in arbitrary time point t is

qn, t ¼
LT
n LLT
� ��1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

LT
n LLT
� ��2

Ln

q bt: ð1:22Þ

And another proposal is

qn, t ¼
LT
n LLT
� ��1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

LT
n LLT
� ��1

Ln

q bt: ð1:23Þ

Equation 1.22 is a method based on dynamic statistical parametric mapping (dSPM)

proposed by Dale et al. [39] taking sensor noise as white noise, i.e., sensor noise

covariance matrix becomes identical, since the inside of the square root of the

denominator in Eq. 1.22 for all source points is expressed by q̂ q̂ð Þnn, with notifica-
tion of ()nn indicating diagonal operation. Equation 1.23 is based on standardized

low-resolution brain electromagnetic tomography (sLORETA) [40, 41] which takes
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into account the resolution matrix (inverse matrix � lead field matrix). Indeed,

inside of the square root of the denominator in Eq. 1.23 for all source points forms

q̂ Lð Þnn. See also [42, 43] for the summarization. Figures 1.8, 1.11, 1.12, 1.13, and

1.14 show the reconstructed results from the same SEF at 22 ms or 390 ms, after the

right median nerve stimulation. The lattice nodes with maximum 95–100 %

currents are color-coded. As seen in Fig. 1.8, due to the effects of additional

computation in the denominators, the estimated source currents (third and fourth

columns) have moved to deeper side. Figure 1.9 shows reconstructed results from

visual evoked fields with blink noise and demonstrated the influence of the artifacts.

The original results (second column) interpret the detected signals of basal sensors

as large currents in bilateral frontal and temporal lobes near the pterion, which have

been moved deeper to the basal side by the normalization approaches of Eq. 1.22

(third column) and Eq. 1.23 (forth column). Thus, improved methods tend to

emphasize source activities at the cerebral bases or the deeper brain.

1.3.2.4 Minimum Norm Estimates (MNE)
In previous section, the fundamental concept of minimum L2 norm approach is

described. Here, we introduce the widely used application based on minimum L2

norm approach, MNE, developed at the Martinos Center for Biomedical Imaging of

the Massachusetts General Hospital by Hämäläinen et al. [1, 19, 25, 35, 36]. This

algorithm is a combination of minimum norm approach and least square method

based on Tikhonov regularization with addition of the regularization parameter,

Fig. 1.8 Waveforms of SEF and reconstructed images at 22 ms (yellow line) on coronal cross-

sectioned brains (first column). Bilateral front poles are removed. Upper images are reconstructed

from data of 204 planar gradiometers, and lower images are reconstructed from data of

102 magnetometers. Voxels with highest 95–100 % currents are color-coded (scale bar on the

right in each row). The images on the second column are reconstructed with original minimum L2

norm estimation, Eq. 1.21, and the others are reconstructed with two types of modified methods,

Eq. 1.22 for the third column and Eq. 1.23 for fourth column. The results using original methods

tend to estimate higher currents on the cortex, i.e., near the sensors, while the improved results tend

to move them toward the deeper side of the brain
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noise covariance matrix, and source covariance matrix. Let us expand the vectors

bt, qt to matrices B, Q containing sampled time length and take into account the

white noise Bnoise; Eq. 1.20 can be written as

B ¼ LQþ Bnoise: ð1:24Þ
The MNE proposes to generate the unique solution with minimum L2 norm (see

Eq. 1.18) among an infinite number of solutions:

Q̂ ¼ argminQ LQ� Bð ÞC�1 LQ� Bð ÞT�� ��2
2
þ λ2 QR�1QT

�� ��2
2

n o
; ð1:25Þ

where C and R are the matrix of weighted factor. C is a sensor covariance matrix,

R is a source covariance matrix, and λ2 is a regularization parameter. The first term

in the braces indicates the error noise between the forward solution, LQ, and sensor

detection, B, with weighted factor C. C is covariance matrix of certain periods of

measured MEG signal. The choices of certain periods will be disputed below. The

second term denotes the general L2 norm of given distributed sources with

weighted factor R. The source covariance matrix R is prepared to employ prior

information such as the results of fMRI. Without any prior, the sources are assumed

to be uncorrelated each other and equal to variance. By means of Lagrange

multiplier, the inverse operator matrix Q̂ is given by

Q̂ ¼ RLT LRLT þ λ2C
� ��1

: ð1:26Þ
The regularization parameter λ2 is proposed as

Fig. 1.9 Examples of unexpected results using minimum L2 norm method and its modified

methods. Waveforms of visual evoked fields with blink noise and reconstructed images at

390 ms marked with yellow line (first column). Upper images are reconstructed from planar

gradiometers and lower images are reconstructed using magnetometers. Estimated currents in

the second column have moved to the deeper side or to the basal side in modified methods as well

as shown in Fig. 1.8
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λ2 ¼
trace C�1=2L

� �
R C�1=2L
� �T� �

M � SNR2
ð1:27Þ

where SNR stands for signal-to-noise ratio. For notification of C�1/2, we consider

Cholesky factorization of C ¼ (C1/2)(C1/2)T, and C�1/2 is obtained by an inverse

operator of C�1/2. SNR is generally computed as signal divided by noise; here,

signal is calculated via forward computation from estimated source activities. The

regularization is performed via SNR and in MNE-suite software, default parameter

setting for above SNR ¼ 3. Thus, applying the inverse matrix to MEG sensor

detection, the solution is

Q̂ B ¼ RLT LRLT þ λ2C
� ��1

B: ð1:28Þ
Following to previous section, we consider normalization approach. Dale

et al. proposed a noise-normalized estimate, dSPM, [39] as follows:

ZdSPM ¼ Q̂ Bffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Q̂ CQ̂

T
� �

nn

r : ð1:29Þ

Normalization difference in the denominator from Eq. 1.22 is by adding noise

covariance matrix C. For evoked response, the default choice for creating covari-

ance matrix C is by using a certain pre-trigger range since no evoked responses by

stimuli are included in that period. The measurement for epileptic discharge is one

of the main topics using MEG, and no trigger stimuli exist in such measurement.

Entire raw data is one option to create the covariance matrix C. The resting state

data analysis has been focused recently, and empty room measurement (or so-called

system noise measurement) is required to create noise covariance matrix C. We are

taking into account the sLORETA [40, 41] as well. Taking into account the

regularization parameter λ2 and source covariance matrix R for interpretation of

lead field matrix, one computation is ([1] Eqs. 1.8–1.11)

ZsLORETA ¼ Q̂ Bffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Q̂ λ�2RLT
� �� �

nn

r ¼ Q̂ Bffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Q̂ Cþ λ�2LRLT
� �

Q̂
T

� �
nn

r : ð1:30Þ

The basic concept of this normalization is the same as Eq. 1.23. The difference is

caused by required condition (Eq. 1.25) and additional parameters. As seen inside

of the square root of the denominator in the last term, the first term Q̂CQ̂
T

� �
nn

is

equivalent to dSPM (Eq. 1.29). sLORETA takes into account both the variation of

measured noise and the variation of the estimated sources [40]. Finally, MNE

applies good artifices for practical computation using SVD, and other parameters

are also available, for example, depth, weight, orientation constraint, etc. (see

[1, 44, 45] for the details). Figure 1.10 shows reconstructed results on the surface
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of the inflated brain from the same blink noise used in Fig. 1.9, obtained from planar

gradiometers (upper) and magnetometers (lower) using MNE (first column) and the

dSPM (second column) and sLORETA (third column) [39–41]. Relative large

sources are estimated mainly at cerebral bases near the sensors using original

MNE, and by normalization methods it moves to the deep surface of the cerebral

longitudinal fissure. One difference between Figs. 1.9 and 1.10 is the base source

point setting. In Fig. 1.9, anatomically based lattice nodes cover nearly the whole

cerebrum, while MNE (Fig. 1.10) marks the vertices based on corticomedullary

junction and reconstructs the surface left and right hemisphere separately.

Intermingling the several issues, results vary even when using the same data. To

avoid this phenomenon, noise cancellation is quite important, especially at basal

sensors for each application.

planar gradiometer

magnetometer
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2.2

1.1

0.2

0.1

Fig. 1.10 Examples of source activations obtained using MNE-suite software on the inflated

cortical vertices using planar gradiometers (upper) and magnetometers (lower). Dark gray pattern
denotes folded cortices and bright gray pattern denotes unfolded cortices. The first, second, and

third columns show source reconstruction estimated by original minimum norm estimates (MNE),

dynamic statistical parametric mapping (dSPM), and standardized low-resolution brain electro-

magnetic tomography (sLORETA), respectively. The same data employed in Fig. 1.9 are used and

reconstructed at 390 ms of latency. MNE interprets the blink noise as large currents at bilateral

frontal and temporal bases, which are moved to the center of the bilateral frontal lobes through

noise normalization methods, dSPM and sLORETA
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1.3.2.5 Minimum L1 Norm Estimation

The constraint of minimum L1 norm is bt ¼ L·qt s.t.
XN
n¼1

qnϕ, t


 

þ qnθ, t



 

þ qnr, t


 

� �

is minimized. Large-scale linear programming is required for this solution, which

includes sparse submatrix, i.e., the most elements are zero [27]. In general, L1 norm

estimation needs time-consuming repetitive computation. This sparsity would be

suited to estimate separating plural localized functional areas distinctly, which are

interpreted by L2 norm as blurred distributed areas. On the other hand, this sparsity

poses a problem when the actual neuronal activities are widely spread, because L1

norm interprets such spread activity as scattered spotty currents. Minimum current

estimates (MCEs) are the representative minimum L1 norm spatial filter

[38]. Figures 1.11 and 1.12 are examples of MCE using the same data sets

employed in Fig. 1.8. The currents estimated at 22 and 80 ms on the lattice nodes

are shown in the second column. The currents on the nodes are projected onto the

vertices of the cerebral polygon mesh in the third column. Figure 1.11 shows the

Fig. 1.11 The left column shows waveforms of SEF and yellow lines indicated the latencies of

22 ms. Minimum L1 norm estimation and minimum current estimates (MCEs) are used for

reconstruction. Data of sensor signal and source reconstruction results from planar gradiometers

are shown in the upper row, and same ones from magnetometers are shown in the lower row. MCE

estimates the currents on the lattice nodes (second column), and these results are projected onto the
vertices of the cerebral polygon mesh (third column). Comparing with the results using minimum

L2 norm estimation shown in Fig. 1.8, MCE shows focalized source activations from the same

sensor detection. The unit of the color bar is nAm
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better plausible concentrated source localization results, while Fig. 1.12 suggests

the anticlimactic spread sources.

1.3.3 Adaptive Beam Former (Minimum Variance Estimation)
in General

Beam forming technique has been firstly introduced to optimize TV antenna

position and orientation by minimizing the weighted variance of the signal. This

technique is also useful in the application of biomedical signals and has been

introduced to MEG source localization technique [46]. The constraint of minimum

variance estimation forms

qn ¼ wT
n � B ð1:31Þ

under the condition that
XTsmp

t¼1

q2n, t is minimized, where Tsmp denotes total sampled

number of the time length of B, qn ¼ qn,1; . . . ; qn,1; . . . ; qn,Tsmp

� �
is time-series

Fig. 1.12 Minimum L1 norm estimation interprets spread activities as scattered spotty sources.

Anticlimactic examples of MCE result from somatosensory evoked responses. The same data sets

from Fig. 1.11 are employed, but later latency of 80 ms is chosen for this source estimation. The

description of each column and row is the same as in Fig. 1.11
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current data with an arbitrary direction at n-th source point, and

wT
n ¼ w1,n; . . . ;wm,n; . . . ;wM,nð ÞT is weight vector at the same n-th source point.

To avoid wT
n ¼ 0; . . . ; 0ð ÞT, another constraint is added that

wT
n � Ln ¼

XM
m

wm,nLm,n ¼ 1. The name of minimum variance is derived from the

constraint that the variance of time-series current at an arbitrary source point is

minimum. The relationship between minimum norm and minimum variance is as

follows:
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Note that the proposed constrains are not verified neurophysiologically. The

minimum norm minimizes Q in the direction of column (source points) and the

minimum variance minimizes Q in the direction of row (time series). Using

Lagrange multiplier, an undetermined coefficient, this problem can be solved, and

the answer is (see also [47])

qn ¼ q̂ n � B ¼ LT
n BBT
� ��1

LT
n BBT
� ��1

Ln

� B; ð1:32Þ

Beam forming technique is called as “adaptive” because q̂ n depends on B and

consequently the results vary according to the selected time span, frequency band,

or selected sensors. Although it has resemblance to arrayed antenna technique,

original beam former utilizes the phase information but does not utilize the mini-

mum variance estimation. The neighboring currents on source points are indepen-

dent and no influence should be taken for the results. By expressing the three

degrees of freedom of the current direction (ϕ, θ, r) at an arbitrary source point,

the solution is
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Qn ¼
qnφ
qnθ
qnr

0@ 1A ¼

LT
nφ BBT
� ��1

LT
nφ BBT
� ��1

Lnφ

LT
nθ BBT
� ��1

LT
nθ BBT
� ��1

Lnθ

LT
nr BBT
� ��1

LT
nr BBT
� ��1

Lnr

0BBBBBBBBBB@

1CCCCCCCCCCA
� B: ð1:33Þ

If a spherical model is employed, qnr is omitted (see Sect. 1.2.1 “Sarvas

Formula”). To minimize the variance of the currents, this filter shall allot small

weight to the sensor near the currents and large weight to the distant sensor.

Consequently, this filter tends to estimate large currents in the deep brain and

small currents near the sensor. To avoid this phenomenon, also normalization

techniques are proposed as well as minimum L2 norm estimation (see Eqs. 1.22,

1.23, 1.29, and 1.30) [42, 43].

Figure 1.13 shows the results using same data sets in Fig. 1.8 to make compari-

son between minimum L2 norm estimation and beam forming technique. The time

window for beam former is selected from 15 to 30 ms (redly highlighted). The

cross-sectioned images of the second column are estimated through original mini-

mum variance (Eq. 1.32); those of the third column are estimated through the

modification of

Fig. 1.13 Source reconstruction results obtained using minimum variance methods, so-called

beam forming technique. Following Fig. 1.8, SEF waveform at 22 ms latency (yellow line) is
focused. Due to the demand of time window selection for beam forming technique, 15 ms time

window from 15 to 30 ms (redly highlighted in the first column) is used for the source reconstruc-

tion. Results of original minimum variance, Eq. 1.32, are shown in the second column, and third

and fourth columns exhibit the results with improved approach, Eq. 1.33 for third column and

Eq. 1.34 for right column. Original minimum variance tends to set large currents in deeper side of

the brain, and the normalization methods make them move superficially
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As clearly seen, the results from normalization make available to estimate sources

superficially. However, selection of time, frequency domain, and sensor of

B influences the estimated results. Figures 1.13 and 1.14 exhibit the different results

using the same data. The difference between Figs. 1.13 and 1.14 is only time

domain used for calculation of BBT, where the setting for the former is 15–30 ms

and the latter is 5–50 ms (redly highlighted). As shown, despite the same centered

latency (22 ms), clearly distinct results were shown by different choices of the time

window settings. Minimum variance and its normalization methods often employ

the ratio of the measurement data between target time domain Bs and baseline Bc,

such as sensor noise or resting state (see also Sect. 1.3.2.4). Relatively long time

span (seconds or more) is selected for both Bs and Bc. For instance, synthetic

aperture magnetometry (SAM) employs the following normalization for n-th source

point:

Fig. 1.14 Results under the same condition as in Fig. 1.13. The description of each row and

column is the same as the previous figure, except for the time span of 45 ms from 5 to 50 ms (redly
highlighted). Results of minimum variance, even applying normalization, are affected by selection

of time domain
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SAM has been developed by Canadian MEG vendor, CTF, and opened a new door

to frequency analysis such as event-related synchronization or desynchronization

[47–49]. There is no technical problem that other spatial filter algorithm employs

resting state data for normalization like SAM.

1.3.4 Limitation of Inverse Solution

We discussed three types of inverse solution (ECD estimation, minimum norm

estimation, adaptive beam former). ECD approach provides no solution due to

overdetermined solution, while distributed source analysis provides infinite number

of solutions. In either case, this biomedical inverse solution is generally called

mathematically ill-posed solution. Therefore, no warrantable solution is given such

that some penalty should be taken account. In ECD analysis, initial position and

local minima are also disputed. MNE provides stable solution, but the problem with

this solution is its less sensitivity to focal activity, because minimizing norm always

suppresses such focal activity and tends to provide spreader distribution. In general,

the reconstructed current data qn at n-th source point is expressed mathematically as

qn¼WnBþ nn, whereWn is a mixing matrix and nn is noise vector at the same n-th

source point. The spatial filter acts as if making blurred images consisting of

thousands of or more pixels from hundreds of pixel data because qn remains merely

a mixture from B. It is unlikely that spatial filter extracts hidden signals on the qn
which is not seen in measured signal in B. Therefore, one of the expected functions
of spatial filter becomes signal separation of B. Independent component analysis

(ICA) [50] and factorial analysis are other tools specific to signal separation, and

they do not require conductor models for signal separation purpose. TheWn always

includes approximation of inverse matrix which deteriorates original information of

B. If the sensor is radial planar gradiometers, there is a simple and convenient

method to guess cortical activities. The way is projection of sensor signals onto

underlying cortex. Figure 1.15 is an example, where waveforms of the same SEF

employed in Figs. 1.7 and 1.8 are projected onto the cortex [51, 52]. Sensor

projection method cannot express brain activities in the deep brain or on the

cerebral bases; however, fluxes from such regions are usually weak for MEG sensor

to detect. This utility might be useful for confirmation of lateral aspect of cerebrum

as initial step.

In this chapter we discussed the algorithm of MEG forward and inverse solution

for source localization purpose. The inverse solution has beenmuch paid attention by

researchers and engineers to achieve accurate and stable source localization. How-

ever, other factors are also intermingled for accurate source localization. Among

others, the following two factors underlying source analysis are fundamental:
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(1) preprocessing of the MEG signal and (2) precise alignment of the brain position

to the anatomical image obtained by MRI. Even the sophisticated inverse algorithm

will be unsuccessful if factors (1) and (2) are not correctly performed in advance.

For example, recently ICA has been focused to improve the SNR [50, 53–55] related

with item (1). With respect to item (2), the magnetic digitizer (Polhemus) has been

mainly used for MEG-MRI co-registration. Recently, much accurate and rapid

measurement has been proposed using laser scanning technique [56]. These

techniques also improve the source localization results.
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Part II

Motor System



Basic Functions and Clinical Applications 2
Takashi Nagamine and Masao Matsuhashi

Abstract

Investigation for motor system by magnetoencephalographic (MEG) recordings

has focused on detecting the primary motor area. In order to collect data with

high S/N ratio, selection of a motor paradigm and an analysis method to assure

events time-locked to movement onset is important. Self-paced movement

paradigm has been widely employed, because the same paradigm in electroen-

cephalographic (EEG) and subdural recordings has provided bunch of physio-

logical data. The motor field (MF) component in movement-related cortical

magnetic fields (MRCFs) is believed to reflect the final stage of motor execution

in MI. Frequency analysis on the background rhythm related to movement can

be also utilized to estimate motor-related areas.

Considering the difficulties in performing the self-paced movement, easier

motor paradigms such as isometric contraction or cyclic repetitive movements

have been recently introduced. Although estimated sources from these

paradigms have provided sources of reasonable locations, physiological signifi-

cance should await for further study.
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2.1 Basic Principles and Physiology (Fig. 2.1)

2.1.1 Movement and Posture

The whole range of motor functions from voluntarily initiated precise grasping to

reflexive reactions can be mainly characterized through a description of the tempo-

ral change of coordinates in space for each part of the body or the whole body. Each

bodily motion is governed by muscle contraction, even if the body part keeps still in

space, the placement of which is ruled by the motor system. These muscle

contractions are without exception regulated by motor neurons situated in the

anterior horn in the spinal cord or brainstem motor nucleus. The route originating

from the motor neurons to a muscle is named the final common pathway, which

receives various kinds of inputs from central sources.

Movement and posture are the two main features of motor function, whose space

coordinates change and remain unchanged, respectively. As individuals, we can be

vividly aware of our own movement, but we are rarely conscious of our posture.

2.1.2 Movement

Movement is categorized into three kinds of bodily motions: voluntary movement,

automatic movement, and reflex.

Fig. 2.1 Scheme for motor systems and targets for magnetoencephalographic (MEG) measure-

ment. Yellow shading indicates the main targets used for MEG analysis and light blue shows

possible sites
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Voluntary movement is a goal-directed behavior launched by volition and is

generated by the cerebral cortex with associated activation of basal ganglia and the

cerebellum.

Automatic movement is characterized by a stereotyped rhythmic movement with

recursive elements, such as swallowing and walking. It is believed that a neural

circuit called the “central pattern generator” exists in the spinal cord or brainstem to

generate automatic movement.

Reflex is a stereotyped movement occurring unconsciously and caused by a

specific stimulus. The relevant reflex center sits in the spinal cord or brainstem.

2.1.3 Voluntary Movement

Voluntary movement is initiated by volition and requires several steps, including,

preparation, initiation, maintenance, and termination. Among these, the initiation

step is represented by an abrupt change from the preceding resting position, which

is usually caused by a drastic increase in activity in the primary motor area (MI).

This change is projected to the periphery through the corticospinal or corticobulbar

tract.

2.1.4 Involuntary Movements

Unwanted movements unsuitable for the conditions of body parts are a manifesta-

tion of disorders of motor control and categorized as involuntary movements. The

site responsible in the nervous system spreads over various sites from peripheral to

central areas, including the cerebral cortex.

2.2 Clinical Applications

2.2.1 Physiological Investigation of Control of Movement
and Posture

For detecting electrical activity in cortical areas, self-paced movement has been

commonly recorded using an EEG [1, 2]. Waveforms obtained using this approach

are called movement-related cortical potentials (MRCPs). Various generators have

been clarified by investigations with scalp recordings [3, 4] and subdural recordings

[5, 6]. Following on from these recordings, the same approach has been adopted

since the early era of magnetoencephalographic (MEG) recordings [7–12] to

acquire movement-related cortical magnetic fields (MRCFs).

Compared with the investigation of sensory systems, the temporal sequence of

neural activities related to motor function is not as well correlated with events

visible to observers. In order to achieve the best possible MEG signals, short brisk
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movements are utilized to evoke alterations in brain activity correlated with move-

ment onset.

Empirically, neural activities in the lower levels are more closely correlated with

the onset of movement than those in higher levels. However, the detection of motor-

related activities of spinal motor neurons or brainstem motor neurons is difficult

because they do not produce large magnetic fields owing to their anatomical

alignment, although they are tightly linked to the electromyography (EMG)

activities in the temporal domain. Therefore, cortical activities in the MI, which

are tightly linked to EMG activities after spinal motor neurons, are considered to be

the best targets for MEG investigation. This tight connection between cortex and

muscle activity is strengthened if we focus on the initiation of brisk movement,

because rapid firing of pyramidal cells in the MI area becomes apparent.

At the termination stage of voluntary movement, a similar but opposite phenom-

enon must be happening. However, the tail-off of muscle activity is not so abrupt as

to allow alignment of times across trials; therefore, few studies have explored this

stage [13]. During the maintenance stage of voluntary movement, although there

may be some continuing neural activities so as to maintain connection between

cortical and muscular activities, they cannot be detected because they are only

sustained for a rather short period in the case of voluntary movement.

If this maintenance stage of voluntary movement becomes elongated, it can be

regarded as posture maintenance, which enables us to obtain a clear signal as for the

correlation between cortex and muscle using coherence analysis (see Sect. 2.6.3).

2.2.2 Generator Sources for Involuntary Movement

In addition to physiological surveys of motor control, we can detect sources for

some types of involuntary movements, if the generator responsible is situated in a

limited area of the cerebral cortex. Because some types of cortical myoclonus are

characterized by brisk contraction of the small body part, it is likely that the lesion

responsible should be located in the cerebral cortex, which has been proven by

several reports using jerk-locked back averaging [14–18]. There are reports dealing

with non-cortical lesions in patients with tremor [19] and widespread lesions

responsible in a patient with subacute sclerosing panencephalitis [20], although

their relevant cortical lesions were not clearly demonstrated.

2.3 Principal Analysis Methods (Fig. 2.2)

The self-paced movement method has been widely adopted. Subjects are

requested to move their finger, hand, or foot on one side with intervals exceeding

several seconds. Subjects should make a brisk and short contraction and keep still in

between the movements. In order to delineate somatotopic organization, a distal

part of a limb is often used.
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Since some subjects experience difficulties in deciding when they have to move

because of the long interval requested for this self-paced movement, some centers

use assistance to indicate when movements should start. Delivery of cue signals

such as a tone or light with intervals of several seconds can persuade subjects to

start movement. Intervals can be either fixed or randomly assigned, and subjects do

not have to be so strict in performing rapid responses.

Contingent negative variation (CNV) is a famous and well-utilized task in the

investigation of motor control. A pair of stimuli (S1 and S2) with an interval of

around 2 s serve as a warning and imperative stimuli, and they are repeated with an

interval of 3–5 s between the stimulus pair. A time interval of 2 s between S1 and S2

is appropriate for subjects to predict the timing of S2, so subjects have to respond as

soon as possible.

Isometric contraction maintained for longer than several seconds can be

regarded as a task focusing the maintenance stage of voluntary movement. In

order to verify the constant condition of muscle contraction, it is useful to employ

some visual feedback or give guidance to adjust contraction.

Because conventional self-paced movements with a long interval are not easy for

some subjects, rapid rate or short interval movement can be utilized. Repetitions of

brisk movement up to 1–2-Hz can leave a rather silent period of muscle activity in

between the repetitions.

Rhythmic and cyclic movement is similar but different from this rapid rate

movement. Back-and-forth motion of 2–4 Hz does not leave an EMG silent period,

allowing an assumption that it can mimic a sinusoidal profile, and coherence

Self-paced movement

Cued movement

Cue stimuli

EMG

EMG
(rectified)

EMG
(rectified)

EMG
(rectified)

EMG
(rectified)

position

Rapid-rate movement

Contingent negative variation (CNV)

Isometric contraction

Rhythmic movement

Cue stimuli

1 s

Fig. 2.2 Approaches used for the investigation of motor systems
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analysis between EMG and brain activity can be applied assuming brain activities

also share a cyclic temporal sequence.

2.4 Recording and Analysis of Self-Paced Movement

2.4.1 Preparation

Besides usual preparations for MEG recording, it is important to ensure detection of

alterations in motor output of the target body part. Selection of appropriate muscles

and movements and methods varies across experiments. Surface EMG over the

target muscle with cup electrodes is the most commonly used method. Electrodes

can be placed on any part of the body and can be applied not only for recordings of

movement but also for posture. Button pressing with a natural return designed

without causing magnetic noise can be adopted. Light-emitting diodes are also

utilized to check displacement of body parts. Adjustment of the allowance from the

operating point is critical to define the time point to determine the initiation of

movement.

Equally important is confirming the stillness of other body parts at other times

except for the intended movement. For this purpose, EMG electrodes are placed on

some body parts other than the target muscle, including the contralateral side.

Examiners should check the magnetic environment before actual measurement

starts. When we find slow magnetic fluctuation, asking the subject to hold their

breath is of help to check. Sometimes buttons on clothes or dental implants can

cause magnetic noise. Screening conditions during the performance of an actual

assessment is essential. Magnetized materials often cause large magnetic noise

even if the movement is tiny. Putting a cushion under the return of a moving

platform is useful to avoid noise caused by touchdown by the moving object.

EMG cables should be fixed at several points so that they do not swing.

Eye movement can significantly distort the magnetic field related to movement,

because its temporal profile is similar to movement. It is useful to set a visual target

to which subjects are requested to fix their vision in order to avoid eye movement.

Electrooculogram (EOG) monitoring is strongly advised.

2.4.2 Recording Procedure

Before introducing subjects into a magnetically shielded room, recording baseline

condition of magnetic fields without the subject is recommended (empty-room

measurement). This data can be used for confirmation of background noise, essen-

tial data for noise reduction filters, and uncovering overlooked magnetic materials

attached to the subject. Data acquisition parameters for MEG signals require a

sampling rate of at least 500 Hz, with a band-pass filter set between 0.1 and 100 Hz.

Depending on the necessity for detecting slow magnetic fields preceding move-

ment, a high-pass filter can be widened to 0.03 Hz or narrowed to 1 Hz. When
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putting subjects adjusted to the MEG sensor, the examiner should check that

subject’s head fits well around the sensorimotor area.

As for data collection, if an examiner sets an electronic pulse for averaging, it is

possible to get only averaged data utilizing an automatic noise cancelation system

to avoid large signals, including eye movement. It would also be useful to accumu-

late repetition-time segmented waveforms during the predetermined analysis time

window. However, with these methods, we cannot properly exclude trials including

unwanted noise segments. Therefore, it would be preferable to save all the continu-

ous data including EMG, EOG, and trigger pulse.

Fifty to 100 repetitions of a movement are required to obtain averaged

waveforms with a reasonable S/N ratio. Considering artifact rejection to exclude

trials with contaminating noises, two or three sessions each with 30–50 movements

are advised. Averaging procedures can be done either online or off-line. In case of

recording continuous data and leaving final analysis to be done off-line, it would be

preferable to obtain online averages to check recording conditions.

Because the task is rather simple and repetitive, adequate rest periods should be

provided once the movement has been repeated 30–50 times. After a break,

recording the head position with respect to the dewar should be done, because

subjects tend to change their head position during the rest period.

2.4.3 Analysis

2.4.3.1 Trigger Point
Because MRCF aims to explore temporal changes in brain activity, an average

across a certain number of repetitions of the movement is the first step. If continu-

ous data is going to be processed, EMG onset should be visually tagged from

continuous data. If the background EMG level serving as the resting condition

becomes noisy, the triggering point may fluctuate. In this case, exclusion of data

from the time period with increased EMG background from averaging could be

considered.

2.4.3.2 Averaging Window
For off-line analysis, the time window for averaging can be adjusted by taking the

shortest interval between two successive movements within the session. If the

interval is short compared with the intended time window, the trials with a short

interval should be excluded from the average. Depending on the purpose, settings

for premovement and postmovement time periods vary from 2–4 s to 1–2 s,

respectively. This assignment should be determined carefully, as the first

10–20 % of the total analysis window is usually assigned for the baseline period

for amplitude calculation. Confirmation of reproducibility by superimposition of

two different sessions can provide insight for contamination by noise elements. If

these sets of averages show similarities, the sessions can be averaged to obtain

group average waveforms to be used for further analysis.
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2.4.3.3 Components of MRCF: (Figs. 2.3 and 2.4)

The components of MRCF have usually been named in accordance with

Kristeva et al. [21]. The readiness field (RF) shown over the central area contralat-

eral to the moving side corresponds to the first slow increasing magnetic activity

prior to movement onset. The onset of RF is approximately several hundred

milliseconds before movement onset, and it is usually later than the initiation of

the slow EEG component starting 2–3 s before onset. This EEG component,

Bereitschaftspotential (BP), is bilaterally distributed, and is followed by NS’ in

the EEG starting several hundred milliseconds before movement onset, which is

dominant over the contralateral side [3]. Taken together, it is most likely that the RF

component is a counterpart of NS’ or BP2 rather than BP or BP1. This RF activity

shows a peak around the onset of movement, and this is called the motor field (MF).

100 fT

-3 s 0 1

+

–
30 µV

Fig. 2.3 Sample movement-

related cortical magnetic

fields (MRCFs) after self-

paced extension of the right

middle finger. Upper panel:
Magnetometer waveform

over the left central area,

low-pass filter set at 30 Hz

and high-pass filter at

0.03 Hz, with a sampling rate

of 603 Hz. Lower panel:
Average of high-pass filter

(1 Hz) and rectified

electromyography (EMG) of

the right extensor digitorum

communis muscle. Open
triangle: EMG onset. Solid
triangle: readiness field
(RF) onset

100 fT

-3 s 0 1

RF

MF

MEFI

MEFII
Fig. 2.4 Schematic

description of each

component of the movement-

related cortical magnetic

field. RF readiness field, MF
motor field,MEFImovement-

evoked field I, MEFII
movement-evoked field II
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It is considered that this is equivalent to motor potential (MP) in EEG recordings,

which is sometimes clearly differentiated from the preceding slow cortical potential

of NS’ or BP2 [22]. However, it is rare to encounter a prominent MF component

emerging on top of the preceding RF. Hence, it is difficult to use these two terms

differently, especially for the analysis for generator sources. Because RF is

characterized by its onset time, it is advised to use in the temporal domain; how

early this component appears etc. On the other hand, MF is better for use in cases of

source localization. Following MF, a peak in the opposite direction at approxi-

mately 100 ms after EMG onset is noted as movement-evoked field I (MEFI) and

the following peak at about 200 ms corresponds to movement-evoked field II

(MEFII).

2.4.3.4 Source Analysis with an Equivalent Current Dipole Model
For resolving the sources for intracranial sources for each component of MRCF,

equivalent current dipole (ECD) assumption is widely used. At the MF, around

30 sensors covering the field extrema of opposing influx and efflux are sufficient to

localize the ECD, whereas a smaller number of sensor locations with planar

gradiometers centering on the field extrema are required for analysis. Compared

with the prominent peak of N20m in somatosensory evoked fields, accepting a

threshold of parameters indicating a correlation between observed and those

estimated hypothetically can be set to a lower value for reliable ECDs. Correlation

coefficients of 0.90–0.95 or goodness of fit of 0.80–0.90 are acceptable (Fig. 2.5).

L R

A B

Fig. 2.5 Source location estimated by the assumption of a single dipole source, at 6 ms before the

movement onset taken from the same data as Fig. 2.3. (a) Contour map and approximate source

location. Red indicates an outward magnetic field and blue indicates an inward field. (b) Estimated

current dipole location projected onto the subject’s own magnetic resonance imaging (MRI); the

circle indicates the dipole location and the bar indicates the dipole orientation. A yellow triangle
indicates the left central sulcus
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Because slow magnetic artifacts largely distort the background baseline level, it

can be reasonable to localize the MF component by setting a high-pass filter around

0.1 Hz at the expense of detecting the RF component [23]. Exploration with

multiple generator sources has been performed using BESA [23, 24]. The MEFI

component was located posterior to the central sulcus and may be different from

N20m of the SEF [25, 26].

2.4.3.5 Spatial Filter
In modeling the source of MEG signals, the motor system can be a good target to

introduce a spatial filter assuming sources are distributed within a certain volume or

on a surface. Utilization of L1 minimum norm (minimum current estimate [MCE]

[27]) or L2 minimum norm estimates (MNEs [28]) can be adopted, because we can

start by making a minimum of assumptions. An example using MNE is shown in

Fig. 2.6. These analytical methods do not require a priori information concerning

the source structures. Spatial filters optimized to pass activity from a specific brain

areas suppressing activity from other areas are called beamformers and can present

narrower source distribution [29].

L R

Fig. 2.6 Source distribution

by spatial filter (minimum

norm estimate) projected onto

the subject’s own MRI, 6 ms

before the movement onset,

taken from the same subject

as Figs. 2.3 and 2.5. Pixels

with an F-value threshold of

40 calculated from the

baseline power are shown.

Red areas indicates higher

power than blue areas. A
yellow triangle indicates the
left central sulcus
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2.5 Contingent Negative Variation

In EEG investigations, CNV is another well-known approach for surveying motor

control, especially sensorimotor integration [30]. Using the same method, several

MEG attempts have been reported. They demonstrated MI activity following the S2

time period [31–35]. As for the researcher recording using subdural electrodes, few

reports have dealt with this sensorimotor integration [36]. This report demonstrated

the involvement of areas other than the MI, whereas reports of conventional self-

paced movement demonstrated activation of a rather restricted area of the

MI. Therefore, source analysis as for CNV is required, and single ECD assumption

may fail to provide an accurate location for the MI.

2.6 Advanced Techniques

2.6.1 Event-Related Desynchronization/Event-Related
Synchronization

In the activities related to motor function, mu rhythm has been widely observed in

routine EEG recordings [37]. Pfurtscheller’s group developed a method for the

study of temporal changes in power in the EEG background oscillatory rhythm

[38, 39]. Power decrease in alpha or beta bands in association with movement onset

or a certain task was named event-related desynchronization (ERD) and was

considered to indicate increased cortical excitability. The opposite phenomenon

of a power increase was termed event-related synchronization (ERS), and this was

believed to be related to decreased excitability (Fig. 2.7). Salmelin introduced this

method to MEG by keeping the analysis time bin the same as that of the sampling

rate, by adopting the name of temporal spatial evolution [40].

This analysis revealed other aspects of brain activity other than slow

components. Usually, the RF of a slow magnetic shift precedes the movement by

several hundred milliseconds, and ERD already starts 3 s before the onset [41]. This

clear contrast between the slow and background activities indicate that these two

components manifest completely different physiological events.

2.6.2 Rapid Rate Movement

Self-paced movement methods have been regarded as the standard approach to

detect the MI. However, because this approach requires several task regulations

such as control of eye movement, brisk movement, and keeping relaxed muscles

between the movements, some subjects cannot perform the task properly. In order

to overcome this situation, methods with self-paced movement with shorter

intervals have been introduced [42]. Because only a short time period of around

400 ms can be left as a baseline for amplitude measurement in the case of 2-Hz

repetitive movements, a time period of 500 ms was introduced for baseline
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measurement. Because of its steadiness, this baseline period can be achieved by

more subjects.

2.6.3 Corticomuscular Coherence (CMC)

Recent EEG studies of coherence between EEG and EMG showed corticomuscular

oscillatory relations in humans [43–47] as well as in monkeys [48]. In a human

MEG study, Salenius et al. demonstrated increased coherence in the frequency

range of 15� 33 Hz between MEG signals from the primary sensorimotor cortex

[44]. This activity was suppressed temporarily by transient ischemic sensory

deafferentation [49] but regained its strength after the end of ischemia, indicating

that sensory feedback is not essential for coherence.

This procedure enables researchers to examine speech [50] and tongue move-

ment [51]. Because this method is easier compared with conventional self-paced

movement especially for patients, this can be used extensively in clinical situations.

The source-level analysis of CMC is achieved either by using cross-correlogram

[44] or by DICS [52] (Fig. 2.8).
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Fig. 2.7 Time–frequency

analysis. (a) Time–frequency

representation of gradiometer

activity over the left central

area related to self-paced

extension of the right middle

finger (same data source as

in Figs. 2.3, 2.5, and 2.6).

Note event-related

desynchronization (ERD) in

the alpha to beta band starts

around 2 s before movement

onset, whereas beta frequency

event-related synchronization

(ERS) occurs 6–700 ms

after movement onset.

(b) Projection of the ERD

source distribution at 12 Hz,

100 ms before movement

onset, using a minimum

norm estimate spatial filter.

A yellow triangle indicates
the left central sulcus
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2.6.4 Corticokinematic Coherence (CKC) [53]

Following the method of rapid rate movements, which still leaves silent period for

EMG, repetitions of flexion-extensions of a body part produce steady-state

movements without showing silent EMG activity. Bourguignon’s group developed

a new method using a three-axis accelerometer that attaches to a finger, and subjects

were instructed to make cyclic movements at a pace of 3 Hz. Cross-correlogram and

coherence spectra demonstrated increased coherence at a driving frequency of 3 Hz

and its harmonic frequency. The coherence was statistically significant with sources

in the MI area close to the area representing the corresponding body part. Because

this method is easy and straightforward for recording, it will become an easy and

robust approach for MI surveys (Fig. 2.9).
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Fig. 2.8 Corticomuscular coherence analysis of right middle finger tonic extension. (a) Ampli-

tude squared coherence between high-pass filtered (1 Hz) and rectified electromyography (EMG)

and gradiometer over the left central area. A horizontal broken line indicates the 95 % confidence

level. (b) Correlogram calculated by inverse Fourier transformation of the cross-spectra of the

same data. A solid triangle indicates gradiometer activity precedes EMG by about 5 ms. (c)
Contour map and approximate source location of correlogram activity at 5 ms time lead. (d)
Estimated current dipole location projected onto the subject’s own MRI. (e) Source distribution of
the coherent source by spatial filter (minimum norm estimate) projected onto the subject’s own

MRI, 26 Hz, threshold set at the 95 % confidence level. A yellow triangle indicates the left central
sulcus
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Fig. 2.9 Corticokinematic coherence. Magnetic field activities and accelerometer signals were

measured with a bandpass of 0.1–300 Hz and sampled at 1012 Hz, while the subject performed

repetitive flexion-extension of the left toe at 2 Hz. (a) Coherence between the central planar

gradiometer sensor and accelerogram. Horizontal axis: frequency from 0 to 10 Hz, Vertical axis:
coherence. There are two coherence peaks of 0.07 at 2 Hz and 0.2 at 4 Hz. (b) Cross-correlogram
(c) Source estimated from the cross-correlogram at a peak of �74 ms (Courtesy of Dr Hidekazu

Saito)
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2.7 Future Directions

Without doubt, the most important target for clinical MEG of the motor system is to

delineate the MI. Using these new techniques that utilize coherence, success rates

for localizing the MI area have improved. However, compared with investigations

for other systems, such as somatosensory systems, sampling a sufficient number of

averages is not so easy owing to the difficulty to executing motor analyses,

especially in patients. Physiological meaning for solutions obtained from these

new techniques is to be clarified also.

For physiological investigations, analysis of the separation between the MI and

non-primary motor areas is awaited. This development may be accomplished not

only by analytical procedures, but these require advancements in hardware capable

of higher spatial resolution.
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Abstract

Magnetoencephalography (MEG) is a powerful noninvasive tool for examining

the temporal and spatial aspects of sensory processing in the brain. In this

chapter, MEG responses elicited by innocuous and noxious somatic stimuli

were reviewed. The development of devices for the selective stimulation of

each peripheral receptor (i.e., A-beta mechanoreceptors, A-delta nociceptors,

pain-related C nociceptors, and itch-related C nociceptors) enables us to record

cortical responses to the activities of a given receptor and compare these

responses among somatosensory submodalities. MEG responses to the stimu-

lation of cutaneous A-beta mechanoreceptors suggest a serial mode of

processing through the primary and secondary somatosensory cortices. By

using the intraepidermal electrical stimulation (IES) method or an electrical

itch stimulus, similar serial processing was found for pain and itch systems;

however, some differences were observed (e.g., the area 3b sources following

IES were absent and the itch stimulus induced a specific activity in the

precuneus). These findings can be helpful in further basic studies on the physio-

logy of the somatosensory system and clinical studies to elucidate the patho-

physiology of somatosensory dysfunctions.
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3.1 Introduction

Magnetoencephalography (MEG) is a powerful tool for investigating sensory

processing in the brain. It has excellent spatial and temporal resolution, in the

order of mm and ms, respectively. The spatial resolution of MEG is similar to that

of functional magnetic resonance imaging (fMRI) and positron emission tomo-

graphy (PET), whereas its temporal resolution is far superior [1, 2]. Therefore, it is

useful for evaluating the hierarchical organization of cortical processing of somatic

information.

MEG has a number of advantages over somatosensory-evoked potentials using

electroencephalography (EEG). (1) It is specialized to detect cortical activities

because it is unaffected by the various tissue layers of the head, whereas EEG

activities are widely distributed over the scalp by volume conductors [3]. (2) It can

easily detect activities arising in the central sulcus, i.e., area 3b or area 4, because it

is sensitive to currents tangential to the skull [2]. (3) It has the clinical advantage of

detecting the reference point of the central sulcus without using invasive

techniques. However, MEG also has some disadvantages. For example, it is not

always easy to solve neuromagnetic inverse solutions, and it is not very sensitive to

activities in the radially oriented or very deep sources [2]. Therefore, recording

somatosensory-evoked magnetic fields (SEFs) provides insights in both basic and

clinical studies if researchers understand the principals and significance of the

elicited responses.

In this chapter, we reviewed several findings of previous SEF studies and

considered possibilities for further clinical applications. We discussed differences

and similarities in hierarchical processing between innocuous and noxious somato-

sensory information.

3.2 The Tactile System

Neuromagnetic responses induced by innocuous electrical stimuli were first

demonstrated approximately 40 years ago [4]. Researchers have since obtained

vast amounts of information from basic and clinical studies. For example, one study

succeeded in representing a large part of the somatosensory homunculus map using

the spatial advantage of MEG [5]. Another study indicated that SEFs were infor-

mative for assessing the functional state of the somatosensory system of patients

with somatosensory disorders [6].
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3.2.1 Physiological Significance of SEF Components

SEFs are generally elicited by electrically stimulating a peripheral nerve or cuta-

neous receptor percutaneously. Median nerve stimulation is commonly used

because it elicits three clear SEF deflections, N20m-P35m(P30m)-P60m, which

arise in and around the primary somatosensory cortex (SI) contralateral to the

stimulated side, as shown in Fig. 3.1. However, the physiological significance of

each component is still being debated.

The earliest deflection pointing toward the cortical surface, N20m, is generated

in area 3b of the contralateral SI [2, 7–10]. It is considered to reflect the excitatory

postsynaptic potentials (EPSP) produced by the synchronous activity of cortical

pyramidal neurons in layers III and IV. Thus, the N20m source is used as a

reference point for activation of the SI hand area [11].

On the other hand, the generator of P35m currently remains unknown. Previous

studies indicated that it was generated in some areas of the SI [2, 9]. The
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Fig. 3.1 Somatosensory-evoked magnetic fields following left median nerve stimulation. The

stimulus was a constant-current square-wave pulse that was 0.2 ms in duration at the motor

threshold. (a) Waveforms from 204 gradiometers with a filter of 0.5–100 Hz. Three clear

components (a–c) were detected in the early phase after the stimulus. (b) Isocontour maps

(40 ft/step) of the three components (N20m, P35m, and P60m). Areas surrounded by red and

blue contour lines in the isocontour map show the outflux and influx of magnetic fields, respec-

tively. (c) Locations of the equivalent current dipoles (ECD) of the three components. The P35m

ECD was located medial to the N20m ECD, and the P60m ECD was located posterior to the N20m

ECD
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intracellular current of P35m is directed toward the cortical depth, which indicates

an active current source in deep cortical layers. Therefore, it has been suggested to

reflect the behavior of inhibitory postsynaptic potentials (IPSP) generated by

GABAergic neurons in the deep layers [12–14]. The functional difference between

N20m and P35m is also evident from findings of previous studies using repetitive

stimuli [13] or recovery function [15, 16]. The P35m component is also known to be

more sensitive to the movement gating effect than N20m [17–20].

P35m and P60m are considered to be derived from a similar generator because

they have similar orientations and some common behaviors, such as they are both

decreased by increments in the stimulus rate [13]. However, they behave differently

under certain conditions. The ECD location of P60m was found to be posterior to

that of P35m [11, 21], and the recovery function of P60m clearly differed from that

of P35m [12]. Only P60m was attenuated toward the end of a lengthy stimulus

series [22]. Patients with the pediatric degenerative disease, the CLN5 form of

neuronal ceroid lipofuscinosis, have been shown to have greatly enlarged N20m

and P35m, but intact P60m [23]. Moreover, only P60m was inhibited after the

application of transcranial direct current stimulation over SI [21]. These findings

indicate that P60m reflects the activity of an extended source, possibly involving

areas 1 and 2.

3.2.2 Serial Processing of A-Beta Mechanoreceptor Signals

Tactile information from A-beta mechanoreceptors is transmitted to the brain via

thalamocortical afferents. MEG can precisely detect the timing of the arrival of

signals to multiple cortical areas. By using this advantage of MEG, we revealed the

temporal relationship of cortical activities including SI, the parietal cortex, and

secondary somatosensory cortex (SII) following a tactile stimulus using multi-

dipole analysis software (brain electric source analysis, BESA) on the contralateral

hemisphere to the stimulated side [24].

The temporal waveforms of the equivalent current dipoles (ECDs) induced by a

tactile stimulus to the dorsum of the left hand are shown in Fig. 3.2. The first source

for activity that peaked at 21 and 30 ms (the onset latency, 14.4 ms) was located in

the posterior bank of the central sulcus, corresponding to area 3b. The second

source for activity in SI that peaked at 25 and 34 ms (the onset latency, 18.0 ms)

was in a location that was more medial, superior, and posterior to the area 3b source,

suggesting that it originated from area 1. The third source in the posterior parietal

cortex (PPC) that peaked at 28 and 37 ms (the onset latency, 22.4 ms) was in its

caudal region around the intraparietal sulcus, possibly corresponding to area

5. Although we could not detect the activity of area 2, which is located in the

crown of the postcentral gyrus, because MEG cannot detect activities from radial

dipoles, serial processing elicited from area 3b to areas 1 and 5 was congruent with

the anatomical findings suggesting hierarchical somatic processing via cortico-

cortical connections in the postcentral gyrus [25]. The onset latency of the area

4 source (14.5 ms) was not different from that of the area 3b source, indicating that
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the initial activation of area 4 was independent of the activities of SI, which was

also consistent with anatomical findings that projections from area 3b to area 4 were

absent or very weak [26, 27]. The area 4 source may have been driven by thalamic

inputs, whereas the later activities of the source may come from area 1 or 2.

Regarding the lateral sulcus region, we detected two sources (early and late SII).

The peak latencies of the early SII source were 30 and 40 ms, while those of the late

SII source were 56 and 90 ms, which were very similar to the two separable

components, N30op and N60/90, in intracranial EEG studies [28, 29]. The onset

latency of the early SII (21.7 ms) was longer than the area 3b source, suggesting

serial mode processing in SI and SII. This serial processing was consistent with

previous findings [30, 31]. On the other hand, the hierarchical equivalence of SI and

SII was detected in animal [32, 33] and human studies [34]. However, we might

miss the detection of this parallel processing because the initial activity of SII was

very weak.
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Fig. 3.2 Cortical activities following stimulation of the dorsum of the left hand. Grand-averaged
waveforms of the time course of each equivalent current dipole (ECD) (a) and the mean location

and orientation of each source (b). Arrowheads indicate the mean onset latency (This figure has

been reproduced from Inui et al. [24] with the permission of the Oxford University Press)
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3.2.3 Roles of Bilateral SII Regions

In addition to the contralateral temporal region (mainly SII), the ipsilateral region

was activated by one-side somatic stimulation. These SII activities were more

sensitive to higher-order functions such as attention, decision making, and objective

recognition than SI activity [35–41]. SII activity was enhanced in magnitude by

centrifugal regulation (motor-related neural activities before the afferent inputs of

muscles), whereas SI activity (mainly P35m) was reduced [42]. This finding

indicated that SII plays a different functional role than SI in somatosensory-motor

regulation.

We recently recorded automatic responses by sudden somatic changes and

revealed that (1) change-related somatic responses were detected in SI and SII,

and the magnitude of these responses was affected by the status of the sensory store

and comparisons between preceding and new events [43]; (2) the somatosensory

offset response was also clearly detected in bilateral SII, but it was less apparent in

SI [44]; and (3) the administration of nicotine, which is known to have enhancing

effects on attention and cognition, enhanced change-related ipsilateral SII activity

[45]. These results indicated that SII has more important roles as a detector of

sensory changes.

3.2.4 Possibilities for Further Applications

SEFs have provided us with further insights into cortical function. For example, the

phenomenon in which cortical responses to a sensory stimulus are attenuated when

the stimulus is repeated represents a valuable tool for evaluating function. Paired-

pulse suppression, quantified by the ratio of the second response amplitude to the

first, is often used as a marker of recovery function in the nervous system

[15, 16]. The conventional theory of suppression was determined by the number

of synapses or tactile discrimination skills because suppression was found to be

reduced in the elderly [46–48]. We consider that suppression indicates not only a

passive attenuation process, such as adaptation, fatigue, or a refractory period, but

also the presence of an active inhibitory process because suppression was obtained

even if the first stimulus was very weak [49, 50]. This is supported by our recent

study in which the protective effects of the first stimulus were found to have

functional consequences beyond simple suppression to the second response

[51]. A certain group of patients such as those with schizophrenia have defective

sensory inhibitory processes; therefore, these measurements may be useful as an

evaluation of cortical inhibitory processes.

Recording the background rhythmic activities of high-frequency bands also

enables us to provide new and important insights into the brain network related to

somatosensory function. For example, a previous study demonstrated temporal

binding between SI and SII by analyzing the oscillatory gamma-band activities of

SEFs [52]. Other studies reported that even higher-frequency oscillation (>300 Hz)

60 K. Nakagawa et al.



activities were observed over the contralateral SI and suggested that they may

reflect a postsynaptic neural network in areas 3b and 1 [53, 54].

3.3 The Pain System

Difficulties are associated with evaluating the degree to which subjects feel pain

sensations because they are derived from internal experiences. In the past 25 years,

the development of noninvasive techniques to measure brain function has enabled

us to directly examine the temporal processing of pain sensations. The nociceptive

system can be activated in various ways, including chemical, thermal, electrical,

and mechanical stimuli. Since each method has its own advantages and

disadvantages, researchers have to select an appropriate device. A laser stimulus

is one of the useful means to activate the nociceptive system and is often used in

research and clinical testing [55]. However, the equipment needed is expensive, and

laser beams cannot be applied to the same area repetitively. While an electrical

stimulus is easy to use, it cannot selectively activate the nociceptive system.

To overcome these issues, we have developed a new device, an intraepidermal

electrical stimulation (IES) device, using a concentric bipolar needle electrode

(Fig. 3.3), and succeeded in stimulating cutaneous A-delta nociceptors without

concomitantly activating A-beta mechanoreceptors [56–58]. The advantages of

IES are the following: (1) nociceptive fiber terminals located in the epidermis and

superficial layer of the dermis can be selectively stimulated; (2) insertion of the

needle electrode causes no bleeding or visible damage to the skin; (3) it provides

Fig. 3.3 An IES electrode

(NM-980 W, Nihon Kohden

Inc., Tokyo, Japan). It

consists of three concentric

bipolar electrodes with an

outer ring, 1.3 mm in

diameter, and an inner needle

that protrudes 0.02 mm from

the outer ring. A weak current

passed through this electrode

elicits a sharp pricking

sensation mediated by signals

ascending through A-delta

fibers without concomitant

tactile sensations
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precisely time-locked stimuli and is easy to use, requiring no specialized skills; and

(4) subjects feel less discomfort because it can evoke clear and selective cortical

responses with a weak current [56–59]. In this section, we reviewed our previous

studies using IES.

3.3.1 Serial Processing of A-Delta Nociceptor Signals

We investigated differences in temporal processing between IES and transcutaneous

stimulation (TS) within SI and SII usingMEG, as depicted in Fig. 3.4 [60, 61]. Simi-

lar to the previously discussed study (Sect. 3.2.2, [24]), TS elicited two distinct SI

sources that originated from area 3b (peaking at 20 and 30 ms) and area 1 (peaking

Fig. 3.4 Comparison of cortical activities between noxious (IES) and innocuous

(TS) stimulations. Waveforms show the time course of the source strength of each dipole. TS

activated area 3b (20/30-SI), area 1 (26/36-SI), and SII, whereas the activation of area 3b was

absent for IES. Arrowheads indicate the mean peak latency of each component. Waveforms of

each subject (left) and the grand-averaged ones (right) are shown (This figure has been reproduced
from Inui et al. [61] with the permission of the John Wiley and Sons)
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at 26, 36, and 49 ms) prior to SII activity (peaking at 87 ms). On the other hand, we

found one weak SI (area 1) response (peaking at 88, 98, and 109 ms) and strong SII

activity (peaking at 148 ms) following IES. This result implied that the sequential

processing pattern in area 1 to SII was similar between the tactile and pain systems.

Furthermore, the conduction time from SI to SII was similar, which supported both

signals reaching SII from SI via similar pathways. Although previous studies failed

to identify initial SI activity following noxious stimuli because the components were

very weak and easily overlooked [56, 62], we demonstrated for the first time serial

pain processing from SI to SII using IES. However, activity in area 3b following IES

was absent, which may have due to a functional difference in SI between the two

systems. For example, the main role of SI in pain processing is to localize the

stimulated site, whereas tactile processing requires the execution of elaborated

capacities.

3.3.2 Serial Processing of C Nociceptor Signals

It is more difficult to selectively stimulate C nociceptors than cutaneous A-beta

mechanoreceptors and A-delta nociceptors. This is mainly due to its high electrical

threshold, which inevitably leads to the concomitant activation of thicker fibers.

Therefore, the selective activation of C nociceptors by an electrical stimulus was

previously deemed impossible. However, we succeeded by using IES [63] based on

previous findings: an anodal current was theoretically effective at stimulating

cutaneous fibers running vertical to the skin surface [64], a pulse with a longer

duration was necessary to stimulate thinner fibers [65], and the marked summation

of C fiber impulses was required to produce a painful sensation [66]. Our IES

parameters for stimulating C nociceptors were as follows: (1) the anode was the

inner needle, and the cathode was the outer ring (opposite setting to the stimulus for

A-delta nociceptors); (2) a train of three sharp triangular electrical pulses, with a

short interstimulus interval (20 ms), were applied; and (3) three electrodes

separated by 10 mm were used for augmentation [63]. By applying this method

to the hand and forearm, we observed evoked potentials with the mean P1 latencies

of 1,007 and 783 ms, respectively. The peripheral conduction velocity was

1.5� 0.7 m/s, which was consistent with previous findings using a laser stimulus

[67]. An MEG study revealed activation in the contralateral SI and bilateral

opercular regions (mainly SII) ([59]; see in Fig. 3.5).

3.3.3 Further Possibilities of Applying IES

As described above, IES is advantageous in terms of cost, noninvasiveness, conve-

nience, and selectivity. By using these advantages, we believe that IES will provide

new insights into the physiology of the nociceptive system. For example, we
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confirmed a somatotopic map in SI in the nociceptive system by applying IES to

various body surface areas including the limbs, neck, and face [68]. IES can be

easily applied to any surface of the body. This finding indicates that humans have a

high capacity for localizing noxious stimuli.

In clinical studies, IES may be suitable for evaluating somatic dysfunctions

such as small fiber neuropathy. We previously demonstrated the utility of IES for

assessing peripheral nerve function by using a lidocaine-induced neuropathy model

[69, 70]. Decrements in the evoked potential and subjective pain rating score were

observed following the transdermal application of lidocaine in stimulations of

A-delta and C nociceptors. These findings indicate that IES has the potential to

be used as a clinical tool for elucidating the pathophysiology of patients with

small fiber neuropathy.

3.4 The Itch System

Itching is a sensation induced by pruritogens such as histamine. The signals respon-

sible for this sensation are transmitted to the brain through C fibers and the spino-

thalamic tract [71]. However, the subtype of C fibers is different from that for pain

Fig. 3.5 Typical magnetic responses elicited by the stimulation of C nociceptors. (a) Super-
imposed waveforms evoked by IES on the dorsum of the left foot and isocontour maps at three

selected latencies. Areas surrounded by red and blue contour lines in the isocontour map show the

outflux and influx of magnetic fields. (b) Source strength waveforms of ECDs estimated in the

opercular region (Op) and SI. (c) The location of each ECD superimposed on the subject’s own

MR images (This figure has been reproduced from Motogi et al. [59] with the permission of

Elsevier)
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sensations in that it is insensitive to mechanical and heat stimuli [72]. Therefore,

itching is not a weak pain.

In the last 20 years, researchers have attempted to clarify which brain regions are

involved in itch sensations and identified broad brain regions, such as the insula,

cingulate cortex, prefrontal cortex, inferior parietal cortex, (pre)supplementary

motor cortex, somatosensory cortex, basal ganglia, and cerebellum [73–78]. How-

ever, the temporal aspects of processing itching in the brain have not been eluci-

dated because histamine induces a long-lasting and dull itch sensation, which is not

appropriate for measuring stimulus-locked brain activity. To overcome this issue,

we have developed a device to induce itch sensations with an electrical stimulus of

constant-current square pulses (20 pulses; duration, 2 ms; frequency, 50 Hz; inten-

sity, 0.1–0.7 mA) to the skin [79].

This device enabled us to elicit clear MEG responses, as shown in Fig. 3.6

[80]. Typical magnetic responses were obtained in three distinct regions: the right/

left front-temporal and posterior part of the centro-parietal regions. The sources of

these responses were estimated to be located in the bilateral SII/insula and

precuneus. Precuneus activity was unique for itch sensations not reported in other

pain and tactile studies, implying a difference from the pain system. The peak

latency of ipsilateral SII/insula (785� 76 ms) was significantly longer than that for

the contralateral source (740� 76 ms). This difference was associated with callosal

transmission. The latency of the precuneus did not significantly differ from those of

the two SII/insula sources (peak latency, 783� 76 ms). Considering this result and

anatomical findings that SII/insula receives projections from the lateral thalamus

[71] while the precuneus receives them from the medial thalamus [81], itching

appears to have two independent neural circuits associated with the precuneus and

SI-SII processing.

3.5 Conclusion and Future Prospects

We reviewed the findings of neuromagnetic responses elicited by A-beta, A-delta,

and C fiber-mediated somatic sensations. The development of stimulating devices

in the last two decades has provided us with prospective insights into the serial and

parallel processing of sensory information. Since temporal and spatial resolution is

superior in MEG, it allows us to understand the physiology of the somatosensory

system and elucidate the pathology of somatosensory dysfunctions. We believe that

the hierarchical processing introduced here will be the foundation of further basic

and clinical studies.
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Fig. 3.6 MEG responses elicited by an electrical itch stimulus to the left hand. Typical images of

the three source locations (blue circles and bars), isocontour maps of magnetic fields, and typical

area mean signals are shown. Red regions in MR images are areas that were significantly activated

by the itch stimulus in the functional MRI experiment. Areas surrounded by red and blue contour
lines in the isocontour map show the outflux and influx of magnetic fields. Thin arrows indicate the
latency point at which isocontour maps and dipoles were obtained (This figure has been

reproduced from Mochizuki et al. [80])
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Clinical Applications 4
Hideaki Onishi and Shigeki Kameyama

Abstract

Magnetoencephalography is sensitive primarily to current sources tangential to

the skull. Therefore, currents generated in area 3b of primly somatosensory

cortex (S1) and area 4 of primary motor cortex located on the posterior and

anterior banks of the central sulcus, respectively, are easily detected. The SEFs

generated by peripheral mixed nerve stimulation (e.g., median nerve) have been

widely used to investigate the physiology of normal somatosensory cortical

processing. In this chapter, we describe various SEF components elicited by

median nerve simulation and their modulation by stimulus intensity and fre-

quency, interfering stimulation, movement, age, medication, and disease. In

addition, we describe the characteristics of SEFs generated by stimulation of

various nerves and body parts and of those generated by different stimulus

modalities, for example, stimulation by transcutaneous electrical currents,

pneumatics, brushes, pins driven by piezoelectric actuators, lasers,

intraepidermal electrical currents, intramuscular motor point, and passive

movement.
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4.1 SEF Following Median Nerve Stimulation

Somatosensory evoked magnetic field (SEF) is clearly observed over the sensori-

motor cortex contralateral to the stimulated side. It is generally accepted that the

peak latencies of prominent deflections occur at approximately 20 ms (N20m),

35 ms (P35m), and 60 ms (P60m) after median nerve stimulation at the wrist [1–10]

(Fig. 4.1).

4.1.1 N20m

The earliest deflection of the SEF waveform peaks approximately at 20 ms (N20m)

after the stimulation and is generally believed to reflect early excitatory postsynap-

tic potentials generated by activation of thalamocortical axons synapsing onto

pyramidal neurons in area 3b of S1.

4.1.2 P35m

The second deflection of the SEF waveform peaks approximately at 35 ms (P35m)

after stimulation. Unlike N20m, the source location of P35m is still disputed.

Huttunen et al. (1987) concluded that both N20m and P35m were generated in

the S1 hand area, but they suggested that P35m may be partly generated in the

motor cortex [5]. Subsequently, Tiihonen et al. (1989) proposed the contribution of

area 4 in the precentral cortex to P35m [11]. Alternatively, Fross et al. [7] and

Kakigi et al. [6] indicated that the source locations of both N20m and P35m were in

the S1 hand area, and Kakigi suggested that the short-latency deflections less than

40 ms were hybrid signals from activity in areas 3 and 1 of S1. Wikstrom

et al. (1996) proposed that P35m reflects inhibitory postsynaptic potentials

(IPSPs) in the postcentral cortex based on the similar recovery cycles [12]. On

the other hand, Kawamura et al. [13] suggested a contribution of area 4 to P35m and

so did Tiihonen et al. [11]. Huang et al. (2000) used a two-dipole model to estimate

the source location of P35m and indicated that the source of P35m was located in

both anterior and posterior banks of the central sulcus [10]. While the exact source

location is unknown, the source of P35m is certainly more medial and anterior to

that of N20m, with the current pointing posteriorly [5, 14–16].

4.1.3 P60m

The third deflection of the SEF waveform peaks approximately at 60 ms (P60m)

after stimulation; the precise source location of P60m is uncertain. Huttunen

et al. (2006) suggested that the source of P60m is located significantly posterior,

and P60m may arise in part from the postcentral gyrus and sulcus, possibility areas

1 and 2 in S1 [14].

74 H. Onishi and S. Kameyama



4.1.4 Middle-Latency Deflections

Deflections longer than 70 ms after stimulation reflect activity of the secondary

somatosensory cortex (S2) located in the upper wall of the sylvian fissure.

Responses are observed bilaterally, with peak at approximately 80 ms after

0 300
(ms)

100 fT/cm

a) b)

c) d)

e) f)

21.5 ms 
(N20m)

30.0 ms 
(P35m)

56.4 ms 
(P60m)

Rt.Lt.

Anterior

Fig. 4.1 SEF waveform, isocontour map, and equivalent current dipole (ECD) following right

median nerve stimulation at the wrist. (a) SEF waveform obtained over the left sensorimotor

cortex. (b–d) Isocontour map at the peak of (b) the earliest (21.5 ms), (c) the second (30.0 ms), and

(d) the third (56.4 ms) deflections after stimulation. (e, f) ECD estimated at the peak of the earliest

deflection (N20m) overlapping the axial (e) and sagittal planes (f) of the subject’s MRI
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stimulation, but typically slightly earlier and stronger in the contralateral than the

ipsilateral hemisphere [1, 2, 6–9, 17]. Middle-latency activity is also observed on

the contralateral posterior parietal cortex (PPC), with peak at 70–140 ms after

stimulation [7–9, 17].

4.2 SEF Following Transcutaneous Electrical Stimulation

Inui et al. (2004) examined the spatiotemporal properties of human somatosensory

processing by collecting 800–900 artifact-free SEF responses to transcutaneous

electrical stimulation (TS) at the dorsum of the hand using a 37-channel magneto-

encephalography (MEG) system and a multidipole model for source localization

[18]. They found activation in areas 3b, 4, 1, 5, and S2 of the contralateral

hemisphere, with peaks of source activity at 20.8/29.8 ms (first peak/second

peak) in area 3b, 21.6/30.4 ms in area 4, 24.5/33.5 ms in area 1, 28.1/36.2 in

PPC, 29.6/40.0 ms in S2 (early response), and 55.8/89.5 ms in S2 (late response)

after stimulation (Fig. 4.2).

4.3 Modulation of SEF Components

These SEF deflections are modulated by stimulus intensity, stimulus frequency,

interfering stimuli, age, and several medications targeting synaptic transmission.

Fig. 4.2 Locations and time courses of source activities following transcutaneous electrical

stimulation. (a) Magnetic source image: Green circle, area 3b; dark blue circle, area 1; orange
circle, area 4; light blue, late secondary somatosensory cortex (S2); purple circle, PPC; black
circle, early S2. (b) Time course of each source activity (Adapted from Inui et al. [18])
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4.3.1 Effects of Stimulus Intensity

Some investigators have reported that the amplitude of SEF deflections following

electrical stimulation is influenced by stimulus intensity, with both S1 and S2

responses increasing in amplitude with greater stimulus intensity [16, 19–24]. No

cortical activity was observed with stimulus intensity lower than the subjective

sensory threshold. Above the sensory threshold, S1 activity at N20m, P35m, and

P60m increased with stimulus intensity up to strong motor threshold [20] or three

times sensory threshold [24] and then saturated. The S2 response is saturated at

lower stimulus intensity than the S1 response, reaching a maximum at motor

threshold [20] or two times sensory threshold [24].

4.3.2 Effects of Stimulus Frequency and Repetitive Pulse

SEF waveforms are affected by stimulus frequency [interstimulus interval (ISI)]

and number of stimuli. P35m and P60m are significantly reduced with decreasing

ISI [4, 11, 12, 25]. Moreover, Hamada et al. [26] reported that the recovery of

human S1 and S2 SEF signals generated by electrical stimulation of the median

nerve (with low-pass filtering of 50 Hz) was differentially affected by ISI from

100 to 500 ms, with S1 P60m attenuation most marked at 100 ms ISI but showing

rapid recovery at 300 ms ISI, while the S2 signal was attenuated at a longer ISI of

500 ms [26]. In addition, S1 and S2 responses decreased rapidly from the first to

fifth, and those for third, fourth, or fifth pulse were significantly attenuated com-

pared with first pulse, and there were no significant differences among the responses

to the third, fourth, and fifth pulse [26]. On the other hand, Huttunen reported that

the first few P35m responses to 15 median nerve stimulus pulses were markedly

reduced at an ISI of 100 ms and remain attenuated for the duration of the train,

whereas P60m exhibited no significant attenuation, and N20m amplitude did not

differ between the first and fifth stimulus but decreased significantly by the last

(15th) stimulus [27].

4.3.3 Effect of Interfering Stimuli

SEF amplitude is modulated not only by stimulus intensity and frequency but by the

intensity of interfering stimuli applied between test stimuli. Lim et al. (2012)

compared the effects of two to four weak, moderate, and strong interfering stimuli

(ISI from 0.5 to 1.5 s) delivered to the median nerve between test pulses (ISI from

3 to 4 s) and found that the P35m was reduced by interfering stimuli of moderate

intensity and P60m by both moderate and strong interfering stimuli, while N20m

amplitude was insensitive [28].
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4.3.4 Gating Effect

Many reports have shown that SEFs induced by electrical stimulation are modified

by voluntary movement, a phenomenon termed movement-related somatosensory

gating. This gating appears particularly significant for cortical responses underlying

the P35m. Kakigi et al. (1995) reported that N20m and P35m were reduced during

active movement of the stimulated hand compared with the control (no movement)

condition [29]. P35m is reduced in amplitude not only during movement but also

during the preparatory period prior to voluntary movement, while N20m is not

altered [30, 31]. Recently, Huttunen et al. (2012) reported a selective and robust

decrease of P35m in response to median nerve stimulation during movement of the

stimulated hand, while N20m and P60m were unchanged [27, 32]. In addition, they

found that P35m was slightly enhanced by movement of the unstimulated

hand [32].

In addition to movement, concurrent brushing of the ipsilateral palm or finger

using foam rubber or coarse cloth reduced P35m generated by median or digital

nerve stimulation [33, 34], while N20m and P60m responses were unchanged

[34]. However, Kakigi et al. (1996) reported that N20m and P60m as well as

P35m responses to median nerve stimulation were attenuated by ipsilateral tactile

interfering stimuli [35].

4.3.5 Age-Related Changes

Several studies have reported a significant positive correlation between N20m

amplitude and age, while P35m and P60m appeared age independent [36–

38]. The common explanation for this increase in N20m amplitude is decreased

cortical inhibition in the elderly. However, Stephen et al. found that in addition to a

larger N20m with age, P35m also decreased in the elderly (>64 years) compared

with younger adults (20–29) [39].

4.3.6 Effects of Clinical Drugs

SEFs are also modulated by medication. For example, oral administration of the

GABAa agonist lorazepam, a short-acting benzodiazepine, slightly increased the

source activity of N20m [40, 41] but reduced those of P35m and P60m [41]. Oral

administration of the dopamine type 2 receptor (D2) antagonist haloperidol also

decreased P60m slightly but had no effect on N20m and P35m [42]. The authors

concluded that this phenomenon was because of blockade of tonic dopaminergic

input to the cortex, which led to a reduction in GABAb-mediated current. In another

study, P35m and P60m were significantly reduced after oral administration of the

muscarinic antagonist scopolamine, while N20m amplitude was unchanged [43].
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4.3.7 Effects of Stroke

There are several reports concerning SEF after acute or post-acute

monohemispheric stroke [44–54]. Gallien et al. (2003) reported that no SEF

response recorded in some patients immediately after stroke onset, and SEF was

still not recorded 1 year after stroke from patients with poor recovery

[47]. Wikstrom et al. (1999) reported that SEF deflections were markedly

attenuated or absent in patients with pure sensory stroke or sensorimotor paresis

and that the attenuation of SEF deflections was more clearly correlated with

two-point discrimination than with joint position or vibration sense [44, 45]. In

addition, they suggested that the recovery of discriminative touch after stroke was

parallel to the increase in P35m or P60m [44, 45]. Rossini et al. (1998) examined

the interhemispheric differences in latencies, source strengths, and source locations

of early SEF components following median nerve stimulation in stroke patients

[49, 51–56] and reported that lesions involving cortico-subcortical areas receiving

sensory input from the hand resulted in substantial asymmetry of source locations

and SEF waveforms between the unaffected and affected hemispheres [52]. They

also indicated that the cortical hand area was significantly larger in the affected than

that in the unaffected hemisphere (hand extension) and that the mean extension of

the hand area on the affected side was 39 mm in the subcortical lesion group and

27 mm in the cortical lesion group, compared with only 16 mm in the healthy

control group [52]. Moreover, the excessive interhemispheric asymmetry of the

hand area strongly correlated with a higher level of clinical recovery [49, 51].

4.4 Nerve- and Stimulus Site-Specific Variations

In addition to median nerve stimulation, many investigators have reported the

cortical location and/or time course of source activity in response to stimulation

of the ulnar nerve [5, 14, 57], posterior tibial nerve [17, 58–62], peroneal nerve

[61, 63], sural nerve [58, 61], and femoral nerve [61, 62], as well as in response to

surface stimulation of the hands and fingers [18, 22, 64], tongue [65–71], lips

[17, 72, 73], intraoral mucosa [74], ear [75–77], face [78–80], shoulder and

posterior scalp [81], trunk [82], sacral surface [83], and dorsal penis [60]. Indeed,

such studies in aggregate have revealed the somatosensory homunculus. Narici

et al. (1991) mapped the somatosensory homunculus generated by median, femoral,

tibial, and pudendal nerve stimulation [62], while Hari et al. (1993) defined the

cortical representations of the leg, hand, fingers, lip, and tongue [64]. The mean

distance between the source location of the SEF and the location of the somatosen-

sory cortex obtained invasively has been reported to be approximately 10 mm in

adults [84].

While electrical stimulation is a useful tool for site-specific stimulation of the

body surface, electrical noise can contaminate early components of the SEF

generated by face or neck stimulation. Thus, other stimulus modalities have been

used to define the somatosensory homunculus, such as surface mechanical
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stimulation [85–88]. Indeed, Nakamura et al. defined the whole body somatosen-

sory homunculus by SEF using mechanical stimulation [86] (Fig. 4.3).

The mean peak latencies of the first response following stimulation of various

parts of the body are summarized in Table 4.1. The peak latency of the first response

to median nerve and ulnar nerve stimulation at the wrist is almost similar and

approximately 19–22 m. On the other hand, delay to first peak latency is 2–3 ms

longer for the sural nerve (a pure sensory nerve) than for the posterior tibial nerve

(a mixed nerve) despite a more proximal or equidistant site of stimulation

[58, 61]. The longer latency for pure sensory nerve stimulation compared with

that for mixed nerve stimulation is probably caused by an afferent volley in rapidly

conducting muscle afferents. However, this difference may also be partly attributed

to central factors [89].

4.5 Modality-Specific Characteristics

4.5.1 Mechanical Stimulation

SEF studies have used a variety of mechanical stimuli, including air puffs (pneu-

matic stimulation) (Fig. 4.4a) [78–80, 85, 86, 88, 90–97], brushes (Fig. 4.4b) [98–

100], plastic pieces driven by airflow [101], mechanical pins driven by piezoelectric

actuators (Fig. 4.4c) [22, 74, 102], and vibration buzzer (Piezo Undulative

Fig. 4.3 Somatosensory homunculus as mapped by MEG. (a) Forty-three stimulated points of the

right hemibody. The gray circles indicate stimulus points on the front side of the body, and black
circles indicate stimulus points on the backside of the body. In the cases of arm and leg stimula-

tion, lateral, medial, anterior, and posterior points were stimulated. (b) Detailed somatosensory

receptive map represented by MEG. The three-dimensional brain image was reconstructed using

the subject’s MRI. Each receptive area located in the posterior bank of the central sulcus is

projected onto the cortical surface. The size of each ellipse reflects the presumed size of the

activated cortical area. Note that the receptive area for the toes is in the mesial side of the left

hemisphere (Adapted from Nakamura et al. [86])
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Multifrequency Apparatus) [103]. Pneumatic stimulation is a useful tool to record

the SEF in response to face or lip stimulation. However, the rise time for pneumatic

stimulation is relatively long (above 10 ms), so the early phase of cortical activity

cannot be measured as clearly compared with responses generated by electrical

stimulation. In contrast, the rise time of mechanical pins driven by piezoelectric

actuators is less than 1 ms, and the stimulus is precise and consistent. Therefore, this

device is useful for investigating the early time course of cortical activity following

life-like tactile sensation, tactile-off responses, and response to multiple stimuli

distributed over a region for sensory paradigms like two-point discrimination

[22, 102]. However, the earliest response (N20m) is smaller in amplitude and

longer in latency following mechanical stimulation compared with electrical stim-

ulation [22, 91], so we often cannot observe N20m or estimate the source location

with acceptable goodness of fit following mechanical stimulation [22, 102]. This

extra delay may be related to the time for skin indentation.

4.5.2 Laser Stimulation

Generally, acute pain is classified as first pain (sharp pain) associated with rapidly

conducting myelinated Aδ fibers and second pain (burning pain) transmitted by

slowly conducting unmyelinated C fibers. Yttrium aluminum garnet (YAG) and

CO2 lasers can stimulate both pathways together or selectively stimulate either Aδ-
or C-nociceptive fibers [104–115]. Kakigi et al. (2003) reported the selective

Table 4.1 Peak latencies of the earliest SEF deflections following stimulation of various parts of

the body

Nerve (N) or cutaneous stimulation Stimulus parts Mean peak latency (ms)

Median N. Wrist 21.1 [14]

Ulnar N. Wrist 21.6 [14]

Digital N. 2nd finger 25.1 [22]

Posterior portion of the shoulder Shoulder 20.8 [81]

Mastoid Mastoid 21.7 [81]

Cheek Face 20.0 [81]

Lip (upper/lower) Lip 21.9/21.3 [73]

Ear (helix/lobulus/tragus) Ear 22.9/20.7/21.1 [75]

Femoral N. Inguinal 26.6 [61]

Peroneal N. Knee 30.0 [61]

Posterior tibial N. Ankle 37.0–43 [17, 58, 60, 61]

Sural N. Ankle 38.9–45 [58, 61]

Th6 dermatome Trunk 25.3 [82]

Th8 dermatome Trunk 26.2 [82]

Th10 dermatome Trunk 26.3 [82]

Sacral surface Trunk 30.2 [83]

Dorsal penile N. Penis 63.8 [60]
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stimulation of C fibers of the skin in humans using a low-intensity CO2 laser

focused on a tiny area of the skin with a very thin aluminum plate perforated by

tiny holes as a spatial filter (Fig. 4.4d) [111]. Laser stimulation delivered to a tiny

skin area with low total energy is likely to activate predominantly C fibers

[109, 111, 116]. Forss et al. (2005) compared cortical activation patterns and

kinetics in response to specific Aδ- or C-fiber stimulation at the hand using a

thulium-YAG laser and observed an earlier S2 response to Aδ-fiber stimulation,

peaking at 165 ms versus 811 ms for C-fiber stimulation [114]. Activity of contra-

lateral S1 is often not observed with laser stimulation [108, 110, 111, 114]. Kakigi

et al. (2003), however, estimated both contralateral S1 and S2 activities using a

two-dipole model during activation of C fibers by a CO2 laser [111]. Nakata

et al. (2008) investigated human pain processing using SEFs generated by YAG

laser stimulation to the thigh to separate the activities of several cortical areas.

Using a multidipole model, they detected the activities of contralateral S1, S2, and

PPC as well as ipsilateral S2 and measured mean peak latencies of 152 ms in S1,

170 ms in contralateral S2, 183 ms in PPC, and 181 ms in ipsilateral S2 [115].

Fig. 4.4 Different types of stimulator. (a) Air-puff stimulator consisting of a small balloon (1 cm

diameter) inflated by air pressure [78]. (b) Brush stimulator composed of a plastic handle, flexible

support, and optic fiber bundle (diameter 1.5 mm) [99]. (c) Mechanical pins driven by piezoelec-

tric actuators. The specifications of each pin are 1.3 mm in diameter and 0.8 mm in height for the

protrusion. The distance between each pin is 2.4 mm [22]. (d) Laser stimulator. A thin aluminum
plate (0.1 mm in depth, 40 mm in length, and 60 mm in width) was used as a spatial filter on the

skin at the stimulation site. In a 25� 25 mm square on this plate, parallel lines were drawn every

1 mm so that there were 26� 26 intersections. A total of 676 (26� 26) tiny holes were drilled at

these intersections, each with a diameter of 0.4 mm, corresponding to an area of 0.125 mm2 for

each hole. The array of holes allowed the 2-mm laser beam to pass through 1–4 holes to reach the

skin [111]. (e) Intraepidermal needle electrode. The needle electrode is a pushpin-type and consists

of a holding plate, a stop device, and a needle tip 0.2 mm in length [120]

82 H. Onishi and S. Kameyama



4.5.3 Intraepidermal Stimulation

A method utilizing a pushpin-like intraepidermal needle electrode to stimulate the

epidermal area for preferentially activating Aδ fibers has been developed (Fig. 4.4e)
[117–122]. Inui et al. (2003) recorded SEFs in response to both intraepidermal

electrical stimulation (ES) and transcutaneous electrical stimulation

(TS) [119]. While ES is painful and activates mainly noxious Aδ fibers, TS is

nonpainful and activates primarily non-noxious Aβ fibers. TS activated two sources

within S1, Brodmann areas 3b and 1. Activities from area 3b consisted of 20 ms and

30 ms responses, and those from area 1 consisted of three components peaking at

26, 36, and 49 ms following TS. In contrast, ES activated only one source within S1,

area 1, with peaks at 88, 98, and 109 ms. The first detectable cortical activity

induced by both ES and TS was in the contralateral S1, but the more delayed

activities were in bilateral S2, insular cortex, cingulate cortex, and anterior medial

temporal area and in ipsilateral S1 [120]. They concluded that the processing of

noxious and non-noxious stimuli is similar with respect to source location except

that there is no detectable activation within area 3b following (noxious) ES [119].

4.5.4 Intramuscular Motor Point Stimulation

Motor point stimulation is a useful tool to investigate muscle afferent feedback to the

cortex [123, 124]. Themost prominent and fastest magnetic field is observed 70–80ms

following motor point stimulation, referred to as the M70m [123, 124]. The source

location ofM70m was estimated to be medial and superior to that of N20m elicited by

median nerve stimulation; N20m is accepted as a tangential source in area 3b, and that

is probably located at area 4. The peak latency of M70m is too delayed compared with

that of N20mwhen evoked bymedian nerve stimulation; therefore, M70m component

must not reflect direct proprioceptive input to area 4; rather, this activity is possibly

mediated by indirect input through area 2 and/or the cerebellum.

4.5.5 Cortical Responses to Passive Movement

Many investigators have reported movement-related cortical magnetic fields

(MRCFs) following active movement [124–137], but relatively few have assessed

response to passive movement reflecting proprioceptive feedback using MEG

[135, 138–142]. Such studies have found three or four components in the contralat-

eral hemisphere from 20 to 120 ms after passive movement onset [138–142]. The

sources of these components were located in S1 [140] or in areas 3b and 4 [135, 138,

139, 141]. In addition, contralateral or bilateral S2 activity was observed from 80 to

180 ms [138, 140–142]. We recorded the time courses of cortical activities in

response to active and passive movements using a whole-head MEG and estimated

the corresponding source locations by a multidipole model [142]. Two SEF peaks

were recorded after passive movement onset; the earliest component (PM1) peaked

at 36.2 ms and the second component (PM2) peaked at 86.1 ms. The peak latency
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and source localization of PM1, estimated to be in area 4, were the same as those of

movement evoked magnetic field 1 following active movement, while the sources

of PM2 were estimated to be in area 4, supplementary motor area (SMA), and PPC

of the contralateral hemisphere and in the bilateral secondary somatosensory cortex

(S2). The peak latencies were obtained at 54–109 ms in SMA, 64–114 ms in PPC,

and 84–184 ms in S2 (Fig. 4.5). These results agree with previous PET and fMRI

Fig. 4.5 Time course of source activities and the source locations induced by passive index finger

movement [142]. (a) The locations of all sources following passive movement. 1 (red dipole), area
4; 2 (green dipole), SMA (area 6); 3 (purple dipole), PPC; 4 (blue dipole), contralateral secondary
somatosensory cortex to the passive movement (cS2); and 5 (dark gray dipole), ipsilateral S2 to

the passive movement (iS2). (b) Time course of the source activities following active (black line)
and passive finger movements (red, green, purple, blue, and dark gray lines) (Adapted from Onishi

H et al. [142])
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studies, showing that passive movement activates the contralateral primary senso-

rimotor area, SMA, and PPC, as well as bilateral S2 [143–148]. The time courses of

source activities, however, have not been clarified because PET and fMRI have

lower temporal resolution than MEG. Alternatively, we can investigate the time

courses of source activities in various regions of human cortex during passive finger

movement using MEG with a multiple dipole analysis system.
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Basic Function 5
Masato Yumoto and Tatsuya Daikoku

Abstract

Magnetoencephalography (MEG) has been used to explore basic auditory func-

tion in humans. In this chapter, major streams of clinical MEG studies based on

auditory basic function were briefly reviewed according to the stimulation-

measurement paradigms and introduce our recent studies as one possibility to

expand a range of auditory experimental paradigm. Repetition of an identical

stimulus is the simplest form of stimulus sequence. A paired-click paradigm, in

which inter-pair interval is the only statistical variable, has been most commonly

used in clinical application as a probe for sensory gating impairment. Given that

another stimulus with different physical property is infrequently inserted into a

series of identical stimulus repetition, the sequence becomes well-known odd-

ball paradigms, which can probe impairment of the sensory memory trace. The

common target of these paradigms has been the neural correlates of impairment

in neuropsychiatric disorders, mostly language related. More than two distinct

stimuli can be organized into statistical structure similar to language and music.

Tone sequences with higher-order structure can potentially probe impairment of

higher brain function. Finally, recent experiments in the authors’ laboratory are

described as a seed for potential application.
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5.1 Introduction

Magnetoencephalography (MEG) is a noninvasive technique for investigating

neuronal activity in the living human brain and has been used to study human

auditory function since 1990. MEG is suitable to study auditory function due to two

major advantages. First, the MEG does not produce any sound during measurement.

The neuromagnetometer system measuring MEG activity is a completely passive-

mode machine that solely measures magnetic flux produced by the neuronal current

in the brain without any radiation or production of physical particles or electro-

magnetic waves. It is a great advantage for auditory researchers that the MEG can

record neural activity in complete silence, avoiding contamination of acoustic

stimulation delivered to the subjects with machine noise. Second, the MEG can

well resolve the signals produced by the auditory cortices located bilaterally in the

temporal lobes. It is more difficult to resolve electric potentials produced by the

auditory cortex in each hemisphere, considering the symmetrical scalp potential

when either side of the auditory cortex is activated in isolation. Additionally, any

auditory stimulation cannot solely activate a single side of the auditory cortex by

the anatomical limitation. Auditory information from each ear does radiate both

sides of the auditory cortex with contralateral weighting, without utilizing

specialized experimental conditions such as frequency tagging [17]. Furthermore,

the electric potential reflects activity in the subcortical regions as well as in the

auditory cortex whereas MEG predominantly reflects cortical responses. Thus, the

MEG is an indispensable tool to noninvasively measure and analyze neural signals

from the auditory cortices with high temporal and spatial resolution.

A considerable amount of studies concerning human auditory system has so far

been reported, addressing selective attention [39], auditory stream segregation [81],

scene analysis [20], and information masking. In this chapter, we will briefly review

clinical MEG studies concerning basic auditory function from the viewpoint of

experimental paradigms and describe our recent trials to expand experimental

paradigm specifically suitable to auditory research.

5.2 Repetition

Simple averaging of the evoked responses to repeated stimuli (e.g., a click, tone, or

noise burst) has long been used in clinical studies. In adults, the most prominent

deflection of the auditory evoked responses (AEFs) to tone bursts with enough

duration presented with sufficient interstimulus intervals for response recovery is

N1m (magnetic counterpart of N1 potential) peaking approximately 100 ms after

stimulus onset [21, 33, 44, 51]. Although tone clicks or bursts with rapidly rising

envelope can elicit earlier magnetic responses such as brain stem [15] and middle

latency responses [40], clinical application has been limited [31].

The AEF components, as well as auditory evoked potentials (AEPs) [19], are

known to change with maturation [25, 84]. In children until the age of 7 years, the

most prominent AEP component is P1, from which the later components N1 and P2
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are branching (Fig. 5.1). The P1 (P1m) response shows a progressive and rapid

decrease in latency along white matter maturation (i.e., myelination), which can be

represented by increasing fractional anisotropy (FA) in diffusion tensor imaging.

The white matter FA in the acoustic radiations of the auditory pathway, from the

medial geniculate nucleus in the thalamus to the primary auditory cortex, is

negatively correlated with P1m latency [60]. This latency shortening is delayed in

children with autism [61, 62].
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Fig. 5.1 (a) Maturation of

auditory evoked responses

(Revised from [19]). Evoked

potentials were recorded at Cz

referenced to the right

mastoid from normal-hearing

participants (N¼ 8–12 for

each age group), while a

23-ms speech syllable was

presented with an

interstimulus interval of 2 s.

Averaged responses were

filtered with a band-pass

4–30 Hz filter and grand-

averaged within each age

group. (b) Developmental

latency shortening of P1m

revealed by the two previous

studies (Revised from [25]

and [84])
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The source for N1m responses to pure tones in the left hemisphere is known to be

localized posterior (~14 mm) to that in the right hemisphere [14], resulting at least

partially from the larger planum temporale in the left hemisphere. A significant

reduction of the right-sided N1m anteriority consistent with neuroanatomical devi-

ation was first reported in patients with schizophrenia [63]. Recently, similar

reduction of the anteriority was replicated in patients with autism and an association

between language functioning and the degree of asymmetry was suspected [68].

Gamma-band oscillatory activity inMEG has been considered as a reliable marker

for cognitive function. Oscillatory activity can be evoked or induced by a variety of

cognitive tasks. In auditory modality, repetition of click trains has often been used as

stimuli to record the auditory steady-state response (ASSR), which exhibits resonant

frequencies in response to the click trains at approximately 40 Hz most frequently

[50, 54]. PreviousMEG studies reported reduced gamma-band ASSR in patients with

chronic schizophrenia [76] and in patients with bipolar disorder [49].

5.3 Paired Repetition

Paired-click paradigm has been used for clinical research since 1980s. Sensory

gating function, which is considered to represent a very early stage of attention,

has been studied using the paired-click paradigm [2]. In this paradigm, identical

clicks (or short sounds) are presented as a pair “S1-S2” typically separated with 0.5 s

at intertrial intervals of several to c.a. 10 s [48]. In normal subjects, the responses to

the S2 are significantly reduced compared with those to the S1, which has been

interpreted as a representation of sensory gating function to suppress incoming

irrelevant sensory inputs. The most reliable neurophysiological index of the

response reduction is considered to be P50 (or the magnetic counterpart P50m),

which is generated near the primary auditory cortex peaking approximately 50 ms

after the stimulus onset. In patients with schizophrenia, this amplitude reduction is

less pronounced compared with normal subjects, which has been believed to account

for cognitive symptoms such as trouble focusing induced by sensory overload.

The sensory gating effect was also studied by using MEG [8, 9, 13, 24, 27,

78]. The MEG sensory gating deficit in schizophrenia was also replicated with left

hemispheric dominance [74] and was presumed partially resulting from a complex

alteration of information processing [55] and impaired gating process associated

with alpha oscillation [43]. In the schizophrenia group, anterior hippocampal

volume was smaller, and both the P50 and M50 gating ratios were larger (worse)

than in controls [75]. Patients with schizophrenia showed significantly higher P50m

gating ratios to human voices specifically in the left hemisphere.

Moreover, patients with higher left P50m gating ratios showed more severe

auditory hallucinations, while patients with higher right P50m gating ratios showed

more severe negative symptoms [23]. Acoustic startle prepulse inhibition (PPI) is

known as another index of sensory (sensorimotor) gating. However, previous

studies found little correlation between the two measures, suggesting independent

aspects of brain inhibitory functions [7, 26, 28].
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Several MEG studies were conducted to investigate the pathophysiology of

stuttering [4, 6, 66, 67, 77]. Using this paired-click paradigm, a previous study

reported that stutterers exhibited impaired left auditory sensory gating and expanded

tonotopic organization in the right hemisphere, which was consistent with a signifi-

cant increase in the gray matter volume of the right superior temporal gyrus revealed

by voxel-based morphometry [37]. The degree of PPI, on the other hand, was not

correlated with the effect of altered auditory feedback on stuttering [3].

In this paradigm, the inter-pair interval is the only variable parameter. The

predictabilities of the occurrence timing of S1 and S2 are quite asymmetric. The

forthcoming S2 appears 0.5 s after the most recent S1, whereas the S1 appears

several to c.a. 10 s after the most recent S2. Previous studies on temporal reproduc-

tion and sensorimotor synchronization revealed hierarchically organized chrono-

metric function in humans [42, 56]. The neural substrates for temporal prediction in

audition in this time range may involve cortical and subcortical temporal processing

network (Fig. 5.2) [69]. Function assessed by this paradigm may include not only

attention-mediated gating but also temporal processing.

Fig. 5.2 A histogram of

timing errors in a behavioral

task of time-interval

reproduction in a

representative subject.

Intervals of 0.25 and 0.5 s

were well reproduced,

whereas timing error

increased drastically when the

interval gets longer than 1 or

2 s. Behavioral performance

of temporal reproduction

correlated with

neuromagnetic measures of

P1m gating (unpublished

data)
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5.4 Oddball Paradigm

The oddball paradigm (first used by Squires et al. [72]) has been extensively used in

a considerable range of MEG as well as EEG studies to probe human auditory

system. A large part of the studies on human auditory function using oddball

paradigms focused on the mismatch negativity (MMN) [46], which has been

considered as an index of pre-attentive change detection processes occurred in

the absence of directed attention. The conventional MMN is defined as a differen-

tial event-related component superimposed onto the response to oddballs. The

MMN can hence be extracted by subtracting the responses to the standard stimuli

from those to the rare stimuli in oddball paradigms. The MMN is one of the most

promising neurophysiological candidates for biomarkers reflecting mental illness,

such as schizophrenia (first reported by Shelley et al. [70]) and Alzheimer’s disease

(first reported by Pekkonen et al. [53]).

Previous studies showed that the MMNm (mismatch fields; the magnetic coun-

terpart of the MMN) produced by speech sound rather than tonal stimuli exhibited

more marked reduction in schizophrenia [35]. The power of the speech-sound

MMNm in the left hemisphere was positively correlated with gray matter volume

of the left planum temporale in patients with schizophrenia, implying that a

significant reduction of the gray matter volume of the left planum temporale may

underlie functional abnormalities of fundamental language-related processing in

schizophrenia (Fig. 5.3) [82]. Latency for speech-sound MMNm in adults with

autism was prolonged compared to the normal subjects [34]. The prolonged peak

latency of speech-sound MMNm was replicated in children with autism [59], and

the delay was most evident in those with concomitant language impairment, which

may validate the speech-sound MMNm as a biomarker for pathology relevant to

language ability.

MMN generation is regulated through the N-methyl-D-aspartate-type glutamate

receptor [30], which was supported by a recent study showing that the MMNm was
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modulated by genetic variations in metabotropic glutamate receptor 3 (GRM3) in

healthy subjects [36]. It has been known that people with the variant of the GRM3

gene were at increased risk of developing bipolar disorder as well as schizophrenia

[32]. The power of MMNm in the right hemisphere under the pure-tone condition

was significantly delayed in patients with bipolar disorder [73]. MMNm elicited by

pitch deviance could be a potential trait marker reflecting the global severity of

bipolar disorder [71]. Recent advances in this research line can be found

elsewhere [47].

In the research lines of basic studies, it was found that ensembles of physically

different stimuli that share the same abstract feature could produce MMN (abstract-

feature MMN) [64]. A notion of error signals in a framework of predictive

processing may include MMN-like activities produced by cross-modal oddball

paradigms such as visual-auditory [22, 79, 85, 87] and motor-auditory [86] links.

In between the previous notion of stimulus repetition and oddball paradigms, roving

standard paradigm has been receiving attention [10]. Using this paradigm, a recent

study proposed two separate mechanisms involved in auditory memory trace

formation [58].

5.5 Higher-Order Stochastic Sequence

Predictive coding frameworks of perception [16] tell us that most of the stimulus

sequences used in AEF studies may have been too simple for our brain as a highly

predictive organ. In other words, most of the event-related response studies may

reflect the brain already adapted to (i.e., learned) the experimental paradigm (i.e.,

contrivances). Indeed, rule learning is achieved very rapidly even when complex

rules are embedded in the sequence [5, 45].

The Markov chain [41] is one of the methods that can regulate statistical rules

and systematically expand the scope of stochastic information processing in audi-

tory system. The Markov chain model is a specific form of variable-order Markov

models, which have been applied to a wide variety of research fields such as

information theory, machine-learning, and human learning of artificial grammars

[57]. The Markov property is described that the next state depends only on the

recent state and not on the sequence of events that preceded it.

A conventional oddball paradigm in which standard (s) stimuli are repeatedly

presented while infrequently replaced by the other rare (r) stimuli with a probability

of p is described by the following two unconditional probability components:

P sð Þ ¼ 1� p, P rð Þ ¼ pf g. The oddball sequence is often constrained by pseudo-

random replacement of rare stimuli so that the rare stimuli are not presented

consecutively. The stimulus sequence in such a case is considered as a discrete-

time Markov chain (DTMC) of one order and can be described by the following

three conditional probability components: P s
�
�s

� � ¼ 1� 2pð Þ= 1� pð Þ, P r
�
�s

� � ¼�

p= 1� pð Þ, P s
�
�r

� � ¼ 1g. The next stimulus “s or r” is statistically defined by the

most recent stimulus “s or r” (Fig. 5.4a). The DTMC, thus involving conventional

5 Basic Function 103



pseudo-random oddball sequences, can systematically control the randomness and

regularities embedded in stimulus sequence.

Although many behavioral studies investigated auditory sequence learning or

statistical learning [65], surprisingly few neurophysiological studies have been

conducted to date [1, 12, 52]. To the best of our knowledge, Furl et al. first

conducted an MEG study using stimulus sequences based on a Markov stochastic

model [18]. In this study, MEG responses were recorded while listeners were
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Fig. 5.4 (a) A state transition diagram of pseudo-random oddball sequences. From the law

of total probability P rð Þ ¼ P r sjð ÞP sð Þ þ P r rjð ÞP rð Þ ; P sð Þ ¼ P s sjð ÞP sð Þ þ P s rjð ÞP rð Þ, where

P r rjð Þ ¼ 0, P s rjð Þ ¼ 1, P rð Þ ¼ p, and P sð Þ ¼ 1� p, we have the transitional probabilities

P s sjð Þ ¼ 1� 2pð Þ= 1� pð Þ and P r sjð Þ ¼ p= 1� pð Þ p < 0:5ð Þ. (b) A state transition diagram of a

second-order Markov chain used in our study. The circled digits indicate two adjacent tones: “3,5”
indicates tone 5 and is followed by tone 3. The arrows on the solid lines indicate transitions with
80 % probability and those on the dashed lines indicate transitions with 5 % probability each from

the state “2,1.” All the other transition arrows with 5 % probability were ignored to avoid

illegibility
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paying attention to the auditory sequence. We carried out a study using Markov

paradigm to clarify whether learning achievement was detected by a neurophysio-

logical measure in ignoring condition, taking clinical susceptibility of ignoring

condition into consideration. A difficulty of the sequence learning, which is parallel

to the time that is needed to learn the sequence, depends on variabilities of stimuli,

transition patterns, and the order of the Markov chains.

After pilot studies, we set the parameters so that the learning effect could be

captured within the measurement period of 20–30 min. Figure 5.4b indicates an

example of stochastic sequences used in our recent study [11].

During exposure sequence progression, the responses to the tones that appeared

with higher transitional probability decayed, whereas those to the tones that

appeared with lower probability retained their amplitude. Temporal profiles of the

source waveforms seem astonishingly similar to those depicted in previous

MMN/MMNm studies (Fig. 5.5). The amplitude decay, which may reflect learning

achievement, was more rapid in attending condition compared to ignoring condi-

tion (Fig. 5.6). Learning effect detected in between the first and second thirds of the

explicit sequence was preserved in the last third of the sequence, in which spectral

shifts occurred without changing relative pitch intervals (i.e., transposition),

suggesting that the participants could recognize the transposed sequence as the

same melody already learned in the preceding exposure sequence. In ignoring

condition, the MEG data indicated that the participants could finally learn the

melody.

The temporal profiles of the difference waveforms obtained from the responses

to tones that appeared with higher and lower transitional probabilities were quite

similar to the MMNm. The difference observed in this study cannot be explained by

short-term effects based on the assumption that there are distinct change-specific

neurons in the auditory cortex that elicit the MMN. On the other hand, the adapta-

tion hypothesis assuming that preceding stimuli adapt feature-specific neurons was

proposed to interpret the MMN [29].
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Fig. 5.5 Representative grand-averaged source-strength waveforms for the N1m responses

(N¼ 14). The solid lines represent the responses to tones that appeared with higher transitional

probability, and the dashed lines represent the responses to tones that appeared with lower

transitional probability
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The present results suggest that the adaptation to the statistical structure embed-

ded in tone sequences may extend longer in timescale than sensory memory, which

has been considered to work as a comparator between immediate past and forth-

coming stimulus in previous studies using conventional oddball paradigm. A

possible comparator that works during the statistical learning in this time range

may involve the hippocampus [38].

Recently, Yaron et al. found that neurons in the rat auditory cortex were sensitive

to the detailed structure of sound sequences over timescales of minutes, by

controlling periodicity of deviant occurrence in oddball sequences [83]. On the

other hand, Wilson et al. found a difference between humans and macaque monkeys

despite a considerable level of cross-species correspondence [80]. These findings

suggest that, although the mammals share auditory statistical learning mechanism

expanding a timescale of minutes, there may be some difference between humans

Fig. 5.6 Time courses of N1m amplitude changes along sequence progression in the ignoring (a)
and attending conditions (b) (N¼ 14). The solid lines link N1m amplitudes for tones that appeared

with higher transitional probability, and the dashed lines link N1m amplitudes for tones that

appeared with lower transitional probability. The error bars indicate the standard error of the mean
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and monkeys when a statistical structure of the auditory sequence becomes as

complex as human languages.

One of the main functions of our brain is to convert ensembles of individual

occurrences in our environment into integrated knowledge by accumulating inci-

dence and extracting hidden rules in order to better cope with future environmental

changes. Introduction of higher-order stochastic rules into neurophysiological

measure may give us a new scope for clinical pathological evaluation.

5.6 Conclusion

Clinical studies related to basic auditory function were briefly reviewed and our

recent trials were described as a possible way to further investigate human auditory

function. Any auditory sequence has statistics in the temporal and spectral axes.

In discrete tone sequences, simple repetition {P(s)¼ 1} and random sequence

{P(Si)¼ 1/i} are both ends of a broad statistical spectrum of the auditory events

occurred in our living environment. Auditory sequences such as language and

music have a hierarchical statistical structure, which can be interpreted as a context

inspired by the human brain. Conversely, the human brain also processes sensory

inputs in context-seeking fashion, which leads to integration of knowledge neces-

sary to cope with forthcoming events at least cost. In any experimental approach to

the human brain, such learning feature of the brain cannot be neglected. It must be

noted that various levels of learning (e.g., gaiting, adaptation, reasoning) that

involve distinct coupling of multiple brain regions, depending on the experimental

paradigms or tasks, may underlie acquired neurophysiological data.
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Clinical Applications 6
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Abstract

Recent neuroimaging and neurophysiological data suggest that maladaptive

cortical reorganization in the human auditory cortex can lead to the emergence

of hearing disorders such as subjective tinnitus. Reversing maladaptive cortical

reorganization by suitable behavioral training can be a useful treatment strategy

to alleviate detrimental auditory symptoms. Here, we report our recent studies on

reorganized brain activity measured in hearing-impaired people using magneto-

encephalography (MEG): (1) tailor-made notched music therapy (TMNMT)

against tinnitus, (2) broadened population-level frequency tuning by inappropri-

ate portable music player usage, and (3) constraint-induced sound therapy

(CIST) against sudden sensorineural hearing loss. The results obtained

indicated that rehabilitation approaches were effective in the treatment of

hearing disorders induced by maladaptive cortical reorganization. MEG itself

does not produce any sound that interferes with the brain responses elicited by

test sounds. Therefore, it provides important insights into the auditory neural

mechanisms occurring in the brains of healthy and hearing-impaired people.

MEG is a useful and noninvasive technique that contributes to the establishment

of new clinical applications in the auditory system.
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6.1 Introduction

The cortex in adult humans is not hard-wired; it can be reorganized by behaviors

and experiences. Cortical reorganization in the human auditory cortex can be

beneficial. For example, the skills of professional musicians have been attributed

to reorganized cortical maps (e.g., auditory cortex expansion in musicians with

absolute pitch [1]). Although cortical reorganization is generally considered to be

beneficial, it may also be disadvantageous [2]. Cortical reorganization has been

shown to play an important role in the emergence of detrimental symptoms such as

tinnitus [3] and phantom limb pain [4]. When cortical reorganization induces

symptoms that worsen the quality of life, suitable behavioral treatment approaches

are used to reverse this maladaptive reorganization [2]. Recent neurophysiological

studies reported that the reversal of maladaptive cortical reorganization by behav-

ioral training may alleviate subjective detrimental symptoms, even in the adult

brain [5, 6]. For example, in the somatosensory domain, phantom limb pain, which

is caused by maladaptive changes in the somatotopic map after amputation [4], can

be relieved by using functional prostheses [7]. In the case of motor function, focal

hand dystonia, which causes involuntary muscular contractions accompanied by

maladaptive reorganization in the motor cortex [8], is effectively treated by

constraint-induced movement therapy [9]. These findings have provided a basis

for the adaptation of similar treatment strategies to the auditory system. In this

chapter, we have discussed clinical applications based on cortical plasticity in the

auditory system. We also introduced our recent studies on brain activity measured

in hearing-impaired people using magnetoencephalography (MEG): (1) tailor-made

notched music therapy against tinnitus [10–12], (2) broadened population-level

frequency tuning by inappropriate portable music player usage [13], and

(3) constraint-induced sound therapy against sudden sensorineural hearing

loss [14].

6.2 Clinical Applications to the Auditory System

6.2.1 Tailor-Made Notched Music Therapy (TMNMT)

Tinnitus is a widespread disease, especially in industrially advanced nations

[15, 16]. It is mostly a subjective symptom that can be defined as the conscious

and unpleasant perception of a sound that lacks an objective physical source

[17]. Although subjective tinnitus itself is not a fatal disease, it markedly reduces

the quality of life of many people [18, 19]. However, the neural mechanisms

underlying the generation of tinnitus have not yet been elucidated in detail, and

causal treatments for tinnitus are very limited. Human neuroimaging studies

recently reported that subjective tinnitus appeared to be caused by maladaptive

reorganization in the auditory cortex [3, 20, 21]. Auditory cortex areas deprived of

afferent neural inputs from the periphery were not silenced following neural

damage to the auditory pathway, but they were found to be rewired with excitatory

neural inputs from neighboring neurons [4, 22–24]. The lateral inhibition of these
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auditory cortex areas from neighboring cortical neurons was shown to be reduced

[25, 26]. This loss of lateral inhibition in the auditory system may lead to the

emergence of tinnitus [27]. We herein described a longitudinal, double-blinded

treatment strategy, which consisted of regular listening to tailor-made notched

music (TMNMT: see Fig. 6.1).

6.2.1.1 TMNMT Protocols

Participants
We recruited chronic tinnitus patients via different routes including local news-

paper advertisements and flyers in local otorhinolaryngology clinics. All parti-

cipants fulfilled the following criteria: (i) chronic tinnitus, (ii) lateralized tinnitus,

(iii) tonal tinnitus, (iv) tinnitus frequency �8 kHz, (v) no severe hearing impair-

ment, and (vi) no neurological or psychiatric complications. They were fully

informed about the execution and goals of the study and gave written informed

consent in accordance with procedures approved by the Ethics Commission of

the Medical Faculty, University of Muenster. Participants were double-blindly

assigned to one of two groups: (i) “target” notched music treatment or

(ii) “placebo” notched music treatment. Eight tinnitus patients in both the “target”

and “placebo” groups completed the 12-month training.

Measurement of Subjective Tinnitus Characteristics
It was essential to estimate the frequency of tinnitus for the TMNMT procedure.

Tinnitus pitch matching was performed at least four times in order to ascertain

whether the frequency of tinnitus was stable. Patients who exhibited a stable

tinnitus frequency could participate in the study. Subjective tinnitus loudness was

accessed via a visual analogue scale once per week. A baseline of tinnitus loudness

was determined according to a period of at least 4 weeks prior to the study.

Auditory-Evoked Field Measurements
Auditory-evoked magnetic fields were recorded using a whole-head MEG system.

MEG measurements were performed (1) prior to the study and then (2) 6 months

Fig. 6.1 Schematic model of

the frequency spectrum of

tailor-made notched music

(black line). Music energy

around individual tinnitus

frequencies was eliminated

from the normal music

spectrum (gray line)
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and (3) 12 months after starting the study. During MEG measurements, two

different frequency sound stimuli were delivered randomly to either the left or

right ear. One of these stimuli corresponded to the patient’s individual tinnitus

frequency; the other stimulus had a frequency of 500 Hz as the control stimulus.

Stimuli had a duration of 1 s with an initial 0.3-s continuous pure tone followed by a

0.7-s fully 40-Hz amplitude-modulated tone in order to simultaneously record both

N1m (originating from the non-primary auditory cortex [28–30]) and the auditory

steady-state response (ASSR) (generated in the primary auditory cortex [28, 29,

31]). The control stimulus was presented at a sensation level of 45 dB; the tinnitus

frequency stimulus was matched in loudness to the control stimulus prior to the

baseline MEG measurement.

We calculated source locations and orientations based on auditory-evoked fields

and then calculated the ratios between the source strengths elicited by the tinnitus

frequency stimulus and control stimulus. We normalized the source strength ratios

measured 6 and 12 months after starting the study to the source strength ratios at the

baseline.

Music Manipulation Procedure
Participants in the “target” and “placebo” groups provided their favorite music

CDs. We filtered the music for each patient individually according to one of

two filtering protocols: (i) “target” or (ii) “placebo.” In the “target” filtering

manipulation, the frequency component within one octave width centered at the

individual tinnitus frequency was eliminated from the original music energy spec-

trum (Fig. 6.1). In the “placebo” filtering manipulation, a moving filter of one

octave width, which did not influence the frequency component around the individ-

ual tinnitus frequency, was applied. Participants were asked to listen to their

manipulated music for 2 h every day via headphones over the course of 1 year.

6.2.1.2 Behavioral and Neurophysiological Outcomes of TMNMT
No significant differences were observed in age, tinnitus duration, tinnitus fre-

quency, or subjective tinnitus loudness between the “target” and “placebo” groups.

Moreover, auditory-evoked response ratios at study baseline were similar between

groups. In the “target” group, the subjective tinnitus loudness was significantly

lower after 12 months of treatment than that at baseline. In contrast, no significant

differences were observed from baseline for tinnitus loudness in the “placebo”

group. A significant interaction was found for tinnitus loudness between groups

(“target” vs. “placebo”) and the time point of measurement (baseline vs. after

12 months of treatment). Both the ASSR and N1m source strength ratios in the

“target” group were significantly reduced after 12 months. In contrast, no signifi-

cant difference from baseline was observed in the ASSR or N1m ratio in the

“placebo” group. These results indicated that the “target” notched music effectively

reduced subjective tinnitus loudness and neural activity corresponding to the

tinnitus frequency within the primary and non-primary auditory cortex.
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6.2.2 Broadened Population-Level Frequency Tuning by
Inappropriate Portable Music Player Usage

Loud sounds are known to impair hearing ability and cause various conditions such

as hearing loss, hyperacusis, and tinnitus [20, 32, 33]. Occupational noise exposure

mainly attracted attention in industrialized countries [34]; however, portable music

players (PMP) have become one of the main sources of loud sounds and are

regularly used by large numbers of people [35]. Adolescents often use PMPs in

noisy environments such as on the train or bus at very high volumes to overcome

the surrounding noise and fulfill their appetite for music [36]. Hearing impairments

have been examined in most previous studies on intense PMP usage by measuring

behavioral and subjective outcomes. However, inappropriate PMP usage may cause

subtle damage that conventional measurements, which require the attention of the

participant, may overlook. Human neuroimaging is a useful technique that objec-

tively measures neural activity during distracted listening. Previous studies [37–41]

succeeded in estimating population-level frequency tuning during distracted listen-

ing by measuring the auditory-evoked responses elicited by tonal test stimuli that

were embedded within band-eliminated noises (c.f. Fig. 6.2). Auditory-evoked

responses were found to be influenced less by simultaneously presented band-

eliminated noises when population-level frequency tuning was sharp [37, 39,

40]. By using MEG, we objectively measured the auditory-evoked responses of

two groups of young subjects (PMP “exposed” group and “control” group) to

examine the effects of inappropriate PMP usage on population-level frequency

tuning in the human auditory cortex.

6.2.2.1 Participants
In this study, we recruited two types of people: (1) “exposed” people who had

listened to intense music via PMP regularly for at least the last 2 years and

(2) “control” people who had not used PMP regularly. The two groups were

matched in age and gender. The study was performed in accordance with the

Fig. 6.2 Experimental

design used to investigate

population-level frequency

tuning in the human auditory

cortex. The black line and
gray area represent a test pure
tone and simultaneously

presented band-eliminated

noise, respectively. The

eliminated bandwidth of a

noise (white areas) was either
1/4, 1/2, or 1 critical band

(CB) (Modified from

Okamoto et al. [13])
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Declaration of Helsinki, and all participants gave written informed consent for their

participation.

6.2.2.2 MEG Measurement of Population-Level Frequency Tuning
We measured the auditory-evoked fields elicited by a pure tone presented either in

silence or in band-eliminated noise (Fig. 6.2). Pure tones were presented in a

pseudo-randomized manner in order to avoid expectation effects on the auditory-

evoked fields [38]. The simultaneously presented noise had an eliminated band with

widths of either 1/4, 1/2, or 1 critical band [42] (Fig. 6.2). Behavioral and MEG data

were analyzed after pooling across all pure tones. Half of the pure tones had a silent

gap in the middle. The 1,000-Hz pure tone was presented at a sensation level of

38 dB. The other pure tones were adjusted to have an identical power to the 1,000-

Hz pure tone. The power of these noises was 12 dB higher than that of the pure

tones.

MEG measurements were performed under two attentional conditions (dis-

tracted vs. focused listening). In the first MEG session, participants were asked to

memorize the contents of a silent movie. In the second MEG session, participants

had to press a response button when they noticed a silent gap within the pure tones.

The auditory-evoked fields elicited by the pure tones were selectively averaged

with respect to each band-eliminated noise condition (BEN_1/4CB, BEN_1/2CB,

BEN_1CB, and no BEN) and not with respect to the pure tone frequencies. The

neural sources of the N1m response [43] were estimated based on the no-noise

condition, and the source strength waveforms were calculated for each band-

eliminated noise condition and each attentional condition. The source strength

waveforms of the exposed and control groups were similar when the participants

performed the auditory task; however, they were different during distracted listen-

ing (Fig. 6.3).

Fig. 6.3 Grand averaged

source strength waveforms

during distracted listening.

Solid and dashed lines

represent the control group

and exposed group, which

intensely and regularly used a

portable music player (PMP),

respectively. The gray scale
codes the band-eliminated

noise (BEN) condition (black
¼ 1 critical band (CB), dark
gray ¼ 1/2 CB, light gray ¼
1/4 CB) (Modified from

Okamoto et al. [13])
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The normalized N1m source strengths in the distracted and focused listening

conditions were separately analyzed via a repeated-measure ANOVA using the

two factors BEN-TYPE (BEN_1/4CB, BEN_1/2CB, BEN_1CB) and GROUP

(“exposed” vs. “control”). The repeated-measure ANOVA revealed a significant

interaction between GROUP and BEN-TYPE ( p< 0.03) in the distracted listening

condition, but not between GROUP and BEN-TYPE in the focused listening

condition. These results indicated that there was no significant difference in the

neurophysiological outcomes between groups in the focused listening condition,

whereas population-level frequency tuning was significantly broadened in the

“exposed” group during distracted listening [37, 39, 40].

6.2.2.3 Behavioral Outcomes
Hearing thresholds for pure tone audiometry and the hearing-in-noise test [44]

results did not differ significantly between the “exposed” and “control” groups.

The reaction time and error rate during the MEG measurement in the focused

listening condition were not significantly different between groups. Therefore, we

did not detect any significant behavioral differences between the “exposed” and

“control” groups when the participants performed auditory tasks.

6.2.3 Constraint-Induced Sound Therapy (CIST) Against Sudden
Sensorineural Hearing Loss (SSHL)

Sudden sensorineural hearing loss (SSHL) is a hearing-impaired condition that is

characterized by acute idiopathic sensorineural hearing loss [45]. Epidemiological

studies previously estimated that the rates of SSHL treatment accepters were

approximately 5–30 cases per 100,000 people per year [46–49]. However, the

mechanism underlying the emergence of SSHL remains unknown, and the standard

treatment for SSHL is still being debated [47, 50–53]. Neuroimaging studies

recently demonstrated neural activity changes in the human auditory cortex after

the onset of SSHL [54–56]. The extent of these cortical activity changes in the

human brain inversely correlated with hearing recovery [57]. Therefore, cortical

reorganization induced by SSHL may be maladaptive for the recovery of hearing in

the affected ear. In order to reduce this maladaptive change, the potential

consequences of “constraint-induced therapy,” which urges patients to employ

impaired body parts and at the same time disrupt them to use healthy counterparts,

need to be considered [58–60]. Neuroimaging studies demonstrated that “con-

straint-induced movement therapy [59]” reduced maladaptive cortical reorganiza-

tion in cortical areas [5, 61–63]. Therefore, we applied “constraint-induced sound

therapy (CIST) [14]” to SSHL patients by plugging the canal of the unaffected ear

and urging patients to listen to music with the impaired ear (Fig. 6.4). Treatment

outcomes were assessed by the pure tone audiogram and brain activity measured by

MEG.
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6.2.3.1 CIST Procedure

Participants
The CIST group consisted of 22 SSHL patients who received CIST in addition to

corticosteroid therapy, while the control group consisted of 31 SSHL patents who

received corticosteroid therapy only. All patients were fully informed about the

execution and goals of the study and gave written informed consent in accordance

with the Declaration of Helsinki. No significant differences were observed in the

age and gender of the participants. The intact ear canal of patients in the CIST group

was plugged for the whole day during their hospitalization. The CIST group also

had to listen to classical music for 6 h per day with the affected ear by using a

closed-type headphone. They were instructed to adjust the sound level and equal-

izer settings by themselves in order to make the music sound as natural as possible.

This adjustment increased sound power around the affected frequencies. No

adverse events associated with CIST were observed.

Pure Tone Audiogram
The hearing threshold levels of both the affected and intact ears were measured at

the first entrance examination, when participants had been discharged from hospital

(second measurement), and when they visited us as outpatients 1–6 months after

being discharged (third measurement). The mean threshold differences between the

affected and intact ears were similar between the groups before the treatment.

However, the CIST group showed significantly better hearing recovery at the

second and third hearing threshold examinations.

Intact Ear Affected Ear

Fig. 6.4 Schematic

illustration of constraint-

induced sound therapy

(CIST). The canal of the

intact ear was plugged. Music

was only presented to the

affected ear (Modified from

Okamoto et al. [14]: Drawing

courtesy of Lothar

Lagemann)
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Brain Activity Measurements
Wemeasured auditory-evoked fields in six patients in the CIST group in three MEG

sessions (before the treatment, at the end of hospitalization, and 3 months after

being discharged). We measured brain responses elicited by a monaurally presented

test stimulus. The test stimulus was a 40-Hz fully amplitude-modulated tone with

the carrier frequency of the patient’s worst hearing frequency in the affected ear.

The auditory-evoked fields showed clear ASSR and N1m responses. In order to

investigate the degree of cortical reorganization, we calculated the laterality indices

of neural activity in the ipsilateral and contralateral hemispheres. The laterality

indices of the ASSR and N1m responses were calculated as follows: ((source

strengths elicited in the contralateral hemisphere)� (source strengths elicited in

the ipsilateral hemisphere))/((source strengths elicited in the contralateral

hemisphere)þ (source strengths elicited in the ipsilateral hemisphere)). Figure 6.5

shows the laterality indices of ASSR and N1m responses in the CIST group. The

laterality indices of both ASSR and N1m significantly increased over time. In the

third examination, they reached approximately 0.2, which was similar to those of

normal hearing people [64, 65].

6.3 General Remarks

6.3.1 Maladaptive Auditory Cortex Reorganization

Neurophysiological studies identified auditory cortex reorganization in hearing-

impaired people [54, 66, 67]. This reorganization is considered to reflect the

remodeling of central auditory neural connections triggered by the deprivation of

1st 2nd 3rd

−0.3

−0.2

−0.1

0

0.1

0.2

0.3

Neural Activity

Ip
si

la
te

ra
l ←

   
 L

at
er

al
ity

 In
de

x 
  

→
 C

on
tr

al
at

er
al

MEG Measurement

ASSR
N1m

Fig. 6.5 Laterality indices (LIs) of the auditory steady state (ASSR: white bars) and N1m (black
bars) responses obtained in sudden sensorineural hearing loss (SSHL) patients who received

constraint-induced sound therapy at the first (left: entering hospital), second (center: discharged
from hospital), and third (right: 3 months after being discharged) examinations. The error bars

denote the 95 % confidence intervals (Adopted from Okamoto et al. 2014 [54])
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their original sensory inputs from the cochlea [5, 68]. Due to the deprivation of

bottom-up input, auditory neurons become excited by other neural inputs. There-

fore, tonotopic maps in the auditory cortex appear to become disarranged with

tinnitus, and these changes are basically responsible for the perception of tinnitus

[69, 70]. In the case of SSHL, auditory cortex neurons that lose their bottom-up

neural inputs from the affected cochlea may be rewired with new neural

connections originating from the intact cochlea.

We utilized previous findings on use-dependent cortical plasticity to design a

procedure suited to reduce the detrimental symptoms of tinnitus and improve the

quality of life of patients. Behavioral training, the aim of which is to reverse

maladaptive cortical reorganization, was effective for tinnitus and SSHL patients.

The “target” notched music applied to tinnitus patients initiated reorganization of

the auditory cortex area corresponding to the tinnitus frequency. Target notched

music did not stimulate the tinnitus frequency area within the tonotopic map but

activated surrounding neurons. Thus, neurons corresponding to the tinnitus fre-

quency were suppressed via lateral inhibitory neural inputs originating from the

surroundings [71]. SSHL patients who received CIST wore an earplug in the intact

ear, while the affected ear was extensively stimulated with music, which might

prevent maladaptive cortical reorganization related to SSHL.

Neural networks are composed not only of excitatory neurons but also of

inhibitory neurons [39, 72–75]. Inhibitory neural networks contribute to sharp

frequency tuning in the auditory system, leading to better auditory performance.

These inhibitory networks were previously found to be sensitive to noise trauma

[76, 77]. Therefore, damage limited to the inhibitory neural networks may broaden

frequency tuning without elevating the hearing threshold. The broadened auditory

frequency tuning in intense PMP users during distracted listening suggests that

regular exposure to loud music via PMP led to plastic changes in tonotopic maps in

the auditory cortex.

6.3.2 Impact of MEG Outcomes

The cortical source strength measured by MEG reflects the number of synchro-

nously activated neurons. We measured neural activity related to auditory signals

without asking participants to perform auditory tasks. The MEG data obtained

provided us with objective indices on what happens in our brain due to behavioral

training (e.g., TMNMT and CIST) or the inappropriate usage of PMP. The MEG

results in the TMNMT study strongly suggested that the activity of auditory cortex

neurons, which correspond to the tonotopic areas generating the tinnitus sensation,

cumulatively decreased after target notched music listening. The auditory-evoked

fields of the intense PMP users indicated that population-level frequency tuning was

significantly broader than that of nonusers during distracted listening. However, no

significant difference was observed between the PMP “exposed” and “control”

groups in the behavioral measures that required auditory attention. Moreover, the

auditory-evoked responses during focused listening were similar between the
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“exposed” and “control” groups. These results suggested that inappropriate PMP

usage induced broadened population-level frequency tuning, which was easily

compensated for by auditory-focused attention [37, 39, 40] and, as a consequence,

be overlooked by standard behavioral measures. The MEG results obtained in

SSHL patients demonstrated that neural activity elicited by monaural sounds

became contralateral hemispheric dominant following CIST, similar to normal

hearing subjects [57]. This result indicated that CIST assisted in neural reconnec-

tion between the affected cochlea and contralateral auditory cortex. The rewired

neural connection led to the reversal of maladaptive cortical changes caused by the

onset of SSHL.

6.3.3 Conclusion

Our treatment strategy based on cortical reorganization was derived from recent

neurophysiological findings. We focused on reversing the maladaptive reorgani-

zation of specific auditory areas related to pathological symptoms by means of

intensive and enjoyable rehabilitation approaches that were cost-effective and had

minimal side effects. MEG is a useful and noninvasive technique for investigating

cortical reorganization in the human brain. MEG itself does not produce any sound

that interferes with the brain responses elicited by test sounds. Therefore, it

provides important insights into the auditory neural mechanisms occurring in the

brains of healthy and hearing-impaired people, leading to the establishment of new

treatment strategies for hearing disorders.
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Abstract

The human visual system consists of two main separate pathways, the ventral

(what) and dorsal (where) pathways, which is similar to that in monkeys. The

ventral pathway is involved in the processing of shapes and objects as well as

color perception, whereas the dorsal pathway is responsible for processing

location and motion as well as three-dimensional shape perception. Magnetoen-

cephalography (MEG) achieves very high temporal and spatial resolution and,

thus, is useful for examining the temporal and spatial characteristics of the

human visual system. MEG studies previously demonstrated the following:

(1) P100m was the most important component of the primary visual cortex

activity and was affected by the properties of stimuli; (2) in the ventral pathway,

the inferior temporal area was crucial for the perception of colors, shapes, faces,

and characters; and (3) in the dorsal pathway, the occipitotemporal area, the

human MT/V5 area homologue, was identified as being the most important for

the perception of motion.

The ventral and dorsal pathways are both involved in face perception. The

fusiform gyrus in the ventral pathway was previously shown to be activated by

the static face. Furthermore, the activity of the right fusiform gyrus was affected

more by the inversion of features whereas that of the left fusiform gyrus was

affected more by a disruption in the spatial relationship between facial contours

and features. On the other hand, the occipitotemporal area in the dorsal pathway
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was found to be activated by facial movements and influenced by whether these

movements appeared in the contours and/or features of the face.

Keywords

MEG • Primary visual cortex • Ventral pathway • Dorsal pathway • Fusiform •

MT/V5 • P100

7.1 The Visual System

The neurophysiological properties of the visual system have been investigated in

detail in animals such as monkeys and cats. Many cortical areas have been

identified including the IT (inferior temporal) area, STS (superior temporal sulcus)

area, and MT (middle temporal)/V5 area. Previous studies using a noninvasive

neuroimaging method revealed that the visual system in humans was similar to that

in monkeys [1, 2].

The human visual system consists of two main separate pathways [3, 4]. The first

pathway begins from cones in the retina, which process colors and receive infor-

mation through the primary visual (striate) cortex via the parvocellular layers of the

lateral geniculate nucleus (LGN). This pathway is called the “ventral (what)

pathway” and processes shapes and objects and plays a role in color perception.

On the other hand, the second pathway begins from rods in the retina, which process

lightness and receive information through the primary visual area via the

magnocellular layers of LGN. This pathway is called “the dorsal (where) pathway”

and processes location and motion and also plays a role in three-dimensional shape

perception [5].

Magnetoencephalography (MEG) achieves very high temporal and spatial reso-

lution. Previous MEG studies revealed the temporal and spatial characteristics of

the human visual system. In MEG studies of the primary visual area, evoked

magnetic components were identified by checkerboard pattern reversal stimuli

[6–8]. In a previous MEG study [6], N75m, P100m, and N145m were clearly

observed around the midoccipital position, while a very small component, P50m,

was occasionally detected prior to N75m. The equivalent current dipole (ECD) of

the P50m, N75m, and P100m component was estimated in the striate cortex, while

the ECD of N145m was estimated in the extrastriate cortex.

P100m is the most important biomarker for primary visual cortex activity among

the components evoked by pattern reversal stimuli. In an MEG study on responses

to pattern reversal left half-field central (0–2�, 0–5�) and left half-field peripheral

stimulation (2–15�, 5–15�) [7], the P100m dipole to the central field was localized

more posterior than that to the peripheral stimulation. These findings were

attributed to the retinotopic organization of the visual cortex. P100m is also affected

by the properties of stimuli, for example, the check size. Nakamura et al. [8] used

half-field stimuli with or without central occlusion with check sizes of 150, 300, 600,
900, and 1800 of the visual arc and recorded the P100m component. The latencies for
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the smaller checks were significantly longer than those for the larger checks, while

the amplitudes for the smaller checks were significantly smaller than those for the

larger checks when using a stimulation with central occlusion, but not that without

central occlusion. However, the equivalent current dipoles were located around the

calcarine fissure and did not differ significantly in location with the check size.

Previous MEG studies demonstrated that the perception of characters and shapes

was related to the ventral pathway, such as the IT area [9–12]. Koyama et al. [9]

recorded MEG in Japanese subjects in order to investigate the recognition of

Japanese characters (kanji and kana) and letters of the alphabet. The first evoked

component was found to peak after approximately 180 ms under all conditions, and

the estimated ECDs were located in the IT area. These findings revealed that the IT

area was essential for character discrimination.

Since the activity of the primary visual areas to luminance changes is strong and

long-lasting, it is frequently difficult to clearly identify IT area activity, even when

using MEG with high spatial resolution. To overcome this issue, we newly devel-

oped a random dots blinking (RDB) method that uses temporal changes in the

patterns of a large number of small dots to present stimuli without a change in

luminance during the presentation of an object (e.g., a circle, a letter, or a schematic

face) and, consequently, reduces activities in the primary and other higher visual

areas and detects activity in the IT area only [10, 13–17]. Okusa et al. [10]

investigated the visual recognition of characters using the RDB method. One

clear component, with a peak latency of approximately 300 ms, was identified

and the discrimination accuracy rate increased as the character display duration

became longer. The source of this component was estimated in the IT area. These

findings showed that the RDB method was useful for investigating IT area activity

in relation to visual perception.

Apparent motion is the perception of the realistic smooth motion of an object

that first flashes at one place and then at another. Kaneoke et al. [18] reported the

presence of a localized cortical area, corresponding to the human homologue of

MT/V5, which was exclusively sensitive to apparent motion stimuli, which was

identical to that for smooth motion. Kawakami et al. [19] measured magnetic

responses to apparent motion stimuli and compared the findings obtained with a

subjective rating of the quality of perceived motion with various stimulus timings.

The strength (ECD moment) of the response varied with the stimulus timing, with

the maximum value being at the inter-stimulus interval 0 ms, and was related to the

subjective rating of the quality of motion. Another MEG study reported that the

response to downward motion in the upper visual field was significantly larger than

that to upward motion, but not in the lower visual field [20]. These findings

indicated that human MT/V5 had directional preference for downward motion

versus upward motion in the upper visual field.
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7.2 Face Perception

7.2.1 Static Face Perception

The face contains a lot of information that is relevant to our daily lives, such as

information about age, sex, and familiarity, and plays an important role in social

communication. Recent studies investigated static face perception using neuroim-

aging methods, including electroencephalography (EEG), MEG, and functional

magnetic resonance imaging (fMRI). For example, EEG demonstrated that a

negative component was evoked at approximately 170 ms during object perception,

and this component was termed N170 [21, 22]. N170 was shown to be larger during

the viewing of faces than during the observation of other objects, such as cars or

chairs [23].

The temporal and spatial processing of face perception in 12 normal subjects

was previously investigated by MEG [11, 12]. Five different kinds of stimuli,

(1) face with opened eyes, (2) face with closed eyes, (3) eyes, (4) scrambled face,
and (5) hand, were used. Subjects were asked to count the hand stimuli and declare

the number after each session to avoid attention effects caused by the P300

component on responses to face and eyes stimuli.

Two components, 1M and 2M, were identified in the right and left hemispheres,

and the mean peak latencies of the 1M and 2M components were approximately

132 and 179 ms, respectively, (Fig. 7.1). The 1M component to all kinds of this

stimulus was recorded in all subjects. This component appeared to be simple phase

reversed. The 2M component was clearly identified from the right hemisphere in

ten out of the 12 subjects and appeared to overlap with the 1M component in five

subjects. The 2M component was clearly observed in response to the face with
opened eyes or closed eyes in all ten subjects, but to the eyes in only three subjects

with a smaller amplitude. The 2M component was not observed in response to the

scrambled face and hand. On the other hand, the 2M component was clearly

identified in five and two out of the ten subjects in response to the face (with opened
eyes and with closed eyes) and eyes stimuli from the left hemisphere, respectively.

The 2M latency to the eyes stimuli was significantly longer than those to the face
with opened eyes and face with closed eyes. No significant difference was observed
in the 2M latency between the face with opened eyes and face with closed eyes. The
source analysis revealed that the 1M component was generated in the primary

visual cortex in the bilateral hemispheres, while the 2M component was generated

in the inferior temporal cortex around the fusiform gyrus (Fig. 7.2). These findings

suggested that (1) the fusiform gyrus played an important role in the holistic and/or

configural process of human static face perception and (2) the right hemisphere was

more dominant.

A phenomenon exists that is unique to humans and nonhuman primates. Psy-

chological studies previously reported that face recognition was more difficult

when inverted faces were presented rather than upright faces and named this

phenomenon the face inversion effect. These findings suggested that face inversion

disrupted the holistic and/or configural processing of facial information [24, 25].
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Fig. 7.1 MEG waveforms of a representative subject in response to five categories of stimuli:

face with opened eyes, face with closed eyes, eyes, scrambled face, and hand. MEG waveforms

recorded from 37 channels from the right hemisphere were superimposed. Two components, 1M

and 2M, were identified. The 1M component was recorded for all stimuli, whereas the 2M

component was not recorded for scrambled face or hand. The 2M latency to eyes stimuli was

significantly longer than those to face with opened eyes and face with closed eyes. No significant

difference was observed in the 2M latency between face with opened eyes and face with closed
eyes (Adapted from [11])
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In EEG studies, N170 was shown to be affected by inversion. In previous studies

[21, 26–28], N170 was longer in latency and larger in amplitude for inverted faces

than for upright faces. MEG studies have also examined face inversion effects.

Watanabe et al. [29] reported that the latency of the component evoked by inverted

faces was longer in the right hemisphere and shorter in the left hemisphere than that

evoked by upright faces. In addition, the latency of N170 was longer for scrambled

features (e.g., eyes, nose, and mouth), in which the spatial relationship between the

facial contours (e.g, the hair, chin, and ears) and features was disrupted [22, 27],

than for upright faces. In our MEG study [30], we investigated (a) how brain

activity related to static face perception was modulated by inverting the contours

and/or features of the human face and (b) what information within the face was

important for processing static face perception. We used MEG and compared the

cortical activities evoked by viewing an upright face, inverted face, and face in

which the spatial relationship between the contours and features was disrupted. We

focused on the activity in the fusiform gyrus for static face perception. We studied

ten right-handed adults with normal or corrected visual acuity. We used the

following three conditions (Fig. 7.3):

Fig. 7.2 The ECD of the 2M component to face with opened eyes recorded from the right

hemisphere overlapped on two-dimensional and three-dimensional MRI in a representative subject

(Adapted from [12])
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1. U&U (upright contours and upright features): Contours (hair and chin) and

features (eyes, nose, and mouth) upright.

2. U&I (upright contours and inverted features): Contours remained upright; how-

ever, the features were mirrored and inverted relative to the U&U condition,

while the spatial relationship among the eyes, nose, and mouth was not changed.

3. I&I (inverted contours and inverted features): A mirrored and inverted form of

the image used in the U&U condition.

Figure 7.4 shows the waveforms recorded from 204 gradiometers of a represen-

tative subject following the U&U (upright contour and upright features) condition

and the waveforms in all conditions at representative sensors, in which the largest

component was identified for the U&U condition in each occipital or temporal area

of the same subject. The sources were estimated to lie in the fusiform area from

MEG responses under all conditions. The latency of the activity of the fusiform area

was significantly longer for U&I (upright contour and inverted features; p< 0.05)

and I&I (inverted contour and inverted features; p< 0.05) than for U&U in the right

hemisphere and significantly longer for U&I than for U&U ( p< 0.01) and I&I

( p< 0.05) in the left hemisphere (Table 7.1). No significant differences were

observed in the dipole moment (strength) among the three conditions. These results

demonstrated the following: in static face perception, the activity of the right

fusiform area was affected more by the inversion of features, while that of the

left fusiform area was affected more by a disruption in the spatial relationship

between facial contours and features.

7.2.2 Facial Movement Perception

Facial movements are also useful for social communication in humans. For exam-

ple, the direction of the eye gaze is used to assess the social attention of others, and

it becomes markedly easier to understand speech when the mouth movements of the

speaker can be observed. In a previous MEG study [31], a specific region for the

perception of eye movements was detected within the occipitotemporal area

Fig. 7.3 Examples of stimulus conditions. (1) U&U, upright contour (hair and chin) and upright

features (eyes, nose, and mouth); (2) U&I, upright contour and inverted features; and (3) I&I,

inverted contour and inverted features (Adapted from [30])
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Fig. 7.4 The upper image shows the waveforms recorded from 204 gradiometers of a representa-

tive subject following the U&U (upright contour and upright features) condition. The head was

viewed from the top. In each response at 102 pairs of gradiometers, the upper response showed the

field along the latitude of the gradiometers, while the lower one showed that along the longitude of
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corresponding to the human MT/V5, and this was different from motion in general.

We examined the temporal characteristics of the brain activity elicited by viewing

mouth movements (opening and closing) and compared them to those of eye

aversion movements and motion in general [32]. Seventeen right-handed adults

with normal or corrected visual acuity participated in this study. We used apparent

motion, in which the first stimulus (S1) was replaced by a second stimulus (S2) with

no inter-stimulus interval as follows:

1. M-OP: The mouth is opening.

2. M-CL: The mouth is closing.

3. EYES: The eyes are averted.

4. RADIAL: A radial stimulus moving inward.

A large clear component, 1M, was elicited by all conditions (M-OP, M-CL,

EYES, and RADIAL) within 200 ms of the stimulus onset (Fig. 7.5). Concerning

the peak latency of 1M, the means and standard deviations were 159.8� 17.3,

161.9� 15.0, 161.2� 18.9, and 140.1� 18.0 ms for M-OP, M-CL, EYES, and

RADIAL in the right hemisphere, respectively, and 162.4� 11.6, 160.9� 9.8,

164.6� 14.2, and 138.4� 9.0 ms for M-OP, M-CL, EYES, and RADIAL in the

left, respectively. The latency for RADIAL was significantly shorter than that for

the facial motion conditions (M-OP, M-CL, and EYES) ( p< 0.05). No significant

differences were observed in 1M latency between M-OP, M-CL, or EYES. In the

�

Fig. 7.4 (continued) the gradiometers. The lower image shows enhanced waveforms at sensors A

and B in the upper image, which showed the largest component for the U&U condition in each

occipital or temporal area, recorded in red for U&U, blue for U&I (upright contour and inverted

features), and light blue for I&I (inverted contour and inverted features). (a) Waveforms at sensor

A on the left hemisphere in the upper image. (b) Waveforms at sensor B on the right in the upper

image. Black arrows show the stimulus onset and white arrows the response chosen for further

analyses. Responses after the stimulus onset were clearly longer in latency for U&I and I&I than

for U&U in the right hemisphere and were longer in latency for U&I than for U&U and I&I in the

left hemisphere for this subject (Adapted from [30])

Table 7.1 Dipole moments (nAm) and peak latencies (ms) for U&U, and U&I, and I&I. Means

and standard deviations (SDs) for U&U, U&I, and I&I in right and left hemispheres (Adapted from

[30])

Left (n¼ 10) Right (n¼ 10)

(nAm) (ms) (nAm) (ms)

U&U 21.9� 13.5 143.2� 19.7 28.6� 21.1 133.6� 18.5

U&I 20.3� 11.8 162.2� 21.0a, b 35.5� 18.5 148.4� 22.4c

I&I 21.9� 14.5 148.4� 13.6 34.4� 18.5 151.4� 24.1c

ap< 0.01 significantly different from U&U
bp< 0.05 significantly different from I&I
cp< 0.05 significantly different from U&U
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source analysis, the sources were estimated to lie in the occipitotemporal area, the

human MT/V5 area homologue, from 1M under all conditions (Fig. 7.6).

The means and standard deviations of the dipole moment of the estimated

dipoles from 1M were 7.9� 1.9, 7.8� 3.2, 10.0� 6.8, and 13.8� 4.9 nAm for

M-OP, M-CL, EYES, and RADIAL in the right hemisphere, respectively, and

7.4� 2.8, 6.7� 3.0, 9.3� 4.3, and 13.6� 1.8 nAm for M-OP, M-CL, EYES, and

RADIAL in the left hemisphere, respectively. No significant differences were

observed in the dipole moment (strength) for M-OP, M-CL, and EYES between

either hemispheres. However, M-OP and M-CL were significantly smaller than

RADIAL ( p< 0.05) in the right hemisphere, while M-OP, M-CL, and EYES were

significantly smaller than RADIAL ( p< 0.05) in the left hemisphere.

Fig. 7.5 Right hemisphere

MEG activity shown in a

37-channel superimposed

display for all conditions. In a

representative subject, 1 M

peak latencies were 154.8,

156.7, 162.5, and 148.1 ms

for M-OP, M-CL, EYES, and

RADIAL, respectively.

Associated maximum root

mean square (RMS) values

were 62.6, 66.7, 122.0, and

119.4 fT(Adapted from [32])
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The results of this study indicated that the occipitotemporal (human MT/V5)

area was active in the perception of both mouth and eye movements. Furthermore,

viewing mouth and eye movements did not elicit significantly different activities in

the occipitotemporal (human MT/V5) area, which suggested that the perception of

the movement of facial parts was processed in the same manner, and this is different

from motion in general.

However, the main factor(s) causing differences in the recognition of facial

versus general movement has yet to be elucidated in detail. Many studies

investigated the effects of facial contours and features using a static face. A

previous study reported that it took longer to recognize an eyes-only stimulus or

only facial features (eyes, nose, and mouth) than a full-face stimulus with contours

[11], and the contours of the face were important in static face recognition.

However, to the best of our knowledge, the effects of facial contours and features

on facial movement recognition have not yet been investigated. Therefore, we

examined the effects of facial contours and features on early occipitotemporal

activity evoked by facial movement [33]. In this study, we used a schematic face

because a simple schematic drawing with a circle for a contour, two dots for eyes,

and a straight line for lips was recognized as a face even though each individual

component of the drawing by itself was not. Previous studies using a schematic face

showed that N170 was evoked by schematic faces as well as photographs of real

faces [27, 28].

Fig. 7.6 Right hemisphere locations for ECDs under the M-OP condition overlaid on axial,

coronal, and sagittal MRI slices and the volume-rendered brain under M-OP, M-CL, EYES, and

RADIAL conditions of a representative subject (Adapted from [32])
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Thirteen right-handed adults with normal or corrected visual acuity participated

in this study. We used apparent motion where the first stimulus, S1, was replaced by

a second stimulus, S2, with no inter-stimulus interval and presented the following

four conditions (Fig. 7.7). All the subjects described the smooth movement of the

eyes or dots with this paradigm:

1. CDL: A schematic face consisting of a facial contour, two dots, and a horizontal

line

2. CD: The contour and two dots

3. DL: Two dots and a horizontal line

4. D: Two dots only

The subjects described the simple movement of dots for D, whereas eye move-

ment for CDL, CD, and DL though movement modalities was the same under all

conditions. In source modeling, we used a single equivalent current dipole (ECD)

model [34] within 145–220 ms of the stimulus onset.

Clear MEG responses were elicited under all conditions (CDL, CD, DL, and D)

at the sensors in the bilateral occipitotemporal area (Fig. 7.8). The means and

standard deviations of the peak latency of the estimated dipole were 179.3� 26.3,

183.0� 16.9, 180.9� 20.8, and 180.3� 23.7 ms for CDL, CD, DL, and D in the

right hemisphere, respectively, and 180.2� 14.9, 180.5� 24.8, 174.0� 24.9, and

177.7� 20.3 ms for CDL, CD, DL, and D in the left hemisphere, respectively. No

significant differences were observed between any of these conditions.

The means and standard deviations of the dipole moment were 14.4� 6.2,

11.2� 7.9, 9.6� 6.5, and 10.3� 5.3 nAm for CDL, CD, DL, and D in the right

Fig. 7.7 Examples of stimulus conditions. (1) CDL: schematic face consisting of a contour, two

dots, and a horizontal line, (2) CD: the contour and two dots, (3) DL: two dots and a horizontal line,

and (4) D: two dots only (Adapted from [33])
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Fig. 7.8 Waveforms recorded from 204 gradiometers in a representative subject following S2

onset (eyes movement) under CDL conditions. The head was viewed from the top. The lower

image shows waveforms at sensors L and R in the upper image, which showed a clear component

in each hemisphere was recorded in red for CDL, blue for CD, light blue for DL, and green for

D. L: representative waveforms at sensor L on the left hemisphere of the upper image. R:

representative waveforms at sensor R on the right of the upper image. Black arrows are the S2

onset. The main response after the S2 onset, indicated by white arrows, to CDL was larger in

amplitude than the others. The polarity of each sensor may have been due to the current of the

dipole (Adapted from [33])
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hemisphere, respectively, and 12.7� 6.7, 11.1� 6.1, 9.6� 5.4, and 8.9� 5.5 nAm

for CDL, CD, DL, and D in the left hemisphere, respectively. The moment was

significantly larger for CDL than for CD ( p< 0.05), DL ( p< 0.01), and D

( p< 0.01) in the right hemisphere and for CDL than for DL and D ( p< 0.01) in

the left hemisphere.

Our results in this study demonstrated specific information processing for eye

movements, which was different from motion in general, and activity in the

occipitotemporal (human MT/V5) area related to this processing was influenced

by whether movements appeared with the contours and/or features of the face.
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Clinical Applications 8
Takao Yamasaki, Saeko Inamizu, Yoshinobu Goto, and Shozo
Tobimatsu

Abstract

Various types of visual disturbance are often observed in several neurological

and psychiatric disorders. In humans, visual information is processed simulta-

neously via multiple parallel pathways, each of which performs multiple steps of

hierarchical processing. Visual evoked and event-related magnetic fields (VEFs/

ERFs) can noninvasively provide rich spatiotemporal information of visual

processing in the visual pathways and visual cortex. By manipulating the visual

stimulus parameters of VEFs/ERFs, we can separately explore the function of

each pathway at different hierarchical levels based on the distinct physiological

characteristics of each visual pathway. In this review, we first summarize current

concepts of parallel visual pathways in humans and the relationship between the

impairment of visual pathways and visual processing disorders. Next, we

describe the clinical applications of VEFs/ERFs for several neurological and

psychiatric conditions involving specific types of visual dysfunction such as

visual field deficits and impairments of face, word, and motion perception. From

this review, we would like to stress that VEFs/ERFs are a valuable neuroimaging
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modality for the evaluation of visual dysfunction in various neurological and

psychiatric disorders.

Keywords

Magnetoencephalography (MEG) • Visual evoked magnetic fields (VEFs) •

Event-related magnetic fields (ERFs) • Parallel visual pathways • Clinical

application

8.1 Introduction

The human visual system separates different types of information into anatomically

segregated parallel streams of processing [1–3]. In primates, the tracts from the

retina to the primary visual cortex (V1) are clearly split into two pathways: the

magnocellular (M) and parvocellular (P) pathways. These pathways differ mark-

edly along several anatomical and physiological dimensions. The higher levels of

visual cortex also contain two streams of processing, each of which includes

multiple visual areas and mediates different visual behaviors. The dorsal stream

includes areas in the parietal cortex and is important for vision related to motion or

spatial relationships. Conversely, the ventral stream includes visual areas in the

temporal lobe and is more involved in the analysis of form and color [1–3]. There-

fore, specific types of visual symptoms are caused when a specific part of the

parallel visual pathways is not working normally.

Various types of visual disturbance are often observed in several neurological

and psychiatric disorders [3], so that the detection of specific types of visual

impairment can become a clue to the identification of the causative brain lesion

or clinical diagnosis. It is acknowledged that neurophysiological techniques such as

electroencephalography (EEG) and magnetoencephalography (MEG) offer repro-

ducible and quantitative data on brain function [2]. MEG is a noninvasive technique

that measures the magnetic fields generated by the neuronal activity of the brain,

and the primary source of the magnetic signals is considered to be the same as that

of the electrical signals recorded by EEG. However, unlike electrical potentials,

magnetic fields penetrate the skull and scalp undistorted. In comparison with EEG,

the biggest advantage of MEG is its high-spatial resolution (millimeter), while both

EEG and MEG provide excellent temporal resolution (millisecond) [4, 5]. Accord-

ingly, MEG measurements to record visual evoked magnetic fields (VEFs) and

event-related magnetic fields (ERFs) with optimal visual stimuli are ideally suited

to examine the rapidly changing patterns of brain activity that underlie visual

dysfunction in neurological and psychiatric disorders.

In this review, we first summarize current concepts of the human visual system

and its dysfunction. Next, we describe the clinical applications of VEFs and ERFs

for several neurological and psychiatric conditions involving specific types of

visual dysfunction. The purpose of this review is to stress the usefulness of VEFs
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and ERFs for evaluation of visual function in various neurological and psychologi-

cal disorders.

8.2 Relationship Between Parallel Visual Pathways and Visual
Processing Disorders

8.2.1 Lower-Level Visual Pathway

The visual pathway consists of the retina, the optic nerve, the fibers of an optic

nerve traveling through the optic chiasm to the lateral geniculate nucleus (LGN),

and optic radiations terminating in V1 of the occipital lobe [6] (Fig. 8.1a). Each

optic nerve contains fibers from only one retinal ganglion cell. The optic chiasm

contains fibers from the nasal parts of the retinas of both eyes. These fibers cross to

the opposite side of the brain at the optic chiasm. The fibers from the temporal part

of each eye do not cross at the optic chiasm, pass through the LGN on the same side

of the brain, and continue back to the occipital lobe (Fig. 8.1a). Therefore, damage

along these pathways causes a variety of visual field deficits [7]. For example,

Fig. 8.1 The parallel visual pathways in humans. The lower-level visual pathways (a) The

higher-level visual pathways (b) Abbreviations: d-d stream dorso-dorsal stream, v-d stream
ventrodorsal stream, LGN lateral geniculate nucleus, V1, 2, 3, 4, and 6 primary, secondary,

tertiary, quaternary, and senary visual cortices, V3A V3 accessory, V5/MT quinary visual cortex/

middle temporal area, MST medial superior temporal area, IPL inferior parietal lobule, SPL
superior parietal lobule, IT inferior temporal cortex
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lesions affecting the optic nerve from the retina to the optic chiasm cause loss of

vision of the unilateral eye. Compressive lesions of the optic chiasm cause loss of

vision in the temporal halves of the bilateral visual fields (bitemporal hemianopsia).

Lesions affecting the optic tract, the LGN, or the optic radiation to V1 cause loss of

vision in the temporal half of the contralateral visual field (homonymous

hemianopsia) [7].

The visual projection from retina to cortex consists of two major parallel

divisions: the P- and M-pathways [1–3] (Fig. 8.1b). The P-pathway is characterized

by its high-spatial resolution, color sensitivity, low-contrast sensitivity, and

low-temporal resolution. Thus, this pathway is important for color and form

perception. In contrast, the M-pathway is characterized by high-temporal resolu-

tion, high-contrast sensitivity, color insensitivity, and low-spatial resolution and

plays an important role in motion detection [2, 3]. Accordingly, lesions of the

P-pathway impair color vision and high-spatial frequency form vision, whereas

lesions of the M-pathway impair high-temporal frequency flicker and motion

perception [8].

8.2.2 Higher-Level Visual Pathway

Two major cortical visual pathways have been proposed: the ventral (or temporal)

and dorsal (or parietal) streams [2, 3] (Fig. 8.1b). The ventral stream is also

commonly referred to as the “what” system because it is involved in the identifica-

tion of objects, while the dorsal stream is called the “where” system because of its

involvement in processing spatial location. The lower-level P- and M-pathways

approximately correspond to the two systems, with the P-pathway projecting

primarily to the ventral stream and the M-pathway providing the primary input to

the dorsal stream. After V1, the ventral (P) pathway projects to the fusiform gyrus

(V4) and the inferior temporal cortex, where it contains category-specific regions,

including the fusiform face area (FFA [9]) and visual word form area (VWFA [10]).

Conversely, the dorsal (M) stream projects to the V5/middle temporal area

(MT) and the ventrodorsal (v-d) and dorso-dorsal (d-d) streams. The v-d stream

includes the inferior parietal lobule (IPL), while the d-d stream consists of the

superior parietal lobule (SPL). Both dorsal streams play an important role in motion

detection [3].

A number of clinical syndromes including visual object agnosia, prosopagnosia,

and pure alexia are related to lesions of the fusiform gyrus within the ventral stream

[3]. Patients with prosopagnosia cannot recognize familiar faces or learn new faces

[3]. Most patients with prosopagnosia suffer from bilateral damage to the inferior

occipitotemporal region including FFA [11, 12], but there are also numerous reports

of prosopagnosia after unilateral right hemisphere lesions [13]. Patients with pure

alexia (reading disabilities) have severely impaired recognition of single-word

forms but are still able to read letter by letter [12, 14]. These deficits are attributed

to damage to a specific area located in the left mid-fusiform gyrus or disconnection

between V1 and the VWFA [12]. Conversely, several syndromes are linked to
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lesions in the dorsal stream [3]. One of these syndromes is akinetopsia, which refers

to the loss of perception of visual motion with other visual functions, such as

perception of form and color, remaining intact [15]. Akinetopsia is thought to be

caused by bilateral damage of area V5/MT [16], while unilateral damage to area

V5/MT may lead to more subtle deficits in motion processing or

hemiakinetopsia [17].

8.3 Clinical Applications of VEFs/ERFs

As mentioned above, visual information is processed simultaneously via multiple

parallel pathways or channels, and a functional specialization in the visual system

exists so that different attributes of the visual scene are processed in an

anatomically separate part of the visual cortex [2]. Therefore, modulating the

attributes of the visual stimuli can enable us to explore the human visual function

from the retina to higher cortical areas.

8.3.1 VEFs for Lower-Level Visual Pathway

For testing the lower-level visual pathway, methods using VEFs are appropriate.

VEFs elicited by monocular or binocular stimulation have various advantages in

comparison with visual evoked potentials (VEPs) elicited in a similar manner

[4]. Unlike VEPs, the responses of VEFs in the bilateral occipital lobes are clearly

and easily distinguishable from each other using visual stimuli for the full, the left-

half or the right-half visual field [18]. Any unilateral abnormality in the visual

cortex or interhemispherical difference between the bilateral cortices can be easily

and accurately detected. In particular, the estimation accuracy of the signal source

is higher for partial visual field stimulation of the right or left hemi-visual field

[4]. In addition, any abnormal visual function can be quantitatively evaluated by the

latency delay with or without amplitude attenuation [19, 20]. Therefore, VEFs can

be used clinically to localize the visual cortex and to evaluate the visual function in

patients with (1) either organic or functional brain diseases before surgical

interventions such as craniotomy, endovascular, or radiosurgical procedures,

and/or (2) suspected abnormal condition in a certain part of the visual system [4].

Regarding visual stimulation, checkerboard pattern-reversal stimulation is the

most common procedure used to explore the function of the lower-level visual

pathways [5] because local spatial frequency analyzers are presumably present in

V1 [21]. The parameters of visual stimuli on VEFs should follow those used for

conventional scalp VEP guidelines [5]. These parameters include the stimulus size

or spatial frequency, their contrast, the size of the field of presentation, the mean

luminance of the field and background, and the temporal frequency [2]. In particu-

lar, by selecting the appropriate pattern element size, one can predominantly

stimulate the fovea or the peripheral retina. Smaller-sized patterns somewhere

between 10 and 150 of arc preferentially stimulate the fovea, while patterns
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subtending more than 30–400 of arc stimulate both the fovea and extrafoveal region

[2]. To distinguish and analyze the visual areas of the left and right hemispheres,

partial visual stimulation such as the left- or right-half visual fields or the quadrant

visual fields are suitable [4].

In healthy people, VEFs elicited by pattern-reversal stimulation are

characterized by three major components with latencies of 75–90, 100–120, and

145–160 ms, which are termed M75, M100, and M145, respectively [2, 22–24]

(Fig. 8.2). These components correspond to the N75, P100, and N145 components

of pattern-reversal VEPs [2]. The equivalent current dipoles (ECDs) of three VEF

peaks have been estimated in V1 [2, 22–24]. It is important to understand that VEFs

on foveal stimulation are much smaller than those on peripheral stimulation

because of dipole direction [26–28], whereas VEPs on foveal stimulation are

much larger than on peripheral stimulation [2, 26].

There have been several VEF studies using checkerboard pattern stimulation in

cases with structural lesions adjacent to the visual pathway, such as the optic chiasm

and occipital lobe [19, 20, 29, 30]. For example, in patients with compressive

Fig. 8.2 Simultaneous recording of pattern-reversal VEFs and VEPs in a representative normal

participant. In VEFs to the right hemifield stimulation, the M75, M100, and M145 waves are

elicited in the left occipital area. However, VEPs show the right dominant occipital N75, P100, and

N145 waves during the right hemifield stimulation (known as “paradoxical lateralization” [25])

(a). The contour map of magnetic fields at the peak of M100 demonstrates the dipole pattern in the

occipital area (b). Abbreviations: VEFs visual evoked magnetic fields, VEPs visual evoked

potentials
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lesions of the optic chiasm, latencies of M75, M100, and M145 waves in temporal

half-visual field stimulation were delayed more than those in nasal visual stimula-

tion [29]. In patients with right lower quadrantanopsia after left parietal lobe

lesionectomy, the M100 was obviously attenuated and delayed in the lesioned

hemisphere [29]. In another study [30], VEFs for monocular hemifield pattern-

reversal stimuli were recorded in patients with occipital lesions. VEFs were not

detectable for the corresponding visual stimuli or the M100 latency was delayed in

patients with homologous hemianopsia. In contrast, the M100 source was estimated

on the calcarine fissure in patients with no visual deficits, even in patients with

lesions adjacent to the V1 [30]. Thus, VEFs can provide a noninvasive method to

objectively evaluate visual field deficit in patients with optic chiasm or occipital

lesions. Accordingly, modulation of latency, amplitude, source localization, and

source orientation of VEFs are useful for presurgical planning [19, 20, 30, 31].

When VEFs for isoluminant color stimuli were recorded, we can evaluate the

function of the P-pathway selectively [2, 32]. In this condition, M120 was evoked,

and ECDs of M120 were estimated in V1 [2, 32, 33]. M120/N120 (electrical

equivalent of M120) abnormalities were reported in disorders showing the

impairment of the P-pathway such as strabismic amblyopia [34], optic neuritis

[35], and autism spectrum disorders [36]. Therefore, the exploration of M120/N120

abnormalities may detect subtle functional changes in V1 in several neurological

and psychiatric disorders.

8.3.2 ERFs for Higher-Level Visual Pathway

For testing the higher-level visual pathway, ERF methods can be used. Similar to

VEFs, ERFs offer an advantage over ERPs for localization of the anatomical

sources of evoked brain activity.

8.3.2.1 Ventral Pathway
Category-specific stimuli (faces, words, and objects) are useful for evaluating the

function of specialized processing modules of the fusiform gyrus within the ventral

stream [3]. ERF and ERP studies have shown that visual processes are specialized

for certain stimulus categories within the first 200 ms of stimulus presentation. Such

fast and specialized brain processes have most consistently been indexed by an

increased occipitotemporal M170/N170 component for faces and words compared

with control stimuli (e.g., faces compared with non-face objects, words compared

with non-orthographic strings of symbols or forms) [37–40]. In addition to ampli-

tude differences, the lateralization of the M170 can differ by category; M170/N170

is right lateralized for faces, smaller and bilateral for objects, and as large for

printed words in the left hemisphere [3, 41, 42]. ECDs of M170 for faces have been

localized in fusiform gyri including FFA with right hemisphere dominance [43, 44]

(Fig. 8.3). In contrast, ECDs of M170 for words are estimated in the left fusiform

gyrus including VWFA [43, 45] (Fig. 8.4).
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Face stimuli are used when investigating disorders of face perception. Several

ERF/ERP studies report the lack of or smaller M170/N170 in response to faces in

acquired or congenital prosopagnosia (impairment of face recognition) [46–

48]. Other ERF/ERP studies with congenital prosopagnosia have found attenuation

or absence of face selectivity (no difference in amplitude between faces and other

visual stimuli) in the M170/N170 response [49, 50]. Similarly, a functional mag-

netic resonance imaging (fMRI) study showed no differentiation in FFA activity

between faces, houses, and other objects in congenital prosopagnosia [51]. Thus,

the M170/N170 component for face stimuli is useful for evaluating FFA dysfunc-

tion. Additionally, in recent systematic review of face-specific ERFs and ERPs,

abnormalities of M170/N170 responses were observed in various neurological or

psychiatric disorders [52]. These included attention-deficit/hyperactivity disorder,

alcohol dependence, Alzheimer’s disease (AD), autism spectrum disorders, bipolar

Fig. 8.3 ERFs for face stimuli in a representative normal participant. The full view of the MEG

sensor array shows the right dominant occipitotemporal M170 (a). The contour map of magnetic

fields at the peak of M170 demonstrates the dipole pattern in the right occipitotemporal area (b).
The ECD is projected onto the participant’s MRI and located in the right occipitotemporal area (c).
The MNE solution provides source distribution maps at the peak of M170; dominant current

sources are distributed over the right occipitotemporal area (d). Abbreviations in this and

subsequent figures: ERFs event-related magnetic fields, MEG magnetoencephalography, ECD
equivalent current dipole, MNE minimum norm estimate
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disorder, bulimia nervosa, fibromyalgia, Huntington’s disease, major depressive

disorder, Parkinson’s disease, schizophrenia, and social phobia [52]. In schizophre-

nia, there was consistent evidence of smaller amplitudes for N170 to both emotional

and nonemotional faces in a variety of tasks [52]. Accordingly, N170 is useful as a

diagnostic aid in schizophrenia. A lack of N170 amplitude modulation to different

emotional faces [53] and N170 insensitivity to face inversion [54] were also

observed. In other disorders, smaller amplitudes or slower latencies of the M170/

N170 component were frequently observed when using emotional stimuli. This

suggests the impairment in facial affect processing rather than configural face

processing. Therefore, M170/N170 abnormalities hold promise as diagnostic and

treatment monitoring biomarkers for social dysfunction [52].

Word stimuli can be applied to reading disorders (dyslexia). Dyslexia is defined

as a circumscribed difficulty in the acquisition of reading and writing skills despite

adequate schooling and normal range of intelligence [55]. An ERF study reported

Fig. 8.4 ERFs for word stimuli in a representative normal participant. The full view of the MEG

sensor array shows the left dominant occipitotemporal M170 (a). The contour map of magnetic

fields at the peak of M170 demonstrates the dipole pattern in the left occipitotemporal area (b). The
ECD is projected onto the participant’s MRI and located in the left occipitotemporal area (c). The
MNE solution provides source distribution maps at the peak of M170; dominant current sources

are distributed over the left occipitotemporal area (d)
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that, unlike controls, adults with developmental dyslexia failed to show activation

of the left inferior occipitotemporal cortex within 150 ms after the presentation of

written words [56]. Supporting this view, fMRI studies recording participants with

developmental dyslexia while they are reading have consistently reported

underactivation of the left VWFA [57]. These ERFs and fMRI findings suggest a

persistent deficit in VWFA specialization in patients with developmental dyslexia.

Accordingly, the M170 for words is useful for evaluating reading disorders.

Yamasaki et al. [58] applied category-specific ERPs using faces, words, and

objects to a unique case of multiple sclerosis with visual object agnosia and

prosopagnosia without pure alexia [58]. MRI revealed white matter lesions in

ventral parts of the temporo-occipital lobes including the fusiform and lingual

gyri and inferior longitudinal fasciculi. Fluorodeoxyglucose-positron emission

tomography also demonstrated decreased glucose metabolism in the ventral parts

of the temporo-occipital lobes, with right dominance. In category-specific ERPs,

the patient’s N170 amplitude in response to faces and objects was significantly

lower than that of normal controls, while N170 responses to words were normal. It

is likely that this patient had a selective impairment of processing modules of

objects and faces without that of words within the higher-level ventral stream.

These electrophysiological findings were consistent with neuropsychological and

neuroimaging examinations [58]. Therefore, category-specific ERFs/ERPs are use-

ful to evaluate the functional impairment of subdivisions of the ventral pathway.

8.3.2.2 Dorsal Pathway
Motion stimuli can be useful for examining higher-level dorsal stream function.

Visual motion stimuli can be characterized by the direction of motion: linear

translation, rotation, expansion and contraction, and motion in depth. One particu-

larly useful stimulus is the random dot kinematogram, in which the overall motion

is extracted from a set of coherently and/or incoherently moving subunits. A

distinction should also be made between real motion, apparent motion (stepwise

dislocation), and illusory motion (motion aftereffects, etc.) [2]. Coherent motion

stimuli using random dots have been widely used in psychophysical, electrophysi-

ological, and neuroimaging studies to investigate global motion processing

[3]. Coherent global motion, such as radial optic flow and horizontal motion, has

been used in a number of studies [3]. Radial optic flow motion is a type of complex

visual motion related to self-motion perception [59], while horizontal motion refers

to simple unidirectional motion. As mentioned earlier, the dorsal stream is divided

into two functional streams, the v-d stream and the d-d stream [60]. The d-d stream

(SPL) is more closely related to horizontal motion processing, while the v-d stream

(IPL) is important for optic flow motion processing [3, 61]. ERF/ERP studies

reported that perception of these stimuli was associated with two major components

(M170/N170, M200/P200) [3, 61] (Fig. 8.5). The occipitotemporal M170/N170

exhibited a V5/MT origin [3, 61] and was evoked by both types of stimuli. In

contrast, the parietal M200/P200 was found to originate in IPL and was only

elicited by optic flow motion stimuli [3, 61].
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Disturbance of motion perception is caused by parietal lobe dysfunction in AD

[62] as well as in stroke and brain trauma. To our knowledge, there have been no

MEG studies on motion processing in patients with impaired motion perception

including AD or mild cognitive impairment (MCI, the prodromal stage of AD). In

contrast, several ERP studies using coherent motion stimuli have been reported in

patients with AD or MCI [63–66]. Kavcic et al. [63] and Fernandez et al. [64]

recorded ERPs in response to radial optic flow and horizontal motion in AD and

healthy older controls. Patients with AD showed smaller N200 (corresponding to

N170 in the present review) for both radial optic flow and horizontal motion stimuli

compared with healthy controls. Abnormality in N200 for optic flow was well

correlated with psychological tests such as navigational abilities [63]. These data

suggest a deficit in extrastriate visual cortical motion processing in AD. Kubová

and collaborators [62] recorded pattern-reversal VEP and motion ERPs (transla-

tional and radial movement) in patients with mild to moderate AD. Pattern-reversal

Fig. 8.5 ERFs for coherent optic flow motion stimuli in a representative normal participant. The

full view of the MEG sensor array shows the occipito-temporoparietal M170 and M200 (a). The
contour map of magnetic fields at the peak of M170 demonstrates the dipole pattern in the

occipitotemporal area (b). The ECD is projected on to the subject’s MRI and located in the

occipitotemporal area (c). The MNE solution provides source distribution maps at the peak of

M170; dominant current sources are distributed over the occipitotemporal area (d)
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VEPs were comparable in AD patients and controls. However, there was a signifi-

cantly smaller N2 (corresponding to N170 in the present review) ERP peak ampli-

tude in response to motion stimuli (particularly, radially moving stimuli) in AD

patients. This result implies a dysfunction in the higher-level dorsal cortical stream

in AD. Yamasaki et al. [66] also evaluated motion perception in MCI and AD

patients. The authors found no significant differences in N170 responses for both

optic flow and horizontal motion stimuli between MCI patients and healthy

controls. However, a significantly prolonged P200 latency for optic flow stimuli

was observed in MCI patients compared with healthy controls. Therefore, within

the dorsal stream, the v-d stream (IPL) related to optic flow perception, but not the

d-d stream (SPL), is selectively impaired in MCI patients [66]. Furthermore,

Yamasaki et al. [66] also investigated the dorsal stream function in patients with

moderate AD. Patients with AD showed a prolongation of N170 for both optic flow

and horizontal motion stimuli and of P200 for optic flow motion compared with

healthy older and MCI patients. These results indicate that MCI patients exhibit a

selective impairment of higher-level processing in the dorsal stream (v-d stream

including IPL). Conversely, AD patients show an impairment in the distributed

higher-level dorsal stream (both v-d and d-d streams including IPL, SPL, and

V5/MT) [66]. In addition, N170 latency for both optic flow and horizontal motion

and P200 latency and amplitude for optic flow were significantly correlated with the

neuropsychological test. In particular, optic flow-specific P200 was the most highly

correlated to the neuropsychological test [66]. Consequently, coherent motion

stimuli can be useful in the examination of dorsal stream function.

8.4 Conclusions

In this review, we describe the clinical applications of VEFs and ERFs to patients

with various types of visual dysfunction. We believe that the manipulation of visual

stimulus parameters of VEFs and ERFs enables us to explore the function of distinct

parallel visual pathways at different levels. Therefore, we propose that VEFs and

ERFs with appropriate visual stimuli provide valuable and useful information for

diagnosis, characterization, and therapeutic decisions in patients with visual dys-

function in various neurological and psychiatric disorders. However, ERFs have not

been yet applied to clinical evaluation compared with VEFs. Accordingly, we hope

that clinical application of ERFs as well as VEFs becomes more popular in the

future.
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Abstract

Magnetoencephalography (MEG) is one of the best ways to analyze neural

function. In particular, MEG is valuable for assessing brain activity in children

with epilepsy, because it is noninvasive and can be used multiple times for the

same patient, thus enabling changes in epileptogenicity to be monitored as a

child’s growth.

Conventional MEG analysis is not always able to define the epileptogenic

area. To this end, the single-dipole analysis tools can resolve localized epileptic

MEG discharges and demonstrate equivalent current dipoles (ECDs) in cerebral

cortex. However, diffuse or multifocal epileptic activities are not suitable for

such ECD analyses, because the formula underpinning the single-dipole method

assumes a circumscribed epileptogenic area. In this chapter, we discuss an

alternative MEG tool whereby spatial filtering analysis is used for widespread

or multifocal epileptogenic areas. Furthermore, we performed time-frequency

analysis on a patient with symptomatic localization-related epilepsy who

showed rhythmic activities as subclinical electrical discharges.

In conclusion, the single-dipole method, spatial filtering analysis, and time-

frequency analysis could successfully resolve an epileptogenic area in patients

with epilepsy. Thus, MEG analysis is potentially useful for presurgical evalua-

tion or the diagnosis of epileptic syndromes for almost every patient with

epilepsy.
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9.1 Introduction

Clinical applications of magnetoencephalography (MEG) should be expanded in

the field of child epilepsy, first, because MEG can demonstrate valuable informa-

tion about epileptogenicity noninvasively and, second, because a patient can

undergo MEG multiple times to monitor changes in epileptogenicity during the

child’s growth.

MEG analysis is now established as an indispensable presurgical tool to evaluate

candidates for epileptic surgery. In addition, MEG can also generate valuable

information for the precise diagnosis of epileptic syndrome, though this application

necessitates further development of appropriate methods of analysis to evaluate

various kinds of epileptic activities.

In this chapter, we introduce a system of evaluating epileptic current in patients

with epilepsy and further demonstrate the valuable role of MEG in this clinical field.

9.2 Methods

9.2.1 MEG Data Acquisition

MEG data were recorded using 204-channel helmet-shaped gradiometers (Vector

View, Elekta AB, Stockholm, Sweden) at a 600-Hz sampling rate and then digitally

filtered with a band-pass from 3 to 30 Hz for offline analysis. Segments containing

abnormal paroxysms were identified manually.

9.2.2 Approach for Appropriate Analyses of Epileptic Current

ECD analysis is applicable for patients with localized epileptic foci, although this

analysis is widely used and is available via preinstalled software in almost every

MEG machine. In the first step of a MEG analysis or trial evaluation for epileptic

spikes, ECD analysis is widely used because for the first screening of epileptic

patients, we have to concentrate on the whole-brain MEG activity in a single view

to select the most appropriate analysis method(s) for each patient. For localizing

epileptiform activity, ECD analysis is applicable. Diffuse activity is not applicable

for ECD analysis but for spatial filtering analysis, such as dynamic statistical

parametric mapping (dSPM). Low-voltage fast activity, such as subclinical dis-

charge or ictal activity, is not applicable for ECD analysis, since the signal to noise

ratio is low. Time-frequency analysis can calculate the major gravity of distribution

of the low-voltage oscillation and demonstrate the propagation of rhythmic activity.

9.2.3 Equivalent Current Dipole

Individual spikes were aligned on the basis of the peak latency and then analyzed.

The distribution of brain activity generating the spikes was determined using a
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source estimation approach, the equivalent current dipole (ECD) model. This model

is appropriate when the underlying brain activity is focal, i.e., restricted to a

relatively small region of the brain.

ECDs were calculated with xfit software (Elekta Neuromag Oy, Helsinki,

Finland) using the single-dipole model. The conductivity geometry of the head

was assumed to be spherical and symmetrical. Dipoles were calculated for each

time-point measurement (every 2.5 ms) within 100 ms of each MEG spike. Results

from all sensors were analyzed, with no regions of interest selected. The initial

location for the iterative ECD fit was assumed to be under the sensor with the

largest signal, and the ECD with the best goodness of fit (GOF) was selected as

being representative of that particular MEG signal spike. The GOF is a measure of

how well the ECD model explains the measured signals, and a dipole fit was

accepted when the GOF was greater than 70 %. To visualize anatomical locations,

the ECDs were superimposed on the magnetic resonance imaging (MRI) generated

for each patient.

9.3 Direct Impact for Diagnosis of Epileptic Syndrome

Case 1: A 22-year-old boy with parietal lobe epilepsy (PLE). His seizures first

occurred at the age of 8 years, beginning with sensory auras (tingling in the right

hand) and evolving to right hemi-convulsion with his face and eyes deviated to the

right side. His seizures have been precipitated by touch on the right side of his body

and have occurred daily even with multiple antiepileptic drugs (AEDs). Initial scalp

electroencephalography (EEG) screening detected no significant epileptiform

discharges, and the patient was referred to our hospital. On performing MEG, we

demonstrated remarkable spikes in the left parietal region with corresponding EEG

spikes in the same area and ECDs accumulated in the postcentral gyrus (Fig. 9.1a).

According to the clustering ECD location, this patient had a cortical lesion with a

high signal on T2-weighted imaging (T2WI) in the vicinity of the central gyrus by

MEG-guided MRI scanning (Fig. 9.1b). [18F]-Fluorodeoxyglucose positron emis-

sion tomography (FDG-PET) also showed glucose hypometabolism at the left

postcentral gyrus. He could not attend junior high school for 3 years due to

Fig. 9.1 (a) Equivalent current dipoles (ECDs) of MEG spikes were located in the posterior bank

of the left central gyrus. The ECD of the somatosensory evoked field (SEF) localized the central

gyrus. (b) MRI with FLAIR image showed a high signal at the bottom of the central gyrus and

transmantle sign. Partial resection of the high-signal lesion was undertaken
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recurrent complex partial seizures and secondary generalized seizures before the

surgery. Furthermore, he was depressed by his disabled situation and prescribed

antidepressant. Partial resection at the lesion stopped his complex partial seizure,

but he retained abnormal sensation in the right upper arm (Fig. 9.1b). After his

surgery, however, the patient showed improved mood and was able to attend and

graduate from high school. His antidepressant prescription could be stopped, and he

is currently working as a technologist in a company.

Case 2: A 17-year-old boy with atypical benign partial epilepsy (ABPE) in

childhood. ABPE is characterized as childhood epilepsy with central-temporal

EEG spikes and continuous spike and waves during sleep (CSWS). Patients with

ABPE have multiple seizure types: focal motor seizures, atypical absence seizures,

and myoclonic astatic seizures including epileptic negative myoclonus (ENM) but

not tonic seizures [1]. Case 2 experienced his first seizure, a generalized tonic-

clonic seizure, during sleep at the age of 3 years. His seizures occurred every

2–3 months, and he was treated with carbamazepine (CBZ) initially and up to the

age of 7 years, when ENM occurred and the seizure frequency increased to more

than 100 times every day. He was referred to our hospital at the age of 7 years. At

this time, EEG showed CSWS, and MEG demonstrated concentrated spike sources

at the peri-sylvian and peri-rolandic area (Fig. 9.2a). These findings and the

patient’s clinical course were consistent with the diagnostic criteria of ABPE

[2]. His drug treatment was changed, with the CBZ replaced with ethosuximide

(ESM), after which his ENM decreased dramatically. By the age of 14 years, his

medication was stopped altogether, and the MEG spikes located unilaterally had

disappeared by the age of 16 years (Fig. 9.2b, c). He currently shows normal

intelligence and attends regular high school.

Fig. 9.2 (a) MEG showed concentrated MEG spike sources at the peri-sylvian and peri-rolandic

areas bilaterally at the age of 8 years. (b) MEG spikes were located at the left side unilaterally at

the age of 12 years. (c) MEG spikes were located at the left side unilaterally at the age of 15 years
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9.3.1 Short-Time Fourier Transform Analysis

Short-time Fourier transform (STFT) analysis may be used to reveal the distribution

of MEG polyspikes [15]. The MATLAB (MathWorks, Natick, USA) program was

used to execute the STFT for the MEG signals in this study. Each signal was

divided into small sequential frames, and fast Fourier transformation (FFT) applied

to each frame.

In the present study, the STFT was implemented using a 256-point window at

426.7 ms per window (i.e., 256 points� 1000 ms/600 Hz). The window was shifted

every four points, corresponding to 6.7 ms (i.e., 1000 ms/600 Hz � 4 points). The

fast Fourier transform method was applied to each window. This process was

repeated for all representative signals, and the time-frequency distributions were

displayed as graphs.

Fast Fourier transform was performed for frequencies in the ranges of 3–30 Hz,

30–50 Hz, and 50–100 Hz. A signal’s spectrum was considered to be aberrant when

it was isolated from the background frequency spectrum on the graph. Such

aberrant frequency spectra were superimposed onto the 3D-MRI reconstruction.

9.4 Direct Impact for Diagnosis of Epileptic Syndrome

Case 3: A 26-year-old woman with daily seizures. At the age of 2 months, she began

to have spasms with bilateral upper limb contraction and head nodding, and her

EEG showed hypsarrhythmia. She was diagnosed with West syndrome. After

ACTH therapy, her seizures were initially resolved; however, they relapsed after

a while. At the age of 2 years, she showed tonic posturing of the upper limbs and

myoclonic seizures that were refractory to various AEDs (valproate, CBZ, clonaz-

epam, phenobarbital, acetazolamide, and nitrazepam) as well as ketogenic diets. At

the age of 17 years, her seizures became epileptic spasms with series of transform

and tonic seizures. These seizures were symmetric from clinical findings, but her

head deviated to the left occasionally. Her interictal EEG showed paroxysmal fast

activities (PFAs) and bilateral frontal dominant diffuse spikes. Ictal EEG showed

diffuse desynchronization in her seizures. At 19 years of age, 99mTc-ECD-SPECT

showed hypoperfusion in the right frontal and temporal lobes dominantly. She was

diagnosed with unclassifiable epilepsy.

At the age of 17 years, this patient underwent MEG analysis with PFA captured

during the recordings. Although ECDs were located in bilateral hemispheres, most

were scattered in the right parietal area (Fig. 9.3c). The MEG showed PFA

corresponding to the EEG PFA in the right central-parietal-temporal area. Analysis

of the PFA by STFT showed a significant power spectrum in the range from 10 to

25 Hz. The 3D-MRI moving image showed generation of PFA in the right angular

gyrus that propagated contiguously to the postcentral gyrus and superior parietal

lobule (Fig. 9.3a).

Ictal EEG and MEG of epileptic spasms were obtained simultaneously. STFT

analysis before the onset of a clinical seizure showed a specific aberrant oscillation

band of 10–18 Hz, although the EEG showed no specific findings. The 3D-MRI
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moving image indicated that the specific oscillation band was generated in the right

inferior parietal lobule, while analysis by STFT during the onset of a clinical

seizure showed no specific aberrant oscillation. The high-power area of the PFA

overlapped with that of the ictal paroxysmal discharge in the MEG (Fig. 9.3b).

The case was diagnosed and treated as cryptogenic-generalized epilepsy,

suspected to be Lennox-Gastaut syndrome, and STFT analysis of the MEG

demonstrated cryptogenic-localized epileptogenic foci in the right frontal and

temporal lobes. STFT analysis also demonstrated the mechanism of the MEG

rhythmic activity: the ictal discharges, providing the most useful information for

the analysis of epileptogenic foci [3–5].

9.4.1 Dynamic Statistical Parametric Mapping (dSPM)

The dSPM method [6] is based on a noise-normalized minimum L2-norm estimate.

For such analysis, we used an anatomically constrained distributed source model

consisting of current dipole vectors located at each element; this model assumes the

sources are located in the cerebral cortex. The cortical surface was segmented from

the high-resolution MRI using FreeSurfer software [7, 8] and subsampled to about

2500 elements per hemisphere. For this estimate, the forward solution was calcu-

lated using a boundary element model (BEM) [9, 10] with conductivity boundaries

determined from the segmented MRI. Only the inner surface of the skull is needed

for MEG [10, 11].

The dSPM approach used to estimate the time course of activity at each cortical

location is based on the generalized least-square or weighted minimum-norm

solution [12, 13]; here, however, the estimate is normalized for noise sensitivity,

thus providing a statistical parametric map [6] and reducing variation in the point-

spread function between locations [14]. Simulations have suggested that the spatial

resolution is 15 mm or better [6, 14]. Maps were calculated at 2.5-ms intervals. The

significance of modulation at each site was calculated using an F-test [6, 15]. These
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Fig. 9.3 (a) Analysis of PFA by STFT showed a significant power spectrum in the range from

10 to 25 Hz. The 3D-MRI moving image showed that PFA was generated in the right angular gyrus

and propagated contiguously to the postcentral gyrus and superior parietal lobule. (b) In the ictal

period, STFT analysis before the onset of a clinical seizure showed a specific, aberrant, 10–18-Hz

oscillation band. The 3D-MRI moving image indicated that the specific oscillation band was

generated in the right inferior parietal lobule. (c) Although ECDs were located in bilateral

hemispheres, most ECDs were scattered in the right parietal area
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statistical maps differ from maps of estimated source strengths, since the estimated

noise variance is not constant across different cortical locations. However, since the

same noise covariance estimates are used at all time points for a given cortical

location, source strength at a given location over time is directly proportional to the

statistical map. The current approach thus provides dSPM of cortical activity,

similar to the statistical maps typically generated using fMRI or PET data but

with a millisecond temporal resolution.

9.5 Direct Impact for Diagnosis of Epileptic Syndrome

Case 4: A 21-year-old male patient with symptomatic/cryptogenic localization-

related epilepsy with unclassifiable epileptic focus. He experienced drug-resistant

recurrent seizures with impairment of consciousness from infancy. His EEG showed

a bilateral diffuse spike and wave complex (Fig. 9.4). The paroxysm occurred

frequently and was sometimes represented as rhythmic activity: subclinical

Fig. 9.4 Case 4, EEG and MEG. This patient’s EEG showed a bilateral diffuse spike and wave

complex. Paroxysm occurred frequently and sometimes represented as rhythmic activity: subclin-

ical discharge. The MEG also showed bilateral diffuse spike activity
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discharge. As for the EEG, his MEG showed bilateral diffuse spike activity (Fig. 9.4).

ECD analysis could not resolve the epileptogenic focus, because the activity was not

sufficiently localized to define the ideal single spike model. dSPM demonstrated the

change in spike activities with milliseconds resolution: the initial activity was

generated in the left fusiform gyrus, propagated to the right cingulate gyrus and

right fusiform gyrus (+12–46 ms), and then moved to the left fusiform gyrus, middle

and inferior temporal gyrus, and left superior frontal gyrus (þ62–194 ms) (Fig. 9.5).

Due to the significant advantage of MEG over EEG in spatial resolution, MEG

can show the evolution of epileptic current during the seizure. Furthermore, MEG

study can be performed repeatedly, since it can be done noninvasively. This

advantage is especially important for children.

Case 5: A 14-year-old patient with Lennox-Gastaut syndrome. He had tonic

seizures and atypical absence seizures. His EEG and MEG showed diffuse slow

spike and wave complex (Fig. 9.6). Gliosis was found at the marginal area circulated

by the middle and posterior cerebral arteries on diagnostic MRI. This lesion was

probably related to asphyxia during the perinatal period. dSPM of the epileptiform

discharges estimated the largest activation occurred during the spiking period in the

right inferior frontal and superior temporal gyri and then suddenly propagated widely

to the frontal and temporal lobes. The distribution of activity for the diffuse spike

rhythm was wider than that for the diffuse spike and wave complex (Fig. 9.7a, c).

By using spatial filtering analysis, MEG studies are suitable for both

localization-related and generalized epilepsy. MEG also has a significant advantage

over EEG in spatial resolution, thus providing additional useful information in the

diagnosis of epileptic syndromes.

Fig. 9.5 Case 4, dSPM. dSPM demonstrated the change in spike activities at milliseconds

resolution. The initial activity was generated in the left fusiform gyrus, propagated to the right

cingulate gyrus and right fusiform gyrus (þ12–46 ms), and moved to the left fusiform gyrus,

middle and inferior temporal gyrus, and left superior frontal gyrus (þ62–194 ms)
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9.6 For the Global Application of MEG for Every Patient
with Epilepsy

We performed MEG analyses for 109 cases with epilepsy: 85 cases with symptom-

atic localization-related epilepsy (SLRE), five cases with symptomatic generalized

epilepsy (SGE), 15 cases with idiopathic localization-related epilepsy (ILRE), two

cases with idiopathic generalized epilepsy (IGE), and two cases with undetermined

epilepsy (UDE). We initially performed single-dipole analysis for all cases, and the

findings from 83 cases (65 cases with SLRE, 12 cases with ILRE, three cases with

SGE, a case with IGE, two cases with UDE) were estimated as reasonable when

Fig. 9.6 Case 5, EEG and MEG. This patient’s EEG and MEG showed a diffuse slow spike and

wave complex
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compared to their seizure manifestation and other electroclinical findings. We then

used dSPM for the remaining cases, and 16 (ten cases with SLRE, three cases with

ILRE, two cases with SGE, a case with IGE) could be evaluated reasonably.

Finally, we applied SFT for the remaining ten cases, with reasonable findings

achieved.

By using a combination of the single-dipole method, spatial filtering analysis,

and time-frequency analysis, we successfully demonstrated the distribution of

epileptogenic areas in patients with epilepsy. These findings suggested that MEG

analysis could be useful for almost every patient with epilepsy during the

presurgical evaluation and diagnosis of epileptic syndromes.

Fig. 9.7 Case 5, dSPM. dSPM of epileptiform discharges estimated the largest activation during

the spiking period in the right inferior frontal and superior temporal gyri that then suddenly

propagated widely to the frontal and temporal lobes. The distribution of activity for the diffuse

spike rhythm was wider than that for the diffuse spike and wave complex
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Adult Epilepsy 10
Kazutaka Jin and Nobukazu Nakasato

Abstract

Both electroencephalography (EEG) and magnetoencephalography (MEG) mea-

sure the same underlying brain activities. The greatest advantage of MEG is that

source estimation techniques are easier to apply for MEG than for EEG. Mag-

netic source imaging (MSI) of interictal spikes as part of presurgical evaluations

is one of the most successful clinical applications of MEG. MSI provides

additional information to conventional presurgical evaluations by other non-

invasive modalities in some patients with intractable epilepsy, especially those

with neocortical/extratemporal lobe epilepsy or epilepsy with normal magnetic

resonance imaging (MRI). MSI is recommended for the following situations:

(1) no clear hypothesis regarding ictal onset, (2) insular onset suspected,

(3) interhemispheric onset (especially frontal) suspected, (4) mesial temporal

onset suspected without clear evidence of hippocampal sclerosis on MRI,

(5) intrasylvian onset suspected, (6) multiple or very large epileptogenic lesion

on MRI, and (7) planned intracranial EEG (especially previous craniotomy

including revision epilepsy surgery). MSI can provide guidance for additional

electrode coverage for intracranial EEG and the extent of the resection area

when planning surgery. A single tight cluster of MEG spike dipoles is well

correlated with ictal onset zone. Complete resection of the MEG focus often

results in seizure freedom after surgery.
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10.1 Introduction

Epilepsy is a disorder of the brain characterized by an enduring predisposition to

generate epileptic seizures and by the neurobiological, cognitive, psychological,

and social consequences of this condition. An epileptic seizure is defined as a

transient occurrence of signs and/or symptoms due to abnormal excessive or

synchronous neuronal activity in the brain [1]. Electroencephalography (EEG) is

the classical test used to measure and record such electrical activity. Magnetoen-

cephalography (MEG) is a more recent test that can detect the magnetic fields

induced by neuronal activity in the brain [2]. MEG has some advantages over EEG.

The major advantage of MEG is that source estimation techniques are easier to

apply for MEG than for EEG. In addition, the magnetic fields are not distorted by

the inhomogeneous conductivity of brain tissue, and the volume conduction effect

is often negligible. Consequently, MEG provides higher reliability and accuracy of

the estimated dipoles. Magnetic source imaging (MSI) of interictal spikes in the

presurgical evaluation of epilepsy is one of the most successful clinical applications

of MEG.

This chapter focuses on the clinical application of MEG for adult patients with

epilepsy, especially focal epilepsy.

10.2 Comparison Between EEG and MEG

EEG and MEG both measure the same underlying brain activities [2]. The detect-

ability of discharges is dependent on the orientation of the current dipoles. MEG has

higher sensitivity to tangential sources, whereas EEG is better at detecting radial

sources [3]. Completely tangential or radial spikes are very rare in the clinical

setting of patients with epilepsy, and epileptic spikes usually contain both

components. Therefore, spikes can be simultaneously captured by both EEG and

MEG in most patients. However, the number of epileptic spikes may vary between

these modalities [4, 5]. Therefore, EEG and MEG are complementary in the

detection of interictal spikes. Simultaneous EEG and MEG recording also

influences the spike identification in each modality, and combined data from both

modalities increase the sensitivity and specificity of the spikes.

A few systematic studies have compared EEG and MEG spike source

localizations obtained with simultaneous recordings. Early studies with a small

number of MEG sensors showed that both EEG and MEG dipole modeling gave

good concordance with electrocorticography findings [6, 7]. However, MEG was

considered to achieve superior localizing accuracy compared to EEG. Recent

studies with whole-head systems showed that one modality was likely to be better

than the other, but which modality depended on individual patients [8–12]. Com-

parison of source localization results with EEG and MEG using three spherical

shells and a boundary element method volume conductor model found that the

effect of the volume conductor model was different in each modality but was

apparently small enough to neglect in the clinical setting (differences
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Fig. 10.1 EEG and MEG

source localization of

interictal spikes in 41-year-

old female with intractable

epilepsy due to cortical

dysplasia in the dorsal peri-

rolandic region. Upper and
lower rows, raw waveforms

of interictal spikes on EEG

(upper row) and MEG (lower
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T1-weighted MR images
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indicated by the arrowhead.
Both EEG and MEG spike

sources were close to the MR

imaging lesion. Raw EEG
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<5–20 mm) [13]. We also reported that both EEG and MEG are equally useful to

estimate averaged spike sources arising from a single focal epileptogenic lesion in

the dorsal peri-rolandic area (Fig. 10.1) [14]. In addition, the clinical value of MEG

is often compared with that of scalp EEG in terms of costs and benefits.

10.3 Temporal Lobe Epilepsy (TLE)

The effectiveness of MEG is limited in mesial TLE compared to neocortical

epilepsy because MEG spike localization does not indicate the epileptogenic

focus in the mesial temporal region [15, 16]. Typical anterior and middle temporal

spikes/sharp waves in scalp EEG or MEG are known to be generated in the anterior

and lateral temporal neocortex and do not arise directly from the mesial temporal

structures, based on the results of simultaneous recordings with intracranial EEG.

MSI can identify which compartments of the temporal lobe are involved in epileptic

discharges and may be helpful for the noninvasive classification of subtypes

of TLE.

Patients with TLE are classified into the following three subgroups: anterior

horizontal, anterior vertical, and posterior vertical types (Fig. 10.2) [11, 17,

18]. Spikes localized in the anterior temporal region suggest the diagnosis of mesial

TLE. These spikes are classified into spikes in the temporal tip with horizontal

orientation to the temporal lobe axis (anterior horizontal type) and spikes in the

superior or basal temporal cortex with vertical orientation (anterior vertical type).

On the other hand, spikes localized vertically in the posterior temporal region

(posterior vertical type) are seen frequently in patients with lateral TLE (neocortical

TLE).

10.4 Extra-TLE

MEG and intracranial EEG show concordance in spike localization in patients with

extra-TLE [6, 7, 19–24]. Both detection and localizing accuracy of MEG spikes can

be better in the extratemporal region than in the temporal regions [22, 24]. Resection

of the irritative zone defined by MEG is correlated with better postoperative seizure

outcome [20, 25]. In particular, a single tight cluster of MEG spike dipoles is well

correlated with ictal onset zone, and complete resection of the area leads to better

seizure outcome [26]. On the other hand, multiple clusters of MEG spikes suggest

multiple or extensive epileptogenic zones, which should be evaluated by intracra-

nial EEG before planning resective surgery [27]. MEG is useful in diagnosing

insular epilepsy/opercular epilepsy because tangential dipoles generated in the

insular/opercular region are more easily detected by MEG than by scalp EEG.

MEG spikes in the insula can be seen in 60–100 % of patients with insular epilepsy

detected by other means [28–30].
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10.5 Presurgical Evaluations

MEG can be used as a method of presurgical evaluation. A few large studies have

evaluated the additional value of MEG findings on conventional other modalities. A

retrospective review of the presurgical evaluations of 104 epilepsy patients to

evaluate the contribution of MEG relative to the other modalities classified the

MEG findings into “additional information affecting decision about treatment

and/or invasive recordings” in 11 %, “additional information” in 24 %,

R

R

Fig. 10.2 Typical example of each subtype of equivalent current dipole (ECD) patterns in

patients with temporal lobe epilepsy. Single ECD model was used for source estimation of

epileptic spikes. Circles and bars indicate locations and orientations of dipoles. Left column,
typical example of anterior horizontal type in 30-year-old female with left hippocampal sclerosis.

ECDs of her left temporal MEG spikes were localized in the temporal tip with a horizontal

orientation to the temporal lobe axis. Middle column, typical example of anterior vertical type in

67-year-old male with left hippocampal sclerosis. ECDs of his left temporal MEG spikes were

localized in the tip of superior temporal cortex with a vertical orientation. Right column, typical
example of posterior vertical type in 42-year-old female with right temporal lobe epilepsy. Her

MRI was normal, but FDG-PET showed hypometabolism in right temporal lobe. ECDs of her right

temporal MEG spikes were localized in the posterior temporal cortex with a vertical orientation
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“confirmation” in 54 %, “no contribution (no spikes)” in 10 %, and “contradiction”

in 2 %. Thus, MSI provided additional clues as to the location of epileptogenic

activity in 35 % of these operated cases [23].

A prospective study evaluated the impact of MSI results on planning of intracra-

nial electrode placement in 77 patients. MSI indicated the need for additional

electrode coverage in 18 (23 %) of 77 patients with intracranial EEG. In seven

(39 %) of these 18 patients, ictal onset patterns on intracranial EEG involved the

additional electrodes indicated by MSI. MSI spike localization increases the chance

that the ictal onset zone is sampled when patients undergo intracranial EEG for

presurgical evaluations [31].

A similar prospective study assessed the clinical added value of MSI in the

presurgical evaluation of 70 patients with refractory focal epilepsy, including

21 patients with extratemporal epilepsy, 38 with temporal epilepsy, and 11 with

undetermined localization epilepsy. MSI showed interictal epileptiform discharges

in 52 patients (74.5 %) and changed the initial management in 15 patients (21 %).

MSI-related changes were significantly more frequent in patients with

extratemporal or undetermined localization epilepsy compared with patients with

temporal epilepsy [32].

These studies imply that MEG may be crucial in estimating the epileptogenic

zone of some surgical candidates, especially patients with presumed extratemporal

or undetermined localization epilepsy. MSI can provide additional useful informa-

tion in surgical decision-making based on the information collected from other

modalities such as video-EEG monitoring, magnetic resonance imaging (MRI), and

2-deoxy-2[F-18]fluoro-D-glucose positron emission tomography (FDG-PET)

[23, 31, 32].

Which patients should undergo MEG as a part of presurgical evaluations? This

question is not easy to answer and should be decided based on the individual

situation of a patient. However, recommendations were reported as follows:

(1) no clear hypothesis regarding ictal onset, (2) insular onset suspected (see

Sect. 10.4), (3) interhemispheric onset (especially frontal) suspected, (4) mesial

temporal onset suspected without clear evidence of hippocampal sclerosis on MRI,

(5) intrasylvian onset suspected, (6) multiple or very large epileptogenic lesion on

MRI, and (7) planned intracranial EEG (especially previous craniotomy including

revision epilepsy surgery) [33].

Patients with no abnormalities on MRI are always challenging while considering

surgical indications. If both MRI and FDG-PET show no abnormalities, MEG

should be performed to obtain any localizing information as additional presurgical

evaluations. In patients with no abnormalities on MRI, MEG can indicate the

location of the irritative zone and guide the correct placement of intracranial

electrodes for better surgical planning or even obviate the need for invasive

recording. The distribution of MEG spike dipoles can provide information about

the extent of the ictal onset zone confirmed by intracranial EEG [34–36]. EEG

source localization is also useful for presurgical evaluation of patients with no

abnormalities on MRI [37]. Please see Sect. 10.2 for a comparison between EEG

and MEG source localization. In some patients without abnormalities on initial
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MRI, repeat MRI with high-resolution imaging and surface coil can reveal subtle

MRI abnormalities after obtaining localizing information from MSI [38, 39].

MEG has advantages for spike source localization of postoperative patients with

previous craniotomy, because magnetic fields are not distorted by skull defects and

other conductivity inhomogeneities (Fig. 10.3) [40, 41].

R

R

Fig. 10.3 Magnetic source imaging of interictal spikes in 20-year-old male with intractable

epilepsy due to cortical dysplasia in the right paracentral lobule. Preoperative fluid-attenuated

inversion recovery (FLAIR) MR images showed an abnormal hyperintense lesion in the right

paracentral lobule (left column). Preoperative equivalent current dipoles (ECDs) of his MEG

spikes were localized in the parietal interhemispheric area with orientation to the right side,

suggesting spike sources in the right medial parietal cortex close to the MRI lesion (middle
column). He underwent tailored cortical resection including both the MRI lesion and the MEG

spike area, which led to significant improvement of his seizures. But, he had residual seizures after

the surgery. Postoperative ECDs of his MEG spikes were localized just anterior to the resection

cavity (right column)
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10.6 Ictal MEG

Although MEG is less suitable for long-term monitoring to obtain ictal recordings

than EEG, ictal activity is occasionally recorded during routine MEG study by

chance. Source localization of ictal MEG activities was reported to be concordant

with intracranial ictal localization [42–44]. Some reports showed that ictal onset

activity on MEG was localized closer to the ictal onset zone on intracranial EEG

than interictal activity on MEG [45–47]. Patients usually undergo body movements

during seizures, resulting in massive artifacts which obscure ictal activities. How-

ever, recording of only the initial part of seizures would be useful, which could

indicate the precise localization of the ictal onset zone.

10.7 Source Modeling Algorithm Other Than Equivalent
Current Dipole (ECD) Modeling

An ECD model is most commonly used to estimate the distribution of interictal

epileptiform discharges and correlates well with the ictal onset zone as identified by

intracranial EEG. However, the ECD model cannot be applied to activities arising

from an extended area or multiple areas [48, 49]. Thus, other methods for

estimating the distribution of activities are needed, such as scanning methods

including multiple signal classification, current density methods including

minimum-norm estimate, and beam-forming methods including synthetic aperture

magnetometry [34, 50, 51]. A recent study described the use of multiple MEG

source estimation techniques and demonstrated that all algorithms had similar rates

of concordance with intracranial EEG [51]. The clinical significance of the results

provided by methods other than ECD is still under discussion, because the algo-

rithm is a “black box.”

10.8 Conclusion

Both EEG and MEG measure the same underlying brain activities. The greatest

advantage of MEG is that source estimation techniques are easier to apply for MEG

than for EEG. MSI of interictal spikes as part of presurgical evaluations is one of

most successful clinical applications of MEG. MSI provides additional information

to conventional presurgical evaluations by other noninvasive modalities in some

patients with intractable epilepsy, especially those with neocortical epilepsy/extra-

TLE or epilepsy with normal MRI. MSI provides guidance for additional electrode

coverage for intracranial EEG and the extent of the resection area when planning

surgery. Complete resection of the MEG focus often results in seizure freedom after

surgery.
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Abstract

Measuring local cerebral blood flow and metabolism by various mapping

methods, such as PET (positron emission tomography), SPECT (single-photon

emission computed tomography), perfusion computed tomography, MRI, and so

on, helps us to evaluate detailed functions of brain areas containing a focal

ischemic lesion, but does not necessarily represent neural activities of the areas.

Scalp electroencephalography (EEG), reflecting volume-conducted neural

activities, demonstrates that slow wave activity is dominant in an acute ischemic

cerebral region, but this technique presents major problems with the lack of

objective indices for brain functions and low spatial resolution. Magnetoenceph-

alography (MEG), an important new method in neuroscience to directly detect

neural activities with high spatial resolution, has been applied in stroke patients.

This chapter mainly describes the relation between magnetic responses and

cerebral ischemic changes from several stroke-related manuscripts.

Some papers stressed the clinical usefulness of MEG, for example, that slow

wave activities occur on the affected cerebral hemisphere and somatosensory

evoked potential becomes indicator of brain plasticity. However, other neuro-

physiological signal changes after stroke are various and not consistent. The

usage of MEG for assessing neural activities in an ischemic brain area has not

been fully established as yet. Therefore, more objective analysis of MEG

findings in ischemic conditions is needed for future development.
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11.1 Introduction

There are various correlations between electrophysiological and hemodynamic

responses in stroke, epilepsy, brain tumor, dementia, rehabilitation process, etc.

There are two main clinical approaches for cerebral vascular disease, especially

stroke. The first is measurement of cerebrovascular reserve capacity, evaluation of

which is very important to treat cerebral infarction. The other approach involves

determination of brain plasticity, which is an indicator of rehabilitation after

stroke [1].

Cerebral blood flow and metabolism can be measured by nuclear medicine

studies, such as single-photon emission computed tomography (SPECT) and posi-

tron emission tomography (PET), as well as by perfusion CT, MRI, and near-

infrared spectroscopy (NIRS). These methods have been established for diagnosing

and assessing cerebrovascular disease. Some reports have indicated that brain

plasticity can be evaluated by diffusion-weighted MRI or fMRI [2].

However, hemodynamics in cerebrovascular disease as assessed by these imag-

ing studies only indirectly reflects brain function.

On the other hand, electrophysiological studies like electroencephalography

(EEG) more directly reflect neural activity. It is well known that the slow wave

activity in EEG occurs in ischemic areas of the brain. On the other hand, scalp-

recorded EEGs are greatly affected by the skull itself. Electrophysiological signal

in small infarct lesions may be buried within normal signal findings in surrounding

areas and go undetected. Thus, routine EEGs are problematic because of low spatial

resolution and a lack of objective indices for quantitative measurement of brain
function. Magnetoencephalography (MEG) quantitatively measures magnetic

activity in the brain and may overcome some of these limitations of EEG. This

chapter mainly describes the relations between magnetic responses and cerebral

ischemic changes.

MEG is now performed with devices that can cover the entire head, thus

providing improved spatial resolution. MEG was first used in clinical research to

assess brain function and search for epileptic foci preoperatively in patients

undergoing neurosurgery. The usefulness of MEG for brain function evaluation in

other diseases has also been frequently reported, but its clinical use in diseases other

than epilepsy has been sparse, so it is still unclear what level of scientific evidence

exists for its utility outside of epilepsy.

Therefore, trends in clinical research of MEG in ischemic cerebral disease were

examined in a literature search to evaluate the level of scientific evidence for using

MEG in clinical evaluation.

11.2 Methods

A PubMed database literature search (http://www.ncbi.nlm.nih.gov/pubmed/) was

conducted with the keywords (stroke or cerebral ischemia) and (MEG or magneto-

encephalography) for publications dated between January 1990 and July 2014. A
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total of 62 papers were retrieved from this search regarding MEG based on the

titles, 28 of these papers were reviewed based on their abstract contents, and then,

focusing on the level of evidence, 14 papers that measured cerebral blood flow

(CBF) or used controlled comparisons were selected and reviewed.

Although it was difficult to directly compare these reports due to the nonunifor-

mity of presentation and varied ischemic conditions, some common results are

described.

11.3 Results 1

A total of 62 papers about MEG and cerebral ischemia were retrieved from the

literature search. These were then limited to original manuscripts, and 28 papers

were selected based on their abstract contents. These included reports about diag-

nostic criteria for cerebral ischemia and functional recovery/neuroplasticity after

stroke. They were further divided into reports about spontaneous cerebral magnetic

fields and evoked cerebral magnetic fields.

Evaluation of the use of MEG in functional recovery after stroke is reported

separately, and some reports about the evaluation of ischemia are described.

11.3.1 Diagnostic Criteria for Cerebral Ischemia in MEG

1. Spontaneous magnetic fields: slow waves occur after stroke

Affected side

• In areas surrounding lesions after stroke, MEG shows a decrease of high-

frequency components (gamma band) and an increase of low-frequency delta

(theta band) [3, 4].

• Increased theta waves are seen in the temporoparietal area of the affected side

[5] and correlate with misery perfusion [6].

• Slow waves are seen on the affected side in transient ischemic attack (TIA)

patients [7].

• The power of delta waves is correlated with the National Institute of Health

Stroke Scale (NIHSS) [8].

• Slow wave components are correlated with decreased N-acetylaspartate
(NAA) on MR spectroscopy [9].

• Slow wave activity during re-buildup in areas of impaired circulation in

moyamoya disease is seen in deep cortical sulci [10, 11].

Unaffected side

• Increased slow waves are also seen on the unaffected side [4, 12].

• Increased slow waves (delta) on the unaffected side may be clinically

correlated with symptom improvement [2].
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2. Evoked magnetic fields

SEF (somatosensory evoked fields)

• In stroke cases, asymmetry of localization of equivalent current dipoles

(ECDs) in N20m of the affected side [13], prolonged latency [14, 15],

abnormal waveforms [16], and decreased [12, 17] or increased ECD strength

[11, 15] are seen. This asymmetry is correlated with improvement of clinical

symptoms [12, 18].

• The SEF ECD component at N20m is correlated with the NIHSS [8].

• In parallel with decreased CBF, N20m dipole moment decreases and P30m

increases [19].

MEF (motor evoked fields)

• Shifts in source position and latencies are seen [20].

• Βeta band event-related desynchronization (ERD) is seen in motor areas and

the ipsilateral hemisphere [12].

• The amplitude of motor-related direct current (DC) signal (infra-slow MEG

signal) decreases in the affected hemisphere [21].

AEF (auditory evoked fields)

• The temporal lobe response on the affected side is decreased [22].

11.3.2 Functional Recovery, Plasticity, and Indices
of Reorganization

1. Spontaneous magnetic fields (slow waves)

• Slow waves on the affected side decrease with improved circulation after

surgical treatment [6, 23].

• Normalization of slow waves leads to a clinical improvement in

symptoms [12].

• Revascularization improves CBF and decreases theta bands, but there are no

changes in delta bands [23]. In another report, delta waves near the lesion did

not change during follow-up, and there was no correlation with clinical

symptoms [3].

• In TIAs, normalization of slow waves from the somatosensory cortex may be

an index of short-term functional recovery after stroke [24].

• In cases of aphasia due to stroke, delta waves (1–4 Hz) were seen near the

lesion, and a decrease of delta waves after speech therapy was associated with

good outcomes [25].

• Delta waves on the unaffected side and gamma waves on the affected side

may be indices of functional recovery.
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2. Evoked magnetic fields

• Improved SEF latency correlates with sensory improvement [14].

• Source power localized to S1 (SEF) and to M1 with finger tapping showed a

correlation with sensory and motor function improvement [26].

11.4 Results 2

Of the abovementioned 28 papers, 14 with high evidence levels, including mea-

surement of CBF or comparisons with normal controls, were further reviewed.

Table 11.1 describes their content in detail.

11.4.1 Target Diseases and Comparisons

Most papers discussed internal carotid artery or middle cerebral artery occlusion or

stenosis. One paper dealt with TIAs, and one paper was about moyamoya disease.

There were normal controls in 11 papers.

11.4.2 Analysis Methods

Spontaneous magnetic fields were measured in six studies, evoked cerebral mag-

netic fields were measured in six studies, and both spontaneous and evoked cerebral

magnetic fields were measured in one study. Among papers dealing with evoked

cerebral magnetic fields, four used median nerve stimulation, one used tactile finger

stimulation [15], one used auditory stimulation [4], and two used motor-related

magnetic fields [27, 28].

Most papers on evoked magnetic fields used a single equivalent current dipole

(ECD) method, but one used a spatial filtering technique (synthetic aperture mag-

netometry, SAM) [28]. Measurement of spontaneous magnetic fields included

analysis of the waveforms themselves, analysis of magnetic field distribution

using ECDs, analysis using a spatial filtering technique (standardized

low-resolution brain electromagnetic tomography, sLORETA) [23], and analysis

using power spectral density (PSD) [4].

One paper showed the relation between direct current (DC)-MEG signal and

near-infrared spectroscopy (NIRS) for a finger movement task [27].
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Fig. 11.1 A 54-year-old male with temporoparietal theta activity (TPTA) detected by MEG. (a)
Digital subtraction angiogram showing stenosis (arrow) of the right internal carotid artery. (b)
T2-weighted MR image showing a right striatocapsular infarct lesion. (c) SPECT scan showing

flow reduction in the territory of the right middle cerebral artery. (d) MEG waveforms, detected in

the awake condition with the eyes closed using the latitudinal and longitudinal tangential

derivatives of 204 planar-type gradiometers, showing TPTA in the right hemisphere. (e) Isofield
map at a typical peak of TPTA (broken line in the inlet square of D), showing a single dipole

pattern. The arrow shows the approximate location and orientation of the equivalent current dipole

(ECD) of TPTA over the right temporal area. (f) ECDs at ten similar peaks of TPTA to (d) and (e)
projected onto three orthogonal MR images. Circles and bars indicate the ECD location and

orientation, respectively (Ohtomo et al. [15])
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11.4.3 Cerebrovascular Measurements

Six papers described measurement of CBF, including five that measured cerebro-

vascular reserve capacity. Three papers discussed areas of decreased cerebrovascu-

lar reserve (penumbra). They mainly described the correlation with areas of slow

wave appearance and discussed postoperative improvement. Ohtomo and

coworkers [6] demonstrated typical temporoparietal theta activity (TPTA) in ische-

mic lesion in Fig. 11.1 and the relation between cerebral circulation and TPHA in

Fig. 11.2. Sakamoto and coworkers [23] showed the changes in slow wave activity

between pre- and postsurgical anastomosis after stroke in Fig. 11.3.

11.5 General Remarks

Low-frequency activity often appears near ischemic foci and in an ischemic

hemisphere, and these waves also tend to occur in the temporoparietal area [5]. In

addition, with improved cerebral blood flow (CBF), slow waves, particularly

theta band activity, usually disappear [6, 23]. However, this phenomenon is not

Fig. 11.2 Resting regional cerebral blood flow (rCBF) and regional cerebrovascular reactivity

(rCVR) in the middle cerebral artery territory of 112 hemispheres in 56 patients with or without

temporoparietal theta activity (TPTA). Dashed vertical and horizontal lines indicate the criteria

for reduced rCBF (43.4 ml/100 g brain/min) and reduced rCVR (10 %) as defined in normal

subjects in our institute. Note that TPTA was detected in six of nine hemispheres in the patients

with both reduced rCBF and reduced rCVR (Ohtomo et al. [15])
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Fig. 11.3 (a) A 70-year-old man with the severe stenosis of right internal carotid artery showed

slow wave activity in preoperative state by sLORETA of MEG. (A) MRI (FLAIR) showed no

severe cerebral infarction, excluding old infarct lesion in the left parietooccipital area (arrowhead)
and multiple lacunar infarctions in bilateral basal ganglia and periventricular white matter. (B)
Cerebral angiography showed N90 % stenosis of the C5 segment of the right internal carotid artery

(arrow). (C, D) 15O-gas PET showed reduced CBF (C, 32.5 ml/100 g/min) and increased OEF (D,

73.3 %) in the right cerebral cortex. (E) Quantitative imaging of cerebral neuromagnetic fields

using sLORETA-qm in four frequency bands showed distribution and increased intensities of slow

waves dominantly in the parietooccipital area of the right cerebral hemisphere. Distribution of

slow waves was also recognized in the left parietooccipital area and periventricular white matter

corresponding with old infarct lesion (Sakamoto et al. [19]). (b) Postoperative investigations in

same case. (A) MRI (DWI) showed no additional infarction in any area of cerebrum. (B) Cerebral
angiography showed recovery of stenosis after CAS of the right internal carotid artery (arrow). (C,
D) 15O-gas PET showed increased CBF (C, 38.0 ml/100 g/min) and decreased OEF (D, 47.1 %) in

the right cerebral cortex. (E) Quantitative imaging of cerebral neuromagnetic fields with

sLORETA-qm in each frequency band showed decreased intensities at 2–4 Hz, 4–6 Hz, and

6–8 Hz in the parietooccipital area of the right cerebral hemisphere, although no apparent change

of intensity at 0.3–2 Hz was observed compared with preoperative data (Sakamoto et al. [19])
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necessarily seen in all cases, so using changes in slow waves as an objective index

of a penumbra can be unreliable.

Many investigators have reported a decreased SEF N20m response to median

nerve stimulation in an ischemic hemisphere, but it is difficult to determine whether

this signifies complete ischemia or a penumbra.

MEG reflects activity in the sulcal cortex, whereas EEG also reflects activity in

the sulcal and gyral cortex activity. On the other hand, MEG uses large number of

channels (> 100 sensors on the whole head), so MEG can detect brain function

over a wider area. Furthermore, its spatial resolution is much better than that of

EEG. MEG directly detects magnetic fields because it is unaffected by the skin and

bones and is, therefore, quantitatively superior to EEG. Moreover, MEG and MRI

images can be fused, making it convenient for clinical application, such as neuro-

surgical navigation techniques.

MEG is a noninvasive technique to quantify neural activity, but it is not yet an

established method for evaluating cerebral ischemia. The use of new analytical

methods, including spatial filtering, not only measuring spontaneous magnetic

fields but also objectively assessing neural activity when patients perform simple

tasks [28], is a novel approach using cerebral magnetic fields to evaluate ischemic

cerebrovascular disease.

11.6 Summary

1. Slow waves appear on the affected side in patients with stroke.

2. Slow waves are seen in areas of decreased blood perfusion (often the

temporoparietal area) in patients with cerebrovascular occlusion.

3. The first peak of the somatosensory evoked field (SEF) in the ischemic hemi-

sphere may decrease, may disappear, or be abnormal.

11.7 Conclusion

This section examined trends in clinical research and reviewed the scientific

evidence, based on a literature search, for the use of MEG in evaluating ischemic

cerebrovascular disease. MEG could not absolutely evaluate brain plasticity and

circulation. Although it is complete as an alternative device to other modalities, a

few papers reported a relatively high level of evidence for using MEG in diagnosis

and treatment planning. MEG may be superior to scalp EEG in assessing ischemic

changes in neural function.

MEG may also be useful to objectively evaluate neurological function, other

than from the perspective of cerebral blood flow and metabolism, in patients with

ischemic cerebrovascular disease.
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Neurodegenerative Disorders 12
Isamu Ozaki and Isao Hashimoto

Abstract

Scientific evidence of the efficacy of magnetoencephalography (MEG) is cur-

rently lacking except in diagnosing epilepsy. In the present study, we performed

a review of clinical MEG studies on neurodegenerative disorders using a

website bibliographic survey. We searched MEDLINE for MEG papers on

neurodegenerative disorders published before December 2014 using the follow-

ing keywords: a representative diagnosis such as amyotrophic lateral sclerosis

(ALS) and magnetoencephalography or MEG. We further narrowed the search

to 30 papers based on the levels of evidence and abstract contents; 3 papers on

ALS, 18 papers on Parkinson disease, and 9 papers on multiple sclerosis were

included in the final review. Levels of evidence were classified as follows:

grade I, no paper; grade II, 19 papers; grade III, 2 papers; and grade IV, 9 papers.

The majority of studies were conducted with a small number of patients.

However, MEG has the advantage of being able to detect spontaneous activity

in small brain regions and to measure functional network activity between

multiple brain areas or coherent activity between deep brain nuclei and

distinct cortical areas. Accordingly, MEG allows the assessment of functional

changes in certain diseases and provides novel insights into disease-specific

pathophysiology, such as in Parkinson disease.
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12.1 Introduction

Although magnetoencephalography (MEG) provides noninvasive information

regarding the localization of epileptic foci in patients with epilepsy, scientific

evidence of the utility of MEG in diagnosing various other neurologic diseases,

defining disease status, and predicting disease progression or prognosis remains

lacking. To evaluate clinical utility of MEG in patients diagnosed as having

neurodegenerative diseases, we reviewed clinical MEG studies on neurodegenera-

tive disorders, including amyotrophic lateral sclerosis (ALS) or motor neuron

disease, multiple sclerosis (MS), Parkinson disease (PD), and spinocerebellar

degeneration, based on a website bibliographic survey. We identified MEG studies

on neurodegenerative disorders published before December 2014 by searching

MEDLINE using the following keywords: a representative diagnosis such as ALS

andmagnetoencephalography orMEG.We further narrowed the search to 30 papers

based on the levels of evidence and abstract contents; 3 papers on ALS, 18 papers

on PD, and 9 papers on MS were included in the final review. The evidence level

and recommendations were judged in each paper based on published criteria, as

shown in Table 12.1 [1]. In this chapter, we provide a brief overview of the clinical

and pathophysiological features of each abovementioned neurodegenerative dis-

ease and the current status of MEG research related to each disease. We further

discuss the present capabilities and future possibilities of MEG in relation to

neurodegenerative diseases.

12.2 Magnetoencephalography (MEG) in Amyotrophic Lateral
Sclerosis (ALS)

12.2.1 Clinical and Pathophysiological Features of ALS

Amyotrophic lateral sclerosis (ALS), often referred to as Lou Gehrig’s disease, is a

progressive neurodegenerative disease that affects both upper motor neurons in the

brain and lower motor neurons in the spinal cord. Amyotrophy means neurogenic

Table 12.1 Grades of recommendation and levels of evidence

Grade Level Type of evidence

A Ia Evidence obtained from meta-analysis of randomized-controlled trials

Ib Evidence obtained from at least one randomized-controlled trial

B IIa Evidence obtained from at least one well-designed controlled study without

randomization

IIb Evidence obtained from at least one other type of well-designed quasi-

experimental study

III Evidence obtained from well-designed nonexperimental descriptive studies,

such as comparative studies, cohort, and case–control studies

C IV Evidence obtained from expert committee reports or opinions and/or clinical

experiences of respected authorities
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atrophy of muscle; lateral sclerosis refers to the firmness of affected spinal cords

reported by pathologists at autopsy [2]. Lateral sclerosis results from the prolifera-

tion of astrocytes and the scarring of the lateral columns of the spinal cord in

response to degeneration of the corticospinal tracts. Early symptoms of ALS

include increasing muscle weakness that predominantly involves the arms and

legs, speech, swallowing, or breathing. The disease begins focally and then spreads

relentlessly. However, some motor neurons innervating the ocular muscles are

spared, and sensation and bladder functions also are spared during the course of

the disease. Whereas approximately 10 % of ALS cases are inherited as dominant

traits and approximately 25 % of inherited ALS patients result from mutations in

the gene encoding superoxide dismutase 1 (SOD1), the cause of sporadic ALS

remains unknown [2]. Cognitive impairment in ALS was considered uncommon

until recently. Overt frontotemporal dementia (FTD) occurs in approximately 15 %

of ALS patients, but up to 50 % of ALS patients are classified as impaired if

measured by neuropsychological tests [3].

12.2.2 MEG Study in Patients with ALS

A summary of three MEG studies of ALS is presented in Table 12.2. A number of

divergent approaches to the study of MEG in ALS are observed. Pekkonen et al. [4]

reported that the P50m and N100m responses or MMNm of auditory-evoked fields,

the magnetic counter part of mismatch negativity potentials, are augmented in ALS

patients with severe bulbar signs, indicating that auditory processing underlying

stimulus detection, and subsequent memory-based comparison processes are abnor-

mal in ALS. Boyajian et al. [5] performed single-dipole analysis of focal delta–

theta activity in ALS patients and demonstrated the presence of slow-wave bursts

generated from the frontal, temporal, and parietal cortices but not occipital areas,

indicating widespread cortical dysfunction in patients with ALS. By performing

MEG before and after swallowing in normal controls and ALS patients, Teismann

et al. [6] demonstrated event-related desynchronization (ERD) in beta and low

gamma bands in bilateral sensorimotor areas in control subjects; however, the ERD

response was predominantly on the right side in ALS patients with difficulty in

swallowing. This right hemispheric predominance in the activation of the primary

motor cortex during volitional swallowing may be the only sign of cortical plastic-

ity in dysphagic ALS patients.
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12.3 Magnetoencephalography (MEG) in Parkinson Disease

12.3.1 Clinical and Pathophysiological Features of Parkinson
Disease

Parkinson disease (PD) is a progressive neurodegenerative disorder involving

varying combinations of bradykinesia, rest tremor, rigidity, and loss of postural

adjustment. The pathological hallmark of idiopathic PD is the degeneration of the

dopaminergic cells in the substantia nigra pars compacta that project to the striatum

and a number of other basal ganglia nuclei. Dopaminergic hypofunction in cortico-

basal ganglia circuits is thought to underlie the majority of motor disturbances

observed in PD as dopamine replacement or dopamine receptor agonist administra-

tion has demonstrated efficacy in reducing motor disturbances. Several hypotheses

have been proposed to account for the mechanisms underlying the pathogenesis of

motor disturbances in PD. Of these hypotheses, the “rate model” [7] or standard

“antagonist balance model” [8] posits that the pathophysiology of bradykinesia or

hypokinesia is as follows. Loss of dopaminergic input to the striatum gives rise to

increased activity of the indirect pathway; the striatum to the external segment of

the globus pallidus (GPe) to the subthalamic nucleus (STN) to the internal segment

of the globus pallidus (GPi), and decreased activity in the direct pathway; and the

striatum to the GPi [7]. Both of these changes would lead to a net increase in the

activity of neurons in the GPi and substantia nigra pars reticulata. This increase in

basal ganglia output would then result in increased inhibition of thalamocortical

and midbrain tegmental neurons and account for the hypokinetic features of PD

[7]. A modification of the standard model, known as the “center–surround model,”

states that the two pathways interact in a center–surround organization similar to

that described in the visual system [9]. In this model, desired movement is normally

achieved via activation of the direct pathway, and undesired movement due to

competing motor programs is suppressed via activation of the indirect pathway that

causes surrounding inhibition [9]. In PD, STN hyperactivity leads to excessive

inhibition of all movements, both desired and undesired, leading to akinesia and

bradykinesia, whereas STN hypoactivity results in decreased suppression of unde-

sired movements and its florid expression in the form of hemiballism [8, 9]. Another

emerging hypothesis regarding the pathogenesis of PD is the “abnormal firing

pattern model [7, 8].” Studies employing microelectrode recordings from MPTP

parkinsonian primates and PD patients have demonstrated abnormal firing pattern

in the indirect pathway, i.e., increased oscillatory and synchronized activity in GPi,

GPe, and STN neurons [7, 8]. Abnormal neural oscillations in the low frequency

range of 5–8 Hz may contribute to rest tremor [7, 8]. In addition, abnormal

oscillation and increased synchronization at the 15–30 Hz frequency range (beta

band) may either block the normal flow of information through the basal ganglia or

be associated with a loss of neuronal selectivity, resulting in the slowing or

prevention of movements [7, 8]. High-frequency deep brain stimulation (DBS)

has been shown to improve motor deficits in PD patients by suppressing oscillatory

beta activity of the basal ganglia.
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Recently, an increasing number of studies have examined PD-related non-motor

symptoms, such as hyposmia, autonomic dysfunctions, mood disorders, sleep

disorders, sensory disorders, and cognitive deficits [10]. In accordance with these

clinical symptoms, accumulated pathological studies of sporadic or idiopathic PD

patients have provided evidence that PD involves a multisystem degenerative

process, possibly initiated by the migration of pathogens to the brain from the

stomach or nose [11], involving not only the dopaminergic but also the noradrener-

gic, serotoninergic, cholinergic, and other systems [10]. During the progression of

PD, Lewy bodies have been shown to extend from brainstem areas to multiple

cortical areas, leading to the onset of dementia [10]. Therefore, it is now accepted

that the majority of PD patients develop cognitive deficits with prolonged disease

duration in contradiction to the original description of PD by James Parkinson.

12.3.2 MEG Studies in Patients with Parkinson Disease

A summary of 18 MEG studies of PD is presented in Table 12.3. MEG studies of

PD include a number of different approaches dependent on the subject of interest.

Eight articles were published by the VU University Medical Center in Amsterdam

[12–19]. In earlier studies, the frequency spectrum of spontaneous MEG, or odor

stimulus-conditioned MEG, was analyzed in sensor space of ten cortical regions

covering the bilateral frontal, central, temporal, parietal, and occipital areas

[12, 13]. As a result of sensor-based synchronization likelihood (SL) analysis of

odor stimulus-conditioned MEG, Boesveldt et al. [13] found a decrease in beta (β)
local SL and an increase in delta (δ) interhemispheric SL in controls but not patients

with PD (for further details, see Table 12.3). G�omez et al. [14] also investigated

sensor-space functional connectivity in PD patients by obtaining Lempel–Ziv

complexity (LZC) values calculated by channel-by-channel analysis and

demonstrated lower LZC values in PD patients compared to controls. Recently,

Olde Dubbelink et al. [15–18] published four papers focusing on changes in

functional connectivity and the possible contribution of such changes to cognitive

decline in PD patients. First, the relationship between sensor-space frequency

spectral power and cognitive function was assessed with decreased cognitive

performance shown to be associated with increased delta (0.5–4 Hz) and theta

(4–8 Hz) power, as well as decreased in alpha1 (8–10 Hz), alpha2 (10–13 Hz), and

gamma (30–48 Hz) power. Increased motor impairment was found to be associated

with increased theta power only [15]. Next, using a beamforming approach to

measure brain activity in 78 cortical regions, a source-space analysis was performed

to assess frequency spectral power and the phase lag index (PLI), as a measure of

functional connectivity, with PD patients and controls examined twice with an

interval of 4 years [16]. In patients with PD, longitudinal analyses over a 4-year

period revealed decreased alpha1 and alpha2 band connectivity in multiple seed

regions associated with motor or cognitive deterioration (see Table 12.3) [16]. In a

further study with the same PD patients and controls, Olde Dubbelink et al. [17]

applied minimum spanning tree (MST) network analyses as another measure of
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functional connectivity and found lower leaf number and lower tree hierarchy in the

alpha2 (10–13 Hz) frequency band in PD patients compared to controls [17]. A

4-year longitudinal analysis in PD patients demonstrated progressive decreases in

local clustering in multiple frequency bands concurrently with decreases in path

length in the alpha2 (10–13 Hz) frequency band [17]. More recently, Olde

Dubbelink et al. [18] analyzed the results of MEG testing and cognitive functions

in PD patients over a 7-year period and evaluated predictive factors for the

development of PD-related dementia (PDD). The authors concluded that the com-

bination of impaired fronto-executive task performance and low beta power was

associated with the highest dementia risk [18]. Vardy et al. [19] assessed primary

motor cortex activity during rest and rhythmic movement in PD patients. This study

reported that PD patients displayed more power in the alpha (7–11 Hz) band and

less power in the beta (13–30 Hz) band during both rest and motor activity

compared to controls, indicating that the slowing of neural activity is a structural,

systemic phenomenon in PD that progresses over time [19].

Several MEG studies from other institutes have used different methods to

investigate the pathophysiology of movement disorders in PD. One approach for

understanding the mechanisms of tremor or hypokinesia is the simultaneous record-

ing of spontaneous MEG and electromyograms (EMG) from the hand muscle of the

more severely affected side in PD. Pollok et al. measured coherent activity between

the primary motor hand area (M1) and the hand muscle EMG or between multiple

motor-related brain areas during muscle contraction or rest [20] with or without the

administration of the study drug [21]. In control subjects, the beta frequency power

of M1 contralateral to movement was decreased during muscle contraction com-

pared to the ipsilateral side [20]. This pattern appeared to be attenuated in de novo

PD patients and fully reversed in medicated PD patients [20]. During the period

without drug administration in PD patients, EMG power spectrum analysis revealed

discernible peaks at the tremor frequency (4.8 Hz) and double the tremor frequency

(9.4 Hz) [21]. Coherent activity at double the tremor frequency was found in the

contralateral primary sensorimotor cortex (M1/S1) and several other areas: the

premotor cortex (PMC), supplementary motor area (SMA), secondary somatosen-

sory cortex (S2), posterior parietal cortex (PPC), and thalamus contralateral to the

EMG recorded site, and ipsilateral cerebellum [21]. The coherence strength of each

cerebro–cerebral coupling was seen to decrease with improvements in tremor

during drug administration (Table 12.3) [21].

Deep brain stimulation (DBS) neurosurgery allows the assessment of the

interactions between populations of neurons in the human cerebral cortex and

basal ganglia in PD patients. Another approach for understanding the pathogenesis

of motor disturbances in PD is the scrutinization of cortico-basal ganglia network

activity. There have been five papers that have used simultaneous recording of

MEG and local field potentials (LFP) of the STN to map cortico-STN coherence.

Litvak et al. [22] identified two spatially and spectrally separated cortico-STN

networks: a temporoparietal-STN network in the alpha (7–13 Hz) band and a

predominantly frontal-STN network in the beta (15–35 Hz) band. Dopaminergic

medications were shown to modulate the resting beta network by increasing beta
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coherence between the STN region and ipsilateral prefrontal cortex. Litvak

et al. [23] further investigated cortico-STN coherence in PD patients during the

performance of synchronous and sequential finger movements or during the admin-

istration of the dopamine prodrug, levodopa. Discrete peaks in M1 and STN power

were observed at 60–90 Hz and at 300–400 Hz. All power peaks increased with

either synchronous or sequential finger movement and levodopa treatment. Only

STN activity at 60–90 Hz was coherent with activity in M1. Based on directionality

analysis, STN gamma activity at 60–90 Hz was found to contribute to gamma

activity in M1 [23]. Hirschmann et al. also studied cortico-STN coherence using

simultaneous MEG and STN-LFP recording [24–26]. During rest, coherent activity

in the low (12–20 Hz) and high (20–35 Hz) beta range was observed in the

sensorimotor and premotor cortex on the ipsilateral side to STN-LFP recording

[24]. Coherence in the alpha range (7–12 Hz) was observed at various locations in

the ipsilateral temporal lobe [24]. During the motor task, beta coherence between

STN-LFP and M1 was identified and seen to decrease following the administration

of levodopa [25]. M1-muscular coherence in alpha and beta frequency bands was

decreased by movement but was unchanged by medication [25]. This study also

observed strong alpha band coherence between the superior temporal gyrus (STG)

and STN in all experimental conditions and that motor tasks and the administration

of levodopa had no effect on STG-STN coherence [25]. Hirschmann et al. further

investigated cortical activity coherent to EMG spectral power produced by tremor

[26]. Increases in cerebral synchronization at tremor frequencies were observed in a

rest tremor network that included the STN, M1, premotor, and posterior parietal

cortex contralateral to the tremulous limb [26]. Analysis of the imaginary part of

coherency revealed tremor-dependent coupling between these cortical areas at

tremor frequency and double the tremor frequency [26].

An alternative approach to the investigation of PD pathophysiology was

undertaken by Airaksinen et al. [27–29] in a study comparing brain responses

with or without DBS. In this study, a spatiotemporal signal space separation

(tSSS) method was used to reduce DBS artifacts during MEG recording. When

assessing auditory-evoked fields, the ipsilateral auditory N100m responses in the

right hemisphere were found to be augmented by 10 % during DBS [27]. A trend

toward increased contralateral N100m responses and somatosensory P60m

responses was observed in response to bilateral DBS [27]. Spontaneous MEG

during DBS demonstrated a nonsignificant decrease in mean source strength at

the 6–10 Hz range (mu rhythm) and lower and higher beta ranges over pericentral

cortical regions [28]. During DBS, the severity of rigidity correlated with 6–10 Hz

and 12–20 Hz somatomotor source strengths when patients had their eyes open [28]

(Table 12.3). When DBS was not being applied, action tremor severity correlated

with pericentral 6–10 Hz and 12–20 Hz and occipital alpha source strength when

patients had their eyes open [28]. By recording MEG during rest and movement,

Airaksinen et al. [29] demonstrated sensor-space corticomotor coherence peaks at

13–25 Hz in 15 out of 19 PD patients. In addition, corticomotor coherence peaks at

6–13 Hz and 4–6 Hz were observed in 15 and 5 patients, respectively. The effect of

DBS on corticomotor coherence peaks was variable among individual patients [29].
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12.4 Magnetoencephalography (MEG) in Multiple Sclerosis
(MS)

12.4.1 Clinical and Pathophysiological Features of Multiple
Sclerosis (MS)

Multiple sclerosis (MS) is a common chronic demyelinating disease of the central

nervous system (CNS) with a highly variable clinical course. MS is characterized

by the spatial and temporal progression of lesions affecting the brain, spinal cord,

and/or optic nerves [30]. Exacerbations and remissions occur frequently. The

symptoms and signs of MS usually indicate the presence of more than one lesion,

and some of them may be transient. Multiple sclerosis is a clinical diagnosis that

requires appropriate expertise to confirm the spatial and temporal progression of

CNS lesions and exclude other possible diseases [30]. Magnetic resonance imaging

(MRI) is essential for the diagnosing of MS as it allows the visualization of MS

plaques representing white matter inflammation, demyelination, and glial scarring

(sclerosis). The identification of oligoclonal immunoglobulin G bands in cerebro-

spinal fluid may support the diagnosis of MS. Although autoimmune processes are

thought to underlie the pathogenesis of MS, there are currently no serological tests

with utility in diagnosing MS [30]. For the 10–20 years before MRI was introduced

as a diagnostic tool for MS, evoked potentials were used as an important diagnostic

tool for the detection of clinically silent CNS lesions. Currently, evoked potentials

are considered less sensitive than MRI. However, visual-evoked potentials are

still considered to have utility in providing evidence of optic nerve demyelination

through the demonstration of markedly delayed P100 wave of normal

amplitude [30].

12.4.2 MEG Studies in Patients with Multiple Sclerosis

A summary of nine MEG studies of MS is presented in Table 12.4. Two different

approaches to the use of MEG to study MS were identified. Three of the nine papers

focus on cortical somatosensory network activity following electrical finger stimu-

lation or median nerve stimulation. Tecchio et al. [31] identified source activity

representing the thumb and little finger at around 24 ms poststimulus and estimated

sensory cortical connectivity as the phase locking between these source activities in

the gamma frequency range. In this study, an altered pattern of the intracortical

connectivity index was observed in MS patients (see Table 12.4) compared to

controls. Dell’Acqua et al. [32] examined the profiles of M20 and M30 responses

following median nerve stimulation in MS patients. Although the latency and signal

strength for M20 were not affected, the analysis of M30 responses demonstrated

prolonged latency, decreased signal strength, and asymmetry of right and left M30

dipole locations [32]. Hagiwara et al. [33] analyzed contralateral SI and bilateral SII

responses following median nerve stimulation. In MS patients, the mean latencies

of all contralateral SI responses were prolonged, the signal strength of the N20m
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response was decreased, and induced SI gamma activity was relatively reduced

[33]. Although the latencies of bilateral SII responses were within the normal range,

phase locking in the induced gamma-band activity between SI and SII during the

time interval of 30–100 ms poststimulus was diminished in MS patients, indicating

impaired cortical somatosensory network activity.

The remaining six of the nine MEG studies in MS were published by the VU

University Medical Center in Amsterdam [34–39]. Hardmeier et al. [34] performed

sensor-space analyses of frequency power spectrum and functional connectivity in

spontaneous MEG. Functional connectivity between MEG sensors was assessed by

calculating the synchronization likelihood (SL), and the resulting weight matrix

was used to compute eigenvector centrality (EC) [34]. Eigenvector centrality values

in the theta (θ) band were higher over both parietal areas in MS patients compared

to controls. Further, EC values in the upper alpha (α) (8–10 Hz) and beta (β)
(13–30 Hz) bands over left temporal regions, and the gamma (γ) (30–48 Hz)

band over right parietal regions, were lower in MS patients compared to controls

[34]. In a further study of the sameMS patients and controls, Schoonheim et al. [35]

performed graph theoretical analysis to assess functional connectivity. Sensor-

space analyses of the frequency power spectrum demonstrated increased synchro-

nization in the theta (θ) (4–8 Hz),low alpha (α) (8–10 Hz), and beta (β) (10–13 Hz)

bands and decreased synchronization in the upper alpha (α) (10–13 Hz) band in MS

patients compared to controls [35]. In the graph theoretical analysis, the lower alpha

(α) (8–10 Hz) band demonstrated increased clustering coefficient and path length

values, indicating a change toward a more regular network topology in MS patients.

Tewarie et al. published four studies of spontaneous MEG in MS patients focusing

on network functional connectivity [36–39]. Using a beamforming approach (syn-

thetic aperture magnetometry, SAM), source-space analyses were performed in

78 cortical regions. First, the phase lag index (PLI) was determined to calculate the

asymmetry of the distribution of phase differences between the two time series

[36]. Lower functional connectivity (lower PLI) was observed in the α2 band in the
default mode network (DMN), and the visual processing network and higher

functional connectivity (higher PLI) were observed in the beta (β) (13–30 Hz)

band in the DMN and the temporoparietal network in MS patients [36]. The authors

posited that altered functional connectivity may underlie the clinical and cognitive

dysfunction in MS. In the second paper, minimum spanning tree (MST) network

analyses were performed [37]. MSTs were found to differ between MS patients and

controls in the alpha2 (α2) (10–13 Hz), beta (β) (13–30 Hz), and theta (θ) (4–8 Hz)
bands [37]. The MSTs in the alpha2 (α2) (10–13 Hz) band of MS patients were

characterized by a larger eccentricity and lower leaf fraction and “tree hierarchy”

[37]. These changes indicated a loss of hierarchical structure and were associated

with poor cognitive performance. Similar findings were reported by a further study

with a large number of MS patients and controls [38, 39] (Table 12.4). In MS

patients, higher PLI values were present in the delta (δ) (0.5–4 Hz) band in many

cortical areas, except for the right temporal and occipital areas, and in the theta (θ)
(4–8 Hz) band in many cortical areas [38]. Lower PLI values were observed in the

alpha2 (α2) (10–13 Hz) band in occipital, temporal, and parietal areas. MST

12 Neurodegenerative Disorders 239



analyses demonstrated different MST topology only in the alpha2 (α2) band in MS

patients, reflecting a lower leaf fraction, lower degree of divergence, and lower tree

hierarchy in the alpha2 (α2) frequency band of MS patients [38]. A lower degree of

divergence also was observed in all frequency bands, except the gamma (γ)
(30–48 Hz) band, in MS patients [39].

12.5 General Remarks

The present review of studies examining the clinical application of MEG in

neurodegenerative diseases such as ALS, PD, and MS reveals the future potential

and limitations of MEG as a diagnostic tool or neurophysiological marker. The

simultaneous recording of MEG and STN-LFP in PD patients who underwent

neurosurgery for STN-DBS provided an opportunity to explore functional network

activity between the STN and distinct cortical areas. These studies in PD patients, in

conjunction with experimental studies of MPTP parkinsonian primates, have

provided invaluable data allowing the testing of emerging hypotheses regarding

the pathogenesis of hypokinesia or bradykinesia in PD [22–25], the “abnormal

firing pattern model,” and novel insights into the pathogenesis of rest tremor in PD

[20, 21, 26]. In addition, regardless of diagnosis such as PD and MS, patients with

cognitive decline or impairment demonstrated altered or disruptive network func-

tional connectivity during spontaneous MEG [15–18, 36–39]. Thus, functional

connectivity analyses using spontaneous MEG may provide data with utility in

informing the diagnosis of PD-related dementia or the presence of frontotemporal

dementia during the early stages of ALS. Further, spontaneous MEG may also have

clinically utility in diagnosing and predicting cognitive decline in patients suffering

from other neurodegenerative diseases including multisystem atrophy,

spinocerebellar degeneration, and progressive supranuclear palsy. However, net-

work functional connectivity analyses of spontaneous MEG in PD patients or MS

patients were repeatedly performed in the same institute with MEG examinations

performed on a limited number of patients and control subjects. Therefore, studies

from other institutes or collaborations between many institutions with a large

number of participants are required to evaluate the validity of functional connec-

tivity analyses and confirm the relationship between abnormal functional connec-

tivity analysis results of spontaneous MEG and cognitive decline or deficits,

thereby enhancing the clinical utility of MEG examinations.
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Abstract

Autism spectrum disorder (ASD) is a set of heterogeneous neurodevelopmental

conditions characterized by early-onset difficulties in social communication and

unusually restricted, repetitive behavior and interests. There has been substantial

recent research on ASD. Magnetoencephalography (MEG) is used in ASD

research for its noninvasive nature of recordings and for its excellent temporal

and spatial resolution. The number of MEG-based ASD studies in children is

increasing with larger study groups. Furthermore, the analyses are becoming

more sophisticated. Research over the last several decades using MEG has

identified consistent atypical electrophysiological signatures of ASD, indicating

common neural circuit disruptions, such as reduced long-range resting-state

neural connectivity. In addition, auditory processing MEG signatures, such as

middle-latency response (M50/M100) and gamma-band oscillatory activity,

hold particular promise in the study and treatment of ASD and as candidate

biomarkers of ASD. With the development of MEG customized for a child’s

head, some studies even include children younger than 3 years of age. Thus,

future studies investigating these MEG signatures across developmental stages
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are expected to reveal the underlying neurobiology of ASD and may uncover

new avenues of treatments for ASD.

Keywords

Autism spectrum disorder • Magnetoencephalography • Neural connectivity •

Sensory processing • Pervasive developmental disorders

13.1 Introduction

Autism spectrum disorder (ASD) is a set of heterogeneous neurodevelopmental

conditions characterized by early-onset difficulties in social communication and

unusually restricted, repetitive behavior and interests [1]. ASD is known to severely

impact individuals throughout childhood and adolescence and can affect society

itself [1].

Understanding of autism has evolved substantially over the past 70 years since it

was first described by Kanner in 1943 [2]. There has been exponential growth in

research since the mid-1990s and has involved scientists from a wide range of

disciplines. Almost three times as many reports about autism were published

between 2000 and 2012 as between 1940 and 1999 [3].

The prevalence of autism has been steadily increasing since the first epidemio-

logical study [3, 4], which showed that 41 out of 10,000 individuals in the United

Kingdom had autism. Currently, the median worldwide prevalence of autism is

0.62–0.70 % [5, 6], although estimates of 1–2 % have been reported in the latest

large-scale surveys [3]. The rise of prevalence is found particularly in individuals

without intellectual disability [7], partly owing to improved awareness and recog-

nition, changes in diagnosis, and younger age of diagnosis [5, 6].

While there has been substantial recent focus on ASD in research, both the

biological pathology and fully effective treatments for ASD have yet to be realized

[8]. Findings of multiple weak or rare and often nonspecific genetic or environ-

mental etiologies of ASD have made it difficult to identify the common neurobio-

logical mechanisms underlying behavioral features that define ASD [9]. What

seems to be of consensus is the hypothesis that both the phenotypic expression

and the underlying etiology of ASD are highly heterogeneous [8].

Despite the genetic and phenotypic heterogeneity, research over the last several

decades using magnetoencephalography (MEG) has identified consistent atypical

electrophysiological signatures of ASD, indicating common neural circuit

disruptions [9–13]. Electrophysiological signatures of ASD hold particular promise

in the study and treatment of ASD because of the noninvasive nature of recordings

for a population traditionally challenged by imaging procedure compliance

[8]. Compared with other imaging techniques, MEG is favorable owing to the use

of non-claustrophobia/anxiety-inducing setups. In contrast, MRI-based techniques

require magnetic bores and generate loud machine noise. MEG has minimal

sensory contact, as opposed to applying electroencephalogram (EEG) head caps
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[8]. MEG has the important distinction of being exquisitely sensitive to both the

temporal and spatial dimensions [8] and is also relatively immune from

contaminating electromyogram artifact in high-frequency bands arising from

scalp and facial muscle [14] and saccadic eye movements [15]. Thus, signatures

derived from MEG are considered to be promising potential biomarkers for neuro-

physiological abnormalities that may underlie symptom domains of ASD [8].

In this chapter, we will first provide an overview of the major characteristics of

ASD which MEG researchers of ASD should bear in mind. Then, we will examine

the current state of MEG research in ASD.

13.2 Overview of the Characteristics of ASD

There are various important behavioral characteristics associated with ASD. The

core features of ASD according to recent diagnostic criteria (fifth edition of the

Diagnostic and Statistical Manual of Mental Disorders (DSM-5)) [1] are (1) per-

sistent deficits in social communication and social interaction across multiple

contexts and (2) restricted, repetitive patterns of behavior, interests, or activities.

In Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition

(DSM-IV) [16], language delay was a defining feature of autism (autistic disorder),

but is no longer included in DSM-5. In addition, attention-deficit/hyperactivity

disorder was not diagnosed when it occurs in individuals with autism in DSM-IV,

but it is diagnosed in DSM-V. Motor abnormalities and excellent attention to detail

are also considered to be features associated with ASD [3]. Most of these features

are probably the result of complex interactions between genetic and nongenetic

risk factors.

Recently, the central significance of sensory symptoms in ASD have been

increasingly recognized [17]. Abnormalities in sensory responsivity have been

observed in ASD since Kanner’s first characterization of autism [2]. Individuals

with ASD have been found to have high rates of abnormalities of sensory function-

ing, varying from 69 to 95 % [17–21]. Abnormalities in all sensory modalities have

been reported in ASD, and a broad range of disturbances may be observed

[22]. Despite the high frequency of sensory symptoms in ASD, in the past, these

symptoms have been viewed as peripheral to the disorder rather than as a core

feature. Atypical sensory processing was not included as a diagnostic criteria of

ASD in DSM-IV; however, it is now included in DSM-5. In addition, individuals

with ASD have atypical profiles in various aspects of cognition. Cognition and

neurobiology are related, and cognition provides a guide to simplify the various

behavioral manifestations of autism and can help in investigating its underlying

neurobiology. Atypical cognitive profiles of ASD include (1) impaired social

cognition and social perception, (2) executive dysfunction, and (3) atypical

bottom-up and top-down (local vs. global) perceptual and information processing

[3]. Details of these cognitive functions are as follows:
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1. Social cognition and social perception: Gaze and eye contact, emotion percep-

tion, face processing, biological motion perception, social attention and

orienting, social motivation, social reward processing, nonverbal communica-

tion, imitation, affective empathy and sympathy, joint attention, pretend play,

theory of mind or mental perspective taking, self-referential cognition,

alexithymia (difficulty in understanding and describing own emotions), and

metacognitive awareness

2. Executive function: Cognitive flexibility, planning, inhibitory control, attention

shifting, monitoring, generativity, and working memory

3. Bottom-up and top-down (local vs. global) information processing: Global

vs. local perceptual functioning (superior low-level sensory-perceptual

processing), central coherence (global vs. local preference), and systemizing

(drive to construct rule-based systems, ability to understand rule-based systems,

knowledge of factual systems)

Comorbidity is quite frequently observed in ASD, and individuals with ASD

often exhibit symptoms of other neurological or psychiatric conditions [23]. More

than 70 % of individuals with autism have concurrent medical, developmental, or

psychiatric conditions [3]. The high frequency of comorbidity could be a result of

shared pathophysiology, secondary effects of growing up with autism, shared

symptom domains and associated mechanisms, or overlapping diagnostic criteria.

Common co-occurring conditions are as follows [3]:

• Developmental disorders: Intellectual disability, attention-deficit/hyperactivity

disorder, motor abnormality, and language disorders

• Genetic syndromes: Fragile X syndrome, Rett syndrome, tuberous sclerosis

complex, Down syndrome, and phenylketonuria

• General medical disorders: Epilepsy, gastrointestinal problems, and immune

dysregulation

• Psychiatric disorders: Anxiety, depression, obsessive-compulsive disorder, psy-

chotic disorders, oppositional defiant disorder, substance use disorders, eating

disorders, and sleep disorders

• Personality disorders: Obsessive-compulsive personality disorder, schizoid per-

sonality disorder, avoidant personality disorder, schizotypal personality disor-

der, paranoid personality disorder, and borderline personality disorder

• Other behavioral problems: Aggressive behaviors, self-injurious behaviors, pica,

and suicidal ideation or attempt

Sex differences are also a major factor in ASD. Autism affects more males than

females. Early studies showed that autism affects 4–5 times more males than

females [6], and recent large-scale population-based studies have shown that 2–3

times more males are affected than females [3]. Empirical data suggest high-

functioning females are diagnosed later than males [24, 25], and females with

autism might be under-recognized [26].
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Because individuals with ASD often exhibit manifestations of other neurological

or psychiatric conditions that make it difficult to establish a clear diagnosis [27],

diagnostic assessment should be multidisciplinary and use a developmental frame-

work of an interview with the parent or caregiver, interaction with the individual,

collection of information about behavior in community settings, cognitive

assessments, and a medical examination [28]. Ideally, a standardized, structured

interview and/or observational measure, such as the Autism Diagnostic Interview-

Revised; the Autism Diagnostic Observation Schedule (first or second edition); the

Diagnostic Interview for Social and Communication Disorders; the Developmental,

Dimensional, and Diagnostic Interview; or Childhood Autism Rating Scale (first or

second edition), should be incorporated into the assessment process [3]. Adaptive

skills should be checked with standardized instruments, such as Vineland Adaptive

Behavior Scales.

13.3 MEG Research on ASD

Since the late 1990s, MEG has been used increasingly as an investigative tool to

study the neurophysiological basis of ASD. A rapid increase in ASD research using

MEG, especially after 2010, has been observed. We summarize these studies in

Tables 13.1, 13.2, 13.3, and 13.4. The features of the recent MEG studies on ASD

can be described as follows:

• Age of the subjects is getting younger. The number of ASD MEG studies,

including children (mostly over 6–10 years), is increasing, and some studies

involve even younger children (around 3 years old) because of the development

of MEG customized for a child’s head.

• Subjects in most of the recent studies were diagnosed by structural diagnostic

criteria, such as DSM-IV, and diagnoses were supported by using a standardized

structured interview and/or observational measure, such as the Autism Diagnos-

tic Interview-Revised and the Autism Diagnostic Observation Schedule (first or

second edition).

• The number of subjects in a study group is getting larger. Some studies even

include more than 100 subjects.

• The analyses used are becoming more sophisticated than just a simple dipole

analysis. Most of the recent ASD MEG studies used whole-head MEG and MRI

data for more precise source localization and neural connectivity.

MEG is also a noninvasive technique for measuring brain activity, and its

excellent temporal and spatial resolution makes it useful for various fields of

ASD research. Because comorbid epilepsy is frequently found in ASD (8–30 %

[3]), some studies investigated epileptic conditions in ASD [63, 64]. The high

comorbidity of seizure disorders in ASD may be explained by hyperexcitability

and an imbalance in GABA and glutamate [65]. MEG was used to record the

electrophysiological response during stage III sleep in 50 children with regressive
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n
eg
at
iv
el
y

as
so
ci
at
ed

w
it
h
ag
e
fo
r
b
o
th

T
D
an
d
A
S
D

E
d
g
ar

et
al
.
[1
2
]

C
h
il
d
re
n

1
0
5

A
S
D

3
6
T
D

D
S
M
-I
V

Y
es

2
7
5
-

ch
an
n
el

2
0
0
,
3
0
0
,
5
0
0
,

1
,0
0
0
H
z
to
n
es

In
cr
ea
se
d
p
re
-s
ti
m
u
lu
s

ac
ti
v
it
y
an
d
th
en

ea
rl
y
h
ig
h
-

fr
eq
u
en
cy

ab
n
o
rm

al
it
ie
s

fo
ll
o
w
ed

b
y
lo
w
-f
re
q
u
en
cy

ab
n
o
rm

al
it
ie
s
in

au
d
it
o
ry

su
p
er
io
r
te
m
p
o
ra
l
g
y
ru
s

p
ro
ce
ss
es

o
f
A
S
D

E
d
g
ar

et
al
.
[4
2
]

C
h
il
d
re
n

1
0
1

A
S
D

3
5
T
D

D
S
M
-I
V

Y
es

2
7
5
-

ch
an
n
el

P
ai
rs
o
f
1
,0
0
0
,

2
,0
0
0
H
z
to
n
es

D
el
ay
ed

le
ft
an
d
ri
g
h
t
M
5
0

re
sp
o
n
se
s
in

A
S
D
w
it
h
o
u
t

L
I
an
d
A
S
D
w
it
h
L
I

(c
o
n
ti
n
u
ed
)
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T
a
b
le

1
3
.2

(c
o
n
ti
n
u
ed
)

S
u
b
je
ct
s

A
S
D

C
o
n
tr
o
l

S
tr
u
ct
u
ra
l

d
ia
g
n
o
st
ic

cr
it
er
ia

S
ta
n
d
ar
d
iz
ed

st
ru
ct
u
re
d

in
te
rv
ie
w

an
d
/o
r

o
b
se
rv
at
io
n

M
E
G

sy
st
em

M
R
I

T
as
k
an
d

m
ea
su
re
m
en
ts

M
ai
n
re
su
lt
s

Y
o
sh
im

u
ra

et
al
.
[4
3
]

C
h
il
d
re
n

3
5

A
S
D

3
5
T
D

D
S
M
-I
V

Y
es

1
5
1
-

ch
an
n
el

A
u
d
it
o
ry

Ja
p
an
es
e

sy
ll
ab
le
so
u
n
d
/n
e/

L
es
s
le
ft
w
ar
d
la
te
ra
li
za
ti
o
n

o
f
th
e
P
5
0
m
d
ip
o
le
in
te
n
si
ty

in
A
S
D

C
h
il
d

si
ze
d

M
at
su
za
k
i

et
al
.
[4
4
]

C
h
il
d
re
n

1
8

A
S
D

1
2
T
D

D
S
M
-I
V

Y
es

1
6
0
-

ch
an
n
el

Y
es

A
to
n
e
p
ip

p
re
se
n
te
d
w
it
h

ra
n
d
o
m

in
te
rs
ti
m
u
lu
s

in
te
rv
al
s

M
o
re

d
el
ay
ed

M
5
0
/M

1
0
0

p
ea
k
la
te
n
ci
es

an
d
la
rg
er

M
5
0
d
ip
o
le

m
o
m
en
ts
in

A
S
D
w
it
h
h
y
p
er
se
n
si
ti
v
it
y

co
m
p
ar
ed

w
it
h
A
S
D

w
it
h
o
u
t
h
y
p
er
se
n
si
ti
v
it
y
o
r

th
e
co
n
tr
o
l

M
at
su
za
k
i

et
al
.
[4
5
]

C
h
il
d
re
n

1
2

A
S
D

1
5
T
D

D
S
M
-I
V

Y
es

1
6
0
-

ch
an
n
el

Y
es

A
to
n
e
p
ip

p
re
se
n
te
d
w
it
h

ra
n
d
o
m

in
te
rs
ti
m
u
lu
s

in
te
rv
al
s

In
cr
ea
se
d
M
5
0
d
ip
o
le

m
o
m
en
ts
an
d
m
o
re

p
ro
lo
n
g
ed

re
sp
o
n
se

d
u
ra
ti
o
n
in

A
S
D

w
it
h

au
d
it
o
ry

h
y
p
er
se
n
si
ti
v
it
y

co
m
p
ar
ed

w
it
h
th
o
se

fo
r

A
S
D
w
it
h
o
u
t
au
d
it
o
ry

h
y
p
er
se
n
si
ti
v
it
y
o
r
co
n
tr
o
ls

A
S
D
au
ti
sm

sp
ec
tr
u
m
d
is
o
rd
er
,D

SM
-I
V
d
ia
g
n
o
st
ic
an
d
st
at
is
ti
ca
l
m
an
u
al
o
f
m
en
ta
l
d
is
o
rd
er
s,
fo
u
rt
h
ed
it
io
n
,L

I
la
n
g
u
ag
e
im

p
ai
rm

en
t,
T
D
ty
p
ic
al
d
ev
el
o
p
m
en
t
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a
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1
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u
m
m
ar
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o
f
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ce
n
t
M
E
G
-b
as
ed

au
d
it
o
ry

p
ro
ce
ss
in
g
fi
n
d
in
g
s
in

A
S
D
.
M
is
m
at
ch
ed

m
ag
n
et
ic

fi
el
d
s
an
d
au
d
it
o
ry

st
ea
d
y
-s
ta
te

re
sp
o
n
se

S
u
b
je
ct
s

A
S
D

C
o
n
tr
o
l

S
tr
u
ct
u
ra
l

d
ia
g
n
o
st
ic

cr
it
er
ia

S
ta
n
d
ar
d
iz
ed

st
ru
ct
u
re
d

in
te
rv
ie
w

an
d
/o
r

o
b
se
rv
at
io
n

M
E
G

sy
st
em

M
R
I

T
as
k
an
d

m
ea
su
re
m
en
ts

M
ai
n
re
su
lt
s

A
co
u
st
ic

st
ea
d
y
-s
ta
te

re
sp
o
n
se

W
il
so
n

et
al
.
[1
0
]

C
h
il
d
re
n

1
0
A
S
D

1
0
T
D

D
S
M
-I
V

Y
es

3
7
-

ch
an
n
el

A
S
S
R

R
ed
u
ce
d
le
ft
h
em

is
p
h
er
ic

4
0
H
z
p
o
w
er

fr
o
m

2
0
0
to

5
0
0
m
s
p
o
st
st
im

u
lu
s
o
n
se
t
in

A
S
D

A
d
o
le
sc
en
t

R
o
ja
s

et
al
.
[4
6
]

A
d
u
lt
s

(p
ar
en
ts
)

1
6

p
ar
en
ts

o
f
A
S
D
,

1
1
ad
u
lt

A
S
D

1
6

h
ea
lt
h
y

co
n
tr
o
ls

D
S
M
-I
V

Y
es

3
7
-

ch
an
n
el

Y
es

A
S
S
R

H
ig
h
er

in
d
u
ce
d
g
am

m
a

p
o
w
er

at
4
0
H
z,
re
d
u
ce
d

ev
o
k
ed

g
am

m
a-
b
an
d
p
o
w
er
,

an
d
lo
w
er

p
h
as
e-
lo
ck
in
g

fa
ct
o
r
in

A
S
D
an
d
th
e
p
ar
en
t

R
o
ja
s

et
al
.
[1
3
]

A
d
u
lt
s

(p
ar
en
ts
)

2
1

p
ar
en
ts

o
f
A
S
D

2
0

h
ea
lt
h
y

co
n
tr
o
ls

D
S
M
-I
V

Y
es

2
4
8
-

ch
an
n
el

A
S
S
R

L
o
w
er

p
h
as
e-
lo
ck
ed

st
ea
d
y
-

st
at
e
p
o
w
er

in
th
e
le
ft

h
em

is
p
h
er
e,
re
d
u
ce
d
to
ta
l

g
am

m
a-
b
an
d
p
o
w
er
,
lo
w
er

g
am

m
a-
b
an
d
p
h
as
e-
lo
ck
in
g

fa
ct
o
r
in

p
ar
en
ts
o
f
A
S
D

R
o
b
er
ts

et
al
.
[4
7
]

C
h
il
d
re
n

2
6
A
S
D

1
7
T
D

D
S
M
-I
V

Y
es

2
7
5
-

ch
an
n
el

A
S
S
R

D
el
ay
ed

ri
g
h
t
h
em

is
p
h
er
e

av
er
ag
e
M
1
0
0
la
te
n
cy

in

A
S
D

G
an
d
al

et
al
.
[1
1
]

C
h
il
d
re
n

2
6
A
S
D

1
7
T
D

D
S
M
-I
V

Y
es

2
7
5
-

ch
an
n
el

A
S
S
R

A
si
m
il
ar

1
0
%

la
te
n
cy

d
el
ay

in
th
e
N
1
/M

1
0
0
ev
o
k
ed

re
sp
o
n
se

an
d
a
re
d
u
ct
io
n
in

fr
eq
u
en
cy

(3
0
–
5
0
H
z)

p
h
as
e-
lo
ck
in
g
fa
ct
o
r
in

A
S
D

an
d
v
al
p
ro
ic

ac
id
-e
x
p
o
se
d

m
ic
e

(c
o
n
ti
n
u
ed
)
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T
a
b
le

1
3
.3

(c
o
n
ti
n
u
ed
)

S
u
b
je
ct
s

A
S
D

C
o
n
tr
o
l

S
tr
u
ct
u
ra
l

d
ia
g
n
o
st
ic

cr
it
er
ia

S
ta
n
d
ar
d
iz
ed

st
ru
ct
u
re
d

in
te
rv
ie
w

an
d
/o
r

o
b
se
rv
at
io
n

M
E
G

sy
st
em

M
R
I

T
as
k
an
d

m
ea
su
re
m
en
ts

M
ai
n
re
su
lt
s

M
ag
n
et
ic

m
is
m
at
ch

fi
el
d

R
o
b
er
ts

et
al
.
[4
8
]

C
h
il
d
re
n

5
1
A
S
D

2
7
T
D

D
S
M
-I
V

Y
es

2
7
5
-

ch
an
n
el

T
o
n
e
o
r

v
o
w
el

d
ev
ia
n
t

o
d
d
b
al
l
ta
sk

P
ro
lo
n
g
ed

M
M
F
la
te
n
cy

in

A
S
D
,
m
o
st
p
ro
n
o
u
n
ce
d
in

ch
il
d
re
n
w
it
h
co
n
co
m
it
an
t

L
I

In
g
al
h
al
ik
ar

et
al
.
[4
9
]

C
h
il
d
re
n

9
3
A
S
D

4
2
T
D

D
S
M
-I
V

Y
es

2
7
5
-

ch
an
n
el

Y
es

T
o
n
e
o
r

v
o
w
el

d
ev
ia
n
t

o
d
d
b
al
l
ta
sk
,

A
S
S
R

L
ar
g
es
t
co
n
tr
ib
u
ti
o
n

o
b
ta
in
ed

b
y
M
M
F
la
te
n
cy

to

g
ro
u
p
d
is
cr
im

in
at
io
n
,

b
et
w
ee
n
A
S
D
an
d
T
D
an
d

b
et
w
ee
n
A
S
D
w
it
h
L
I
an
d

A
S
D
w
it
h
o
u
t
L
I

In
g
al
h
al
ik
ar

et
al
.
[5
0
]

9
2
A
S
D

4
2
T
D

2
7
5
-

ch
an
n
el

Y
es

T
o
n
e
o
r

v
o
w
el

d
ev
ia
n
t

o
d
d
b
al
l
ta
sk
,

A
S
S
R

T
h
e
fu
si
o
n
cl
as
si
fi
er

p
er
fo
rm

an
ce

su
p
er
io
r
to

th
e

cl
as
si
fi
ca
ti
o
n
ac
h
ie
v
ed

u
si
n
g

si
n
g
le

m
o
d
al
it
ie
s
as

w
el
l
as

m
u
lt
im

o
d
al

cl
as
si
fi
er

u
si
n
g

o
n
ly

co
m
p
le
te

d
at
a

A
S
D
au
ti
sm

sp
ec
tr
u
m
d
is
o
rd
er
,A

S
SR

au
d
it
o
ry

st
ea
d
y
-s
ta
te
re
sp
o
n
se
,D

SM
-I
V
d
ia
g
n
o
st
ic
an
d
st
at
is
ti
ca
l
m
an
u
al
o
f
m
en
ta
l
d
is
o
rd
er
s,
fo
u
rt
h
ed
it
io
n
,L

I
la
n
g
u
ag
e

im
p
ai
rm

en
t,
M
M
F
m
ag
n
et
ic

m
is
m
at
ch

fi
el
d
,
T
D

ty
p
ic
al

d
ev
el
o
p
m
en
t
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a
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S
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m
m
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y
o
f
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co
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e
p
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in
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n
d
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s
in
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D

S
u
b
je
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S
D

C
o
n
tr
o
l

S
tr
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ct
u
ra
l

d
ia
g
n
o
st
ic

cr
it
er
ia

S
ta
n
d
ar
d
iz
ed

st
ru
ct
u
re
d

in
te
rv
ie
w

an
d
/o
r

o
b
se
rv
at
io
n

M
E
G

sy
st
em

M
R
I

T
as
k
an
d

m
ea
su
re
m
en
ts

M
ai
n
re
su
lt
s

M
iš
ic
’

et
al
.
[5
1
]

C
h
il
d
re
n

1
4
A
S
D

1
4
T
D

Y
es

1
5
1
-

ch
an
n
el

Y
es

A
se
t-
sh
if
ti
n
g
(c
o
lo
r

o
r
th
e
sh
ap
e)

ta
sk

T
w
o
d
is
tr
ib
u
te
d

n
et
w
o
rk
s,
o
p
er
at
in
g
at

fa
st
an
d
sl
o
w
ti
m
e
sc
al
es
,

re
sp
o
n
d
co
m
p
le
te
ly

d
if
fe
re
n
tl
y
to

se
t
sh
if
ti
n
g

in
A
S
D

D
o
es
b
u
rg

et
al
.
[5
2
]

C
h
il
d
re
n

1
6
A
S
D

1
4
T
D

1
5
1
-

ch
an
n
el

Y
es

A
se
t-
sh
if
ti
n
g
(c
o
lo
r

o
r
th
e
sh
ap
e)

ta
sk

R
ed
u
ce
d
th
et
a-
b
an
d

p
h
as
e
sy
n
ch
ro
n
iz
at
io
n
in

A
S
D
d
u
ri
n
g

ex
tr
ad
im

en
si
o
n
al

se
t

sh
if
ti
n
g

B
an
g
el

et
al
.
[5
3
]

A
d
u
lt
s

1
4
A
S
D

1
4
T
D

D
S
M
-I
V

Y
es

1
5
1
-

ch
an
n
el

Y
es

D
o
t
n
u
m
b
er

es
ti
m
at
io
n
ta
sk

(g
lo
b
al
ly

in
te
g
ra
te
d

fo
rm

s
an
d
ra
n
d
o
m
ly

sh
ap
ed

st
im

u
li
)

In
cr
ea
se
d
ea
rl
y
ta
sk
-

d
ep
en
d
en
t
in
te
rr
eg
io
n
al

p
h
as
e
sy
n
ch
ro
n
y
in
th
et
a,

al
p
h
a,
an
d
b
et
a

fr
eq
u
en
cy

b
an
d
s
in

A
S
D

R
ed
u
ce
d
lo
n
g
-r
an
g
e

b
et
a-
b
an
d
p
h
as
e

sy
n
ch
ro
n
iz
at
io
n
at

7
0
–
1
4
5
m
s
d
u
ri
n
g

p
re
se
n
ta
ti
o
n
o
f
g
lo
b
al
ly

co
h
er
en
t
d
o
t
p
at
te
rn
s

en
co
m
p
as
si
n
g
n
u
m
er
o
u
s

ar
ea
s
in
cl
u
d
in
g
o
cc
ip
it
al
,

p
ar
ie
ta
l,
te
m
p
o
ra
l,
an
d

fr
o
n
ta
l
lo
b
e
re
g
io
n
s
in

A
S
D

(c
o
n
ti
n
u
ed
)
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.
[5
4
]

A
d
u
lt
s

1
4
A
S
D

1
4
T
D

D
S
M
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V

Y
es

1
5
1
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ch
an
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D
o
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u
m
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at
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n
ta
sk

(g
lo
b
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s
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d
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n
d
o
m
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sh
ap
ed

st
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u
li
)

S
m
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le
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u
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e

am
p
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tu
d
es

in
v
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u
al

ar
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s,
fo
ll
o
w
ed

b
y

te
m
p
o
ra
l
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d
th
en

p
ar
ie
ta
l
re
g
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n
s
in

A
S
D

L
eu
n
g

et
al
.
[5
5
]

A
d
o
le
sc
en
t

2
2
A
S
D

1
7
T
D

Y
es

1
5
1
-

ch
an
n
el

Y
es

A
n
im

p
li
ci
t

em
o
ti
o
n
al

p
ro
ce
ss
in
g

ta
sk

(h
ap
p
y
,
an
g
ry
,

an
d
n
eu
tr
al

fa
ce
s)

R
ed
u
ce
d
b
et
a-
b
an
d

in
te
rr
eg
io
n
al

p
h
as
e-

lo
ck
in
g
d
u
ri
n
g
th
e

p
er
ce
p
ti
o
n
o
f
an
g
ry

fa
ce
s

in
a
d
is
tr
ib
u
te
d
n
et
w
o
rk

in
v
o
lv
in
g
th
e
ri
g
h
t

fu
si
fo
rm

g
y
ru
s
an
d

in
su
la

o
f
A
S
D

L
eu
n
g

et
al
.
[5
6
]

A
d
o
le
sc
en
t

2
4
A
S
D

2
4
T
D

Y
es

1
5
1
-

ch
an
n
el

Y
es

A
n
im

p
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t
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o
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o
n
al

p
ro
ce
ss
in
g

ta
sk

(h
ap
p
y
,
an
g
ry
,

an
d
n
eu
tr
al

fa
ce
s)

L
o
w
er

ac
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ra
cy

o
n
th
e

im
p
li
ci
t
em

o
ti
o
n
al

fa
ce

p
ro
ce
ss
in
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ASD (15 with a clinical seizure disorder) [63] or spontaneous neural activity in

36 children with ASD without a diagnosis of seizure disorders [64]. In these studies,

abnormal discharges were identified in 82 % or 86 % of all children with ASD using

MEG, while only 68 % or 3 % used simultaneous EEG, respectively. These studies

provided evidence that subclinical seizure disorder can be detected in many chil-

dren with ASD using MEG and appear to have greater sensitivity than EEG

[66]. This may be an advantage of MEG in researching abnormal brain activity

in ASD.

On the other hand, most of the recent ASD MEG research has been directed at

characterizing and understanding various aspects of neural processing that are

affected in individuals with ASD, such as resting state, auditory processing, and

other cognitive conditions (Tables 13.1, 13.2, 13.3, and 13.4.). Below, we review

the major findings from recent MEG-based ASD studies.

13.3.1 Resting State

Neural activity during resting state has recently gained interest in MEG ASD

research (Table 13.1). Although some studies focus on atypical lateralization of

ASD, most of the recent studies investigating resting state of ASD using MEG focus

on atypical neural connectivity of ASD.

The idea that autism is characterized by atypical neural connectivity, rather than

by a discrete set of atypical brain regions, has been raised in various fields of

research, such as electrophysiology, structural neuroimaging, functional neuroim-

aging, and molecular genetics [3]. The dominant theory of neural connectivity in

ASD used to be long-range hypoconnectivity between the frontal cortex and other

brain regions and local over-connectivity of the frontal cortex [67]. However, ideas

vary about the precise way in which connectivity is atypical in subsequent studies.

There seems to be some consensus regarding reduced long-range resting-state

connectivity of ASD in MEG-based ASD studies. Altered resting-state connectivity

across various brain regions has been preliminarily demonstrated in adolescents and

young adults with ASD (n¼ 8), with connectivity patterns in ASD participants that

displayed significantly reduced interdependence strength, both within bilateral

frontal and temporal sensors, as well as between temporal sensors and the

remaining recording sites [68]. Most of the subsequent studies using larger samples

reported reduced long-range connectivity in ASD at resting state (Table 13.1).

Aberrant long-range connectivity in children with ASD was observed between

the ages of 3 and 7 years (n¼ 70) [31] by customized child-sized whole-head

MEG, suggesting that long-range hypoconnectivity is already present during

early development. Thus, long-range hypoconnectivity appears to be a pervasive

alteration of neural functioning in ASD. Longitudinal studies tracking neural

connectivity in ASD across developmental stages are necessary to understand the

maturational trajectories of hypoconnectivity, and in the future, hypoconnectivity

patterns may provide insight into the heterogeneity of ASD and help in the

development of individualized biomarkers for specific ASD subtypes.
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However, there are varying results across ASD MEG studies regarding the

question of whether short-range coherence is increased [30–32] or not

[35, 37]. These findings from ASDMEG studies seem to indicate that abnormalities

in connectivity in ASD are more complex than the pattern suggested by local

hyperconnectivity and long-range hypoconnectivity [67]. The lack of uniformity

among the different findings is likely attributable to differences in focus of the

studies using various methods in recording resting state (eyes closed, maintaining

visual fixation, or watching video programs), data analysis methods, and age of the

subjects, but it may also result from the neurobiological heterogeneity of ASD. In

addition, findings differ not only in the specific brain regions but also in the

frequency bands of neural activity. Thus, patterns of connectivity should not only

be examined by structural means but also by functional means. The field is in need

of more MEG studies on neural connectivity in order to gain more insight into the

characteristics of functional brain activation.

13.3.2 Sensory Symptoms in ASD

Individuals with ASD have been found to have high rates of abnormalities of

sensory function [17]. In recent years, the central significance of sensory symptoms

in ASD has been increasingly recognized.

Although the underlying neurobiology of sensory symptoms in ASD is unclear,

several theories have been proposed linking possible etiologies of sensory dysfunc-

tion with known abnormalities in brain structure and function that are associated

with ASD [8, 17]. Abnormalities in all sensory modalities have been reported in

ASD [22], and atypical auditory processing has been well investigated in this area

of research, including ASD MEG studies. Electrophysiological signatures of audi-

tory processing examined by MEG are considered promising biomarkers not only

for diagnostic and prognostic purposes but also for stratification and response

indices for pharmaceutical development [8]. Additional research into the sensory

symptoms associated with ASD has the potential to shed more light on the nature

and pathophysiology of ASD and to help in the development of new, effective

treatments. Below, we describe the recent developments in ASD MEG studies

investigating auditory processing, including middle-latency response

(M50/M100), gamma-band oscillatory activity, and mismatch magnetic fields.

13.3.2.1 Middle-Latency Response: M50/M100
One of the most replicable electrophysiological findings, even with a large sample

[42], is the latency delay of middle-latency responses, M50/M100, in ASD as

compared with typically developing children (Tables 13.2 and 13.3).

Besides the maturational changes (a pattern of latency shortening with increas-

ing age) in both M100 (especially right hemisphere) and M50 (bilaterally resolved),

a persistent shift or prolongation of latency exists in ASD compared with controls at

any given age [8, 41, 69]. However, middle-latency-evoked potentials can differ

depending on stimulus properties, such as frequency [70], intensity [71], and other
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features [72], and it is important to standardize all stimulus properties and delivery

methodology [8].

Association of M50/M100 latency delays are frequently investigated with ulti-

mate clinical language impairment. M50 and, to a lesser extent, M100 latencies are

reported to predict oral language ability [39]. However, this was not replicated in all

cohorts [47], and M100 delays were not evident in specific language impairments

[73]. Although a direct mechanism of relationship between M50/M100 latency and

ultimate high-level behavioral language performance is not currently present, it

appears that the M50/M100 delays may indicate atypical auditory processing that

might underlie clinical language impairments in ASD.

13.3.2.2 Gamma-Band Oscillatory Activity
Another area of focus in ASD MEG is gamma-band (30–80 Hz) oscillatory activity

(Table 13.3).

Gamma-band oscillatory dysfunction may be related to certain core domains of

symptomology, with the ultimately impacted system/domain being dependent on

the time of critical dysfunction or region involved [9]. Auditory response-related

gamma-band oscillatory activity has been repeatedly demonstrated to be altered in

ASD [10–13, 46, 62]. Evoked (phase-locked) gamma power for both transient

responses and simple sinusoidal tones driven by 40 Hz auditory steady-state stimuli

was reduced in ASD [10, 13]. In addition, the transient and steady-state gamma

responses both correlated to more basic functionality, such as communication and

symptom severity rating of ASD [13]. Gamma dysfunction has also been identified

in first-degree relatives of ASD patients [13, 46], suggesting that gamma-band

oscillatory activity may be a candidate endophenotype of ASD [74]. On the other

hand, gamma-band oscillatory dysfunction is not specific to ASD [75]. Gamma-

band oscillatory alterations might occur in other disorders, such as bipolar disorders

[76, 77] and schizophrenia [78, 79]. Thus, deeper investigations into gamma-band

oscillatory activity in ASD and these psychiatric diseases may clarify the relation-

ship between ASD and psychiatric comorbidities.

Gamma-band oscillatory activity is considered to be dependent on numerous

constituents, including potassium channel subtypes, spike conductance trajectories,

and a strong role for both glutamatergic and γ-aminobutyric acid (GABA)-ergic

signaling [80]. With this link between GABA and the mechanism underpinning

gamma-band oscillatory activity, the balance of excitation and inhibition has been

hypothesized as a pathogenic mechanism for ASD [81]. Translational research has

demonstrated ASD-related behavioral improvement due to pharmacological

treatments that can mirror amelioration of gamma-band function in preclinical

models [82], indicating that such an approach can help lead to better treatments

in human patients.

Recently, we conducted a pilot study of evoked magnetic gamma-band

oscillatory activity during auditory steady-state responses task in children with

and without ASD (non-ASD). As recent evidence [83] seems to suggest, ASD

should not be regarded as a discrete entity; instead its behavioral traits present a

continuous distribution across the population. We split the median non-ASD group
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according to the quantitative autistic traits assessed with the Social Responsiveness

Scale. Time-frequency analysis (wavelet analysis) was conducted, and increased

gamma-band oscillation power dominant around the right auditory cortex was only

found in non-ASD children with low autistic traits, and non-ASD children with high

autistic traits that were similar to children with ASD did not show such laterality

(Fig. 13.1). Our preliminary results suggest that auditory evoked gamma-band

activity may be a useful biomarker related to autistic traits, not only for group

comparisons of ASD and typically developing populations but also for relationships

to ASD features among ASD and non-ASD or typical development samples. This

might shed light on the underpinning neurobiology of ASD.

13.3.2.3 Mismatch Magnetic Fields
The auditory magnetic mismatch field (MMF), especially its latency delay, is

another well-investigated electrophysiological signature of ASD (Table 13.3).

MMF and its EEG counterpart, mismatch negativity, refer to the resultant compo-

nent, which are derived from subtracting an average of standard (or frequent)

stimulus component from that of a deviant (or rare) stimulus [84] and essentially

representing the “difference wave” as an index of “preattentive change detection.”

The MMF latency deficit was observed for sinusoidal tones [85] and for lan-

guage stimuli [86]. The MMF latency delays scales within the ASD cohort with

clinical measures of language ability that are reported to be sensitive and specific

predictors of language impairment [48]. When compared with another MEG signa-

ture, such as M100 latency delay, or a structural imaging marker, MMF timing

Fig. 13.1 Time-frequency analysis (2D topography of power spectrum) of evoked magnetic

fields during auditory steady-state responses task in children with and without ASD. Representa-

tive examples: MEG recordings during auditory steady-state responses task were obtained for two

children with ASD and ten without ASD (non-ASD) (age, 9–16; all right-handed). Subjects

listened to 500 ms duration binaural click trains (200 trains) with a 25 ms inter-click interval

(40 Hz) during 306-channel Elekta Neuromag MEG recordings. MaxFilter 2.2 software (Elekta

Neuromag) was used offline to reduce movement-related artifacts. Time-frequency analysis

(wavelet analysis) was conducted using FieldTrip toolbox (http://fieldtrip.fcdonders.nl/) of

MATLAB. We also examined the quantitative autistic traits with the Social Responsiveness

Scale (SRS). Increased gamma-band oscillation power dominant around right auditory cortex

was only found in non-ASD children with lower than median SRS total score of non-ASD children
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alterations have better accuracy for predicting both ASD and also language

impairment within ASD [49].

However, the exact nature of the MMF latency delay is not stationary. For

example, the MMF is sometimes missing in ASD populations [87]. Similar incon-

sistent results have also been exhibited in mismatch negativity latency [88]. In

addition, MMF delays also exist in children who have language impairment but are

not on the autism spectrum [73]. Thus, more detailed studies in the future that

investigate the relationship of the MMF mechanism to ASD are necessary to derive

conclusive evidence.

13.3.3 Cognitive Processing

Because individuals with ASD have atypical profiles in various aspects of cogni-

tion, many of the previous ASD MEG studies focused on neural activity during

cognitive processing (Table 13.4). Compared with studies investigating resting-

state or sensory (mostly auditory) processing, previous MEG contributions to ASD

research on cognitive processing used to be limited, in that studies were rather

fragmented in terms of experimental design and scientific objectives, sample sizes

were often typically small, subject matching criteria such as age varied substan-

tially between investigations, comparisons were often limited to ASD, and typically

developing populations rather than pathologies exhibited some overlap with ASD.

As is the case in investigating resting-state neural activity, many of the recent

studies focused on atypical neural connectivity of ASD. Similar to studies in resting

state, findings from MEG studies on cognitive processing of ASD do not provide

converging results that support the notion of long-range hypoconnectivity and local

over-connectivity [67] but show instead that, in people with ASD, brain regions

interact in a different way than they do in typically developing people. Some studies

support an hypoconnectivity hypothesis; however, there have also been reports

contradicting general hypoconnectivity in ASD. For example, reduced coherence

between the fusiform face area and several other distant brain regions was

demonstrated during the processing of emotional faces [58], suggesting that con-

nectivity between functionally relevant brain areas may be disturbed in ASD in

complex processes like facial perception. On the other hand, increased connectivity

was found during a picture naming task in areas relevant to visual and language

processing [61]. The specific pattern of connectivity alterations likely depends on

the cognitive processes that were studied and the specific neural system involved,

and the hyperconnectivity may be a correlate of compensating mechanisms

resulting from connectivity deficits in other networks. As is the case in studies in

resting state, the lack of uniformity in findings is likely attributable to the different

focus of the studies using various methods, but may also result from the neurobio-

logical heterogeneity of ASD, and findings differ not only in the specific brain

regions but also in the frequency bands of neural activity. Thus, understanding

altered brain activities during cognitive processing may provide insight into the

neural basis of interindividual variability of symptoms in subjects with ASD, and
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future work may require investigating effective connectivity using imaging

methods, such as MEG, with acute temporal resolution.

13.4 Conclusions

ASD is a set of heterogeneous neurodevelopmental conditions with various aspects

of behavioral characteristics and cognition. Research over the last several decades

using MEG has identified consistent atypical electrophysiological signatures of

ASD, indicating common neural circuit disruptions, such as reduced long-range

resting-state neural connectivity. MEG signatures of auditory processing, such as

middle-latency response (M50/M100) and gamma-band oscillatory activity, hold

particular promise for study and treatment as candidate biomarkers of ASD. With

the development of MEG customized for a child’s head, some studies even include

children younger than 3 years of age. Our preliminary results not only suggest

group comparisons of ASD and typically developing populations but also suggest a

relationship to ASD features among ASD and non-ASD or typical development

samples that may shed light on atypical neural activity engaged in ASD. Thus,

future studies investigating these MEG signatures across developmental stages in

the population would reveal the underlying neurobiology of ASD and open new

avenues of effective treatments.
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Schizophrenia 14
Toshiaki Onitsuka and Shogo Hirano

Abstract

Despite the high prevalence of schizophrenia, which is a devastating mental

disorder, the etiology and pathophysiology of this disease are still unclear. Magne-

toencephalography (MEG) has a high spatial and temporal resolution and has been

used to make important contributions to schizophrenia research. In this chapter, we

reviewMEG studies of schizophrenia, with an emphasis on event-related responses

and neural oscillations. Published MEG studies suggest that patients with schizo-

phrenia have neurophysiological deficits from the early phase of sensory processing

(i.e., M50, M100, mismatch negativity) in auditory perception. Moreover, schizo-

phrenia patients may have altered neural oscillations, and abnormalities of auditory

steady-state responses to 40 Hz click stimuli are repeatedly reported. Because this

research can be conducted in living schizophrenia patients, these biological results

are highly valuable for understanding the etiology and pathophysiology of the

disorder. As advanced medical technology becomes increasingly globally avail-

able, the clinical application of MEG to schizophrenia treatment may be imminent.
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14.1 Introduction

Schizophrenia is a devastating mental disorder and presenting a prevalence of about

1 % of the world population. The disorder is characterized by positive symptoms

(e.g., delusion, auditory hallucination, and loose associations), negative symptoms

(e.g., lack of emotional expression, lack of interest or enthusiasm), and cognitive

dysfunctions. Diagnoses are usually made during adolescence, which is a crucial

time for personality formation. These diagnoses may be chronic, causing enormous

problems for social adjustment. Recent studies have suggested that schizophrenia is

characterized as brain dysfunctions, some of which occurs before full symptom

onset and some of which progresses in the 1–2 years after onset. Although many

researchers have investigated this illness, termed schizophrenia by Eugen Bleuler

[1], its etiology, and pathophysiology remain unclear.

Magnetoencephalography (MEG) is a noninvasive technique that can be used to

detect magnetic fluctuations associated with electrical activities in the brain. Along

with electroencephalography (EEG), which measures activity on the scale of

millisecond, MEG has a high temporal resolution. MEG has several advantages

over EEG; for instance, it can more easily penetrate the cerebrospinal fluid, certain

membranes, the skull, and the scalp [2, 3]. Additionally, MEG is preferable to EEG

in that it can be used to obtain more precise information about the spatial domain of

neural activity. MEG has been used in many types of neuroscience research,

including studies of psychiatric disorders such as schizophrenia [4]. In addition,

recent developments in MEG signal processing technology have enabled increased

visibility of neural activity. To date, few objective indices of schizophrenia patho-

physiology have been confirmed, hindering research and therapeutic approaches.

However, MEG has the potential to be a powerful tool in schizophrenia research. In

this chapter, we present an overview of recent schizophrenia studies using MEG,

especially those focused on event-related responses and neural oscillations.

14.2 Event-Related Responses

Event-related responses are characteristic electric or magnetic signal waves elicited

by a stimulus or activity. They are usually measured by averaging a number of

obtained signals elicited via the presentation of a repetitive sensory stimuli or

performance of a cognitive task [5]. Event-related responses measured using EEG

are called event-related potentials (ERPs) and those measured using MEG are

called event-related fields (ERFs). ERP and ERF components are defined based

on the polarity of wave peaks (i.e., negative or positive in EEG) and the latency

from the time point at which a certain stimulus is presented to an individual.

Generally, ERP and ERF components are described based on their polarity and

latency (e.g., P50, N100, and P300). Event-related components can be measured

with high reliability and reflect electrical brain activities coinciding with specific

perception or cognition processes. ERP and ERF data have been applied to both

academic and clinical fields. In studies of schizophrenia, ERFs have been used to
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characterize abnormal brain activity in visual, auditory, and somatosensory experi-

mental conditions.

14.2.1 Auditory Event-Related Responses

14.2.1.1 M50
Measured via EEG, the P1-N1-P2 complex can be recorded to auditory stimuli. The

typical auditory evoked magnetic responses are shown in Fig. 14.1. Specifically, the

P1 component can be called the P50, because the positive peak of this component is

located approximately 50 ms after the auditory stimulus is presented. The P50

component can be elicited by presenting a repetitive pair of auditory stimuli with a

specific interstimulus interval. In this type of experiment, typical auditory stimuli

are click sounds with short durations and the interstimulus interval is generally

500 ms. These stimuli are known to elicit a phenomenon in which the amplitude of

the P50 evoked by the second auditory stimulus is smaller than the amplitude of the

P50 evoked by the first stimulus [6, 7]. The first stimulus is thought to activate an

inhibitory neural network, in which cholinergic neural circuits, involving the

hippocampus, are thought to be implicated [8]. This P50 suppression, measured

by paired auditory stimuli, is thought to be an index of “sensory gating,” which is a

process by which necessary and unnecessary information from both outer and inner

sources is controlled. Patients with schizophrenia are known to have diminished

P50 suppression [9], indicating that the symptoms of schizophrenia are associated

with dysfunctional sensory gating, resulting in an information overload. Several

MEG studies have also detected diminished P50 suppression in individuals with
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schizophrenia. In MEG research, the magnetic counterpart of the P50 is often

termed the M50 [10], thus, we will use this term as we review M50 studies of

schizophrenia patients.

Thoma et al. [11] used simultaneous EEG and MEG to measure the P50 and the

M50, respectively. The investigators presented auditory paired click stimuli to

20 individuals with schizophrenia and 15 healthy participants. They found dimin-

ished P50 suppression and diminished M50 suppression in the left hemisphere in

the schizophrenia group. Additionally, they revealed that in the schizophrenia

group, the M50 gating ratio, which is the ratio (S2/S1) contrasting the M50

amplitude evoked by the first stimulus (S1) and the M50 amplitude evoked by the

second stimulus (S2), was negatively correlated with neuropsychological indexes

of working memory, executive attention, and general memory in both hemispheres.

Edgar et al. [12] used auditory paired click and electric stimuli and recorded the

M50 and the M20 in patients with schizophrenia and healthy controls. The M20 is

the magnetic counterpart of the N20, which is a component of somatosensory

evoked potentials, and is thought to originate in the somatosensory cortex. The

researchers found reduced M50 suppression in the left hemisphere in schizophrenia

patients, but no significant difference in M50 suppression in the right hemisphere.

They also found no M20 suppression in either group. As noted above, the presenta-

tion of paired click stimuli is a standard in measuring P50 and M50 suppression. For

other stimuli, Hirano et al. [13] used auditory paired vowel stimuli to demonstrate

reduced M50 suppression in schizophrenia patients. In addition, they showed that

the M50 gating ratio in the left hemisphere was positively correlated with the

severity of auditory hallucinations, while the M50 gating ratio in the right hemi-

sphere was positively correlated with the severity of negative symptoms. The

higher spatial resolution afforded by the use of MEG instead of EEG in these

studies enabled the discovery of new information about hemispheric differences in

sensory gating dysfunction in people with schizophrenia. Additionally, the gating

ratio of the M50 is reported to have greater test–retest reliability compared with that

of the P50, which is measured via EEG [14].

Thoma et al. [15] reported that lower levels of M50 gating were correlated with

decreased auditory cortical thickness in both hemispheres in individuals with

schizophrenia. This notion was reinforced by structural magnetic resonance imag-

ing data. In a study combining M50 gating, neural oscillations, and functional

magnetic resonance imaging (fMRI), Mathiak et al. [16] suggested that the alpha

band (8–13 Hz) rhythm in the auditory cortex influences sensory gating. P50 and

M50 gating dysfunction may have potential as a marker of risk of developing

positive symptoms of schizophrenia (see the review by Potter et al. [17]). In the

future, cross-modality studies like those mentioned above will be useful in sensory

gating research and may provide clues regarding the source of abnormal sensory

gating in people with schizophrenia.

14.2.1.2 M100
The auditory M100 is the magnetic counterpart of the N100, which is an auditory

evoked potential component with a negative peak approximately 100 ms after the
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onset of an auditory stimulus. Hari et al. [18] used simultaneous EEG and MEG to

record the N100 and the M100, respectively. They reported that the neural source of

the M100 was the supratemporal auditory cortex when the interstimulus interval

(ISI) was below 4 s. The auditory N100 component is elicited by any auditory

stimulus without task demands, and the amplitude is influenced by several factors,

including ISI, stimulus intensity, arousal level, and the attentional status of the

participant. Several studies have measured the M100 component in schizophrenia

patients. Hajek et al. [19, 20] reported that, unlike control participants, individuals

with schizophrenia showed significantly different equivalent M100 dipole

orientations. Smith et al. [21] measured the M100 elicited by an auditory paired

click stimulus and reported that patients with schizophrenia showed smaller M100

amplitudes in response to the first click sound and diminished M100 suppression in

response to the second click. The size of the auditory N100 amplitude, measured via

EEG, is thought to be a marker of functional brain abnormalities related to a genetic

predisposition to schizophrenia [22]. However, M100 studies of people with

schizophrenia are sparse, and more data are required.

14.2.1.3 Mismatch Negativity
Näätänen et al. [23] investigated a negatively peaked wave by subtracting the

evoked potential wave elicited by a low-frequency auditory stimulus from one

elicited by a high-frequency auditory stimulus. Because this negative wave tends

to be unaffected by the attentional status to stimuli of the participants, it is thought

to reflect automatic brain activity—specifically, the mismatch between the memory

trace made by the high-frequency (standard) stimulus and the low-frequency

(deviant) stimulus. This negative wave is called mismatch negativity (MMN).

Patients with schizophrenia have repeatedly been found to possess an attenuated

MMN amplitude, which may indicate that they have a pathophysiological mecha-

nism affecting automatic auditory detection [24]. Several studies [22, 25, 26] have

used MEG to measure MMN in people with schizophrenia, in which the magnetic

counterpart of MMN is often termed MMNm, and reported that these patients

exhibit an attenuated MMNm amplitude. Although most MMNm studies have

used combinations of several tone sounds that are different in terms of duration

or pitch, Kasai et al. [27, 28] measured MMNm by presenting a combination of

different vowels to patients with schizophrenia. They found that chronic adminis-

tration of benzodiazepine did not affect MMNm in schizophrenic patients and

suggested that the patients had abnormal automatic categorical differentiation of

vowels. Yamasue et al. [29] also reported that changes in MMNm amplitude in the

left hemisphere elicited by categorical differentiation of vowels were significantly

correlated with left planum temporale gray matter volume in patients with schizo-

phrenia. Interestingly, these results imply that language dysfunction in people with

schizophrenia involves subconscious cognitive processing.
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14.2.2 Other Event-Related Responses

Facial recognition is critical to human social interactions, and patients with schizo-

phrenia are thought to have some facial processing deficits [30]. The N170, as

measured via EEG, is a visual event-related potential component. The N170 has a

negative peak that occurs approximately 170 ms after the visual stimuli onset. The

N170 is considered to function as an index of the structural encoding of faces and

the extraction of configural information [31]. Individuals with schizophrenia have

been found to exhibit a diminished N170 in response to face stimuli [32]. However,

findings of the M170, which is the magnetic counterpart of the N170, are still

controversial in patients with schizophrenia [33, 34], probably because facial

processing involves many sub-cognitive processes [35]. Rivolta et al. [36]

conducted an extensive report regarding the components of visual magnetic

responses M100, M170, and M250, which are prominent 100, 170, and 250 ms

after stimulus onset, respectively. These components are associated with facial

recognition in both drug-näive and single-episode patients with schizophrenia.

Patients with schizophrenia showed no significant differences in terms of the

M100 and M170 but had weaker M250 components and different spatial patterns

in a source reconstruction of each component compared with controls.

In the somatosensory domain, as shown above, no significant differences have

been found in somatosensory M20 suppression between individuals with schizo-

phrenia and healthy controls [12]. Meanwhile, Huang et al. [37] used MEG to report

that healthy controls exhibited an attention-mediated somatosensory response more

than 40 ms after the presentation of an electrical median-nerve oddball task, while

individuals with schizophrenia exhibited no such evoked response.

14.3 Neural Oscillations

In this subsection, the term “neural oscillation” is used to describe the phenomena

in which electric or magnetic waves derived from the human brain change in terms

of frequency or amplitude in temporal and/or spatial domains. These waves can

correspond to diverse dynamic brain activities, involving perceptive, cognitive,

motor, and/or spontaneous activities. Since Gray et al. [38] reported that a 40–60 Hz

electrical oscillatory response in the cat visual cortex changed with the contents of

the presented stimuli, the concept of neural oscillations has been broadly applied to

various research topics, including mental disorders such as schizophrenia (see the

review by Uhlhaas and Singer [39]). In the early stages of neural oscillation

research, which largely focused on the 40 Hz “gamma” frequency band oscillation

[40], the predominant oscillations in each frequency band were associated with

distinct brain functions. For example, the gamma band (30–100 Hz) oscillation is

thought to relate to perception [41], attention [42], memory [43], and consciousness

[44]. Beta-band (13–30 Hz) oscillations have been associated with sensory gating

[45] and inter-areal synchronization [46], theta (4–7 Hz) oscillations correspond to

inter-areal synchronization and top-down processing [47], and alpha (8–12 Hz)
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oscillations are linked with attention [48] and consciousness [49]. Meanwhile,

recent studies have indicated that each network is tremendously diverse and that

the different processing levels in the brain play important roles in the generation

and modulation of neural oscillations. For example, each processing level may be

related with receptors of certain neurochemical transmitters [50], cortical

microcircuits between pyramidal cells and interneurons [51], cortico–cortical

connections [41], and inter-areal connections [52]. Neural oscillations represent a

critical component in the connection between neurophysiology and neurochemistry

data, and thus, are important for connecting pathophysiology with data from animal

models of schizophrenia. Several MEG studies have focused on neural oscillation

in patients with schizophrenia. In the following subsections, we review these

oscillation studies.

14.3.1 Transient Neural Oscillations

Transient neural oscillations have transient temporal fluctuations in terms of power

or phase at a certain frequency. Transient neural oscillations can be classified as

either evoked oscillations or induced oscillations, depending on the timing of the

temporal fluctuation and whether it is locked to an outer stimulus or the execution

of a particular task. Evoked oscillations are closely synchronized with the timing of

a stimulus presentation, while this is not the case for induced oscillations. Jitter in

induced oscillations is thought to reflect higher cognitive processes involving

memory [43] or the differentiation of contents of stimuli [53]. Evoked oscillations

are also affected by the character of stimuli [54]. In the auditory domain, several

MEG studies have reported that individuals with schizophrenia show diminished

evoked oscillations in the gamma-frequency range in response to speech sounds.

Additionally, individuals with schizophrenia exhibit different patterns between

hemispheres [55, 56] and diminished gamma band oscillations evoked by pure

tones [57] within a relatively early period (less than 150 ms) from stimulus onset. In

the visual domain, Grützner et al. [58] reported that the schizophrenia patients

showed diminished low (25–60 Hz) and high (60–120 Hz) gamma band oscillations

in both the evoked and induced time windows (5–320 ms from stimulus onset) in

response to Mooney faces. Their colleagues also showed that medication-näive

schizophrenia patients exhibited diminished high-gamma band oscillations in the

induced time window (105–220 ms from stimulus onset) in a face recognition study

compared with healthy controls [59]. Herrmann et al. [60] described the match-and-

utilization model for early (around 100 ms from stimulus onset) and late (around

300 ms from stimulus onset) transient gamma oscillations. They suggested that

early gamma oscillations reflect the comparison of memory contents with stimulus-

related information, and late gamma oscillations reflect the use of signals derived

from this comparison. Indeed, the abnormal transient neural oscillations observed

in schizophrenia patients might reflect a dysfunction in the temporal stream for

information processing.
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14.3.2 Spontaneous Neural Oscillations

Several studies have measured spontaneous MEG signals in schizophrenia patients

without a cognitive task. These studies investigated temporal or spatial fluctuations

of activity across several frequency bands. Ca~nive et al. [61, 62] reported that

patients with schizophrenia exhibited signals with lower power and lower peak

frequency in the alpha band compared with controls. This abnormal alpha pattern

did not change after treatment with aripiprazole. Sperling et al. showed elevated

dipole density in beta-band (12.5–30 Hz) activity over the left hemisphere in

schizophrenia patients treated with clozapine [63], and a correlation between

slow activity (2–6 Hz) and psychotic symptoms has been observed [64]. Fehr

et al. [65] showed that enhanced delta (1.5–4 Hz) and theta (4–8 Hz) band activity

and frontal delta and theta activity were associated with characteristics of the

positive symptoms of schizophrenia. Rockstroh et al. [66] also reported that the

schizophrenia patients exhibited prominent delta activity (0.5–4 Hz) in the frontal

and central cortical regions. Rutter et al. [67] reported that the schizophrenia

patients showed reduced gamma (30–80 Hz) activity in the posterior region of the

medial parietal cortex. Combining several types of network analysis, various

studies have attempted to reveal functional network pathophysiology in the resting

state in people with schizophrenia [68, 69].

A number of studies have measured spontaneous MEG signals in relation to

auditory hallucinations in people with schizophrenia. Van Lutterveld et al. [70]

reported that auditory hallucinations were related to decreased beta-band power in

the left temporal cortex, decreased alpha band power in the inferior frontal gyrus,

and decreased theta-band power in the right hippocampus in schizophrenia patients.

Other reports have shown that increased beta activity [71] and theta activity [72] in

the left auditory cortex were associated with the appearance of auditory

hallucinations in a schizophrenia patient. Considering the high spatial resolution

of MEG compared with EEG, these studies imply that schizophrenia is associated

with functional spatial disproportion, even in the resting state. Thus, this phenome-

non might be a prospective state marker of schizophrenia.

14.3.3 Auditory Steady-State Response

A steady-state response is an evoked potential with constituent discrete frequency

components that remain constant in amplitude and phase over an infinitely long

period of time [73]. Steady-state responses are recorded when stimuli are presented

periodically and demonstrate how the brain follows a stimulus or how the stimulus

drives a response [74]. Steady-state paradigms can probe the ability of neuronal

networks to generate and maintain oscillatory activity [39]. Auditory steady-state

responses (ASSRs) are known to be most prominent when auditory stimuli are

presented periodically at approximately 40 Hz to healthy subjects [74]. Since Kwon

et al. [75] first used EEG to show diminished 40 Hz ASSRs in schizophrenia

patients, this abnormality has been repeatedly reported in other EEG studies
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[76]. For instance, some ASSR studies with MEG have found bilateral diminished

40-Hz ASSRs [77], diminished bilateral 40- and 80-Hz ASSRs [78], diminished

bilateral 5- and 80-Hz ASSRs, diminished 40-Hz ASSRs in the right auditory cortex

[79], and diminished 40-Hz ASSRs in the left auditory cortex [80] of people with

schizophrenia. Figure 14.2 shows group-averaged time-frequency maps of

MEG-ASSR power to 20 Hz and 40 Hz click stimuli created by our data. Moreover,

Tsuchimoto et al. [78] showed that 80-Hz ASSRs in the left hemisphere were

significantly correlated with the severity of auditory hallucinations, and Edgar

et al. [80] showed that the cortical thickness of the superior temporal gyrus was

significantly correlated with 40-Hz ASSRs in the left hemisphere in healthy

controls, but not schizophrenia patients. However, individuals with schizoaffective

disorder show a different pattern of 40-Hz ASSRs compared with schizophrenia

patients [57], and patients with bipolar disorder exhibit reduced bilateral 30-, 40-,

and 80-Hz ASSRs [81]. Exactly why ASSRs are diminished in people with schizo-

phrenia and other psychiatric disorders is not clear, but ASSRs are expected to be

useful as biological markers of schizophrenia in translational studies with animal

models of schizophrenia [82], as well as in mathematical model studies [83] with

comparatively high test–retest reliability [84].

14.4 General Remarks

This section contained a review of MEG studies of patients with schizophrenia,

with a focus on event-related responses and neural oscillations. Because the

symptoms of schizophrenia can be investigated solely in living patients, biological

information obtained from these individuals via EEG and MEG is indispensable to

schizophrenia research. Compared with EEG, MEG is neither likely to be affected

by volume conduction [2] nor tissue conductivity [3], and MEG enables a more
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direct estimation of the relationship between temporal and spatial brain current flow

and associated brain activities. Moreover, new types of data processing software

[85–87] allow users to project MEG data onto brain coordinates obtained via MRI.

This enables the calculation and presentation of statistical data in the temporal and

spatial domains, greatly facilitating functional brain research. Thus, MEG is

expected to play a critical role in new developments in schizophrenia research.

However, MEG is very sensitive to outer and inner environments, including

artifacts. As a result, MEG experiments may necessitate the use of expensive

apparatuses, including shielded rooms and the maintenance of superconducting

quantum interference devices in ultralow temperature environments cooled by

liquid helium. It is likely that these technical challenges prevent more frequent

use of MEG in schizophrenia research. New advances in technology may increase

the global application of MEG, perhaps leading to the clinical application of MEG

in schizophrenia treatment.
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23. Näätänen R, Gaillard AW, Mäntysalo S. Early selective-attention effect on evoked potential

reinterpreted. Acta Psychol (Amst). 1978;42:313–29.
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Abstract

Bipolar disorder (BD) is a common psychiatric condition that is associated with

a diverse range of symptoms across several domains. While the core feature is

disturbance in mood states, disruption of biological rhythms, energy behavior,

and cognition is central to its impact on functioning in daily life. Diagnosis

requires knowledge about an individual’s episodes of distinctly elevated mood:

mania for type I BD and hypomania for type II. Defining the nature of BD has

always been something of a challenge for psychiatrists, and, thus, establishing a

neurobiological model of the condition has been a matter of long debate. This

overview of magnetoencephalographic (MEG) studies that investigated BD

describes event-related responses related to auditory function such as M50,

M100, M200, MMNm, and neural oscillations. Based on our review, auditory

dysfunctions in BD are outlined, and interpretations are delivered in light of

recent developments in the field of clinical neurophysiology. Thus, we lead

clinicians and researchers through some of the more actively debated topics

regarding BD research and its potential direction in the future.
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15.1 Introduction

Bipolar disorder (BD), also known asmanic depression, is a brain disorder that causes

unusual shifts in mood, energy, activity levels, and the ability to carry out day-to-day

tasks. Diagnosis requires knowledge of an individual’s experiences during episodes

of distinctly elevated mood: mania for type I BD and hypomania for type II. The

majority of patients also suffer from periods of depression, with this being stipulated

in the criteria for the type II disorder. Indeed, depression is increasingly being

recognized as the greatest burden of the illness [1]. Classically described, those

with BD are said to have discrete periods of illness from which they return to a

normal state. Currently, people widely acknowledge that this pattern may not accu-

rately describe the nature of the condition because dysfunction may be detectable

even during euthymia. Further, many patients experience chronic illness, mixed

presentations, rapid cycling, and/or suboptimal responses to treatment [2].

Defining the nature of BD has always been something of a challenge for

psychiatrists. Thus, establishing a neurobiological model of the condition has been

a matter of long debate. The episodic nature of the disorder and the ostensible polar

extremes of mania and depression have historically resulted in a functional account

being favored over an organic model, and disturbed activity within the brain regions

has been postulated to return to normal with time or treatment. Abnormalities in

neuronal transmission are thought to underlie the symptoms, often in a dichotomous

manner that mirrors the polar nature of the illness. For example, mania has been

explored in terms of increased dopaminergic activity, whereas depression has been

discussed in terms of reduced dopaminergic activity [3]. Such a stance has merit, with

much evidence supporting the assertions, but factors such as medication, psychosis,

physical activity, and stress-axis activation (all of which can span episodes or emerge

during both mania and depression) confound the investigation and interpretation of

potential neurobiological abnormalities [4].

The brain can be viewed as the source or mediator of normal and abnormal

mental states, but may also be considered as an organ vulnerable to the damaging

effects of illness. Thus, investigating the BD brain may provide insights into the

causes and consequences of the condition. This overview of magnetoencephalo-

graphic (MEG) studies related to BD relates abnormalities in event-related auditory

responses of BD patients, including M50, M100, M200, MMNm, and neural

oscillations. We have focused on the interpretation of results in light of recent

developments from the field of clinical neurophysiology. With this narrative article,

we will provide necessary information about actively debated topics in the field

about which we think clinicians and researchers should know.

15.2 Altered Sensory Gating Function

Hippocampal structure and function are abnormal in BD [5]. The most conspicuous

functional abnormalities associated with hippocampal damage are deficits in

learning and memory [6]. The hippocampus is also critical for the gating of sensory

responses to stimuli and is involved in prepulse inhibition (PPI) of the startle reflex,
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sometimes known as sensorimotor gating [7, 8]. Just as a large body of literature

suggests that many patients with schizophrenia have impairments in sensory gating

[9, 10], this deficit has also been reported in BD [11, 12]. Sensory gating is typically

assessed by a paired-click paradigm in which two identical click stimuli are

presented in succession, and the P50 wave of the EEG response following each

click is measured. Normally, individuals show sensory gating as assessed by a

reduced P50 response following the second click. Adler et al. [13] proposed that

P50 gating is hippocampal dependent, and studies assessing N40, the rat P50

analog, have confirmed this [14, 15]. However, because P50 is traditionally

measured at a single EEG electrode (Cz), little information is available about

hemispheric gating differences and the role of the hippocampus. Presumably

assessing M50 (the P50 counterpart in MEG) sensory gating is a more direct

measure than general scalp ERP measurements in terms of the neural generators.

M50 responses are localized to posterior areas of the bilateral superior temporal

gyrus (STG) [16–18]. Moreover, bilateral M50-STG sources have been reported to

account for 97 % of the variance in P50 responses at the Cz electrode in healthy

controls, which demonstrates that the P50 auditory evoked potential (AEP) can be

attributed to bilateral M50 STG-source localizations [19]. These findings confirm

the importance of evaluating hemispheres separately for sensory gating deficits.

Wang et al. [20] recorded M50 from 20 BD type I patients and 20 healthy controls

during a paired-click paradigm (Fig. 15.1). The M50 dipole source was localized to

Fig. 15.1 Example of the 148 MEG-sensor overlaid waveforms in response to the first click for

one BD type I patient. (a) Responses to the first stimulus. (b) Responses to the second stimulus.

Note that the M50 component is strongly suppressed in response to the second stimulus (i.e.,

sensory gating) (Revised from [20])
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the left and right posterior portion of the STG, and the authors could not find any

significant difference in M50 strength between groups. However, bilateral

M50-source strengths evoked by the second stimuli were significantly higher in

the BD type I group than in the control group. Therefore, they concluded that the

auditory gating deficit in type I BD was attributable to both hemispheres,

suggesting that gating deficits are related to structural abnormalities in the STG.

15.3 Changes in Early Auditory Information Processing

The N100 (the EEG counterpart of M100) is the largest component among the

AEPs, peaking 75–150 ms after stimulus onset and thus reflecting early auditory

processing. N100 has been suggested as a physiological correlate of cognitive

processes such as attention [21], memory [22], and stimulus classification [23]. It

is generated in or near Heschl’s gyrus [24] and the planum temporale [25, 26] of the

STG. Its source strengths and latencies were not found to be different between BD

patients and controls [27].

The P200 is a positive AEP elicited by auditory stimuli that is also most

prominent over the vertex (Cz) and has a latency of approximately 150–250 ms.

It represents attention-modulated stimulus detection or classification processes

[28]. Moreover, the amplitude of the P200 decreases as attentiveness increases

and increases during sleep [29]. Studies about auditory P200 potentials in patients

with BD are very few and their results seem contradictory [30–33]. Although M200

deflection peaking at approximately 200 ms after stimulus onset is a prominent

response relating to the STG [34], planum temporale, and area 22 (the auditory

association cortex) [35], M200 response abnormalities in BD have not yet been

investigated in detail. Wang et al. [36] measured M100 and M200 during an

auditory oddball paradigm in 24 schizophrenia patients, 26 BD-I patients, and

31 healthy controls (Fig. 15.2). They found an asymmetric pattern of M100 and

M200 auditory responses with more anterior sources in the right STG of healthy

controls, while both schizophrenia and BD patients showed symmetric M100 and

M200 source patterns. Additionally, both patient groups showed significantly

reduced M100 and M200 source strength in both hemispheres. Therefore, they

concluded that early auditory information-processing deficits may be similar in

schizophrenia and BD and may be related to abnormalities of the STG.
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15.4 Preattentive Dysfunction in Auditory Information
Processing

Mismatch negativity (MMN) and its magnetic counterpart (the mismatch field;

MMNm) are considered to reflect preattentive information processing and are

elicited approximately 150–200 ms after inserting physically deviant auditory

stimuli into a stream of identical and repeated stimulus sequences [37]. Although

some evidence exists for attentional modulation of MMN [38, 39], it is elicited even

when attention is directed away from sounds. Thus, interpreting MMN results is

easier than interpreting P300 results when patient motivation cannot be controlled,

as is the case in psychiatric patients. This automatic mismatch process may have an

important role in initiating involuntary switches of attention to changes in auditory

stimuli that occur outside the focus of attention [40].

While several studies have reported that MMN amplitude and latency in patients

with BD are not significantly different from those in healthy controls [41–44], other

studies have found MMN deficits in patients with BD [45–49]. Two MEG studies

have investigated MMNm in patients with BD [50, 51]. Takei et al. reported that

compared with healthy controls, the latency of pitch-MMNm was significantly

delayed in the right hemisphere of patients with BD [50], and Shimano et al. [51]

found that BD patients showed a significant bilateral reduction in the magnetic

global field of the pitch-MMNm compared with healthy controls (Fig. 15.3).

Moreover, the magnetic global field of pitch-MMNm in patients who had a history

of being admitted to a hospital was significantly lower in amplitude compared with

patients who had no such experience. Thus, patients with BD may have a

preattentive dysfunction that can be indexed by abnormal pitch-MMNm.

Fig. 15.2 An example of the 148 MEG-sensor overlaid waveforms in response to a 1-kHz tone in

a healthy subject. M100 and M200 responses are clearly observed (Revised from [36])
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Fig. 15.3 Grand mean magnetic global field power (mGFP) waveforms of responses to standard

stimuli, deviant stimuli, and mismatch fields (MMNm) in patients with BD (dotted line) and

healthy controls (solid line). MMN mGFP in the BD group is significantly smaller than that of the

healthy control. Left left hemisphere, Right right hemisphere (Reprinted from [51])
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15.5 Abnormal Neural Oscillations

The term “neural (or brain) oscillations” refers to the rhythmic and/or repetitive

electrical activity generated spontaneously and in response to stimuli by neural

tissue in the central nervous system. The role of neural oscillations as functional

building blocks in sensory-cognitive processes has gained support in recent

decades. Compared with healthy brains, event-related oscillations in alpha-, beta-,

gamma-, delta-, and theta-frequency windows are highly different throughout the

cortex of pathologic brains, in particular, those from patients with cognitive

impairments such as psychiatric disorders.

15.5.1 Neural Oscillations During Resting State

Chen et al. [52] analyzed MEG responses at rest (i.e., no specific task) to assess the

synchronization of neural oscillations in frontal regions of BD patients and normal

controls. Two-min recordings were made with a whole-head 306-channel MEG

system from ten type I BD patients in euthymic phases and ten normal controls

while they rested with their eyes closed. They found significant dynamic changes in

BD patients that were characterized by increased synchronization of slow-

frequency (delta) oscillation and decreased synchronization of fast-frequency

(beta) oscillations. Furthermore, they found a positive correlation between beta-

wave synchronization level and the number of perseveration errors made during the

Wisconsin card-sorting task, a finding they inferred indicated a deficit of a pre-

frontal function in BD patients. Therefore, they concluded that analyzing sponta-

neous MEG recordings taken at rest using nonlinear dynamic approaches might

disclose subtle regional changes in the neural dynamics of BD patients.

15.5.2 Neural Oscillations to Speech Sounds

Neural oscillations (20–45 Hz) in response to speech sounds and pure tones have

been recorded from BD, schizophrenia, and normal control groups (Fig. 15.4). BD

patients were found to exhibit larger responses at bilateral temporal regions to

speech sounds compared with either schizophrenia or control groups, but responses

to pure tones did not differ across groups [53]. Whereas several EEG studies

have shown decreased power of neural oscillations in BD patients compared with

normal controls [54], increased neural oscillations in response to speech sounds are

peculiar and may characterize the pathophysiological alterations found in BD.
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15.5.3 Neural Oscillations Induced by Auditory Steady-State
Stimulation

Periodic auditory click stimulation elicits an auditory steady-state response (ASSR)

that synchronizes to both the phase and frequency of the click stimulus.

Several MEG studies have reported that ASSR source generators are restricted to

the primary auditory cortex [27, 55]. Hence, neural oscillatory function in the

primary auditory cortex can be assessed using MEG-ASSR. The ASSR reveals

information about neural activity with respect to phase synchronization and

response magnitude and exhibits resonant frequencies in response to click trains

at approximately 40 Hz [56].

Some have suggested that the ASSR reflects the efficacy of γ-amino butyric acid

(GABA) inhibitory interneuronal activity, which controls the timing of pyramidal

neuron firing in layers II/III of the cortex [57, 58]. Additionally, interactions

Fig. 15.4 Overall average time-frequency maps of the evoked neural oscillation (eNO) power to

speech sounds and pure tone in patients with BD and schizophrenia and in normal controls. The

color scale signifies the eNO power. The power from speech sounds in the BD group is clearly

higher than that of the normal controls, whereas the power from pure tones is not significantly

different between the two groups (Reprinted from [53])
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between pyramidal neurons and inhibitory neurons have been found to produce

emergent oscillations [59]. Because some studies imply GABAergic dysfunction

plays a role in BD [60, 61], investigating ASSR is likely an important factor for

understanding BD.

A MEG study of ASSR reported that compared with normal controls, BD

patients showed a reduction in the right 40-Hz ASSR [27, 62]. Although ASSR

laterality cannot be determined by EEG, its power reduction was consistent in EEG

studies [32, 63]. Ulhaas et al. suggested that GABA is involved in generating the

synchronization between beta and gamma oscillations [64]. Oda et al. [65]

investigated the MEG-ASSR elicited by 20-, 30-, 40-, and 80-Hz click trains and

symptom-ASSR associations in patients with BD. They found that BD patients

exhibited bilaterally reduced mean ASSR power and phase-locking factor in

response to 30-, 40-, and 80-Hz stimulation, with no significant reduction to

20-Hz stimulation (Fig. 15.5). Moreover, they found a significant negative correla-

tion between right hemisphere 80-Hz ASSR-power values and structured interview

guide for the Hamilton depression rating scale (SIGH-D) scores in patients with

BD. Therefore, they concluded that BD is characterized by gamma-band ASSR

deficits, which may be associated with dysfunctions of GABA inhibitory inter-

neuronal activity.

Fig. 15.5 Group averaging time-frequency maps of ASSR power for each hemisphere. The color

scales signify ASSR power. BD patients exhibited bilaterally reduced mean ASSR power to 30-,

40-, and 80-Hz stimulation, with no significant reduction to 20-Hz stimulation. HC healthy

controls, BD patients with bipolar disorder (Reprinted from [65])
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15.6 General Remarks

To date, relatively few MEG studies of BD have been published. In this review, we

have attempted to give an outline of recent findings and to clarify their neurophysio-

logical and pathological interpretations. In particular, we focused on auditory tasks

because as far as we know, only one report has used a visual task (face processing)

[66]. Altered auditory processing in which the STG may play an important role is a

common finding among many studies. The above inferences aside, a few limitations

should be noted. First, the majority of studies recruited relatively modest numbers

of participants per group (e.g., <30), thereby allowing only limited conclusions

with regard to the wider population of individuals with BD. Similarly, few studies

have compared findings from individuals with BD across different mood states, and

few have been replicated. This is probably because of the different methodologies

used, in addition to modest sample sizes. Clearly, more MEG studies with larger

sample sizes that use similar techniques are needed in BD research [67].

Second, BD research has not taken full advantage of multimodal neuroimaging

techniques to identify structure – function relationships in the brain [68]. In parallel,

studies are beginning to identify relationships between genetic variants and func-

tion in adults and youths with BD [69]. Ultimately, an integrated system approach

will help identify biomarkers that reflect neuropsychophysiological processes in

individuals with mood, psychotic, and other psychiatric disorders that span genetic,

molecular, neuroimaging, and behavioral levels of investigation [70]. Such studies

will facilitate a more in-depth understanding of the neural mechanisms

underlying BD.

Third, studies directly comparing different BD subtypes (e.g., BD type I and type

II disorders) or BD and other major psychiatric disorders (e.g., schizophrenia)

are extremely rare. Determining the extent to which BD subtypes or different

psychiatric disorders share, or are distinguished by, underlying neural mechanisms

is therefore quite difficult. Such studies have the potential to identify neural

biomarkers that reflect neural mechanisms and thus aid diagnosis and treatment

choice, particularly for disorders that are often difficult to distinguish using

clinical assessment alone.

Fourth, studies in youths with BD and those at risk for BD are also an urgent

matter, yet too few have been conducted. Longitudinal studies are clearly needed to

examine developmental trajectories of structural and functional changes in the

brains of individuals with BD and in youths at risk for future mood and psychotic

disorders. Such studies will help identify abnormal developmental trajectories in

the brain that are associated with BD as well as biomarkers that can help identify

which at-risk youths are most likely to develop it. Unfortunately, a longitudinal

MEG study for at-risk youths has yet to be conducted.

Fifth, another major criticism of BD studies is the potentially confounding

effects of psychotropic medication. An increasing number of MRI studies of BD

indicate that psychotropic medication either has a normalizing effect on neuro-

imaging measures or does not have a significant impact on these measures [71];

however, very few MEG studies have focused on this issue. Longitudinal studies
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examining individuals before and after medication can address this important point,

as can large cross-sectional studies comparing medication-free individuals with

those taking different types of medication.

15.7 Conclusion

We surveyed studies that recorded M50, M100, M200, and neural oscillatory

responses evoked by auditory stimuli in patients with BD. Analysis showed STG

abnormalities might occur in these patients. One exciting aspect of MEG is its

ability to relatively directly investigate neural activity and oscillations within and

across brain regions with very high spatiotemporal resolution. For clinical

applications, the results of MEG studies in BD are good examples in the area of

neuropsychiatric disorders. The demonstration of very high sensitivity and speci-

ficity for the characterization of BD suggests that MEG is a promising diagnostic

tool in this field of research. Hopefully, correct classification of individuals with BD

using an automated analysis makes it likely to become clinically useful in the

future. Finally, the demonstration that MEG can be used as a biomarker of the

potential efficacy of psychotropic drugs such as mood stabilizers and antiepileptic

drugs is very exciting. We therefore conclude that MEG is ready to become a

regular tool in BD research and with further tests may well be useful for clinical

practice in treating patients with BD.

References

1. Kessler RC, Akiskal HS, Ames M, et al. Prevalence and effects of mood disorders on

work performance in a nationally representative sample of U.S. workers. Am J Psychiatry.

2006; 163:1561–8.

2. Treuer T, Tohen M. Predicting the course and outcome of bipolar disorder: a review.

Eur Psychiatry. 2010;25:328–33.

3. Silverstone T. Dopamine in manic depressive illness. A pharmacological synthesis. J Affect

Disord. 1985;8:225–31.

4. Cousins DA, Butts K, Young AH. The role of dopamine in bipolar disorder. Bipolar Disord.

2009;11:787–806.

5. Otten M, Meeter M. Hippocampal structure and function in individuals with bipolar disorder:

a systematic review. J Affect Disord. 2015;174:113–25.

6. Henson RN, Gagnepain P. Predictive, interactive multiple memory systems. Hippocampus.

2010;20:1315–26.

7. Swerdlow NR, Powell SB, Breier MR, Hinse SR, Light GA. Coupling gene expression in

medial prefrontal cortex and nucleus accumbens after neonatal ventral hippocampal lesions

accompanies deficits in sensorimotor gating and auditory processing in rats. Neuropharmacology.

2013;75:38–46.

8. Bak N, Glenthoj BY, Rostrup E, Larsson HB, Oranje B. Source localization of sensory gating:

a combined EEG and fMRI study in healthy volunteers. Neuroimage. 2011;54:2711–8.

9. Vicek P, Bob P, Raboch J. Sensory disturbances, inhibitory deficits, and the P50 wave in

schizophrenia. Neuropsychiatr Dis Treat. 2014;10:1309–15.

15 Bipolar Disorder 299



10. Dissanayake DW, Mason R, Marsden CA. Sensory gating, Cannabinoids and schizophrenia.

Neuropharmacology. 2013;67:66–77.

11. Carroll CA, Vohs JL, O’donnell BF, Shekhar A, Hetrick WP. Sensorimotor gating in manic

and mixed episode bipolar disorder. Bipolar Disord. 2007;9:221–9.

12. Gogos A, van den Buuse M, Rossell S. Gender differences in prepulse inhibition (PPI) in

bipolar disorder: men have reduced PPI, women have increased PPI. Int Neuropsycho-

pharmacol. 2009;12:1249–59.

13. Adler LE, Olincy A, Waldo M, Harris JG, Griffith J, Stevens K, et al. Schizophrenia,

sensory gating and nicotinic receptors. Schizophr Bull. 1998;24:189–202.

14. Adler LE, Rose G, Freedman R. Neurophysiological studies of sensory gating in rats: effects of

amphetamine, phencyclidine, and haloperidol. Biol Psychiatry. 1986;21:787–98.

15. Bickford-Wimer PC, Nagamoto H, Johnson R, Adler LE, Egan M, Rose GM, et al. Auditory

sensory gating in hippocampal neurons: a model system in the rat. Biol Psychiatry. 1990;27:

183–92.

16. Josef Golubic S, Aine CJ, Stephan JM, Adair JC, Knoefel JE, et al. Modulatory role of the

prefrontal generator within the auditory M50 network. Neuroimage. 2014;92:120–31.

17. Hunter M, Villarreal G, McHaffie GR, Jimenez B, Smith AK, et al. Lateralization

abnormalities in auditory M50 sensory gating and cortical thickness of the superior temporal

gyrus in post-traumatic stress disorder. Preliminary results. Psychiatry Res. 2011;191:138–44.

18. Roberts TP, Khan SY, Rey M, Monroe JF, Cannon K, et al. MEG detection of delayed auditory

evoked responses inn autism spectrum disorders: towards an imaging biomarker for autism.

Autism Res. 2010;3:8–18.

19. Huang M, Edgar J, Thoma R, Hanlon F, Moses S, Lee R, et al. Predicting EEG responses using

MEG sources in superior temporal gyrus reveals source asynchrony in patients with schizo-

phrenia. Clin Neurophysiol. 2003;114:835–50.

20. Wang Y, Feng Y, Jia Y, WangW, Xie Y, et al. Auditory M50 andM100 sensory gating deficits

in bipolar disorder: a MEG study. J Affect Disord. 2014;152–154:131–8.

21. Thronton ARD, Harmer M, Lavoie BA. Selective attention increases the temporal precision of

the auditory N100 event-related potentials. Hear Res. 2007;230:73–9.

22. Sams M, Hari R, Rif J, Knuutila J. The human auditory sensory memory trace persists about

10 sec: neuromagnetic evidence. J Cogn Neurosci. 1993;5:363–70.

23. Pantev C, Hoke M, Lutkenhoner B, Lehnertz K. Tonotopic organization of the auditory cortex:

pitch versus frequency representation. Science. 1989;246:486–8.

24. Reite M, Adams M, Simon J, Teale P, Sheeder J, et al. Auditory M100 component 1:

relationship to Heschl’s gyri. Brain Res Cogn Brain Res. 1994;2:12–20.

25. Hanlon FM, Miller GA, Thoma RJ, Irwin J, Jones A, Moses SN, et al. Distinct M50 and M100

auditory gating deficits in schizophrenia. Psychophysiology. 2005;42:417–27.

26. Teale P, Sheeder J, Rojas DC, Walker J, Reite M. Sequential source of the M100 exhibits inter-

hemispheric asymmetry. Neuroreport. 1998;9:26–47.

27. Reite M, Teale P, Rojas DC. MEG auditory evoked fields suggest altered structural/functional

asymmetry in primary but not secondary auditory cortex in bipolar disorder. Bipolar Disord.

2009;11:371–81.

28. Crowley KE, Colrain IM. A review of the evidence for P2 being an independent component

process: age, sleep and modality. Clin Neurophysiol. 2004;115:732–44.

29. Cortoos A, De Valck E, Pattyn N, Mairesse O, Cluydts R. Excitatory versus inhibitory

impairments in insomnia patients: an ERP study. Int J Psychophysiol. 2014;93:52–69.

30. Fridberg DJ, Hetrick WP, Brenner CA, Shekhar A, Steffen A, et al. Relationships between

auditory event-related potentials and mood state, medication, and comorbid psychiatric illness

in patients with bipolar disorder. Bipolar Disord. 2009;11:857–66.

31. Hamm JP, Ethridge IE, Shapiron JR, Pearison GD, Tamminga CA, et al. Family history of

psychosis moderates early auditory cortical response abnormalities in non-psychotic

bipolar disorder. Bipolar Disord. 2013;15:774–86.

300 T. Maekawa et al.



32. O’Donnell B, Vohs J, Hetrick W, Caroll C, Shekhar A. Auditory event-related potential

abnormalities inn bipolar disorder and schizophrenia. Int J Psychophysiol. 2004;53:45–55.

33. Tabras-Seisdedos R, Balanza-Martinez V, Pallardo Y, Salazar-Fraile J, Selva G, et al. Similar

effect of family history of psychosis on Sylvian fissure size and auditory P200 amplitude in

schizophrenia and bipolar disorder subjects. Psychiatry Res. 2001;108:29–38.

34. Hari R, Pelizzone M, Mäkelä J, Hällst€om, Leinonen L, et al. Neuromagnetic responses of the

human auditory cortex to on-and offsets of noise bursts. Audiology. 1987;26:31–43.

35. Godey B, Schwartz D, de Graaf JB, Chauvel P, Liegeois-Chauvel C. Neuromagnetic source

localization of auditory evoked fields and intracerebral evoked potentials: a comparison of data

in the same patients. Clin Neurophysiol. 2001;112:1850–9.

36. Wang Y, Jia Y, Feng Y, Zhong S, Xie Y, et al. Overlapping auditory M100 and M200

abnormalities in schizophrenia and bipolar disorder: a MEG study. Schizophr Res. 2014;

160:201–7.
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Part IX

Cognition and Brain-Machine Interface



ECoG-Based BCI for BCI-MEG Research 16
Kyousuke Kamada

Abstract

A brain-computer interface (BCI) allows the user to control a device or software

with brain activity. Many BCIs rely on dynamics of brain oscillations related to

semantic and motor imaginary tasks in the electroencephalogram (EEG) and

magnetoencephalography (MEG). Decoding brain activity of corresponding

high-level tasks may lead to an independent and intuitively controlled BCI.

Most of today’s BCI research focuses on analyzing EEG and MEG which

provide only limited signal-to-noise ratio. Derived electrocorticographic

(ECoG) signals allow the investigation of spatially highly focused task-related

activation within the high-gamma frequency band, making the discrimination of

individual finger movements or complex grasping tasks possible. Common

spatial patterns (CSPs) are commonly used for BCI systems and provide a

powerful tool for feature optimization and dimensionality reduction. This work

focused on the discrimination of (i) three complex hand movements as well as

(ii) hand movement and idle state. Two subjects S1 and S2 performed single

“open,” “peace,” and “fist” hand poses in multiple trials and (iii) one subject S3

controlled a humanoid in the remote place. Signals in the high-gamma frequency

range between 100 and 500 Hz were spatially filtered based on a CSP algorithm

for (i), (ii), and (iii). Additionally, a manual feature selection approach was

tested for (i). A multi-class linear discriminant analysis (LDA) showed for (i) an

error rate of 13.89 %/7.22 % and 18.42 %/1.17 % for S1 and S2 using manually/

CSP selected features, where for (ii) a two-class LDA leads to a classification

error of 13.39 % and 2.33 % for S1 and S2, respectively. For motor imaginary to

remotely control the humanoid, (iii) S3 was able to perform such control over

four sessions: three of those were performed consecutively over 1 day and the
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last one was performed 2 days afterward. After each session, the performance of

the classifier improved, reaching about 90 % in the end. This experiment showed

that ECoG-based motor imagery performed well despite a short training period,

providing future possibility for MEG-based BCI with higher sensitivity than

present MEG sensors.

Keywords

MEG • ECoG • BCI • Motor function • Brain signal decoding

16.1 Introduction

A brain-computer interface (BCI) is a direct communication pathway between the

brain and an external device. BCIs are often directed at assisting, augmenting, or

repairing human cognitive or sensorimotor functions. Most of them rely on

processed EEG data containing event-related potentials (ERP) or oscillations

showing event-related desynchronization/synchronization (ERD/ERS) [1, 2]. The

EEG is widely spread in this area because of its low cost and easy setup, as well as

its high temporal resolution [3]. However, the low spatial resolution and signal-to-

noise ratio are limiting factors in many BCI applications [4].

MEG has been also used to record event-related responses with high time

resolution, covering the whole head, and simply provides source localization of

each response [5]. Both EEG and MEG are, however, sensitive to the topography of

the brain – the details of the structure of its surface [6]. The brain surface is

complexity folded, and whether the signal arises in the convex tops of the folds

(gyri) or the concave depths of the folds (sulci) affects sensitivity to neuronal

current sources (dipoles). MEG is particularly insensitive to radial dipoles, those

directed toward or away from the scalp. It mainly sees tangential dipoles, which are

parallel to the scalp. Electrocorticogram (ECoG) with subdural electrodes is more

sensitive to both radial and tangential dipoles since electrodes are directly placed on

the brain surface. In order to capture functional dynamics of neurophysiological

phenomenon, this chapter explains electrophysiological characteristics of ECoG

related to different motor tasks for brain signal decoding and BCI development. We

believe that the ECoG study allows to demonstrate neurophysiological dynamics,

overcoming the present MEG limitations.

We recently demonstrated ECoG profiles related to motor execution and visual

recognition by normalizing ECoG electrodes of 20 patients on a template brain.

This normalization technique clearly delineated a characteristic increase in band

power for frequencies above 40 Hz, which is called high-gamma activity (HGA)

[7].On the basis of the off-line analysis, we were able to discriminate HGA patterns

related to different tasks (Fig. 16.1). This report adapted ECoG classification of

motor execution and imagery for real-time processing. We focused on task-related

HGA on specific cortical regions for brain signal decoding. In addition, we
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demonstrated controlling a robot hand and a humanoid online to show future

possibility for clinical practice.

Fig. 16.1 Different dynamics of high-gamma activity (HGA) related to motor execution (a) and
visual recognition (b). Upper left corner shows latency from visual ques. (a) A hand pose of peace

sign demonstrates stronger and wider HGA than others. (b) Kana reading activated only the left
temporal base. Face recognition showed right temporal activation with wider HGA than other

tasks
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16.2 Materials and Methods

We recorded ECoG in three patients with intractable epilepsy, who underwent

implantation of subdural electrodes for diagnostic purposes at Asahikawa Medical

University hospital between March 2013 and November 2014. During the ECoG

recording, we instructed the patients to perform motor execution and imaginary

tasks. Before epilepsy surgery, we confirmed the hemispheric dominance for

language functions by Wada test or a combination of functional MRI and MEG

as described elsewhere [8]. All the patients had subdural electrodes (Unique

Medical, Tokyo) implanted over the primary motor and somatosensory cortices.

The used platinum electrodes had an interelectrode distance of 5 mm and an

exposure diameter of 1.5 mm, which indicated high resolution compared to the

routine ECoG electrodes. Table 16.1 and Fig. 16.2 show more details of the

patients.

This study was approved by the institutional review board of our institute.

Written informed consent was obtained from each patient or their family after a

detailed explanation of the ECoG and language evaluation.

16.2.1 General ECoG Recording

Each patient seated on a bed with a reclining backrest in a quiet, electrically

shielded room. The ECoG data was recorded at bedside using a g.HIamp biosignal

amplifier (Guger Technologies OG, Schiedlberg, Austria) with a sampling rate of

1200 Hz and a hardware band-pass filter range from 0.5 to 500 Hz.

16.2.2 Experimental Design

The subjects were asked to remain silent and follow the visual cues presented on a

screen that was placed bedside to the patient. For stimulus presentation, a

MATLAB/Simulink rapid prototyping environment was used.

Table 16.1 Demographic data of three patients

Subject Gender Age Dominant hemisphere Number of electrodes

S1 Female 35 Right 98

S2 Male 22 Left 60

S3 Female 54 Left 76
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16.2.3 Motor Execution/Imaginary Paradigms

The tasks consisted of different hand pose executions of (i) make a fist, (ii) show the

peace gesture (V sign), and (iii) open the hand. In addition, motor imaginary tasks

of hand opening and grasping were used for controlling the robot arm or humanoid.

While three patients performed 90 trials in total, each consisting of a 1500 ms

baseline and a 1500 ms task periods, during every single trial, exactly one pose was

performed.

S3 remotely controls a robot arm in front of her and a humanoid robot in another

city during the experiment. For the humanoid study, she is placed in front of a

master screen that renders video fed back from humanoid’s embedded camera. The

humanoid is placed near a cupboard where an object is placed. A cue is shown to the

patient, which has two states: (1) “Rest,” a red hexagon with the Japanese character

for rest and (2) “Move,” a green circle with the Japanese character for move. For the

patient, the mental strategy for “Rest” is to maintain a relaxed state in her mind,

while the “Move” state corresponds to the imagination of a grasping movement

with the left hand. Once the “Move” state has been recognized for 0.5 s, the

humanoid grasps an object (soda can). The humanoid takes 2 s to perform the

movement. It is executed smoothly while the patient is able to maintain her mental

state to “Move.” If the mental state is not maintained, the humanoid goes back to its

starting position until the “Move” state is reactivated.

Fig. 16.2 Electrode configuration of subject S1 with coverage of the lateral side of the right
hemisphere (left) and subject S2 with coverage of the left frontoparietal and the interhemispheric

cortex (right)
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16.2.4 Data Analysis

16.2.4.1 ECoG Data Processing
All analysis of the ECoG data was performed using custom software written in

MATLAB R2008b (MathWorks, Inc., Natick, MA). We chopped the continuous

ECoG to create 2-s epochs (0.5 s before and 1.5 s after stimulus onset) with

additional 0.125 s on both sides of each epoch to prevent “edge effect” artifact

from clouding the results. Based on visual inspection of ECoG signals, trials with

excessive epileptic activity were excluded from further analysis. For the motor task,

the hand movement onset was determined via electromyogram (EMG) on the hand

and stored as additional channel in the same recording.

16.2.4.2 Preprocessing
The data from subjects was band-pass filtered from 100 to 500 Hz (high-gamma

range) with additional notch filters at all harmonics hi of the 50 Hz power line

frequency. All filters were designed as Butterworth filter of order 5 with a notch

width of hi� 5 Hz. Then the data was triggered 0.5 s before and 1.5 s after the

stimulus onset of each task which resulted in an overall trial length of 2 s.

16.2.4.3 CSP Feature Extraction and Classification
Common spatial patterns (CSPs) are a standard method for ECoG data to extract

optimal discriminant features in movement (or movement imagination) tasks

[9]. To prevent influence of visual or auditory stimuli onto the classification, the

CSPs were run exclusively on the electrode grids covering the motor cortex. The

CSP weight matrix calculated with the optimal window size was then used to

spatially filter the ECoG signals, and the four most discriminant feature channels

were selected per decision pair (two largest eigenvalues from each side of the

spectrum). Then the signal variances were computed and the resulting channels

were normalized and had their logarithm taken for numeric stability. Based on those

features, a two-class linear discriminant analysis (LDA) for the case “movement”

vs. “idle” or a multi-class LDA (MLDA) for the hand pose decryption was

calculated using 10� 10-fold cross-validation [9, 10]. This was done for equally

spaced time points (1/16 of sampling frequency) in the range of 0.5 s before and

1.5 s after stimulus onset, yielding a set of 32 different classifiers. For S3, the CSP

method was adapted for ECoG to discriminate three motor execution tasks to

control a robot arm and two motor mental states: “Rest” and “Move” for controlling

the humanoid. In this study, the dimensions of the features’ space are reduced and

the classifier selection is automated. This allows online classification and

performing chaining trials efficiently in order to improve the classifier’s

performances.

16.2.4.4 Manual Feature Extraction and Classification
The ERD/ERS was computed based on a 300 ms reference interval before the

stimulus onset. Visual inspection of the time-frequency plots (0–200 Hz) showed

that five channels were coding the individual hand poses for S1, while four channels

310 K. Kamada



were doing the same for S2 and S3. For each of the selected channels, the signal

power within the 60–90 Hz, 110–140 Hz, and 160–190 Hz bands was estimated

using a Butterworth filter of the fourth order, followed by squaring and averaging

over consecutive samples of a 0.5 s window. All feature values were then logarith-

mically scaled. Based on the given band power features, a multi-class linear

discriminant analysis (MLDA) was performed to compute a set of 32 linear

classifiers, each represented the features for a given time point [11]. As in the

CSP case, a 10� 10 cross-validation was used to determine the classifier error rate.

To determine the significance level of distinct distribution means between the two

feature extraction methods, the nonparametric McNemar’s test for paired nominal

data was used with three different test statistics: exact binomial confidence interval

[12], Yates continuity correction, and Edwards continuity correction.

16.3 Results

16.3.1 Discrimination of Hand Poses

Using the manual feature selection, the subjects S1 and S2 showed a minimal

detection error for the three different hand poses of 13.89 % and 18.42 %, respec-

tively. In contrast, the CSP-based features led to a minimal classification error of

“fist,” “peace,” and “open” hand poses of 7.22 % and 1.17 % for S1 and S2,

respectively. Figure 16.4 shows more details about the error rate of all the 32 differ-

ent classifiers in the 2 s trial window for both subjects and methods. The shaded

areas in Fig. 16.3 represent the 95 % (dark gray) and the 99 % (light gray)

significance level, respectively, for the McNemar’s test in all three test statistics.

16.3.2 Discrimination of Movement and Idle State

The discrimination of movement containing “fist,” “peace,” and “open” hand trials

against the relaxed “idle” state showed a classification error of 13.39 % and 2.33 %

for S1 and S2, respectively (Fig. 16.4).

16.3.3 Controlling the Robot Arm and the Humanoid

Mean training times to control the robot arm with motor execution and imaginary

tasks were 58.2 and 25.4 min for all patients, respectively. In general, training

session of EEG-based BCI needed more than 12 h [13]. ECoG demonstrated high

signal-to-noise ratio and powerful potentials to create accurate decoders for devel-

oping BCI. Depending on motor execution, the maximum power and distribution

were significantly different among hand poses that made decoding hand poses much

16 ECoG-Based BCI for BCI-MEG Research 311



easier (Fig. 16.5). For motor imaginary to control the robot arm with two poses such

as fist and opening hand, training session took 35 min (Fig. 16.6). In addition to

creating decoders and making short breaks, the whole setup took within 2 h. In the

experiments of the motor execution and imaginary, decoding accuracies were

95.4 % and 97.7 %, respectively.

Fig. 16.3 Averaged three-class detection error for a single trial using manual (blue dotted lines)
and CSP (red solid lines) feature extraction. The vertical line represents the time point of the visual

stimulus that showed the subject which hand pose to perform. The gray bars represent the areas of
significant differences between the two feature extraction method means; dark gray indicates

p< 0.05 and light gray p< 0.01
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Fig. 16.4 Averaged two-class (“movement” vs. “idle”) detection error for a single trial using the

CSP feature extraction. The vertical trial onset line is identical with the onset of “movement” and

“idle” blocks. The nonrandom classification behavior before 0.4 and 0.65 s, respectively, stems

from previous movements contaminating the fake “idle” trials

Fig. 16.5 (a) Electrode configuration of subject S3 with coverage of the lateral side of the right
hemisphere (left) and maximum values of high-gamma activity depending on each hand pose. (b,
c) ECoG decoding for hand poses of “peace or V sign” and “fist.” Despite the same hand pose cue

on the monitor, robot arm copied the real hand movement
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For motor imaginary to remotely control the humanoid in the different institute,

the patient was able to perform such control over four sessions: Three of those were

performed consecutively over 1 day and the last one was performed 2 days after-

ward. After each session, the performance of the classifier improved, reaching

about 90 % in the end. This experiment showed that ECoG-based motor imagery

performed well despite a short training period compared to similar paradigms in

EEG-based BCI [3]. The patient was also able to maintain a motor imagery state for

an extended period of time (Fig. 16.7) [14].

Fig. 16.6 Motor imaginary tasks with no muscle movement controlling a robot hand. CSP feature

extraction well fits to decode the motor imaginary activity
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16.4 General Remarks

BCI is being extensively studied for motor recovery after stroke and head injury.

BCI for stroke motor recovery includes intensive BCI training linking brain activity

related to the patient’s intention to move the paretic limb with the contingent

sensory feedback of the paretic limb movement guided by assistive devices. BCI

studies in this area are mainly focused on EEG-BCI or MEG-BCI systems due to

their high temporal resolution, which facilitates online contingency between the

intention to move and sensory feedback of the intended movement [15]. EEG-BMI

training was recently demonstrated in a controlled study to significantly improve

motor performance in stroke patients with severe paresis [16]. Therefore, BCI

contains clinical potentials for artificial prosthesis and rehabilitation. Despite inva-

siveness, ECoG detects the highest signal-to-noise ratio than EEG and MEG.

Neural basis for BCI-induced restoration of motor function and perspectives for

future BCI research for recovery of damaged motor functions have got strong

attention in the clinical practice.

Figure 16.3 shows the error rates of the linear three-class classifiers along the

different time points of trial duration. It can be seen that the CSP-based feature

extraction expresses significantly lower error rates in detecting the correct hand

Fig. 16.7 Motor imaginary tasks with no hand movement controlling a humanoid to hold a can.

Small windows in the upper row images show mean voltage changes of all targeted electrodes.

Windows in the lower row demonstrate features of common spatial pattern of all targeted

electrodes. Red and green spots on the monitor indicate resting and holding (active), respectively.

Arrows indicated power suppression of electrocorticogram related to the motor imaginary task

16 ECoG-Based BCI for BCI-MEG Research 315



poses compared to the manual feature selection. The error rates drop from 13.89 to

7.22 % for S1 and from 18.42 to 1.17 % for S2. This yields a maximal mean

accuracy rate of 95.8 % by gaining on average 11.96 %. Due to the 0.5 s signal

buffer for the band power computation and the reaction time of the subject, the

movement type features were the most discriminant in a window between 0.8 and

1.2 s after trial onset (0.3–0.5 s after cue presentation). Furthermore, the features

only remained stable for around 0.3 s, which leads to long phases of random state

classification in an online experiment. Therefore, additional discrimination between

the “movement” and “idle” state was used to minimize these false-positive

assignments. Figure 16.4 shows that the respective error rates drop with the

beginning of the movement around 0.5–0.8 s after the trial onset. The bowl-shaped

deviation from the 50 % chance level for the classification error in the window from

�0.5 to 0.65 s (S1) and�0.5 to 0.4 s (S2) stems from contamination with the end of

the movement period of the previous trial. This is a direct consequence of the

generation of the “idle” trials via trigger shifting. The contaminated window for S2

is shorter because of the longer intertrial period compared to S1. It is expected that

the movement artifact would be more crucial in the MEG experiment, since the

MEG sensors are fixed in the system. Although the MEG system has motion

compensation [17] and other off-line motion correction programs, the artifact

mostly affects decoding accuracy.

Visual inspection of the video material of the hand movements during the

experiments reveals a possible reason for the weaker movement/idle discrimination

of S1: It can clearly be seen that the flexion and extension of the fingers were

executed much more powerful by subject S2. The presented experiments further

show a strategy how to detect specific hand movements in an online environment.

The presented BCI system allows the detection of movement in the first place,

followed by a movement discrimination step. These two steps are computed in

parallel (using their distinct CSP filters and classifiers). Compared to the manual

feature extraction, the CSP filtering process stands out by the higher classification

accuracy and the inherent dimensionality reduction, which decreases the computa-

tional effort tremendously and is an important factor for real-time computation

within an online BCI system. In contrast to CSP-based classification algorithms for

EEG data, the ECoG system stands out that similar accuracies can be achieved for

more classes, shorter trial periods, and without the need of extra subject training. As

a result, the presented ECoG-based BCI system provides an accurate and fast

configuration for a corresponding online setup. In addition, the decoding principle

of ECoG and MEG is mostly similar. The ECoG study in this chapter would be

applicable for MEG-BCI research. In the future, we hope to lever our experience

into future experiments of this type where the user would control the robot in more

complex scenarios.
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Oscillation and Cross-Frequency Coupling 17
Masayuki Hirata

Abstract

Cerebral oscillation is a neurophysiological phenomenon related to

cerebral rhythmic activity that reflects neural activity. It changes depending on

oscillatory frequency, reflecting various brain functions including sensory,

motor, and language functions. These oscillatory changes are used as decoding

features of brain-machine interfaces. Recently, it has become clear that these

oscillations in the different frequency bands are synchronized with each other.

This phenomenon is called cross-frequency coupling. We propose a hypothetical

model: brain networks have a low-frequency oscillatory property and high γ
activity in local circuits that are modulated by cross-frequency coupling between

the phase of the low-frequency oscillation of the brain network and the ampli-

tude of the high γ activity of local circuits.

Keywords

Cerebral oscillation • Cross-frequency coupling

17.1 Cerebral Oscillation

17.1.1 Cerebral Oscillatory Changes

Synchronous oscillations in specific frequency bands such as alpha waves are

well known as basic brain rhythms. These basic rhythms change signal power

due to brain activation. Event-related desynchronization (ERD) is an attenuation

of the oscillation amplitude of a specific frequency band that occurs in relation to

specific neural activities [1]. The opposite phenomenon, event-related synchronization
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(ERS), is an increase in that amplitude [2]. The best-known frequency band is α
(8–13 Hz). So-called α waves are detected from the parieto-occipital area during

relaxed wakefulness. The α wave increases when the eyes are closed and decreases

when opened. This α blocking is one of the most typical examples of ERDs. In

addition to the α band, frequency bands are divided depending on neurophysiological

properties as follows: δ (1–4 Hz), θ (4–8 Hz), β (13–25 Hz), low γ (25–50 Hz), and

high γ (>50 Hz) frequency bands.

Synchronous oscillations can be measured using EEG, MEG, and electro-

corticography (ECoG) which is a method of recording neural activity from elec-

trodes directly placed on the cortical surface. Of these three brain signals, ECoGs

are the most precise with respect to both spatial and temporal resolution, and they

provide a good and typical sample of time-frequency spectrograms for cerebral

oscillatory changes including high-frequency components (Fig. 17.1). In Fig. 17.1,

ECoGs were recorded during right-hand grasping from subdurally placed grid

electrodes placed over the left sensorimotor areas in an intractable epilepsy patient.

ERDs are observed in the α and β bands over the sensorimotor areas and are broadly

distributed, whereas ERSs are observed in the high γ band in the sensorimotor areas

and are more focally distributed [3, 4]. Regarding time domain, ERDs occur

500–1000 ms prior to muscle contraction and are sustained even after the end of

muscle contraction, whereas ERSs are more restricted to the periods of muscle

contraction. ERS in the high γ band is known to reflect functional localization of the
brain better than ERD in the α and β bands. These oscillatory changes during

movements are referred to as movement-related cerebral oscillatory changes.

Cerebral oscillatory changes are observed not only during movements but also

during language activities, sensory processing, and mental concentration.

ECoG provides us with precise information on neural activities directly from

brain surface electrodes, but electrode placement requires brain surgery, whereas

MEG is noninvasive as well as precise in functional localization. However,

Fig. 17.1 Cerebral oscillatory changes recorded from subdural grid electrodes. (a) Electrode
configuration on the brain. (b) Time-frequency spectrograms of the grid electrodes. ERS in the γ
band (red color) is focally distributed, whereas ERD in the α and β bands (blue color) is broadly
distributed. (c) A time-frequency spectrogram (upper) and a cortical potential graph (lower) of
electrode 8
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compared to ECoG, MEG does not consistently detect high γ band activity, unless

time-locked stimuli or tasks are used in the case of the primary sensory or motor

areas. Therefore, MEG is generally inferior to ECoG regarding functional

localization.

17.1.2 Somatosensory Processing

Typical neuromagnetic somatosensory responses are observed when we stimulate

major peripheral nerves of the body. We measured neuromagnetic responses using

a whole-head type axial gradiometer equipped with 64 SQUID sensors. Figure 17.2a

shows the averaged waveforms of the somatosensory evoked neuromagnetic fields

recorded from all 64 SQUID sensors for 100 electrical stimuli to the right median

nerve at the wrist of a healthy subject. Typical neuromagnetic components are

clearly observed at 20 ms, 26 ms, 39 ms, and 51 ms after the stimuli. Isomagnetic

field maps clearly show a pair of inflow and outflow neuromagnetic fields

(Fig. 17.2b). A current dipole equivalent to the magnetic field at 20 ms after the

stimuli is localized just in the contralateral postcentral gyrus (Fig. 17.2c). The

postcentral gyrus is well known as the primary somatosensory area, where somato-

sensory processing such as touch and vibration sensation of the body is undertaken.

Beamformer analysis provides us with additional information about the spatio-

temporal distribution of oscillatory activity of somatosensory processing. The ERS

is focally localized in the contralateral postcentral gyrus in the high γ band, whereas
the ERDs are more broadly localized over the bilateral postcentral gyri in the α
band, lateralized to the contralateral side (Fig. 17.3) [5]. The high γ ERS is

suggested to reflect activation of the primary somatosensory area, whereas α

Fig. 17.2 Typical somatosensory evoked neuromagnetic fields (SEFs) induced by peripheral

nerve stimulation. (a) Averaged waveforms of the SEFs for 100 electrical stimuli to the right

median nerve. (b) Isomagnetic field maps showing a pair of inflow and outflow of neuromagnetic

fields. (c) A current dipole equivalent to the magnetic field at 20 ms localized in the contralateral

postcentral gyrus
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ERDs are suggested to reflect the modulatory responses of somatosensory

processing.

Clinically, high γ ERS induced by somatosensory stimulation is useful to

identify the central sulcus as well as the dipole of neuromagnetic responses at

20 ms evoked by median nerve stimulation.

17.1.3 Motor Processing

Similar oscillatory changes are observed in the motor cortex during motor execu-

tion, as described above. These oscillatory changes during motor execution can also

be observed using MEG. ERDs are observed in the α and β bands, broadly localized
over the bilateral primary sensorimotor areas, lateralized to the contralateral side

[6, 7]. Beta ERD is generally more anteriorly localized than α ERD, suggesting that

β ERD reflects motor processing, while α ERD reflects somatosensory processing

[7, 8]. In contrast, ERSs in the high γ band are focally localized on the contralateral
precentral gyrus, well reflecting the activation of the contralateral primary motor

area [9]. However, it is difficult to consistently detect high γ ERS using MEG.

Therefore, β ERD is often used to evaluate the location of the primary motor area

(Fig. 17.4). Although it is difficult to detect high γ ERS on a single trial basis with

MEG, ECoG can detect high γ ERS on a single trial basis. Using this trial-by-trial

high γ ERS as a decoding feature, hand movements can be differentiated, and a

robotic arm can be controlled in real time [10, 11] (Fig. 17.5).

Fig. 17.3 Cerebral oscillatory changes during somatosensory stimulation revealed by

beamforming MEG analyses. Distributed ERS in the contralateral somatosensory area in the

high γ band (right) as well as the ERDs in the bilateral somatosensory areas in the α (left) and β
(center) bands
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Fig. 17.4 Preoperative functional mapping based on the β ERD for evaluating the location of the

primary motor area. Beta ERD was localized by MEG just posterior to a tumor in the precentral gyrus

(right). The results of cortical electrical stimulation mapping were concordant with those of β ERD

Fig. 17.5 Real-time robot control using trial-by-trial high γ ERS of ECoG. Using this trial-by-

trial high γ ERS as a decoding feature, hand movements can be decoded, and a robotic arm can be

controlled in real time
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17.1.4 Language Processing

Compared to somatosensory processing and motor processing, neuromagnetic

responses to language processing are more complex. We use a silent reading task

to avoid noise contamination due to muscle contraction during phonation. A three-

character hiragana word was presented on a display for 3 s. Subjects were instructed

to silently read the words once, as soon as the words were presented. A total of

100 words were presented serially every 6 s. Figure 17.6a shows the averaged

waveforms for neuromagnetic responses of all 64 SQUID sensors for visually

presented hiragana words in a healthy subject. They have later latency components

and isofield maps indicate more complex inflow and outflow distributions than

those of somatosensory processing (Fig. 17.6b). Single dipole analyses managed to

localize a dipole until 330 ms, but represented only part of the complex

neuromagnetic fields. Multiple dipole analyses failed to localize stable dipoles

with sufficient goodness of fit.

Beamformer analyses provide us with information on the complex spatial

distribution of cerebral oscillatory changes during silent reading. Figure 17.7

shows the results of group analysis for 14 healthy right-handed subjects. It is

Fig. 17.6 Neuromagnetic responses during silent word reading. (a) Averaged waveforms of

neuromagnetic responses for visually presented hiragana words in a healthy subject. (b) Isofield
maps indicating complex inflow and outflow distributions. (c) Single dipole analyses
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noteworthy that the spatial distribution is dependent on the frequency bands of the

oscillatory changes. ERDs in the α band are distributed in the posterior (receptive)

language area, whereas ERDs in the low γ band are distributed in the

frontal (expressive) language area [12]. In addition, we found that the left and

right lateralization of ERD in the frontal area in the low γ band well corresponds to
language dominance [13]. Using this property, we established a method to evaluate

language dominance noninvasively with beamforming MEG analyses. Consistency

is approximately 85 % with the standard but invasive method for evaluating

language dominance (the Wada test), which requires the injection of anesthetic

agents intra-arterially at the carotid artery [12]. Beamforming MEG analysis is

considered to be an alternative to the Wada test in selected cases. Figure 17.8 shows

an example of language dominance evaluated by this method.

Sliding time-window analyses of beamforming MEG revealed the temporal

profiles of cerebral oscillatory changes during silent reading (Fig. 17.9) [14]. We

found that the transient ERS first occurred in the occipital visual area and then in the

temporo-occipital language areas and finally propagated to the frontal language

areas. This transient θ (8–13 Hz) ERS was followed by α ERDs in the temporo-

occipital language areas and low γ ERDs in the frontal language areas. High γ ERS
was found in the occipital lobe, which reflects visual processing. It seems that

transient θ ERS reflects serial processing, while α and low γ ERDs reflect parallel

neural processing.

High γ ERSs related to language processing can be detected using ECoGs

[15]. Figure 17.10 shows the relationship between the spatial distribution of high γ
ERS induced by a verb generation task and the result of cortical electrical stimu-

lation mapping. The localization of high γ ERS is well concordant with that of

cortical mapping. Although it is generally difficult to detect high γ ERS related to

language processing in individual subjects with MEG, high γ ERS can be detected

Fig. 17.7 Frequency-dependent spatial distribution of cerebral oscillatory changes during silent

reading revealed by beamformer analyses. ERDs in the α band distributed in the posterior

(receptive) language area, whereas ERDs in the low γ band distributed in the frontal (expressive)

language area
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Fig. 17.8 Noninvasive preoperative evaluation of language dominance and localization. Low γ
ERD indicating the frontal language area is localized in the left inferior and middle frontal gyri

Fig. 17.9 Temporal profiles of cerebral oscillatory changes during silent reading. Transient θ
ERS reflects serial processing, while sustained α and low γ ERDs reflect parallel neural processing
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by MEG by combining group analyses, targeted time windows, and tasks with high

task demand to the frontal language area such as a verb generation tasks (Fig. 17.11).

17.2 Cross-Frequency Coupling and Oscillatory Coupling
Network Model

Cross-frequency coupling is a phenomenon where cerebral oscillations in the

different frequency bands are synchronized (Fig. 17.12). Cross-frequency coupling

has been reported in various cerebral areas [16, 17]. It is well known that the

Fig. 17.10 High γ ERSs related to language processing detected using ECoGs. The localization

of high γ ERS (red color) is well concordant with that of cortical mapping (arrows)

Fig. 17.11 High γ ERS related to language processing detected by MEG. Group analyses with

targeted time windows detected high verb generation task induced γ ERS in the frontal language

area
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amplitude of the high γ band activity is modulated by the phase of the θ band

activity. In general, slow oscillations in the θ, α, and β bands modulate fast

oscillations in the high γ band [18]. We found that in using ECoGs, the amplitude

in the high γ band is coupled with the phase in the α band more than 2 s before the

onset of hand movements and decoupled just before movement onset [17]. This

cross-frequency phase-amplitude coupling in the motor cortex might play an

important role in control of movement initiation and postures.

Cerebral network models have been proposed regarding neural networks

between the cortical areas and deep brain structures as well as cortico-cortical

networks [19]. Based on the above-mentioned cerebral oscillation and cross-

frequency coupling, we propose an oscillatory coupling network model of the

brain (Fig. 17.13). Sensory networks consisting of thalamocortical loops are

Fig. 17.12 Cross-frequency coupling. The amplitude of high-frequency activity (H) is

synchronized with the phase of low-frequency activity (L)

Fig. 17.13 Proposed oscillatory coupling network model. Sensory network dominated by α band

activity, motor network dominated by α and β band activity, memory network dominated by θ
band activity, and executive network dominated by low γ band activity. High γ band activity is a

pivotal activity of local circuits modulated by the phase of the slow oscillatory activity including

those of the θ, α, β, and low γ bands specific to each network
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dominated by α band activity including α waves. Motor networks consisting of

cortico-basal ganglia loops are dominated by α and β band activity including μ
waves. Memory networks consisting of hippocampus/amygdala-cortical loops are

dominated by θ band activity. Executive networks consisting of parieto-prefrontal

circuits are dominated by low γ band activity. High γ band activity is a pivotal

activity of local circuits in the cortical and deep brain structures consisting of these

networks. Its activity may be modulated by the phase of slow oscillatory activity

including those of the θ, α, β, and low γ bands specific to each network.
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